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ABSTRACT
The liquid drag−out (LDO) coating process is a key process in metallic−coated strip
production in continuous galvanising lines. The liquid is dragged−out by the strip when the
strip pulls up from a bath. The liquid in the process is commonly liquid zinc. The LDO
physical understanding is important to control the liquid film thickness, coated strip
smoothness and production efficiency. The thesis aimed to understand free LDO
fundamentals by developing a numerical tool to simulate the free LDO process. The LDO
fundamentals (meniscus, stagnation point, re-circulation flow, boundary layer thickness)
analysis are important, as the film is influenced by the fundamentals. A graphical processing
unit (GPU) enables a Smoothed Particle Hydrodynamics (SPH) tool is to be developed using
MATLAB. The SPH tool is validated against the numerical cases: lid−driven cavity, a
hydrostatic tank under gravity and a droplet spreading on a solid surface.
The inter−particle interaction (IIF) technique is used in modelling the surface tension
and adhesion. Non−periodic inlet and outlet boundaries are present in LDO problem. Mirror
buffer technique with SPH is implemented in the outlet to model the gradient−free Neumann
boundary. Also, to conserve the domain mass over time, a novel approach is introduced to
return the domain leaving particle immediately to the domain at the next time step.
This thesis investigates the free LDO coating process for different liquids (fluid
Property number (𝑃0 ) and strip velocities (Capillary number (𝐶𝑎)). The fluid Property
numbers used are 𝑃0 = 0.03, 0.10 and 0.56. For low property number 𝑃0 = 0.10 (low
inertia), this thesis reports that the liquid film thickness matched closely with the LL
(Landau−Levich) prediction line, and the non−dimensional film reached the constant
asymptotic maximum limit for 𝐶𝑎 ≥ 0.10. For lower 𝑃0 = 0.03 (higher inertia), however,
the film thickness is thicker, and the film reached maximum asymptotic limit earlier 𝐶𝑎
than 𝑃0 = 0.10. For 𝑃0 = 0.56 (lower inertia), the thin film thickness is obtained, and the
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viscous force dominates the flow. The film gets the asymptotic maximum for sufficiently
higher (later) 𝐶𝑎 comparing the fluid Property number 𝑃0 = 0.03 and 0.10. This study does
not obtain the maximum possible non−dimensional film thickness and withdrawal flux for
all investigated 𝑃0 cases.
A close investigation of the meniscus region and stagnation point for low inertia
shows that the meniscus radius increases with 𝐶𝑎, and the stagnation point always stays in
the meniscus air−liquid interface. With a 𝐶𝑎 dependent stagnation point shifting
window (2.5 ± 0.3)ℎ∞ from the strip, the stagnation elevates higher from the bath liquid free
interface with increasing 𝐶𝑎.
For low inertia and 𝐶𝑎 > 0.10, the turn-back liquid from a higher stagnation point
from the bath liquid line holds higher potential energy that creates a dip in the meniscus to
convert into kinetic energy, turning the meniscus interface into a wavy meniscus. For higher
inertia, the dip in the meniscus appeared earlier, though the 𝐶𝑎 is smaller compared to the
low inertia. Lastly, for lower inertia, the dip in the meniscus evolved for the later (higher) 𝐶𝑎
compared to the higher and low inertia, and the viscous force governs the flow.
The boundary layer thickness is investigated as a function of 𝐶𝑎 and 𝑃0 . For
increased 𝐶𝑎, the velocity boundary layer thickness is wider than the film thickness. The turnback liquid increases remarkably for increased 𝐶𝑎, reasoning the strip can only carry a certain
amount of liquid from the boundary layer. Thus, it is noted that the higher amount of turn-back
liquid for higher 𝐶𝑎 (i.e., 𝐶𝑎 > 0.10), is one of the possible reasons for the formation of the
dip in the meniscus.
The simulations in the present thesis show that the IIF surface tension and adhesion
models and Neumann boundary conditions in the open boundary with SPH are suitable to
model the free LDO problem. The LDO fundamental analysis has importance in understanding
the film development process, the final film thickness quality and smoothness.
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CHAPTER 1
Introduction
1.1 Background
The liquid drag−out (LDO) process has both engineering and economic advantages in
producing a wide range of liquid−coated products, for example, galvanised steel, X−ray,
photography films, papers, semiconductor components and magnetic information storage
systems.
In the production of galvanised steel strip products, the LDO coating process involves
depositing a thin liquid layer coating on a solid strip (substrate) to protect the steel from
corrosion in a corrosive environment. The liquids commonly used to coat the steel strips are
pure zinc, aluminium, silicon oil or a mixture of some of these liquids [3]. The production
demands a thin, smooth and shiny film with constant thickness. These film qualities can
minimise material cost, reduce strip processing problems, and protect the strip from chemical
and metallic reactions. The operating conditions (strip velocity, strip surface, jet wiping
process, jet wiping location) and liquid properties (density, viscosity, surface tension) can
influence film thickness and quality. So, a better understanding of the operating conditions and
liquid properties minimises operating and material costs.
Early methods for producing galvanised steel strips required the strips to be dipped
manually into a molten zinc bath [14]. While this manual process resulted in a liquid film
coating the strip, there was no control over the film thickness. Later, a continuous coating
process was applied mainly in the industrial process to establish reasonable control over film
thickness and quality. The strip is pulled continuously from the bath lower region in the
continuous coating process. This process improves the quality of the metal coating when the
strip velocity is higher (200 m/min) [15]. In general, the jet operates from the liquid bath above
(minimum 200 mm) to control the thickness of the adhered liquid film.
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The LDO coating processes can be conducted with (as illustrated in Figure 1-1a and 11b) or without a jet. Liquid from a distance above the bath liquid surface turns back when a jet
is used in the drag−out process (as shown in Figures 1-1a and 1-1b). The liquid heading toward
the bath liquid surface refers to the turn−back liquid. So, the LDO process develops different
flow phenomena with a jet or without a jet. Over the years, much research has focused on the
effects of impinging air−jet on the liquid as liquid directed upward (upstream flow) with the
strip [16-19]. The upstream flow is believed to be an undeniable factor for the final film
thickness and associated non−smooth film after wiping. However, a small liquid curved region
near the strip exit location is crucial for understanding the physical flow phenomena for LDO,
whether the jet is operated or not. The liquid flow structure of the small curved region is mainly
influenced by strip velocity and liquid surface tension, density and viscosity. Throughout this
dissertation, reference to the small curved region close to the liquid bath line will be as the
curved meniscus region.
In the curved meniscus region, there exists a location from where the strip fails to carry
the liquid. As a result, the liquid turns back into the bath. In this thesis, the point is referred to
as the stagnation point. The curved meniscus region and the stagnation point are crucial regions
to investigate defects associated with the final film thickness. Many physical and metallic
properties─strip velocity (𝑈𝑠𝑡𝑟𝑖𝑝 ), bath depth (𝐿𝑦), bath width (𝐿𝑥)), gravity (𝑔), liquid
viscosity (𝜇), liquid density (𝜌), adhesion (𝛽) and surface tension (𝛾)─must be incorporated
to determine the flow behaviour and meniscus shape.
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Figure 1-1 (a) and (b): The LDO process. Figure 1-1a shows the schematic representation of the
LDO coating process with jet operation. The solid purple line and solid grey lines are the solid strip
and the stationary bath walls. Figure 1-1b presents jet operation view in the industrial LDO problem.
The rectangular black box domain in both Figures 1-1a and 1-1b is the current project investigated
problem domain. Figure 1-1b is taken from an online source
[https://www.youtube.com/watch?v=snMZB0RIloM]. (NB: Figure 1-1a is not to scale.)

1.2 Aim and Scope
The thesis aims to understand LDO physics: curved meniscus region, stagnation point
and its location, flow below the bath liquid line, final film thickness, transition line and
boundary layer thickness thoroughly. Since the turn−back liquid flow above from the bath
liquid surface has not been considered in the present investigation, this thesis investigates the
continuous LDO process without a jet operation (Figure 1-2). It is assumed that the flow outside
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the box has insignificant effects on the meniscus and film thickness. Liquid flow tracking is an
essential technique for understanding the meniscus region, stagnation point and location, flow
below the bath liquid line and final film thickness. Experimental analysis can be carried out,
but tracking the liquid flow is not easy, especially when the treated liquid is not transparent.
This thesis tracks the liquid flow quantities (velocity, density), stagnation point and location,
meniscus interface, film thickness and boundary layer thickness at each numerical time−step
refer to the flow visualisation. Assigning a fixed index of each initial liquid particle, the
tracking and recording of those quantities are carried out. As a result, the flow structure in the
meniscus and other flow characteristics (stagnation point location, film thickness) can be
obtained at any instance of time. So, a numerical method called Smoothed Particle
Hydrodynamics (SPH) is used to visualise the flow below and above the bath liquid line in one
experiment. The SPH method allows tracking of each particle quantities (velocity, density,
pressure) since the continuum liquid is modelled by discrete liquid particles with distinct
velocity, density and pressure. This SPH technique also allows monitoring of each flow
phenomenon reasonably during the drag−out process, with less computation cost and time.
Introducing a novel open boundary treatment algorithm with SPH in liquid drag−out
coating, the numerical study provides a fundamental knowledge of the free liquid drag−out.
The fundamentals can be implemented in controlling the liquid film thickness and analyzing
the sub−surface flow pattern in liquid coating process.
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Figure 1-2: Schematic of the LDO process without a jet. The solid red line indicates the bath
liquid line. The rectangular dashed box indicates the investigated problem geometry in the current
project. (NB: figure is not to scale.)
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CHAPTER 2
Physics of Liquid Drag−out

2.1 Flow governing parameters
The LDO process relates to thin liquid film on a strip under the interaction of several
parameters─gravity (𝑔), velocity of strip (𝑈𝑠𝑡𝑟𝑖𝑝 ) and liquid properties─viscosity (𝜇),
density (𝜌), surface tension (𝛾) [15, 20]. The liquid film thickness, the shape of the liquid
interface near the bath, and strip exit location are controlled by the several non-dimensional
parameters: Capillary number (𝐶𝑎), Reynolds number (𝑅𝑒), fluid Property number (𝑃0 ) and
Grocher number (𝐺𝑜) [3]. These non−dimensional parameters are the functions of the
dimensional parameters─gravity (𝑔), velocity of strip (𝑈𝑠𝑡𝑟𝑖𝑝 ) and properties of liquid
─viscosity (𝜇), density (𝜌), surface tension (𝛾). These parameters' non-dimensional forms will
appear in the section 2.2.1. To obtain the steady, smooth, shiny and constant thickness of liquid
film, these parameters successfully controlling is essential. Also, obtaining the sub−surface
flow (flow below the liquid bath line), meniscus (a curved region near the strip and liquid bath
line), stagnation point (a location in the meniscus air−liquid interface) and flow governing
parameters analysis is crucial.

2.2 Sub−regions of the LDO coating process
The free LDO process is schematically presented in Figure 2-1a. The solid red line and
dashed black lines are drawn to indicate the bath liquid line and different LDO flow regions.
When the strip is dragged−out from a liquid bath with velocity (𝑈𝑠𝑡𝑟𝑖𝑝 ), it picks up some liquid,
which forms the liquid film across the strip [6, 9, 20, 21]. A different operating case where the
strip is dragged−out and stopped after a certain time to allow the liquid to drain back was also
investigated [22]. However, symmetrical (ideally) flow across the strip develops considering
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the strip is perpendicular to the bath liquid line (Figure 2-1a). This study simulates one side
across the strip (Figure 2-1b). The liquid curved interface above the horizontal bath liquid line
(solid red line in Figure 2-1b) to the constant film thickness and the liquid below the bath liquid
line are referred to as meniscus curved and sub−surface flow [1]. The LDO process geometry
was separated into three sub−regions [6]: liquid bath and sub-surface flow region; meniscus
curved region; and steady film thickness (Figure 2-1b). These sub−regions have different flow
characteristics: constant unidirectional thin liquid thickness, stagnation point and its location,
meniscus curved, re-circulation flow inside the liquid bath. Understanding each flow region
and corresponding flow characteristic(s) is important to enhance free LDO flow physics.

Figure 2-1 (a) and (b): Illustration of the free LDO process. Figure 2-1a shows that symmetric flow
develops across the strip. The dashed lines are used to separate the different flow regions, and the
solid red line indicates the bath liquid line. The bath bottom and solid lines (grey colour) are the
stationary bath walls. Figure 2-1b presents the numerically simulated one side of the symmetrical
flow. (NB: figure is not to scale.)
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2.2.1 Liquid bath and sub−surface flow region (sub−region 1)
‘Sub−surface flow’ refers to the liquid flow below and just above the bath liquid line
(Figure 2-1b). Inside the liquid bath and below the meniscus air−liquid interface, the liquid
layers further and further from the strip, the liquid layers move upward with less and less
velocity. The outermost liquid layer inside the bath is neither rising nor sinking [23].
Throughout the thesis, the term transition line is used to refer to the outermost layer (Figure 22). The transition line meets the meniscus air−liquid interface, and the flow is divided into two
types: flow with positive and negative vertical y−velocity component. The transition line
meeting point with the meniscus air−iquid interface is the stagnation point location [9, 11, 24].

Transition line

Figure 2-2: The transition line (dashed black) inside the bath liquid surface. The liquid particle
velocity at the transition line is approximately zero. The liquid velocity on the inner side (between
the strip and transition line) of the transition line is positive, and the liquid velocity on the outer side
(furthest from transition line to bulk liquid) of transition line is negative.
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A re-circulation inside the bath [2, 9] evolves when the strip is dragged out (Figure 23). The liquid velocity in the centre of the re-circulation is low, and the streamlines are denser
near the strip. The higher the liquid velocity, the denser the streamline.

Figure 2-3: The sub−surface flow pattern in the LDO process. The re-circulation flow inside the
liquid bath (Newtonian fluid) and stagnation point above the bath liquid line are noticed. (NB:
figure not to scale, and image is taken from [9], copyright 2022 with permission from Elsevier.)

Velocity boundary layers evolve near the strip and below the bath liquid line [3, 20].
The velocity boundary layer thickness along the strip is the function of strip velocity (𝑈𝑠𝑡𝑟𝑖𝑝 ),
bath depth (𝑑) and liquid properties: viscosity(𝜇), density(𝜌) [3].
2
𝛿~(𝜇𝑑 ⁄𝜌𝑈𝑠𝑡𝑟𝑖𝑝
)

1⁄
2

(2.1)

In the velocity boundary layer, the volume flux and the entrained amount of liquid with the
strip are 𝛿𝑈𝑠𝑡𝑟𝑖𝑝 and 𝑈𝑠𝑡𝑟𝑖𝑝 ℎ𝑐 , where ℎ𝑐 = (𝜇𝑈𝑠𝑡𝑟𝑖𝑝 ⁄𝜌𝑔)

1⁄2

is the characteristic film thickness

[3]. However, when the strip inclined with an angle (𝜃) with the liquid [6], the entrain amount
of liquid with the strip named load is 𝑞𝑐 = (𝜇𝑈𝑠𝑡𝑟𝑖𝑝 ⁄𝜌𝑔)

1⁄2

[6]. The ratio of characteristic film

thickness (ℎ𝑐 ) and volume fluxes (𝛿𝑈𝑠𝑡𝑟𝑖𝑝 ) is expressed as the non−dimensional Froude
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number (𝐹𝑟) for the specific bath (𝐹𝑟 = 𝑈𝑠𝑡𝑟𝑖𝑝 ⁄(𝑔𝑑)

1⁄
2 ).

However, the meniscus shape sees

uniform flow approaching towards it from the bath when the thickness of the boundary layer
is much larger than 𝑞𝑐 (i.e. 𝐹𝑟 number less than unity). As a result, bath geometry has a
negligible effect on meniscus shape. A qualitative description of the impact of Froude number
(variation of bath depth) on the final film thickness was demonstrated in [3]. For a specific
fluid and strip velocity (𝑈𝑠𝑡𝑟𝑖𝑝 ), the value of Froude number (𝐹𝑟) is increased when the bath
depth (𝑑) decreases. As a result, a significant amount of liquid from the boundary layer is
directed along the strip. The dimensionless film thickness dependency with the Froude number
(𝐹𝑟) was analysed graphically in [3], and it was demonstrated that bath dimension influenced
film shape in the lower meniscus region when the Froude number (𝐹𝑟) is large.

2.2.2 Meniscus curved region (sub−region 2)
‘Meniscus curved’ indicates the curved region above the bath liquid line to the starting
of the constant film [1, 11] (Figure 2-1a). The competition of viscosity (𝜇), gravity (𝑔), surface
tension (𝛾) and strip velocity (𝑈𝑠𝑡𝑟𝑖𝑝 ) determines the meniscus curved: static meniscus and
dynamic meniscus regions [1]. A static meniscus evolves by the balance of the capillary and
hydrostatic pressures when the strip is in the stationary state (Figure 2-4). When the strip starts
to move from a stationary state, the contact point of the liquid and strip starts to move with the
strip. The dynamic meniscus is the curved interface starting from the bath upper interface to
the constant film region (Figure 2-4) and main flow is in the upward direction [11]. In the strip
moving case, the meniscus lower bulk region, which is unaffected (at low 𝐶𝑎 and 𝑅𝑒) by the
flow is the static meniscus region [25].
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Figure 2-4: Schematic presentation of the meniscus curved region. The static meniscus (red
curve) develops when the strip is at rest. When the strip starts to move, the liquid moves up with
the strip ,as shown with the solid black line. The solid red line indicates the bath liquid line. (NB:
figure is not to scale.)

Along the strip, the meniscus profile influences film thickness, which treats as a
characterised function of 𝐶𝑎 [3]. Previous research was reported that the meniscus interface is
wider for the higher 𝐶𝑎 (Figure 2-4) [3].
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Figure 2-5: Illustration of the meniscus curved interface for different Ca. The dashed-dot red line
indicates the meniscus interface for higher Ca and the solid black line indicates the meniscus for
the lower Ca. The bath width is a function of film thickness, d =40h0, where h0=hLL is the film
thickness. (NB: figure is not to scale.)

In the LDO free coating theory (Landau and Levich, and Derjaguian theory) [1, 6], a
perfectly wetting strip is dragged out from a liquid bath (Figures 2-6a to 2-6c). When the strip
is at rest (i.e., 𝑈𝑠𝑡𝑟𝑖𝑝 = 0), due to the balance of viscosity (𝜇), gravity (𝑔), surface tension (𝛾)
and adhesion (𝛽), a static meniscus is established (Figure 2-6a). A contact point (black circle
on the strip in Figure 2-6a) evolves when the static meniscus interface meets the strip. When
the strip starts moving up with strip velocity (𝑈𝑠𝑡𝑟𝑖𝑝 ), the contact point also moves with strip
velocity (Figures 2-7b and 2-7c). The arrows on the streamline indicate flow direction.
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Figure 2-6 (a), (b) and (c): Schematic representation of the LDO coating process (near the
meniscus) for different strip velocity (Ustrip). Figure 2-6a shows the static meniscus when the strip is
at rest. Figures 2-6b and 2-6c indicate the meniscus profile for the slow and relatively higher strip
velocities (Ustrip). The red circle shows the stagnation point, and the small arrows show the liquid
flow direction. (NB: figures not to scale.)

Stagnation point in the meniscus air−liquid interface [11] and below the meniscus
air−liquid interface [11] develops in clean and surfactant−laden [11, 26, 27] cases (Figure 27). For the clean interface, the flow patterns in the case of LLD prediction are exhibited in
Figure 2-7a. It is seen that the stagnation point locates in the meniscus air−liquid interface Also,
the stagnation point has been located from the flat strip at a distance 𝑋𝑠𝑡𝑔 ⁄ℎ∞ = 3 [24],
where 𝑋𝑠𝑡𝑔 is the location of the stagnation point from the strip surface. Note that the stagnation
point location from the flat strip may travel around 2ℎ∞ to 3ℎ∞ depending on the 𝐶𝑎 range
[24]. In contrast, Figures 2-7b and 2-7c present the general flow structure with one or more
inner stagnation points in surfactant-laden cases. Hereafter, the surfactant−laden case is outside
of the thesis scope. Surfactant−laden case details can be found in [11]. This thesis has then only
been devoted to the clean interface LDO free coating process.
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Figure 2-7 (a), (b) and (c): Schematic views of clean and surfactant−laden interfacial flow. Figure
2-7a shows the flow in the meniscus for the clean interfacial case with one stagnation point (red
circle). Figures 2-7b and 2-7c show the surfactant−laden interfacial case with one interior
stagnation point and two stagnation points (red circles). (NB: figure is reprinted from Mayer et al.
[11], with the permission of AIP Publishing.)

For the range of 𝑃0 and 𝐶𝑎, the meniscus interface below the stagnation point can be
wavy (i.e., dip can be evolved in the meniscus air−liquid interface) [3, 9]. The limit between
the wavy and non−wavy meniscus air−liquid interface is

1⁄𝑃0 = 0.12𝐶𝑎1.35 [28],

sometime 1⁄𝑚 = 0.20𝐶𝑎1.50 [29], where Property number, 𝑚 = 𝜌𝛾 3⁄𝑔𝜇 4 [29]. In the range
of 𝐶𝑎 and 𝑃0 , Figure 2-8 shows the wavy and non−wavy conditions of the meniscus air−liquid
interface. The solid line is the limit between wavy and non−wavy states of the meniscus
interface. It is seen (Figure 2-8) that the wavy case arises early (though the 𝐶𝑎 is smaller
comparing other 𝑃0 cases) for lower 𝑃0 . So, it has been hypothesised that the waviness in the
meniscus appears earlier 𝐶𝑎 where the inertia is higher. Experiment analysis concluded that
the film would be wavy beyond a regime of 𝐶𝑎, and 𝑃𝑜 when the non−dimensional film
thickness is greater than the asymptotic maximum thickness 0.67 ± 0.02 [3].
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Overall, the meniscus interface can be influenced significantly by the turn−back liquid
from the stagnation point for varying 𝐶𝑎 and 𝑃0 . Hence, the stagnation point location on the
meniscus interface is yet to be investigated comprehensively. For a specific 𝑃0 , this study
proposes that the stagnation point position along and from the strip may shift significantly with
varying 𝐶𝑎.

Figure 2-8: Wavy and non−wavy meniscus interface in the regimes Ca and P0. Solid line
indicates the approximate limit between the wavy and non−wavy meniscus. (NB: the figure is
plotted in log scale and figure adapted from Filali et al. [9], copyright 2022 with permission from
Elsevier.)

2.2.3 Steady film thickness (sub−region 3)
‘Steady film thickness’ refers to the constant film in thickness along the strip [1, 3, 9,
20, 21]. In other words, the film constant in thickness just above the dynamic meniscus is the
steady film thickness (Figure 2-1b). For a Newtonian liquid (e.g., water, oil, glycerine and
gasoline [3, 9], the LDO flow governing major parameters─strip velocity (𝑈𝑠𝑡𝑟𝑖𝑝 ), liquid
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viscosity (𝜇), density (𝜌), gravity (𝑔)─were defined in the directional work [30], which is
given as
2𝑈𝑠𝑡𝑟𝑖𝑝
(2.2)
𝜌𝑔
Equation (2.2) shows that the liquid layer on the strip will be thicker when the strip velocity is
ℎ𝐺 =

higher. However, the meniscus plays an important role in developing the liquid film. In the
meniscus, surface tension plays a crucial role due to the high curvature of the free surface. A
key parameter, namely 𝐶𝑎, was pointed out to express the relative importance of the surface
tension and viscous forces [20]. Thus, the expected film thickness can be written as 𝑙𝑐 𝑓(𝐶𝑎),
where 𝑙𝑐 = (𝛾⁄𝜌𝑔)

1⁄
2

is the characteristic length.

The film thickness is a function of gravity (𝑔), strip velocity (𝑈𝑠𝑡𝑟𝑖𝑝 ), liquid properties
─surface tension (𝛾), density (𝜌) and viscosity (𝜇)─and radius of the dragged object (strip/
fibre) [31]. The film thickness equation (2.3) [20] is then given as
ℎ𝐺𝑟
= 𝑓(𝐶𝑎, 𝑅𝑒, 𝐺𝑜)
𝑙𝑐

(2.3)

Hence, the non−dimensional parameters that indicate the relative importance of the other acting
forces are the Capillary number
𝐶𝑎 =

𝜇𝑈𝑠𝑡𝑟𝑖𝑝
Viscous forces
=
𝛾
Capillary forces

(2.4)

𝑅𝑒 =

𝜌𝑈𝑠𝑡𝑟𝑖𝑝 𝑙𝑐
Inertia forces
=
𝜇
Viscous forces

(2.5)

the Reynolds number

and the Goucher number [25]
1
(2.6)
𝑙𝑐
When the strip is replaced by the fibre, the Goucher number turns into 𝐺𝑜 = 𝑏⁄𝑙𝑐 , where 𝑏 is
𝐺𝑜 =

the radius of the fibre [25].
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Hence, the non−dimensional parameters can then be categorised into three groups. The
first group is connected with the flow conditions. The flow conditions determine whether the
Capillary, viscous or inertia forces influence the drag−out operation. The first group parameters
are 𝐶𝑎 and 𝑅𝑒. The second group of parameters is connected with the object withdrawn
geometry (𝐺𝑜) (i.e., whether the object is strip or fibre). Lastly, the third group is connected
with the rheological properties of the liquid. The rheological properties of the liquid are: liquid
inner structure, liquid molecule shape, applied forces and ambient conditions, for example,
temperature. Different rheological liquids may be Newtonian liquids (e.g., water, oil, gasoline)
or viscoelastic liquids (e.g., paints, polymers).
Later, in the small range of 𝐶𝑎 (10−5 ≤ 𝐶𝑎 ≤ 10−1 ), and without taking into account
inertia effects (for the mentioned small 𝐶𝑎) range, the effect of gravity (𝑔) on the film thickness
is negligible comparing surface tension (𝛾)), Landau and Levich (LL) [1] arrived at a
theoretical film thickness approximation of the form
ℎ𝐿𝐿
2
= 0.946 × 𝐶𝑎 ⁄3
𝑙𝑐

(2.7)

where a rigorous asymptotic matching of the dynamic meniscus and the static meniscus regions
allowed LL [1] to estimate the equation (2.7) prefactor [25].The LL prediction [1] treats the
meniscus as two distinct regions: dynamic and static meniscus. Then, the LL prediction
addressed two individual Laplace equations of the mentioned regions and concluded a final
approximate common solution by matching the two independent equations as a film equation
(2.7).
However, the first validation of the LL can be evidenced to Derjaguin [6] in the 𝐶𝑎
range 10−1 > 𝐶𝑎 > 2 × 10−5 . This author ignored the inertia and capillary force, assuming
the capillary force to have no significant effect on the ideally flat and constant film thickness.
This Derjaguin analysis has shown good agreement with the LL prediction [1]. The equation
(2.8) [6] was then obtained in the given form
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1⁄2
𝜇𝑈𝑠𝑡𝑟𝑖𝑝
⁄
ℎ𝐷 = (
𝜌𝑔)

(2.8)

Equation (2.8) is pointedly consistent with the outcomes obtained in the earlier work of
[32]. Under the influence of gravity (𝑔) and corresponding boundary conditions in the constant
film thickness region, a parabolic velocity profile evolves [20, 21]. The velocity distribution
for various film thicknesses and non−dimensional film thickness with corresponding
withdrawal flux has been shown in Figures 2.9a and 2-9b. The Derjaguin equation (2.8)
presents the maximum film thickness 𝑇0 = 1.0 with corresponding withdrawal flux 𝑄 = 2⁄3
(Figure 2-9b). Later, the maximum film thickness 𝑇0 = 0.66 with 𝑄 = 0.56 was obtained in
the Groenveld experiment (Figure 2-9b) [20]. The relation of the withdrawal flux 𝑄 and 𝑇0 is
given by [20, 21]
1
𝑄 = 𝑇0 − 𝑇03
3

(2.9)

with
𝑝𝑔

𝑞

𝜌𝑔

𝑇0 = ℎ√𝜇𝑈
and 𝑄 = 𝑈
√𝜇𝑈𝑠𝑡𝑟𝑖𝑝
𝑠𝑡𝑟𝑖𝑝
𝑠𝑡𝑟𝑖𝑝
There are two physically feasible thickness 𝑇0 with the same flux 𝑄 [20]. The correlation of 𝑇0
and 𝑄 are shown in Figure 2-9b. This figures shows that the maximum film thickness 𝑇0 = 1.0
with withdrawal flux 𝑄 = 2⁄3 for a withdrawn strip.
Nevertheless, the range of validity of the Derjaguin equation (2.8) is generally
restricted, as addressed by [33]. The inertia force has been neglected in both the LL [1] and
Derjaguin theory [6]. However, since then, Landau and Levich, and Derjaguin analysis has
been known as the LLD theory in the LDO coating process.
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Figure 2-9 (a) and (b): Velocity distributions in constant liquid films (Figure 2-9a).
Non−dimension liquid film thickness T0 versus withdrawn flux Q in the constant liquid film, with
corresponding velocity distributions (Figure 2-9b).

The establishment of the LLD prediction and its role in developing the LDO process
generated significant interest among the scientific community. Different new coating materials
and research have been developed as the technology has progressed. In general, the LL
prediction demonstrates good agreement within the 𝐶𝑎 range 10−5 ≤ 𝐶𝑎 ≤ 10−1 . However,
as the 𝐶𝑎 increases, the film thickness deviates from LL prediction [33]. The LL breaks down
because the gravitational drainage down the strip is an undeniable factor controlling film
thickness [33]. For the region (down the strip), [33] introduced an empirical correlation, but a
theoretical equation has not been proposed. Since then, the first endeavour to extend LL
prediction by incorporating gravity (𝑔) was taken in White and Tallmadge [34], known as
‘gravity corrected theory’ provided a relationship between strip velocity (𝑈𝑠𝑡𝑟𝑖𝑝 ),
viscosity (𝜇), density (𝜌) and surface tension (𝛾). For a broader range of 𝐶𝑎, film thickness
results from White and Tallmadge [34] uncovered good agreement with LL film thickness
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prediction [1, 6]. However, the correctness of [34] was queried by Wilson [7], who proposed
the below equation (2.10)
ℎ𝑤 = 0.946𝐶𝑎

1⁄
6

− 0.107𝐶𝑎

1⁄
2

(2.10)

While retaining the gravity (𝑔), neglected inertia is one of the issues of these studies [7, 34].
Because for a small 𝐶𝑎 , the inertia and gravity (𝑔) effects are negligible, but for a higher 𝐶𝑎,
the gravity effect is significant and the inertia effect becomes apparent (especially in the
meniscus) [3, 35].
Inertia force is crucial for high−velocity strip withdrawal of low viscosity liquids [35].
Comparably few studies focused on inertia force [3, 9, 35]. With an extensive range of fluid
Property number (𝑃0 = 𝜇(𝑔⁄𝜌𝛾 3 )

1⁄
4

= (viscous force)2 ⁄surface tension × inertia) and

𝐶𝑎 [3], an experiment was carried out to analyse inertia force (low inertia, higher inertia, lower
inertia) effects on meniscus region. Independent from the 𝑃0 , a dimensionless asymptotic
maximum film thickness (𝑇0 ) 0.67 ∓ 0.02 and withdrawn flux 𝑄 = 0.56 were introduced
when the 𝐶𝑎 increases (Figure 2-10). The horizontal dashed line shows the asymptotic
maximum. It is noticed that for lower 𝑃0 (i.e., higher inertia) the film reaches the asymptotic
maximum for earlier 𝐶𝑎. Also, the non−dimensional film shows thicker film compared with
LL prediction [3]. For higher 𝑃0 , (i.e., lower inertia) the non−dimensional film reached the
asymptotic maximum for higher 𝐶𝑎. Also, the film is thin from the LL prediction [3] and it
considers that the viscous force dominates the flow for higher 𝑃0 .
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Figure 2-10: T0 as a function of Ca. The solid black line and dashed line indicate the LL prediction
line and asymptotic maximum. (NB: figure is taken from Kizito et al. [3], copyright 2022 with
permission from Springer Nature.)

Overall, the LL prediction agrees with the experiments for low 𝐶𝑎 [11, 33, 36] and low
𝑃0 . As the 𝐶𝑎 increases, the film thickness also gets larger, and deviates clearly from the LL
prediction. The LL breaks down because the gravitational drainage down the strip is an
undeniable factor controlling the film thickness [33]. Later, an initial attempt to enhance LL
prediction by including the gravity (𝑔) effect was done by [34]. However, unlike the LL, [34]
was unable to match the film entrainment region with the static meniscus underneath. They
considered a linearised differential equation to overcome the reported issue and claimed good
agreement with experimental data in parallel with LL prediction until [7]. [7] first criticised the
linearised equation and addressed formula including gravity (but inertia neglected) for the free
liquid coating process. However, Wilson’s theory [7] was not questioned until now for small
𝐶𝑎. Hence, gravity (𝑔) and inertia effects are not considered (gravity is considered, but for
low 𝐶𝑎, the gravity effect is negligible) in LL, whereas Wilson’s theory is incapable of
incorporating inertia. With the increasing 𝐶𝑎, the film thickness increases. As a result,
gravity (𝑔) starts to play a more influential role, but there is no backing about inertia [3, 37,
38]. For establishing LL prediction stability, many experiments have been investigated, but
only a few authors [3, 11, 39-42] have been able to validate the LL phenomenon
experimentally.
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2.3 Research gaps
Despite many exercises and attempts to explain the LDO physics (film thickness,
meniscus, transition line, stagnation point, boundary layer thickness, re-circulation pattern),
fundamental analysis of LDO physics is still enough to explore. For 𝐶𝑎 and 𝑃0 , dissimilar
arguments in film thickness and meniscus have been reported [1, 3, 6, 9, 15, 20, 21, 35].
Identifying, tracking and visualising those physics are challenging from an experimental view.
The challenges remain in the inability to visualise and monitor those physics in non−transparent
liquid.
The theoretical analysis “Dragging of a liquid by moving a plate” [4] and “On the
thickness of the liquid film adhering to the walls of a vessel after emptying” [5] provide the
approximate solution (Figure 2-10), which allows the perdition film thickness, 𝑇0 for a range
of low 𝐶𝑎 and low inertia. But, experiment “Experimental free coating flows at high Capillary,
and Reynolds number” [3] and numerical “Numerical simulation of a film coating flow at low
capillary numbers” [29] analysis have shown that the film 𝑇0 can be different (thicker and thin)
from LL prediction in several regimes of 𝐶𝑎 and 𝑃0 , although the 𝐶𝑎 is low [3]. The physical
reason behind the thicker and thinner film from the LL prediction has not yet been reported
comprehensively.
Below the constant film region, liquid from the stagnation point turns back toward the
bath [24]. The physics of stagnation point formation has not been investigated thoroughly.
Also, the stagnation point location in the meniscus and its influences on the meniscus for 𝐶𝑎
have not been studied in detail.
In the regimes of non-dimensional parameters─Capillary number 𝐶𝑎 (0.001 ≤ 𝐶𝑎 ≤
10), and fluid Property number 𝑃𝑜 (0.03 ≤ 𝑃𝑜 ≤ 1.10)─the dip in the meniscus interface has
been noticed. For varying 𝑃0, the correlation between meniscus interface dip and film thickness
is yet to be investigated.
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Lastly, prior works have mainly discussed liquid film thickness, re-circulation and
meniscus [3, 6, 9, 20, 21, 24, 35]. The boundary layer thickness in the liquid bath, however,
has not been investigated thoroughly. This analysis is important since a portion of liquid in the
boundary layer moves up directly with the strip as a withdrawal flux, while the rest remains
inside the bath as a turn back liquid. This study believed that there exists a correlation between
withdrawal flux and boundary layer thickness, and the turn−back liquid from the boundary
layer may have influenced the meniscus.
The free LDO problem modelling close to the physical problem with the SPH technique
is challenging due to inflow and outflow boundaries, surface tension (𝛾), gravity (𝑔) and
adhesion (𝛽) models. For gaining a physically accurate model, the bath liquid level constant
and the modelling of non−periodic and Neumann boundary conditions are challenging.
However, there is no established model in LDO to establish Neumann boundary conditions.
Surface tension (𝛾) and adhesion (𝛽) are two phenomena acting between liquid
particles and solid to liquid particles. The realistic way to model those phenomena has not been
studied previously in SPH. So, modelling those phenomena is crucial, requiring much more
careful attention.

2.3.1 Research questions
This thesis has considered several research questions related to hydrodynamic flow in
the free LDO coating process. Significant research questions, which will be addressed in this
thesis, are listed below:
1. In certain regimes of 𝐶𝑎 and 𝑃0 , the steady dimensionless film thickness 𝑇0 indicates
thicker and thin film from the theoretical LL prediction. What are the physical reasons
behind the thicker and thin film from the LL prediction?
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2. For increasing 𝐶𝑎, a steeply increased non−dimensional film thickness has been noticed
until the film reaches the asymptotic maximum, but what is the stagnation point location
for the increasing 𝐶𝑎?
3. Beyond a regime of non−dimensional parameters, 𝐶𝑎 and 𝑃0 , a dip has been noticed in
the meniscus interface. What is the trigger mechanism of the dip formation in the
meniscus interface and will the Orsini film thickness theory retain its validity for nonsmooth and dip meniscus interface?
4. A velocity boundary layer develops in the bath when the strip is dragged−out. How
does the varying 𝐶𝑎 influence the velocity boundary layer thickness and what is the
correlation between velocity boundary layer thickness and withdrawal flux in constant
film thickness?

2.3.2 Improvements of physical modelling with SPH
In the free LDO, the bath liquid level needs to be conserved, Neumann boundary
conditions should be satisfied, while gravity (𝑔), adhesion (𝛽) and surface tension (𝛾)
phenomena are required to be incorporated to gain physical outcomes. As a result, some novel
improvements with SPH are addressed in the modelling area needed to model the problem
correctly, as given below:
1. How will the Neumann boundary conditions be implemented without affecting the
meniscus and film thickness interface?
2. How will the surface tension (𝛾) and adhesion (𝛽) models be incorporated without
compromising numerical accuracy and computational time?
3. How is liquid physical viscosity incorporated in the LDO process using SPH?
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CHAPTER 3
Smoothed Particle Hydrodynamics

3.1 Introduction
Smoothed particle hydrodynamics (SPH) is a mesh−free, Lagrangian method proposed
by Gingold and Monaghan [43] and Lucy [13, 44], separately, for investigating astrophysical
problems. To date, the SPH method has been developed in different forms (weakly
compressible SPH, incompressible SPH) to tackle engineering and physical problems. An
extensive review of SPH has been provided in [45]. SPH works on an interpolation technique
where a continuous flow is separated into a series of particles [45]. For mathematicians, the
particles are just interpolation points from which hydrodynamics fluid quantities (such as
temperature, density (𝜌), velocity (𝐯), pressure (𝑃), viscosity (𝜇)) can be obtained easily.
Depending on the distance between particles (interest and surrounding particles), a smoothing
function is modelled to calculate the contributions of neighbouring particles to the interest
particle [46, 47]. However, SPH is robust for its diverse advantages. Firstly, molecular
dynamics and SPH similarity make it easy to model complex physics (e.g., free surface,
fluid−solid interactions, multi−phases problems). Secondly, the problem resolution (domain
size and number of particles inside the problem domain) can be easily adjustable. Lastly,
problems with more than one material, irregular and moving free interface (such as dam break),
in the appearance of large deformation (liquid column collapse on a solid bed, liquid droplet
spreading on a surface with higher velocity) are simple to model with SPH but complex in the
conventional finite volume method.
However, the method of SPH has some limitations. Firstly, the boundary condition
implementation is a hard task and sometimes modifications are needed. Secondly, the SPH
method is computationally expensive, for example, needs small time steps, higher memory,
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and computational speed. Lastly, the implantation of the inlet and outlet boundary is not easy.
Since, several CPU logics are needed to implement the boundary, which slows down the
computational speed.
Navier−Stokes (NS) equations govern liquid flow in computational fluid dynamics. NS
equations discretisation in the SPH method is the key feature [48]. The weakly compressible
SPH (WCSPH) and incompressible SPH (ISPH) are two common methods in SPH for
discretisation of NS equations. In the WCSPH method, the flow is simulated with an equation
of state (EOS) to obtain pressure (𝑃) from density(𝜌) [45, 49]. Contrarily, in the ISPH, the
flow is simulated by implementing incompressibility. The pressure Poison equation is used to
ensure flow incompressibility [50-54]. The ISPH incorporates a projection technique by
applying a divergence−free velocity field and resolving the pressure Poisson equation [50, 51].
The ISPH method has two benefits over the WCSPH: i) the smoother pressure field; and ii)
compared with WCSPH, time stepping is sufficiently more considerable in ISPH because
pressure is calculated applying an implicit method [50-52]. Despite some advantages of ISPH,
implementing the pressure Poisson equation and additional features (e.g., XSPH, 𝛿 − 𝑆𝑃𝐻)
[51, 53] decreases computational velocity over the WCSPH method. In comparison, the
WCSPH method is straightforward to develop code, and remarkable pioneering works [47, 55,
56] are available with different geometry to justify the current simulation results. Code
development is straightforward because the pressure can be obtained directly from density
(using EOS), and the obtained pressure is used to solve the momentum equation.

3.1.1 Applications of SPH
The SPH method was initially introduced for tackling astrophysical problems, such as
binary stars and stellar collisions [43]. SPH has since been implemented in a wide range of
fluid (liquid) and molecular dynamics modelling issues. The significant applications are:


Formation of galaxies in 3D
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Modelling of corrosion, landslide, river dynamics, flood, and fluid−solid mixture



Coastal hydrodynamic simulation, for example, dam breaking wave impact problem



High explosive detonation and exploration



Biomedical engineering, for example, tracking biofluids in human or animal body, blood
flow through heart and vessels

3.1.2 Implementation of SPH in this thesis
SPH method is used to solve hydrodynamics problems: LDC, hydrodynamics tank
under gravity (𝑔), droplet spreading on a solid surface and the LDO problem. A summary of
the SPH applications are given below:


Simulation of hydrodynamics problems with closed solid boundary (solid wall
boundary). Solid wall modelling techniques (repulsion force (RF) and interpolated
pressure boundary (IpIv)) in SPH are presented.



Inflow and outflow open boundary conditions are implemented in the open boundary
problem, and the outflow boundary is modelled using the mirror buffer technique.



Modeling of viscous force (𝜇), surface tension (𝛾), adhesion (𝛽) and gravity (𝑔).
Surface tension (𝛾) and adhesion (𝛽) are modelled using the inter−particle interaction
force (IIF) model. Liquid viscosity (𝜇) is modelled using an artificial viscosity.



The LDC case is simulated to test the solid wall boundary and viscous force. A
hydrodynamics tank under gravity (𝑔) is simulated for testing the gravity (𝑔) effects.
Lastly, surface tension (𝛾), adhesion (𝛽) and gravity (𝑔) models are applied for a
droplet spreading on a solid surface.



Implementing viscosity (𝜇), surface tension (𝛾), adhesion (𝛽) and gravity (𝑔) models
and open boundary conditions, the LDO problem is simulated. The simulations describe
the LDO problem physics, for example, meniscus curved, stagnation point, re-
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circulation flow, transition line, constant film thickness, boundary layer and withdrawal
flux.

3.2 SPH methodology
The focus of this section is on describing the SPH methodology and different SPH
approximations.

3.2.1 Integral representations of a function
In SPH, the problem domain is discretised into particles. The particles have all the fluid
properties, for example, velocity (𝐯), pressure (𝑃) and density (𝜌). A smoothing function is
implemented to calculate the contributions of neighbouring particles to the interest particle.
Let, 𝐴(𝒓) is a function defined over the domain Ω. The SPH is an integral presentation
which is the integration of the product of a smoothing function and an arbitrary function,
namely 𝐴(𝒓), where 𝒓 is the position vector. The integral representation is
𝐴(𝒓) = ∫ 𝐴(𝒓́ ) 𝛿𝑑 (𝒓 − 𝒓́ )𝑑𝒓́

(3.1)

Ω

where 𝑑𝒓́ is the volume element, 𝛿𝑑 is Dirac delta function, given as
𝛿𝑑 (𝒓 − 𝒓́ ) = {

1,
0,

𝒓 = 𝒓́
𝒓 ≠ 𝒓́

(3.2)

Since the Dirac delta function is infinitesimally narrow, it cannot be used in a computation.
The exact outcome can be approximated by replacing the Dirac delta function with the
smoothing function (𝑊), as given below
𝐴(𝒓) = ∫ 𝐴(𝒓́ ) 𝑊(𝒓 − 𝒓,́ ℎ)𝑑𝒓́

(3.3)

Ω

where ℎ is the smoothing length. The smoothing length determines the smoothing function
influencing radius. Figure 3-1 shows the smoothing function influencing domain. The particle
𝑖 indicates the interest particle, and all 𝑗’s inside the influencing domain of 𝑖 indicate the
neighbouring particle. The black circle indicates the influencing domain of 𝑖. The distance
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between interest and neighbour particles is interpolation distance or absolute distance.
Interpolation distance and smoothing length are the two parameters that directly affect the

Figure 3-1: Schematic view of the smoothing function. The circle indicates the influencing
domain of the interest particle (i). The red point in the centre of the circle shows the interest
particle (i). Particles within the influencing domain of i refers the neighbouring particle. (NB:
figure is taken from [5].)

simulation’s accuracy and computation time. The number of interactions for each particle
depends on the smoothing length ℎ. When the value of the smoothing length is too high, all
details of the particle or the local properties (velocity (𝐯), pressure (𝑃), density (𝜌)) are
smoothed out [47]. As a result, the accuracy is low.
On the other hand, when the smoothing length is small, the total number of interaction
for each interest particle (𝑖) within the support domain is insufficient. As a result, low
computational accuracy appears again. To address this, in addition to obtaining numerical
stability, researchers use the smoothing length of around 1.45 times of initial particle
spacing (𝑟0 ) [47], where 𝑟0 is the initial distance between particles. In this thesis, the term 𝑟0
refers to the cut−off distance. Around 20 particles with this smoothing length for question
particle 𝑖 is indicated in Figure 3-1 for the 2D problem. It has been shown in [47] that that
number of neighbour particles is adequate enough for both calculation velocity and accuracy.
It is essential to note that the smoothing length varies with varying particle density. Thereafter,
variable smoothing lengths have been introduced by [45]. Updating the smoothing length
according to the averaged density can be given by
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𝜌0 1
ℎ = ℎ0 ( ) ⁄𝑃𝑑
𝜌

(3.4)

where ℎ0 is the initial smoothing length.

3.2.2 Discrete approximation
The integral interpolant of a function 𝐴(𝒓) is approximated in equation (3.2). When the
integral function 𝐴(𝒓) is discretised onto a finite set of interpolation points, a summation
replaces the integral. The differential volume element is replaced by the volume 𝑉, which is
the ratio of mass (𝑚) and density (𝜌).
< 𝐴(𝒓𝒊 ) >= ∑ 𝐴(𝒓𝒋 ) 𝑊(𝒓𝒊 − 𝒓𝒋 , ℎ)∆𝑉𝑗

(3.5)

𝑗

𝜌𝑗 ∆𝑉𝑗
< 𝐴(𝒓𝒊 ) >= ∑ 𝐴(𝒓𝒋 ) 𝑊(𝒓𝒊 − 𝒓𝒋 , ℎ) (
)
𝜌𝑗

(3.6)

𝑗

< 𝐴(𝒓𝒊 ) >= ∑
𝑗

𝑚𝑗
𝐴(𝒓𝒋 ) 𝑊(𝒓𝒊 − 𝒓𝒋 , ℎ)
𝜌𝑗

(3.7)

where 𝑖 is the interest particle index (particle of interest), all 𝑗 are the neighbouring particles.
Replacing (𝒓𝒊 − 𝒓𝒋 , ℎ) = 𝑊𝑖𝑗 , 𝐴(𝒓𝒊 ) = 𝐴𝑖 , and 𝐴(𝒓𝒋 ) = 𝐴𝑗 , equation (3.7) can be displayed
as
𝑚𝑗
𝐴𝑖 = ∑ 𝐴𝑗 𝑊𝑖𝑗 ( )
𝜌𝑗

(3.8)

𝑗

Later, this thesis will apply different SPH operations in the equation (3.8) above to solve the
NS equations.

3.2.3 Spatial derivatives in SPH
Gradient and the function’s divergence are necessary to solve the flow governing
equation (NS equations). The SPH approximations are given below.
The gradient of a function
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The gradient of a function can be obtained by taking the spatial derivatives of equation
(3.1) and applying the smoothing function.
∇𝐴(𝒓) = ∫ ∇[𝐴(𝒓́ )] 𝑊(𝒓 − 𝒓,́ ℎ)𝑑𝒓́

(3.9)

Ω

́ ∫ 𝐴(𝒓́ )∇[𝑊(𝒓 − 𝒓,́ ℎ)] 𝑑𝒓́
∇𝐴(𝒓) = ∫ ∇[𝐴(𝒓́ )𝑊(𝒓 − 𝒓,́ ℎ)] 𝑑𝒓 −
Ω

(3.10)

Ω

⃗ 𝑑𝑆 − ∫ 𝐴(𝒓́ )∇[𝑊(𝒓 − 𝒓,́ ℎ)] 𝑑𝒓́
∇𝐴(𝒓) = ∫ 𝐴(𝒓́ )𝑊(𝒓 − 𝒓,́ ℎ)𝒏
S

(3.11)

Ω

⃗ is the unit normal vector
Equation (3.11) was obtained by using the divergent theorem and 𝒏
to the surface 𝑆.The right−hand side first term (actually smoothing function, 𝑊𝑖𝑗 ) of equation
(3.11) will be zero if the support domain is entirely within the problem domain and if the kernel
has the compact property. Then the equation (3.11) reduces to
∇𝐴(𝒓) = − ∫ 𝐴(𝒓́ )∇[𝑊(𝒓 − 𝒓,́ ℎ)] 𝑑𝒓́

(3.12)

Ω

If the smoothing function symmetric means 𝑊(𝒓, h) = 𝑊(−𝒓, h) , then the equation (3.12)
turn into equation (3.13)
∇𝐴(𝒓) = ∫ 𝐴(𝒓́ )∇[𝑊(𝒓 − 𝒓,́ ℎ)] 𝑑𝒓́

(3.13)

Ω

The gradient operator has shifted from the scalar function to the smoothing function, as seen
from equation (3.13). Finally, the equation (3.13) may be discretised in the same way as before
(converting equation (3.7) to equation (3.8))
𝑚𝑗
∇𝐴𝑖 = ∑ 𝐴𝑖 ∇𝑊𝑖𝑗 ( )
𝜌𝑗

(3.14)

𝑗

Another form of equation (3.14) is proposed by [45]. The below equation is known as the
second golden rule of SPH.
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∇𝐴𝑖 =

1
∑ 𝑚𝑗 (𝐴𝑗 − 𝐴𝑖 ) ∇𝑖 𝑊𝑖𝑗
𝜌𝑖

(3.15)

𝑗

Divergence of a vector field
The vector field divergence is partially identical to the gradient of a scalar field that has
already been derived. Following a similar way, the divergent of a vector field is given by
𝑚𝑗
∇. 𝐴𝑖 = ∑ ( ) 𝐴𝑗 ∇. 𝑊𝑖𝑗
𝜌𝑗

(3.16)

𝑗

By following Monaghan second golden rule of SPH[45], we can rewrite as follows
∇. 𝐴𝑖 =

1
∑ 𝑚𝑗 (𝐴𝑗 − 𝐴𝑖 ) ∇𝑖 . 𝑊𝑖𝑗
𝜌𝑖

(3.17)

𝑗

This study will use the above approximations to solve the NS equations that govern
hydrodynamic fluid flow.

3.3 Smoothing function
For calculating the accuracy of function representation and efficiency and speed of
computation, smoothing functions and smoothing length play significant roles. In the literature,
several smoothing functions depending on function properties, have been used [46, 48]. The
properties of the smoothing function are described below.

3.3.1 Properties of a smoothing function
Smoothing functions must have to satisfy the following six properties over the defined
domain.
1. The smoothing function must be normalised over its supporting domain
∫ 𝑊(𝒓 − 𝒓′ , ℎ)𝑑𝒓′ = 1

(3.18)

Ω

2. The smoothing function must have compact support. This means the kernel function
should equal zero at a finite distance to reduce the computational load by limiting the
number of influencing neighbour particles.
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𝑊(𝑟 − 𝑟 ′ ) = 0 , for |𝑟 − 𝑟 ′ | > 𝜅ℎ

(3.19)

3. The smoothing function must be positive in its whole domain, when |𝒓 − 𝒓′ | = 0, the
smoothing function should be maximum and |𝒓 − 𝒓′ | = 𝑘ℎ indicates the smoothing
must have to zero. Particles close to each other must have more influence on each other
than particles with a larger distance.
4. The smoothing function should approach the Dirac delta function as the smoothing
length, ℎ approaches zero.
lim 𝑊(𝒓 − 𝒓′ , ℎ) = 𝛿(𝒓 − 𝒓′ )

ℎ→0

(3.20)

5. The smoothing function must be an even (symmetric) function.
𝑊(𝒓, h) = 𝑊(−𝒓, h)

(3.21)

6. The smoothing function value must be sufficiently smooth. For the function
approximations and its derivatives, a smoothing function needs to be sufficiently
continuous to obtain accurate results. Adequate performance in the numerical study in
the particle-based simulation largely depends on the smoothing function with the
smoother value of the corresponding function and function derivatives. This is because
the smoothing function will not be sensitive to particle disorder, and the errors in
approximating the integral operation are minor, provided that the particle disorder is
not extreme [45, 49, 57].

3.3.2 Choices of the smoothing function
Functions that possess the properties of the smoothing function can be used as a
smoothing function. The common smoothing functions that are usually used in SPH simulation
are as follows [47, 58].
Gaussian function
The Gaussian smoothing function was used in SPH computation for handling
atmospheric problems [45]. A Gaussian smoothing function (𝑊(𝒓, ℎ)) fulfills the
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aforementioned smoothing function properties, with the exception of compact support. In the
following kernel functions, 𝑞 is equal to the normalised distance between two particles, that is,
|𝒓−𝒓′ |
ℎ

= 𝑞 and 𝛼𝑑 is the scaling factor that makes the smoothing function unity as mentioned in

the first property of 𝑊(𝑟, ℎ). For 1𝐷, 2𝐷 and 3𝐷 simulations the values of 𝛼𝑑 are 2⁄3ℎ ,
10⁄7𝜋ℎ2 and 1⁄𝜋ℎ3 [47] respectively.
𝑊(𝑞, ℎ) = 𝛼𝑑 𝑒 −𝑞

2

(3.22)

Piecewise cubic spline
The Gaussian function can fulfil five of the six properties excellently, but it has lacked
compact support. The compact support means the kernel function should equal zero at a finite
distance to reduce the computational load by limiting the number of influencing neighbour
particles. A function similar to the Gaussian function with compact support [49] property is the
piecewise cubic spline function. It has been used widely in SPH computation [46, 48]. Due to
the continuous second derivative, the function is not sensitive to particle disorder. For 1𝐷, 2𝐷
and 3𝐷 simulations the values of 𝛼𝑑 are 2⁄3ℎ , 10⁄7𝜋ℎ2 and 1⁄𝜋ℎ3 [47].
3
3
1 − 𝑞2 + 𝑞3,
2
4
1
𝑊(𝑞, ℎ) = 𝛼𝑑
(2 − 𝑞)3 ,
4
0
0,
{ 0

0≤𝑞<1

𝑞 >2

The spatial derivative of the piecewise cubic spline is given by ∇𝑖 𝑊𝑖𝑗 =
31
(4𝑞 − 3𝑞 2 ),
4ℎ
𝑊(𝑞, ℎ)
−3 1
= 𝛼𝑑
(2 − 𝑞)2 ,
𝜕𝑟𝑖𝑗
4 ℎ
0
0,
{
0
−

(3.23)

1≤𝑞≤2

𝒓𝒊 −𝒓𝒋 𝑊𝑖𝑗
𝒓𝒊𝒋 𝜕𝑟𝑖𝑗

0≤𝑞<1
1≤𝑞≤2

(3.24)

𝑞 >2

Wendland quantic function
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Wendland quantic function has higher-order [47] and can obtain higher−order
consequences with reasonable accuracy [59]. Despite this, the Wendland quantic function is
computationally expensive for higher−order. The form of Wendland quantic function is given
by
𝑞 4
(1
−
) (2𝑞 + 1),
𝑊(𝑞, ℎ) = {
2
0,

0≤𝑞≤2

(3.25)

2<𝑞

For 1𝐷, 2𝐷 and 3𝐷 simulations, the values of 𝛼𝑑 are 3⁄4ℎ, 7⁄4𝜋ℎ2 and 7⁄8𝜋ℎ3 , respectively
[59]. However, the piecewise cubic spline function has fulfilled the smoothing function’s
compact support and other properties (section 3.3.1). Also, the piecewise cubic spline function
costs less computational time with reasonably higher accuracy, while being used considerably
in SPH practice [45, 48]. Hence, the piecewise cubic spline function will be used for this thesis.

3.4 SPH boundary treatments
To get physically meaningful and quantitatively accurate outcomes, a proper boundary
formulation is necessary. Inaccurate results from the computation can occur when the
smoothing function is truncated near the boundary wall. This thesis considers two types of
boundary conditions: solid wall and open boundary conditions.

3.4.1 Solid wall boundary
When a liquid particle (e.g., water) comes close to the closed boundary (solid wall), the
liquid particle is blocked by the solid wall boundary. As a result, the liquid particle remains
within the geometry. The liquid particle retrains the liquid particle properties, for example,
density (𝜌) and viscosity (𝜇). However, a while this phenomenon may be easy to grasp, but it
is not easy to implement in the particle-based method. Owing to the Lagrangian nature of SPH,
a number of techniques, (e.g., repulsive force (RF) [47, 57], interpolated pressure boundary
(IpIv) [55]), are available to model solid wall boundary conditions. The boundary conditions
are given below.
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A) Repulsion force boundary: the use of repulsive particles
In the closed wall boundary, the repulsion particle is used to model the solid wall. The
repulsion particles exert repulsion force on the liquid particles to prevent the liquid particles
from penetrating the wall. The position of the repulsion particles is fixed with simulation time.
The repulsion force grows steeply when a liquid particle approaches the wall particle. The
mathematical expression of the RF per unit mass is given below [47, 49, 60]. In the direction
of the centreline of the wall and liquid particles, the repulsion force works.
𝑛1

𝑟0
𝐷𝑅𝐹 (( )
𝒓𝒊𝒋
𝒇(𝒓𝒊𝒋 ) = {
0

𝑛

𝑟0 2 𝑿𝒊𝒋
−( ) ) 𝟐
𝒓𝒊𝒋
𝒓𝒊𝒋

𝒓𝒊𝒋 ≤ 𝑟0

(3.26)

𝒓𝒊𝒋 > 𝑟0

where 𝒇(𝒓𝒊𝒋 ) is the repulsive force and 𝑿𝒊𝒋 is the difference of particles position between
particle 𝑖 and particle 𝑗. 𝐷𝑅𝐹 is generally the square of the largest velocity [61]. The problems
which include gravity (𝑔), we may set as 𝐷𝑅𝐹 = 10𝑔𝑙𝑐 [55]. Powers 𝑛1 and 𝑛2 are usually 12
and 4 [47, 61]. The RF works on a fluid particle when the distance between fluids to solid wall
particle (𝒓𝒊𝒋 ) is less than equal to the initial distance (𝑟0 ) between fluid and solid wall particles.
Otherwise the RF on the fluid particle is zero (equation (3.26)).
The RF solid wall boundary modelling are shown in Figure 3-2. The red and blue
particles indicate the repulsion and liquid particles. The circle indicates the smoothing function
influencing domain (the schematic does not represent the exact smoothing length value, the
exact length is 1.45 times initial particle spacing (𝑟0 )). It is seen (Figure 3-2a) that some part
of the smoothing function for interest particle (𝑖) is empty while using the single row repulsion
particle in the solid wall. The partially filled smoothing function of the interest particle (𝑖) is
referred to as the truncated support domain. When the distance between boundary and fluid
particles is less than equal 𝑟0 , the fluid particle experiences repulsion force from the solid wall
particle. But, if the support domain is truncated (Figure 3-2a), the fluid particle can penetrate
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the solid wall where the pressure and velocity gradient is not low. The reason for fluid particle
penetration through the solid wall is due to misestimation of particle quantities, for example,
interest particle density drop from the reference density (𝜌0 ). This interest particle (𝑖) density
dropping from the reference density (𝜌0 ) happens for lack of full neighbour support within the
support domain. It is also noted that dropping fluid pressure (𝑃) near the boundary wall could
make the simulation unstable.
The boundary modelling with single row repulsive and identical ghost particle is
presented in Figure 3-2b. The identical ghost particle has the same properties, such as, density
(𝜌) and pressure (𝑃), as the original fluid particle. Depending on ℎ, the identical ghost particle
layer is used to fill the interest particle (𝑖) truncated support domain. It is seen (Figure 3-2b)
that some part of the smoothing function for interest particle (𝑖) is still empty while using the
single row repulsion and identical ghost particle in the solid wall. As a result, the fluid particles
can penetrate the solid wall for misestimating of particle quantities, that is, interest particle
density drop from the reference density (𝜌0 ). Later, in Figure 3-2c, a full support domain
boundary wall uses single row repulsive and double rows identical ghost particles. The interest
particle now feels the full smoothing support. When the real fluid particle is closer to the
boundary (approach to the identical fixed (position) ghost particle), the absolute distance
between real fluid and identical ghost particle decreases. Then the repulsive particle and the
identical ghost particle (actually behaving like a repulsion particle) exert repulsion force
(equation 3.26) depending on the absolute distance to prevent particle penetration. This filled
support domain is free from the density misestimating and can prevent fluid particle penetration
through the solid wall, albeit the velocity and pressure gradient near the boundary corner is
significant.
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Figure 3-2 (a), (b) and (c): Solid boundary wall modelling algorithms. Here, h is the smoothing
length, r0 is the cut-off distance between two particles, and i is the interest particle. The circle
indicates the smoothing function. Figure 3-2a single row repulsive with fluid particles; Figure 3-2b
single row repulsive and fixed identical ghost particles; Figure 3-2c single row repulsive and
double row fixed identical ghost particles.

On the other hand, single row repulsive with identical mirror particles where the mirror
particles are constructed symmetrically with real fluid particles at each time step is another way
of modelling the solid boundary (Figure 3-3) [62, 63]. When a fluid particle is coming within
the repulsive particle influencing domain, the fluid particle is mirrored on the other side of the
repulsive particle (Figure 3-3). The mirror particle has the same properties as the real fluid
particles, only the velocity direction is opposite (Figure 3-3). When a fluid particle is closer to
a repulsive particle, the identical mirrored particle then also comes closer to the repulsive
particle. As a result, the influence of an identical mirror particle gets higher. The identical
mirror particle may not be enough to prevent the fluid particle penetrating through the solid
wall. Identical mirror particles and the repulsive particles each exert repulsion force separately
following equation (3.26). Also, the fluid particles near the boundary experience the
contribution from particles (identical mirror) located outside the boundary. Also, the estimation
of fluid particles density located close to the boundary is not dropping from the reference
density (𝜌0 ) due to full neighbour support, but constructing the identical mirror particles at
each numerical time step is computationally expensive.
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Figure 3-3: Solid boundary technique with identical mirror and repulsive particles. The arrows
indicate particle direction. The black, red and blue particles indicate the identical mirror, repulsive
and fluid particles, respectively. The circle indicates the influencing domain of a repulsive particle
(NB: Schematic, does not represent the actual influencing domain.)

However, solid boundary combined with repulsive and dummy particles will be
simulated later (Chapter 4, Benchmark 1) to verify the truncated support domain issue and its
consequences on numerical simulation.
B) Interpolated pressure boundary (IpIv)
The interpolated pressure boundary (IpIv) works based on the local force balance
between fluid and solid wall boundary particles. Nevertheless, Adami IpIv [55] shows extensive
use in modelling the solid wall boundary. In IpIv, dummy boundary particles are placed to
ensure full smoothing support (Figure 3-4). The circle indicates the influencing domain of the
interest particle. The boundary particles pressure and velocity are obtained from the summation
of all contributions of neighbouring fluid particles (equations (3.27) and (3.29)), and the
boundary particle density is incorporated using (equation (3.28)).
When the IpIv is used, the evolved pressure of the boundary particles is estimated as
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𝑃𝑘 =

∑𝑓 𝑃𝑓 𝑊𝑘𝑓 − (𝒈 − 𝒂𝒘 ) . ∑𝑓 𝑝𝑓 𝒓𝒌𝒇 𝑊𝑘𝑓
∑𝑓 𝑊𝑘𝑓

(3.27)

where 𝑘 and 𝑓 are the boundary and fluid particles and 𝒂𝑤 is the wall acceleration. Then the
density of the boundary particles is derived as
7𝑃𝑘
𝜌𝑘 = 𝜌0 [( 2 + 1)
𝜌0 𝑐𝑠

1⁄
7

]

(3.28)

The interpolated velocity of the boundary particles is interpolated as
𝐯𝒌 = 2 𝐯𝒘 − 𝐯̃
𝒘

(3.29)

where 𝐯̃
𝒘 is the smoothed velocity of the fluid phase, 𝐯𝒘 is the prescribed wall velocity. The
smoothed velocity field of the fluid phase to the boundary wall particle position
𝐯̃
𝒘 =

∑𝑓 𝐯𝒇 𝑊𝑘𝑓
∑𝑓 𝑊𝑘𝑓

Figure 3-4: IpIv wall technique. The red and black particles indicate the fluid and solid wall
boundary particles. The black circle indicates the interest particle influencing domain. (NB:
schematic, may not represent the actual influencing domain.)
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3.4.2 Open boundary
The free surface problem geometry contains open boundary where the flow may enter
and leave (e.g., dam break, LDO problem). The open boundary conditions are, for example,
gradient−free and periodic. Open boundary techniques are discussed in the open boundary
problem section (section 3.9.6, Chapter 3).

3.5 Nearest neighbours searching algorithms
‘Nearest neighbours’ refer to the particles located within the smoothing
function 𝑊(|𝒓𝒊𝒋 |, ℎ) influencing domain. The SPH method works by relying on the
contribution of the nearest neighbours located within the interest particle influencing domain.
Over the years, several neighbour searching algorithms have been addressed in SPH to find the
interest particle neighbour list. Finding the nearest neighbour’s within the interest particle
influencing domain is the most expensive part of SPH computation. In this thesis, direct−pair
search (DPS), cell−linked list (CLL) and Knnsearch ( ) algorithms are investigated
sequentially.

3.5.1 Direct−pair search (algorithm 1)
Absolute distance based DPS is the simplest to find the nearest neighbour
list (𝑁 − 𝑙𝑖𝑠𝑡) over the entire domain particles. In DPS, a smoothing function 𝑊(|𝒓𝒊𝒋 |, ℎ) is
considered to determine the influencing domain of an interest particle (𝑖) to all of its neighbours
(𝑗 ′ 𝑠). Each interest particle (𝑖) will only be influenced by the neighbour particles (𝑗’𝑠) in such
a way that only particles relative’ distances (|𝑟𝑖 − 𝑟𝑗 |) are equal or shorter than 𝑘ℎ, where 𝑘 is
the scaling factor [47]. Consider a problem geometry where the DPS neighbour search
algorithm is implemented. If the problem geometry contains 𝑚 particles (both fluid and wall).
For each 𝑖 particle, the dimension (size) of the neighbour list (𝑁 − 𝑙𝑖𝑠𝑡) will be 1 × 𝑛.
However, a neighbour list of size (𝑛 × 𝑛) matrix will give the neighbour list for all 𝑖’𝑠 particles
by following 𝑁𝑖 − 𝑙𝑖𝑠𝑡(ℎ) = { 𝑗

𝑖𝑓𝑓 |𝑟𝑖 − 𝑟𝑗 | ≤ 𝑘ℎ. In Table 3-1, the indices ‘0’ indicate
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that the corresponding particles are not neighbours of 𝑖, that is, |𝑟𝑖 − 𝑟𝑗 | > 𝑘ℎ and non-zero
indices indicate the neighbour (i.e., |𝑟𝑖 − 𝑟𝑗 | ≤ 𝑘ℎ). The DPS algorithm is computationally
expensive and unfeasible for a higher number of particles in the problem geometry, since the
DPS uses the computational cost scales 𝑂(𝑁 − 𝑙𝑖𝑠𝑡 2 ), but it is tolerable if the problem
resolution is compromised.
Table 3-1: Neighbour list structure in DPS algorithm. The first column represents the interest
particle list, and rows represent each interest particle (i) neighbours list. The indices zero and
non−zero indicate the non-neighbour and neighbour of the corresponding particle.

3.5.2 Cell−linked list (algorithm 2)
CLL is an efficient neighbour search algorithm to find the nearest neighbour list [6466]. The CLL algorithm works by segmenting the problem domain into equal cells. Figure 35a shows a simple square problem domain. Hence, the problem domain is typically segmented
into cells of side 2ℎ [64, 65] (Figure 3-5b). Maximum 3𝑑 cells are considered to find the
potential neighbour (red and yellow) of one individual particle (interest particle), where 𝑑 takes
a value 2 and 3 for two and three-dimensional problems. Particles which locate within nine
cells are the potential neighbour. In Figure 3-5b, the blue particle indicates the interest
particle (𝑖), while red and yellow particles are potential neighbour particles. The dashed circle
indicates the smoothing function influencing domain. Those potential neighbour particles
which are located in the interest particle influencing domain are the real neighbours (yellow
particles). Mathematically, if the distance between interest and a potential neighbour (𝑗) is less
than equal 2ℎ, i.e.,|𝑟𝑖 − 𝑟𝑗 | ≤ 2ℎ, the potential neighbour is considered a real neighbour. A
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sample of particles index and its belonging cells are presented in Table 3-2. The middle and
last columns (Table 3-2) show the particles 𝑥 and 𝑦 coordinates locating cell. Since significant
particle migration occurs in SPH simulation of fluids, the particle’s initial position and the
particle’s cell may change during numerical computation. So, the new neighbour list needs to
re-calculate after each numerical time step for the particle’s new position.

Figure 3-5 (a) and (b): CLL neighbour search algorithm. Figure 3-5a and Figure 3-5b show the
illustration of the computational domain, and the computation domain with divided sub−cell of
constant distance 2h. The yellow particles exhibit the real neighbours, and the red and yellow
particles in the centre of the problem domain indicate the real and potential neighbours.

The neighbour sorting procedure of the CLL algorithm is based on:
1) Divide the problem domain into cells of constant side 2ℎ.
2) Particles are gathered within the cell depending position.
3) Find the potential neighbour for an interest particle among the adjacent cells.
4) Calculate the real neighbour list according to |𝑟𝑖 − 𝑟𝑗 | ≤ 2ℎ, from the potential
neighbours.
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Table 3-2: Allocated particles in cell in CLL algorithm. The first column represents the list of
interest particles, the second and third columns indicate interest particles x−coordinate located
cell and y−coordinate located cell.
Interest particle index

Cell (i)

Cell(j)

1

1

1

2

1

1

3

1

1

.

.

.

.

.

.

11

2

5

12

2

6

Though the CLL neighbour searching algorithm is quite time−efficient over DPS,
several conditional statements need to be used in CLL to code the algorithm. The CLL
conditional statements perform in the CPU. Then, the CPU memories are required to transfer
GPU [67-69] for further forces calculation. Thus, back and forth of the CPU memories to GPU
and conditional statements slow down the GPU process. So, a much more efficient neighbour
calculation is required to speed up the SPH simulation. For this reason, the below Knnsearch (
) neighbour searching algorithm is also studied in this work.

3.5.3 Knnsearch ( ) (algorithm 3)
Recent MATLAB versions (2016 and later) have an inbuilt function Knnsearch ( ) to
find the k−nearest neighbour for interest particle. The number 𝑘 is an integer, and slightly
larger than the expected number of neighbouring particles of an interest particle. Since the
study takes almost incompressible fluid, the number of particles inside the smoothing function
is nearly constant. Using the Knnsearch ( ) method, the neighbouring particles which fall
outside are automatically excluded by the smoothing function 𝑊(|𝒓𝒊𝒋 |, ℎ). As the SPH method
operates a summation over all particles, the interaction of null value has no impact on the
summation process. This Knnsearch ( ) neighbour searching is efficient over CLL and DPS,
GPU enabled, and easy to develop the code.
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The neighbour list sample obtained from knnsearch ( ) is presented in Table 3-3. In
Table 3-3, each interest particle’s neighbour list array (row−wise) appears depending on the
distance. To illustrate, for a particular interest particle 1, 1 itself the closest neighbour of
interest particle 1, then the second nearest neighbour is 2 depending on distance, as appeared
in third column, and so on. More clearly, the smallest distance particle from the interest particle
appears first, then the second smallest distance particle, and so on in ascending order. If the
problem domain contains 𝑛 particles, then the neighbour list array size is 𝑛 × 𝑘 throughout the
simulation.
Table 3-3: Structure of neighbour list in Knnsearch ( ) algorithm. The first column indicates the
particles index. Each index in a row indicates the neighbour of the corresponding interest particle
in absolute distance ascending order.

Real neighbour particles N-list in ascending order

3.6 Equations of fluid motion: conservation of mass
In computational fluid mechanics, the equations of fluid motion are a set of
mathematical equations. The equations of fluid motion exhibit the nature of the physical system
in terms of dynamic’ variables. For example, finding the velocity profile describing the flow
in a given problem domain is one of the main objectives in fluid dynamics. Three conservation
laws (conservation mass, conservation of momentum, conservation of energy equations), are
used to carry out fluid motion. For the type of the problems in this thesis, the conservation of
energy equation is not considered. The equation expressing the conservation of mass, (i.e., the
continuity equation) is given by
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𝑑𝜌
= −𝜌 ∇. 𝐯
𝑑𝑡

(3.30)

Now, applying the previous derived SPH approximations (section 3.2.3) directly to the
continuity equation (3.25)
𝑚𝑗
𝑑𝜌𝑖
= −𝜌𝑖 ∑ ( ) 𝐯𝒋 . ∇𝑊𝑖𝑗
𝑑𝑡
𝜌𝑗

(3.31)

𝑗

However, equation (3.31) is unable to consider the velocity of particle 𝑖 in its calculation.
Again, using equation (3.15) and equation (3.17) to equation (3.31), we can write
𝑚𝑗
𝑑𝜌𝑖
= 𝜌𝑖 ∑ ( ) (𝐯𝒊 − 𝐯𝒋 ) . ∇𝑊𝑖𝑗
𝑑𝑡
𝜌𝑗

(3.32)

𝑚𝑗
𝑑𝜌𝑖
= 𝜌𝑖 ∑ ( ) 𝐯𝑖𝑗 . ∇𝑊𝑖𝑗
𝑑𝑡
𝜌𝑗

(3.33)

𝑗

Putting 𝐯𝒊 − 𝐯𝒋 = 𝐯𝑖𝑗

𝑗

The above-discretised continuity equation method is known as the continuation density method
(CDM). However, the Density Summation Method (DSM) is another technique to approximate
density [45].
𝜌𝑖 = ∑ 𝑚𝑗 𝑊𝑖𝑗

(3.34)

𝑗

The DSM is used in most SPH simulations since it is straightforward to code, but, there is
manifest favour in applying the time differential equation (3.33) [56]. The density may drop
close to the edge of the fluid if DSM is used. The reason is that there is a lack of neighbouring
particles near the wall (fluid boundary) to contribute to particle density. As a result, the
produced pressure field might have caused the fluid edge to vibrate. For CDM, the primary
density of individual particles can be set, and the density will only vary when particles approach
each other. In equation (3.33) the rate of change of all quantities may be calculated directly in
a single subprogram, which is a computational advantage over CDM.
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3.6.1 Equation of state (EOS)
An equation in SPH that establishes the linking between pressure (𝑃) and density (𝜌)
is known as the equation of state (EOS) [45, 49]. The fluid is usually incompressible (gas is
considered compressible), but compressibility occurs at high pressure. In the fluid simulation,
the compressibility is represented by different equations in EOS. The equation of state in
particle form is given as
𝑃𝑖 =

𝑐𝑠2 𝜌0 𝜌𝑖 𝛾
[( ) − 1]
𝛾
𝜌0

(3.35)

where 𝜌0 is the reference density (in case of water involving in atmospheric conditions, we
assume the temperature equal to 298𝐾 and density 1000 𝑘𝑔𝑚−3 ), 𝑐𝑠 is the speed of sound
generally 𝑐𝑠 ≈ 10 × 𝑈𝑚𝑎𝑥 with 𝑈𝑚𝑎𝑥 is the reference velocity [47]. The speed of sound 𝑐𝑠 is
directly linked to the time step and the compressibility of the equations. Using the actual value
will result in a minuscule time step unsuitable for simulations. The Polytrophic index 𝛾, which
depends on the material type, which for water is 7. The large value of polytrophic index 𝛾 leads
the pressure (𝑃) equation (3.35) to be very sensitive. Large fluctuations of pressure and particle
movement can occur for a slight change of density (𝜌). More accurate pressure can be obtained
by using 𝛾 = 1. The subtraction of the unity in equation (3.35) is to obtain zero pressure at a
surface [70]. More about artificial EOS [45].
On the other hand, computationally faster and without significant pressure fluctuation,
in compressible EOS, first introduced by [58], the higher-order polynomial is not present. The
model is given by
𝑝𝑖 = 𝑐𝑠2 [𝜌𝑖 − 𝜌0 ]

(3.36)

where 𝑐𝑠 is the speed of sound. However, the fluid has more compressible behaviour, and the
same restrictions apply to the speed of sound, an increase of its 𝑐𝑠 value leads to a restricting
small time step. However, this thesis has considered a nearly incompressible fluid (at high
pressure, the density may change slightly), EOS will be used to ensure incompressibility of the
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fluid to obtain pressure (𝑃) from density (𝜌). Thereafter, equation (3.36) allows some
compressibility in the liquid. For that reason, the equation (3.36) cannot be used in this thesis.

3.6.2 Density diffusion (DD)
With WCSPH, the generation of spurious numerical noise (anomaly) in density (𝜌) and
pressure (𝑃) is present [71, 72]. An extra term, density diffusion (DD), is added in the
continuity equation to minimise the spurious anomaly that tunes the density (𝜌) and
pressure (𝑃) [71, 72]. In general, the fluid is consider homogeneous. If it is not, (i.e., presents
two or more phases) a switch is needed to prevent diffusion between the phases. With DD, the
continuity equation turned into the discretised form
𝑑𝜌𝑎
= ∑ 𝑚𝑏 𝐯𝑎𝑏 . ∇𝑎 𝑊𝑎𝑏 + 𝛿𝑐 ℎ𝑐𝑠 𝒟𝑎
𝑑𝑡

(3.37)

𝑏

where 𝛿𝑐 is a constant whose value in between 0 to 0.2 [71]. 𝒟𝑎 is written as
𝒟𝑎 = ∑ 2𝜓𝑎𝑏
𝑏

𝑚𝑏 𝐱 𝑎𝑏 . ∇𝑎 𝑊𝑎𝑏
𝜌𝑏
𝒓2𝑎𝑏

(3.38)

where 𝜓𝑎𝑏 = 𝜌𝑎 − 𝜌𝑏 represents the density difference between particle 𝑎 and particle 𝑏.
Though the form of 𝜓𝑎𝑏 is quite simple and easy to code but fails to follow the conservation of
momentum [28, 29]. The other form is given by [71]
𝜓𝑎𝑏 = 𝜌𝑎 − 𝜌𝑏 −

1
(〈∇𝜌𝑎 〉 + 〈∇𝜌𝑏 〉). 𝐱 𝑎𝑏
2

(3.39)

where 〈∇𝜌〉 is the renormalised density gradient of the particle [56, 73]
〈∇𝜌𝑎 〉 = ∑
𝑏

𝑚𝑏
(𝜌 − 𝜌𝑏 ) 𝑩. ∇𝑎 𝑊𝑎𝑏
𝜌𝑏 𝑎

(3.40)

where 𝑩 is a reciprocal function [74]
𝑚𝑏
𝑩 = − [∑
𝐱 ∇ 𝑊 ]
𝜌𝑏 𝑎𝑏 𝑎 𝑎𝑏

−1

(3.41)

𝑏
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3.6.3 Hydrostatic pressure
In the WCSPH, the pressure (𝑃) is obtained from density (𝜌) using an equation. But
sometimes, it is essential to start the simulation from hydrostatic pressure. Suddenly,
accelerated objects can pull liquid up abruptly from a liquid bath without hydrostatic
equilibrium, which can unstable the numerical simulation. Hydrostatic pressure appeared due
to gravity (𝑔). For issues involving liquid, (i.e., water, molten zinc) the fluid particles marked
out an initial density depending on hydrostatic pressure. Taking account of water level height,
the density of interest particle 𝑖 located at the depth 𝐿𝑦𝑖 is given by [47]
1⁄
7

𝜌0 g(𝑑𝑤 − 𝐿𝑦𝑖 )
𝜌𝑖 = 𝜌0 (1 +
)
𝐵

(3.42)

where 𝐵 = 𝑐𝑠2 𝜌0 ⁄𝛾 and 𝐿𝑦𝑖 is the vertical particle position. This thesis uses the hydrostatic
equation in the LDO problem simulation (Chapter 5).

3.7 Equations of fluid motion: conservation of momentum
The NS equation expressing the conservation of momentum is given by
𝑑𝐯
1
= − ∇𝑃 + 𝜗∇2 𝐯 + 𝑭𝑒
𝑑𝑡
𝜌

(3.43)

The first term in the right-hand side of equation (3.43) is the pressure gradient term, the second
term in the right-hand of equation (3.43) is the viscous term (explained in section 3.7.1) and
𝑭𝒆 is the forces which are gravity (𝑔), surface tension (𝛾) and adhesion (𝛽). The formulations
of these forces will be discussed below in this chapter sequentially.
Conservation of momentum that is derived earlier from NS equations
𝑑𝐯
1
= − ∇𝑃 + 𝜗∇2 𝐯 + 𝑭𝒆
𝑑𝑡
𝜌

(3.44)

From the SPH approximation,
(∇𝑃)𝑖 = ∑ 𝑚𝑗
𝑗

𝑃𝑗
∇𝑊
𝜌𝑗 i 𝑖𝑗
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So,
𝑃𝑗
1
1
− ∇𝑃 == − ∑ 𝑚𝑗 ∇i 𝑊𝑖𝑗
𝜌
𝜌𝑖
𝜌𝑗

(3.45)

𝑗

The force of particle 𝑖 on 𝑗 is not equal and opposite direction to the force of 𝑗 on 𝑖 ( 𝑃𝑖 ≠ 𝑃𝑗 )
−

𝑚𝑖 𝑚𝑗
𝑚𝑖 𝑚𝑗
𝑃𝑗 ∇𝑖 𝑊𝑖𝑗 ≠ −
𝑃∇ 𝑊
𝜌𝑖 𝜌𝑗
𝜌𝑖 𝜌𝑗 𝑖 𝑗 𝑗𝑖

Then the pressure term is adjusted by [45] as given by equation (3.46)
∇𝑃
𝑃
𝑃
= ∇ ( ) + 2 ∇𝜌
𝜌
𝜌
𝜌

(3.46)

Where the SPH approximation of is given by equation (3.47)
𝑃𝑗 𝑃𝑖
1
− ∇𝑃 = − ∑ 𝑚𝑗 ( 2 + 2 ) ∇i 𝑊𝑖𝑗
𝜌
𝜌𝑗 𝜌𝑖

(3.47)

𝑗

The inviscid form of the momentum equation is
𝑃𝑗 𝑃𝑖
𝑑𝐯𝑖
= − ∑ 𝑚𝑗 ( 2 + 2 ) ∇i 𝑊𝑖𝑗
𝑑𝑡
𝜌𝑗 𝜌𝑖

(3.48)

𝑗

The above momentum equation (3.48) is derived without viscosity term. But, viscosity plays a
significant role in solving flow problems. Introduction of the viscosity term 𝜗∇2 𝐯 in the
momentum equation is essential. Using an artificial viscosity, the technique of incorporating
the viscosity in SPH is given below.

3.7.1 Artificial viscosity
Using the second derivative of velocity (𝐯), the viscous stress term 𝜗∇2 𝐯 could be
approximated directly. But the second derivative of the cubic spline function 𝑊(|𝒓𝒊𝒋 |, ℎ) is
linear in 𝒓 and change sign in 𝒓𝒊𝒋 = 2⁄3ℎ. More generally, the second derivative ∇2 𝑊𝑖𝑗 can be
negative in sign. As a result, the momentum sometimes transfers from higher velocity particle
to lower velocity particle and sometimes in a reverse way. Which is certainly not correct. The
momentum should transfer from higher velocity particle to lower velocity particle independent
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of their relative distance 𝒓𝒊𝒋 . However, viscous terms are not calculated directly for that reason.
Herein, viscous force is modelled using artificial viscosity. The mathematical form of artificial
viscosity is given by [48, 75]
𝛼𝑐𝑠 𝜇𝑖𝑗 + 𝛽𝜇𝑖𝑗
, 𝐯𝑖𝑗 ⋅ 𝒓𝑖𝑗 < 0
𝜌̅𝑖𝑗
Π𝑖𝑗 = {
0,
𝐯𝑖𝑗 ⋅ 𝒓𝑖𝑗 ≥ 0
−

(3.49)

and
μij =

ℎ𝐯𝑖𝑗 ⋅ 𝒓𝑖𝑗
𝒓2𝑖𝑗 + 𝜂2

(3.50)

ℎ𝐯𝑖𝑗 ⋅ 𝒓𝑖𝑗
+ 0.01ℎ2

μij =

(3.51)

𝒓2𝑖𝑗

where 𝛼 is the artificial viscosity coefficient [49]. The term involving 𝛽 in equation (3.51) is
used to prevent unphysical penetration of particles that approach each other at a high velocity
(astrophysical problem). In fluid dynamics problems, the parameter 𝛽 is usually not taken into
account since fluid flow in the simulation is relatively slow [45]. When two particles are
approaching each other, (0.01ℎ2 ; the denominator in the right−hand side of equation (3.51)) is
used to prevent numerical divergences (singularities) [45].
So, the viscous term can be written as

Π𝑖𝑗 = {

−

2𝛼𝑐𝑠 ℎ

(𝜌𝑖 + 𝜌𝑗 )
0,

×

𝐯𝑖𝑗 ⋅ 𝒓𝑖𝑗
,
+ 0.01ℎ2

𝒓2𝑖𝑗

𝐯𝑖𝑗 ⋅ 𝒓𝑖𝑗 < 0

(3.52)

𝐯𝑖𝑗 ⋅ 𝒓𝑖𝑗 ≥ 0

By a similar simulation to [56], the kinematic viscosity is given by 𝜗 = 𝛼ℎ𝐶𝑠 ⁄8, but in Wit
[47] the kinematic viscosity (𝜗) is taken half of the Monaghan effective model (i.e., 𝜗 =
𝛼ℎ𝐶𝑠 ⁄16 ) to ensure momentum transfer from higher velocity particle to lower velocity
particle. The tuning of the artificial viscosity coefficient 𝛼 is carried out below in section 3.9.5
for the free surface problem. Now, the momentum equation including the viscous term is
written as
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𝑃𝑗 𝑃𝑖
𝑑𝐯𝑖
= − ∑ 𝑚𝑗 ( 2 + 2 + Π𝑖𝑗 ) ∇𝑖 𝑊𝑖𝑗
𝑑𝑡
𝜌𝑗 𝜌𝑖

(3.53)

𝑗

3.7.2 Tensile instability (TI): clustering of particles
In SPH, tensile instability refers to non-physical particle clustering (fluid particles
interpenetration) or blow−up of particles during numerical simulation [76]. The term
‘interpenetration’ means the decreased initial distance between particles. Also, the term ‘blowup’ indicates the explosion of the particle (blast) for which fluid particles leave the problem
geometry non-physically within a few numerical time steps. The clustering or complete blowup of particles can happen in materials with an EOS which may produce a non-positive pressure
field (a drop of pressure from reference or initial pressure). To prevent this from occurring, an
4

artificial repulsion 𝑅(𝑓𝑖𝑗 ) [76-78] similar to Lennard−Jones (LJ) force between two particles
is summed with the momentum equation (3.53) directly. The dependent function 𝑓𝑖𝑗 can be
written as
𝑓𝑖𝑗 =

𝑊(𝑟, ℎ)
𝑊(𝑟0 )

(3.54)

If the pressure on particle 𝑖 and 𝑗 is greater than zero then 𝑅 can be written as
𝑃𝑖 𝑃𝑗
𝑅 = 0.01 ( 2 + 2 ) when 𝑃𝑖 > 0, 𝑃𝑗 > 0
𝜌𝑖 𝜌𝑗

(3.55)

If either 𝑃𝑖 and 𝑃𝑗 is less than zero then 𝑅 = 𝑅𝑖 + 𝑅𝑗 , where
0.2|𝑃𝑖 |
𝜌𝑖2

𝑅𝑖 = {
0,

, 𝑖𝑓

𝑃𝑖 < 0

0.2|𝑃𝑗 |
2

and 𝑅𝑗 = { 𝜌𝑗
𝑃𝑖 ≥ 0
0,

, 𝑖𝑓

𝑃𝑗 < 0

(3.56)

𝑃𝑗 ≥ 0

3.7.3 Moving of the particle (XSPH)
The XSPH method is commonly used to prevent particle penetration [45]. In the SPH,
the position of any particle 𝑖 can found by integration of the following derivative
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𝑑𝐱 𝒊
= 𝐯𝑖
𝑑𝑡

(3.57)

The principal object of this method is to force particles near each other to move with almost
the same velocity. The XSPH variant is expressed as
𝐯𝑖 = 𝐯𝑖∗ +∈ 𝜀𝑐 ∑ 𝑚𝑗

𝐯𝑖∗ − 𝐯𝑗∗
𝑊𝑖𝑗
𝜌𝑖𝑗
̅̅̅̅

(3.58)

where 𝐯𝑖∗ is the intermediate velocity and equation (3.50) used to calculate new velocity, 𝜀𝑐 is
a constant, with a range between 0 to 1 [47]. Here, 𝜀𝑐 = 1 indicates the particles are moved
with the field velocity and 𝜀𝑐 = 0 indicates the particles are moved with their own velocity.
However, 𝜀𝑐 = 0.5 (average of 0 and 1) is often used [47]. Consequently, the particle is moved
using an average between field velocity and particle own velocity.

3.7.4 Force modelling (Fe): gravity, adhesion and surface tension
A) Gravity (𝒈)
Gravity (𝑔) is applied to all the particles except the wall boundary particle. The value
is taken as below
𝑔 = 9.81 𝑚𝑠 −2

(3.59)

This thesis applies the gravity (𝑔) for the hydrostatic tank, droplet spreading on a solid surface
and LDO problem.
B) Surface tension (𝜸) and adhesion (𝜷) modelling
The physical phenomenon of surface tension is an internal force between liquid
particles that may be applied in the free surface flow problems, such as droplets on a solid
surface or dam break, but surface tension is not the fundamental part of NS equations.
Simulations for different interfacial problems, particularly air−water and oil−water, surface
tension plays an essential role in maintaining and shaping the interface between the phases.
Surface tension force is mathematically quite general to imagine but exhibits notorious
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difficulties in SPH simulation. The difficulties are generated from identifying the free surface
particle and curvature estimation (highly sensitive to particle disorder). Continuum Surface
Force (CSF) and Inter−particle Interaction Force (IIF) models produce surface tension in the
SPH method. In this thesis, both CSF [10, 79, 80] and IIF [8, 13] have been explored.
Continuum Surface Force (CSF)
CSF method combining with SPH traditionally evolves with tracking free surface
particles [10]. The colour function is used to obtain the surface normal and the curvatures of
the interface between phases having low density and viscosity ratios [81]. The following
surface tension force per unit volume is calculated by [82].
𝑭𝒔 = 𝒇𝒔 𝛿𝑠𝑑

(3.60)

where 𝛿𝑠𝑑 is the surface Dirac delta function [10, 82] with peak value on the surface, and it
can be defined as
𝛿𝑠𝑑 = |𝑛⃗|

(3.61)

and 𝒇𝒔 is the force per unit area is given as
𝒇𝒔 = 𝜎𝜅𝑛̂ + ∇𝑠 𝜎

(3.62)

So, the surface tension force expressed as
𝑭𝒔 = (𝜎𝒦𝑛̂ + ∇𝑠 𝜎)𝛿𝑠𝑑

(3.63)

where 𝜎 is the coefficient of the surface tension, 𝑛̂ is the unit normal vector to the interface and
∇𝑠 is the surface gradient. The right−hand side second term in equation (3.63) directed
tangentially to the interface and forced fluid from the low surface tension region to higher
surface tension. For the constant values of surface tension, the last term is zero. The first term
in equation (3.63) is a force directed normal to the interface, representing the total surface
tension force due to local curvature. This force acts on the smooth regions of high curvature
for reducing the entire surface area.
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In the case of multi−phase simulation, every phase will give a colour function value,
namely 𝑐, for example, the colour value function values 0 and 1 for the liquid and gas phases,
for a surface normal vector defined as 𝑛⃗ = ∇𝑐. So, surface tension force and curvature can,
thus, be expressed as
𝑛̂ =

𝑛⃗
|𝑛⃗|

𝒦 = −∇. 𝑛̂

(3.64)
(3.65)

Using CSF basic, an alternative new single−phase SPH method to simulate surface tension is
proposed [10]. Calculation of accurate surface tension force is primarily dependent on two
steps:


Use a proper surface tracking algorithm to detect the free surface particle



Estimate the colour function, curvature near the surface and normal vector

Surface tracking
At each time step, finding all the particles located in the free surface is the most crucial
part of modelling surface force in free−surface flow. A two−dimensional method was
developed by [4], known as backpoint technique. The main idea of this two-dimensional
backpoint technique is to scan a circle of diameter 1ℎ around a particle in interest. The red
particle is the particle of interest which is the candidate of free surface particle. The rest of the
particles are the neighbouring particles. The backpoint technique goes to all the neighbour
particles in turn and draws a solid line from the centre of the neighbour to the centre of the red
particle (Figure 3-6). The solid line extended to the opposite side of the red circle, and coincides
with the red particle circle circumference at point 𝐴. Now, the position of point 𝐴 on the red
particle circumference has to be checked. Suppose point 𝐴 is not covered by the other red
particle neighbours. Thus, the red interest particle is identified as the free surface particle.
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Figure 3-6: Free surface particle tracking backpoint technique. The red particles is the interest
particle. Figure modified from [4].

An alternative interface tracking algorithm takes a circular area around the interest
particle 𝑖 [10]. The circular area around 𝑖 is divided into several equal parts (Figure 3-7). Then
each of the divided parts is checked for whether any particle is present or not. If all the divided
parts have at least one particle inside, 𝑖 is not then the free surface particle (Figure 3-7a).
Otherwise, if there exist at least one divided part that is empty, 𝑖 is then known as the free
surface particle (Figure 3-7b) [10, 83]. Acceptable results in simple surface tension simulation
are noticed when the radius of particle searching is equal to the smoothing function support
domain that is 𝜅 ′ = 𝜅 [10]. In the problem (conjunction of two droplets) where large distortion

Figure 3-7 (a) and (b): Interface tracking around a particle using sector method. kh is the particle
searching radius from interest particle. Particle i in Figure 3-7a indicates the non−free surface and
particle i in Figure 3-7b indicates the free surface particle. (NB: Figure is modified from [10].)
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of droplet particles takes place, the radius of particle searching is twice that of the support
domain (𝜅 ′ = 2𝜅) [10, 83]. This method is known as geometric interface tracking.
Thereafter, the above two surface tracking algorithms (backpoint and sector) are
adequately correct for insignificant geometry deformation. But for problems where large
geometry deformation occurred (e.g., dam break problem) the free surface particle tracking
shows inaccuracy (Figure 3-8). The air pocket outer side particles can be treated as free surface
particles. But in reality, those particles are not free surface particles. Also, the computational
CPU time increases exponentially when problem resolution increases.

Figure 3-8: The dam break problem. Large deformation of particles takes place. A loop or air
pocket is developed inside the flow due to interface folding. Sector or backpoint methods can
identify free surface particle inaccurately in the loop (air pocket).

However, the colour function, curvature near the surface and normal vector need to be
calculated in CSF after tracking the free surface particle. Referred to [10, 83] for the basic
formulae and conditions of the above force terms. Overall, the existing surface curvature and
normal dependent CSF model have some limitations:


Inaccurate normal force for inner particles can appear while normalising the smoothed
colour gradient.



Due to requiring the second derivative (curvature estimation (𝒦)), the estimation of
curvature is highly sensitive to particle disorder in SPH.
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As an eternal force, the force is applied in a non−symmetric way which invalidates the
conservation of momentum.



Expensive computation (CPU−based logic) has to be done to track free surface
particles to perform CSF. The extra works reduces computation performance during
the GPU SPH simulation.

The created surface area is attempted to be minimised by the net applied surface force, which
is true in real physical situations.
Thereafter, to simulate the open boundary problem in this thesis, a pair−wise based
force model IIF is explored briefly to incorporate the surface tension and adhesion forces.
IIF surface tension and adhesion models
The IIF model generally calculates cohesion between fluid particles and surface area
minimisation force between fluid particles [8]. The surface tension force that is observed, in
reality is not produced if only the cohesion or surface area minimization is used. Particles
clustering (liquid particle interpenetration) or arbitrary shape can appear if the model
individually uses one of the forces, cohesion or surface area minimisation. Also, surface area
minimisation is not guaranteed [8]. Only utilising the cohesion between fluid particles does not
ensure surface minimisation. The forces can trivially balance each other in a form that does not
necessarily correspond to the smallest area. The arbitrary shape is due to the cohesion force
model's unequal attraction and repulsion force. To overcome the issues mentioned above,
cohesion and surface area minimisation forces are necessary for the IIF model to achieve a
meaningful outcome.
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Cohesion: forces between fluid particles
Cohesion force is generated from the interactions of the same types of liquid particles.
The first directional work for developing cohesion force at the molecular level was carried out
by [13]. A cosine function was employed to produce the attraction for distant particles and
repulsion force for nearest particles. But this surface tension model results in particle clustering
due to unequal attraction and repulsion forces, as presented by the red curve in Figure 3-9.
Later, relying on cohesion force, a new model was proposed by [12], which is straightforward
to code and does not demand extra work to add to the momentum equation. But non-physical
inter-particle penetration or clumping of particles may only occur due to attraction force. The
green curve represents the force (Figure 3-9). Sometimes the particle interspacing approaches
zero (between neighbour particles), but the repulsion force vanishes for the close neighbour
(green curve, Figure 3-9). Also, the surface area minimisation is not guaranteed in [12]. A
standard polynomial function with equal attraction and repulsion force (blue curve, Figure 39) was proposed in [8] to fix the aforementioned issues. The liquid particle feels attraction from
the interested particle located outside the dashed circular limit to the influencing domain solid
circle line (Figure 3-10). On the other hand, repulsion will repel particles if particles are located
within a dashed circular area. The cohesion force term is given by

Figure 3-9: Comparison of IIF surface tension evolving cohesion force inside the unit SPH
support domain. Equal attraction and repulsion forces (blue curve) are exposed by [8] model where
[12] [13] have lacked of equal attraction and repulsion (red and green curves). (NB: Figure
adapted from [8].)
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ℎ6 𝑥𝑖𝑗
(2(ℎ −
− )
,
64 𝑟𝑖𝑗
32
𝑥𝑖𝑗
= 𝛾 𝑚𝑖 𝑚𝑗 9
𝜋ℎ
((ℎ − 𝑟𝑖𝑗 )3 𝑟𝑖𝑗3 )
,
𝑟𝑖𝑗
{ 0,
𝑟𝑖𝑗 )3 𝑟𝑖𝑗3

𝑐𝑜ℎ𝑒𝑠𝑖𝑜𝑛
𝐹 𝑖←𝑗

0 ≤ 𝑟𝑖𝑗 <

ℎ
2

ℎ
≤ 𝑟𝑖𝑗 < ℎ
2
𝑟𝑖𝑗 ≥ ℎ

(3.66)

The right−hand denominator ℎ9 is a normalisation factor in making the force result in the same
acceleration for different support radii [8]. The constant term is mainly employed to shift the
𝑐𝑜ℎ𝑒𝑠𝑖𝑜𝑛
particle [8]. Note that 𝐹 𝑖←𝑗
is the pairwise interaction force with which neighbour
𝑐𝑜ℎ𝑒𝑠𝑖𝑜𝑛
𝑐𝑜ℎ𝑒𝑠𝑖𝑜𝑛
particle 𝑗 acts on the interested particle 𝑖 . So, 𝐹 𝑖←𝑗
= −𝐹 𝑗←𝑖
[8].

Figure 3-10: Illustration of cohesion force model between fluid particles. The cohesion force
between fluid particles works depending on short−distance repulsion and long-distance attraction.
The smoothing function influencing domain is schematic, not representing the actual influencing
domain.

Surface area minimisation: forces between fluid particles
The Akinci cohesion force model [8] solved some vital issues, for example, particle
clustering of the previous cohesion model and arbitrary shape development, but not enough to
solve the minimisation of surface area issue. As a result, another force surface area
minimisation was introduced to minimise surface area [8]. Firstly, the normal force is given by
𝑛𝑖 = ℎ ∑
𝑗

𝑚𝑗
∇𝑊𝑖𝑗 𝑥𝑖𝑗
𝜌𝑗

(3.67)
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The magnitude of 𝑛𝑖 is proportional to the curvature where its value is close to 0 for the inner
zone (there is a negligible change of mass and density in the inner side of the flow) and
significant at the free interface zone. Utilisation this fact, the symmetrical force is
𝑐𝑢𝑟𝑣𝑎𝑡𝑢𝑟𝑒
𝐹 𝑖←𝑗
= 𝛾𝑚𝑖 (𝑛𝑖 − 𝑛𝑗 )

(3.68)

at the flat surface (𝑛𝑖 − 𝑛𝑗 ) = 0, but it gets more significant at the bigger curvature. This
surface area minimisation term drops two complex issues of previous schemes: explicit
curvature calculation (sensitive to particle disorder); and normalisation of 𝑛𝑖 (erroneous for
inner particles). Since surface tension models are not free from particle clustering and
inaccurate in surface minimisation [12, 13], the user can use the following equation (3.69) to
solve the particle clustering, arbitrary shape development and surface area minimisation.
𝑠𝑡
𝑐𝑜ℎ𝑒𝑠𝑖𝑜𝑛
𝑐𝑢𝑟𝑣𝑎𝑡𝑢𝑟𝑒
𝐹 𝑖←𝑗
= 𝑘𝑖𝑗 (𝐹 𝑖←𝑗
+ 𝐹 𝑖←𝑗
)

(3.69)

where 𝑘𝑖𝑗 is the correction factor [8]. This correction factor amplifies the force for particles
with neighbourhood deficiency [8], which means a lack of full neighbour support of an interest
particle. The symmetrised correction factor is written as
𝑘𝑖𝑗 = 2𝜌0 ⁄(𝜌𝑖 + 𝜌𝑗 )

(3.70)

If the interested particle (𝑖) have full neighbourhood then the value of 𝑘𝑖𝑗 ≈ 1 and if 𝑖 has less
than full neighbourhood then 𝑘𝑖𝑗 > 1, provided both 𝜌𝑖 and 𝜌𝑗 are approximately equal in
density to the reference density (𝜌0 ).
Adhesion between liquid and solid particles
Unlike cohesion force, adhesion occurs due to two or more dissimilar materials (e.g.,
liquid and solid particles; see Figure 3-11). The basic idea is when a fluid particle is located
within the boundary particle influencing domain, the fluid particle will experience the attraction
force. The empirical formula for adhesion forces between fluid and wall boundary particles
read as
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𝑎𝑑ℎ𝑒𝑠𝑖𝑜𝑛
𝐹 𝑖←𝑘
= −𝛽𝑚𝑖 𝐴𝑖𝑘

𝑥𝑖 − 𝑥𝑘
|𝑥𝑖 − 𝑥𝑘 |

(3.71)

where 𝑘 is the boundary particle and 𝑥 is the position of the respective particle. The function
𝐴𝑖𝑘 is the spline function developed especially for the adhesion model.

𝐴𝑖𝑘

2
4
1
0.007 √− 4𝑟 + 6𝑟 − 2ℎ,
ℎ<𝑟≤ℎ
= 3.25 {
ℎ
2
ℎ
0,
otherwise

(3.72)

Similar to ℎ9 , the right−hand denominator ℎ3.25 is a normalisation factor to make the force
result in the same acceleration for different support radii [8]. Adhesion force works only when
the distance between two particles is within the range ℎ⁄2 to ℎ [8]. Herein, to keep the model
more accurate and physical, additional intensive work is done. The accurate representation of
the adhesion model is given in section 3.9.4.

Figure 3-11: Schematic view of the adhesion force model. The liquid particles located in the
boundary particle influencing domain may experience adhesion force from the boundary particle,
and the circle indicates the influencing domain (schematic, may not represent the actual influencing
domain) of the interest particle.
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In sum, the IIF model has some attractive advantages over the CSF method. The
advantages of IIF over CSF as listed below:


Costly CPU logic has to be performed for tracking the free interface particles in curvature
base CSF. But the calculation of cohesion force in IIF is attractive, straightforward, and
easy to implement, while not require the tracking of free surface particles.



IIF model uses short−range repulsive and long−range attractive force, which effectively
prevents clustering.



IIF model not only allows to modelling of surface tension but also fluid−solid interactions,
including fluid−solid contact angles, in both static and dynamic conditions [8, 12, 13].
The equation (3.69) and equation (3.61) are then added with the momentum equation

(3.53) for incorporating surface tension and adhesion forces. These force equations are used to
solve the LDO and liquid on a solid surface problem.

3.8 Time marching: leapfrog scheme
The fundamental physical particle magnitudes, (e.g., velocity (𝐯), position (𝒙),
density (𝜌), pressure (𝑃)) change every time step due to particle interaction forces. The
leapfrog scheme is well known due to its high computational precision and sufficiently low
capacity on memory storage. The physical particle quantities are advanced by a 1⁄2 time step
when integrating the motion equations. At the closing of the first time step (𝑡0 ), the change
quantities are employed to headway the density and velocity at 1⁄2 -time step, while the
positions of particles are onward in a full−time step.
𝜌𝑛+

1⁄
2

𝒖𝑛+

𝑑𝑥
𝑑𝑡

1⁄
2

1⁄
2

+ ∆𝑡

1⁄
2

= 𝒖𝑛−

1⁄
2

̂ 𝑛+
= 𝒙𝑛 + ∆𝑡𝒖

𝒙𝑛+
̂=
where 𝒖

= 𝜌𝑛−

𝑑𝜌𝑛
𝑑𝑡

+ ∆𝑡𝒂𝑛
1⁄
2

(3.73)
(3.74)
(3.75)

is the XSPH velocity, with XSPH the leapfrog method is incorporated by [47]
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̂
𝒖

𝑛+1⁄2

=𝒖

𝑛+1⁄2

+𝜀∑
𝑗

̂𝑗𝑛 − 𝒖
̂ 𝑛𝑖 )
2(𝒖
(𝜌𝑖 + 𝜌𝑗 )

𝑊𝑖𝑗

(3.76)

̂ is represented as
The XSPH constant lies within the range 0 < 𝜀 < 1. 𝒖
̂𝑛 = 𝒖
̂ 𝑛−
𝒖

1⁄
2

1
+ ∆𝑡𝒂𝑛−1
2

(3.77)

Several time step constraints should be indulged for numerical accuracy and subjected to
Courant−Friedrichs−Lewy (CFL) time step constraints. The CFL constraints state that the
distance moved from the initial position in the maiden time step by the particle itself has to be
smaller than the numerical influencing domain The CFL condition is written as
∆𝑡 ≤ 0.25

ℎ
𝑐𝑠

(3.78)

Considering the viscous diffusion, the constraints for determining the time step is given by
ℎ2
∆𝑡 ≤ 0.125
𝜗

(3.79)

The minimum of the indicated conditions is incorporated to set the integrating constant, (i.e.,
time step)
∆𝑡 = 𝑚𝑖𝑛 (0.25

ℎ
ℎ2
, 0.125 )
𝑐𝑠
𝜗

(3.80)

3.9 Designing and defining LDO physical modelling
In this section, the modelling of the LDO problem is discussed.

3.9.1 Initialising the LDO problem geometry
The LDO problem schematic is presented in Chapter 2. The vertical y−axis is parallel
to the strip, and the horizontal x−axis represents the bath bottom stationary wall. The bath top
Table 3-4: Tabular representation of data and corresponding non−dimensional parameters for the
experimental.
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surface is open and other walls except, the vertical wall, are stationary. The solid walls may
influence the meniscus and film thickness [28]. The bath stationary wall position is then
important. The ratio between bath depth (𝐿𝑦) and dimensional film thickness ℎ0 should be at
least 𝐷 = 40 [28]. This study introduced the following (Table 3-4) initial setup strategy as an
initial point for the problem domain. The bath width (𝐿𝑥) is selected in such a way so that the
meniscus air−liquid interface can free from inflow boundary particle (section 3.9.6). The strip
length can be infinitely long but impossible to cope up in the numerical simulation. When the
simulation takes the strip infinite long, the bath liquid level will decrease significantly. As a
result, the bath bottom wall boundary may affect the meniscus region and film thickness.
Herein, this study has taken the strip length 𝐿𝑠𝑡𝑟𝑖𝑝 ~5.2𝐿𝑦, and strip width as equal to (1−3)
times of bath height.
In Table 3-4, ℎ0 is calculated using the LL prediction theory. This thesis organised the
geometry for different 𝐶𝑎 numbers in such a way so that the particle number along the strip
normal line is always equal to 𝑁𝑝 = 5. The symbols 𝑁𝑥 and 𝑁𝑦 represent the liquid particles
number in the bath width and depth. The liquid properties are obtained from the experiment
[3]. Different strip velocity (𝑈𝑠𝑡𝑟𝑖𝑝 ) withdrawal cases have been carried out to discuss the LDO
physics (e.g., meniscus curve, stagnation point location, re-circulation inside the bath and film
thickness). The results are also presented with the help of non−dimensional time (𝑡). The strip
velocity (𝑈𝑠𝑡𝑟𝑖𝑝 ) and characteristics length (𝑙𝑐 ) dependent non−dimensional time (𝑡) is given
by
t ref =

characteristics length(𝑙𝑐 )
Characteristics velocity (𝑈𝑠𝑡𝑟𝑖𝑝 )

t = total simulation time(s)⁄𝑡𝑟𝑒𝑓 (s)
where 𝑙𝑐 = (𝛾⁄𝜌𝑔)

1⁄
2

(3.81)
(3.82)

is the characteristics length.
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3.9.2 Initial strip velocity, Ustrip

Figure 3-12: Formation of static meniscus with stationary strip. The bath bottom and right walls
also stationary. (NB: figure is not to scale.)

Out of a liquid bath, an abruptly accelerated strip from zero velocity can influence the
physics, (e.g., stagnation point, meniscus shape, re-circulation inside the bath, liquid film
thickness). The strip velocity (𝑈𝑠𝑡𝑟𝑖𝑝 ) implementation is essential to capture those physics
correctly. It is also noted that the initial stage of the SPH simulation is crucial in terms of
numerical stability. A static meniscus can be formed due to adhesion between the liquid and
the solid and cohesion between liquid particles when the strip is at rest (Figure 3-12). After
that, the strip will accelerate with a unidirectional velocity (𝑈𝑠𝑡𝑟𝑖𝑝 ). However, this study
initially started the simulation with zero strip velocity to create a static meniscus and stabilise
all the forces, for example, adhesion (𝛽) and surface tension (𝛾). Later the simulation started
with a unidirectional velocity in the negative y−direction.
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3.9.3 Simulated transient increasing drag−out velocity
Numerically, the strip can gain sudden velocity within a single numerical time step.
That leads to steep strip acceleration as well as the surrounding liquid particles. The initial time
step is crucial for quantitative validation as well as for stability in interpolation SPH simulation.
The simulation demands smooth acceleration to achieve quantitatively and physically accurate
outcomes. For the smooth strip velocity from the simulation starting, the strip velocity is
moderated by the damping factor, 𝜖(𝑡). The damping equation is given by
𝜖(𝑡) = 0.5 × [𝑠𝑖𝑛 ((−0.5 + 𝑡⁄𝑡

𝑑𝑎𝑚𝑝

) 𝜋) + 1] , 𝑡 ≤ 𝑡𝑑𝑎𝑚𝑝

(3.83)

The red dashed and blue solid lines (Figure 3-13) show the sudden acceleration when the strip
is not damped and the smoothed acceleration after applying the strip acceleration damping
technique. The strip gains its unidirectional original full strip velocity after finishing strip
velocity damping.

Figure 3-13: Damping technique to make the strip acceleration smoother.
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3.9.4 Treatment of strong adhesion: between the liquid and the solid
The adhesion force model is described in section 3.7.4 (Chapter 3). The liquid particle
may experience strong adhesion forces when the liquid particle is located inside the influencing
domain of the internal solid wall particles (solid wall particles found in the outer boundary
from liquid particle). The dashed rectangular box indicates the internal solid wall part (Figure
3-13). To keep the adhesion model more accurate and physical, extensive work is done here.
Firstly, the external wall particles are identified (Figure 3-14). Lastly, if any liquid particle is
located within the influencing domain of the external solid wall particle, the liquid particle will
only then experience the adhesion force. Graphically, 𝐴 and 𝐵 are two interested solid wall
particles that are considered (Figure 3-14). The solid wall particle 𝐴 is the external wall particle,

Figure 3-14: Illustration of the adhesion force model. The fluid particles located in the external
solid boundary particle influencing domain (schematic, may not represent the actual influencing
domain) may experience adhesion force. Here, A and B indicate the external and internal solid
wall particles.
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for which the liquid particles located inside the influencing domain of 𝐴 experienced the
adhesion forces. Notwithstanding this, 𝐵 is the internal solid wall particle, which does not
influence the neighbouring liquid particles.

3.9.5 Artificial viscosity coefficient correction factor
In SPH, an artificial viscous term represents viscosity (section 3.7.1). Following
Monaghan [49], the kinematic viscosity is 𝜗 = 𝛼ℎ𝐶𝑠 ⁄8, but in Wit [47] the kinematic viscosity
(𝜗) which is half of Monaghan’s (i.e., 𝜗 = 𝛼ℎ𝐶𝑠 ⁄8) is adopted to ensure momentum transfer
from higher velocity particle to lower velocity particle. Special attention has been given to
ensure that the modelled viscosity coefficient, 𝛼 yields input viscous forces in the SPH
(equation 3.84) close to the real dynamic viscosity (𝜇). Equation (3.84) represents the
theoretical liquid film thickness in the liquid drag−out problem [3].
1

𝜇𝑆𝑃𝐻

2

2 ) ⁄2
(𝜌𝑔ℎ∞
=(
1⁄ )
2
0.67𝑈𝑠𝑡𝑟𝑖𝑝

(3.84)

where 𝜇𝑆𝑃𝐻 is the effective liquid dynamic viscosity, which is measured using ℎ∞ , 𝜌, 𝑔,
and 𝑈𝑠𝑡𝑟𝑖𝑝 . Using the real liquid dynamics viscosity (𝜇), the initial artificial viscosity
coefficient input is given by
𝛼1 = 16 × 𝜗⁄ℎ𝑐𝑠

(3.85)

Putting the first 𝛼1 in the model, the SPH film thickness ℎ∞ is obtained. Later, the effective
dynamic viscosity (𝜇𝑆𝑃𝐻 ) is then calculated by equation (3.84) using the obtained ℎ∞ . Finally,
the real dynamic viscosity (𝜇) is compared with the effective SPH dynamic viscosity (𝜇𝑆𝑃𝐻 ).
The aim is to make 𝜇 ≈ 𝜇𝑆𝑃𝐻 by tuning the input 𝛼𝑖𝑛𝑝𝑢𝑡 = 𝛼1 , 𝛼2 … … … 𝛼𝑛 . If the absolute
difference between 𝜇 and 𝜇𝑆𝑃𝐻 is grater a certain criterion 𝛼 is updated.

3.9.6 Open boundary modelling: inflow (inlet) and outflow (outlet)
The open boundary conditions (periodic, gradient−free) have to be solved for the
hydrodynamics situation where fluid particles can flow in and out. Due to the SPH framework
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interpolation procedures, it is quite challenging to achieve open boundary conditions
concretely. The inlet and outlet are the open boundaries in the LDO problem, and the brief
treatments of those boundaries are described below.
The inlet and outlet boundaries are illustrated in Figure 3-15. The total outgoing mass
in the outlet is 𝑀𝑜𝑢𝑡 and the total incoming mass into the system is 𝑀𝑖𝑛 . However, while adding
the liquid into the bath, it is essential to ensure that they do not interfere with (create force
behaviour in the bath liquid) the meniscus interface and film developing region. The inflow
boundary conditions are modelled with the help of Dirichlet boundary conditions [84, 85]. The
Dirichlet boundary condition on the interval [𝑎, 𝑏] for an ordinary differential equation takes
the form
𝑦 ′′ + 𝑦 = 0

(3.86)

𝑦(𝑎) = 𝛼1

(3.87)

𝑦(𝑏) = 𝛼2

(3.88)

where the differential equation is solved using the known boundary conditions values. The
draw−up and outgoing liquid with the strip have almost the same velocity as the strip
velocity (𝑈𝑠𝑡𝑟𝑖𝑝 ). The outgoing liquid velocity (𝑈𝑜𝑢𝑡 ) is given by
𝑈𝑜𝑢𝑡 ≈

𝑈𝑠𝑡𝑟𝑖𝑝 × ℎ∞
𝐿𝑦

(3.89)

For the numerously viscous fluid and sufficiently thin film thickness, the outgoing liquid
velocity can be written as 𝑈𝑜𝑢𝑡 = 𝑈𝑠𝑡𝑟𝑖𝑝 . However, once the liquid crosses the outlet boundary
threshold (Figure 3-16), the liquid will not participate in the force calculation, such as viscous
force, adhesion and surface tension.
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Figure 3-15: Inlet and outlet open boundaries schematic. The strip top region where the liquid
leaves the geometry is the outlet, and the region where the liquid enters the system is the inlet
boundary. (NB: figure is not to scale.)



Scope of LDO open boundaries
In the LDO industrial process, the amount of bath outgoing mass Mout is negligible

compared to the overall bath liquid mass Mbath, for a particular time instant, 𝑀𝑜𝑢𝑡 ⁄ 𝑀𝑏𝑎𝑡ℎ ≈ 0.
The total mass loss should be slight in magnitude so that the bath overall liquid level remains
unchanged approximately. However, the fluid bath level can be achieved constant in the
numerical SPH by supplying the same amount of leaving mass into the system. The bath inside
liquid level can be achieved constant in SPH in two steps. Firstly, identify the liquid particles
which cross the outlet boundary threshold. Secondly, delete the boundary threshold crossing
liquid particles by replacing with new particles from the bottom or above of the bath corner.
However, introducing new inlet liquid particles is not straightforward for the LDO problem
domain. Suddenly placed inlet liquid particles can create unrealistic anomaly in the problem
domain. This anomaly can destabilise the simulation. Therefore, it is essential to introduce new
inlet particles with minimum velocity to limit the sudden density change.
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Non−periodic outlet and inlet open boundaries modelling
Overtime particles leave the domain. To ensure that the number of particles are
conserved over time, particles leaving the domain are immediately returned to the domain at
the next time step (Figure 3-16a). To do this, at each time step (𝑡𝑖 ), the number of outgoing
particles has been identified, and before the next time step(𝑡𝑖 + ∆𝑡), the same number of inlet
new particles have been added in the bath with zero velocity and density equal reference
density (𝜌0 ). The inlet particle density has been selected equal 𝜌0 , because the density variation
at the interface far from the strip is approximately equal to 𝜌0 . The site of the returned particles
is at the bath air−liquid interface but sufficiently far from the meniscus. The returned particles
site is at least 0.5𝐿𝑥 from the strip.
However, the fluid particle close to the outlet boundary threshold may suffer from a
lack of sufficient neighbour, and the outlet boundary should satisfy the Neumann boundary
conditions, 𝜕𝑢⁄𝜕𝑥 = 0, 𝜕𝑣⁄𝜕𝑦 = 0, 𝜕𝑃⁄𝜕𝑥 = 0. The mirror buffer zone [86-88] technique
has been implemented to eliminate the above−mentioned issues. The method has been done in
two steps; firstly, the depth of the mirror buffer zone (𝑀𝐵𝑑 ) is selected in such a way so that
the outlet boundary threshold closest fluid particle have the full smoothing support neighbour
(Figure 3-16b). Then, another zone inside the fluid problem domain named, fluid buffer
depth (𝐹𝐵𝑑 ), is taken, where 𝑀𝐵𝑑 = 𝐹𝐵𝑑 . Lastly, when a fluid particle enters the 𝐹𝐵𝑑 zone,
the entered fluid particle is mirrored in the 𝑀𝐵𝑑 zone with related particle quantities (Figure 316b). However, mirror buffer particles number are dynamic (since the number of fluid particles
and associated properties in the 𝐹𝐵𝑑 zone is dynamic). As a result, the mirrored particle at a
time step (𝑡𝑖 ) is erased before going to subsequent mirroring at time step (𝑡𝑖+1 ).
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Figure 3-16 (a) and (b): Schematic representation of the open boundary treatments. Figure 3-16a
indicates the inlet and outlet boundary conditions. The outlet particles are inside the influencing
domain of the bath fluid line fluid particle. Figure 3-16b shows the mirror buffer technique to
satisfy the Neumann boundary conditions and the insufficient neighbour issue in the outlet
boundary. (NB: figures not to scale.)

3.9.7 Sub-surface flow visualisation
The bath inside flow visualisation is essential to understand sub−surface flow (e.g., the
re-circulation inside the bath, meniscus shape and stagnation point) under different strip
velocities and liquids. At the beginning of the simulation, the fluid problem (phase) is divided
into different sub−phases with various fixed colour bands using liquid particle index (Figure
3-17). The particle index and colour are fixed with time. Only the particle’s location is dynamic
with simulation time. To discuss sub−surface flow, this study simulates different strip velocity
cases (Chapter 5), and the results will be presented using non-dimensional time (𝑡).
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Figure 3-17: Sub−surface flow visualisation with colour bands. Each colour band contains liquid
particles of the same colour. The colour of each liquid particle is fixed with simulation time.

3.9.8 Determination of film thickness (h∞)
A laser profilometer or optical interferometry is used experimentally to measure the
LDO film thickness [3]. But numerically, the total number of outgoing particles and mass
through a cross−section is essential to establish numerical stability and film thickness
measurement. Few locations on the strip are selected to measure the dimensional film
thickness (ℎ∞ ) (Figure 3-18). The dimensional film thickness is calculated as
𝐶𝑚⁄
𝜌)
ℎ∞ =
(𝐶ℎ − 𝐶𝑙 )
(

(3.90)

where 𝐶𝑚 is the mass over 𝐶ℎ − 𝐶𝑙 section. And 𝐶ℎ − 𝐶𝑙 is the distance between the upper
limit (𝐶ℎ ) and lower limit (𝐶𝑙 ) of the section. 𝐶ℎ − 𝐶𝑙 = 2ℎ0 is adopted here. The selected
cross−section mass, 𝐶𝑚 is 𝑁𝑝 × 𝐸𝑚 , 𝑁𝑝 is the number of particles in the cross−section and 𝐸𝑚
is the particle mass inside the cross−section.

Page | 74

Figure 3-18: Schematic representation of film thickness h∞ measurement technique. Each black point
on the strip is placed to measure h∞ with the simulation time loop. The dashed indicates the constant
film thickness region. (NB: figures not to scale).

3.9.9 Stagnation point and its location identification
Physically, the location from where the liquid changes its y−velocity component sign
is the stagnation point. Utilising the fact, stagnation point identification for each time instance
is made in two steps. Firstly, identify all those liquid particles located within a particular strip
window (Figure 3-19). The strip window is selected so that the starting point of turn-back
liquids is located within the strip window for all simulation time. Lastly, the velocities of all
the liquid particles located within the strip window are examined. Those recorded liquid
particles can be the stagnation point particle. Later, the numbers of those liquid particles are
optimised using their vertical y−velocity component. The liquid particles with negative
y−velocity component are identified as potential stagnation point particles (red particles), and
the particles with positive y−velocity component are recognized as possible film−developing
particles (green particle). The small arrows indicate the liquid flow direction. Then, the highest
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y−velocity component among the potential stagnation point particle positions is the stagnation
point location. The above algorithm can identify the stagnation point at each numerical time
step.

Figure 3-19: Stagnation point identifying algorithm. The distance between two black solid lines
indicate the stagnation point window. The green and red liquid particles indicate the potential film
developing and stagnation particles. The highest red particle indicates the stagnation particle.
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CHAPTER 4
Test Cases

The hydrodynamics flow governing mathematical formulations, the flow governing
equations in SPH form, boundary modelling, nearest neighbour searching, external and internal
forces─gravity (𝑔), surface tension (𝛾) and adhesion (𝛽)─were presented in Chapter 3.
In Chapter 4, a numerical solution tool (MATLAB code) is developed to simulate the
hydrodynamics problem using those mathematical formulations. Several benchmark cases are
simulated to test the developed code and mathematical force models: solid and open boundaries
and external and internal forces. The simulated test cases with the incorporated physical forces
are listed in Table 4-1. In Table 4-1, the lid−driven case (section 4.1) is first conducted to test
the viscous force and different solid wall boundary modelling techniques. Secondly,
hydrostatic tank under gravity (𝑔) (section 4.2) is simulated to test how the liquid settles down
under gravity (𝑔). Thirdly, a droplet spreading over a solid surface (section 4.3) is simulated
to validate the gravity (𝑔), surface tension (𝛾), and adhesion (𝛽) models. Lastly, all the listed
models are applied to the free LDO coating for simulating the LDO problem (section 4.4).
Table 4-1: Hydrostatic test cases with associated active forces. The tick marks indicate the
inclusion of conditions and the cross marks indicate the exclusion of the conditions.
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4.1 Lid−driven cavity flow (test case 1)
The two−dimensional lid−driven cavity (LDC) flow is a benchmark to test the
developed tool, closed boundary modelling and viscous force [47, 55, 89-95]. The LDC flow
is the liquid flow within four closed solid walls. The top wall moves at a constant
velocity (𝑈𝑙𝑖𝑑 ), and the rest of the walls are stationary.

4.1.1 Problem geometry and initial setup
The schematic of the lid−driven cavity flow is shown in Figure 4-1. The top surface
(lid) moves left to the right with lid velocity, 𝑈𝑙𝑖𝑑 = constant. The rest of the walls are zero
moving velocity. The length and width, respectively, of the cavity are 𝐿𝑦 and 𝐿𝑥. The aspect
ratio of the cavity is 𝛫 = 𝐿𝑥⁄𝐿𝑦 = 1. Each side of the cavity is 0.001 𝑚 and contains 50 liquid
(fluid) particles on every side. The total number of fluid particles is 2500. The fluid particles
are uniformly distributed inside the cavity (Figure 4-2). The assumed properties of the liquid
are density, 𝜌 = 1000 𝑘𝑔. 𝑚−3, kinematic viscosity, 𝜗 = 1 × 10−6 𝑚. 𝑠 −2 . The initial
distance (cut-off distance) between liquid particles is 𝑟0 = 5 × 10−5 𝑚. The numerical
simulation starts initially with zero liquid velocity. The solid boundary walls were modelled
using two different existing approaches: repulsive force boundary (RF) [1, 6, 7, 47, 61, 96] and
interpolated pressure boundary (IpIv) [55, 73] separately. The simulation performance of each
of these two wall modelling techniques was subsequently compared to provide for selection of
the boundary wall approach to be subsequently utilised in the simulation cases that followed,
(e.g., LDC). The Euler time−stepping scheme [47] with 𝑑𝑡 = 5 × 10−5 (s) (using CFL
condition) integrates flow governing NS equations (sections 3.6 and 3.7, Chapter 3). The
steady−state solution is calculated using condition 𝑡𝑠𝑡𝑦 = (𝑡𝑠𝑖𝑚 × 𝑈𝑙𝑖𝑑 )⁄𝑙𝑐 ≥ 1, where 𝑡𝑠𝑡𝑦 and
𝑡𝑠𝑖𝑚 are the steady−state and simulation run time, and 𝑙𝑐 is the characteristics length which
is 𝑙𝑐 = 𝐿𝑥 for LDC flow.
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Figure 4-1: Schematic of the LDC flow geometry. The cavity top lid (purple colour) moves at a
constant velocity from left to right and the rest of the walls are stationary.

4.1.2 Results and discussion
The initial uniform particle distribution inside the cavity with zero liquid velocity is
shown in Figure 4-2, and the legend colour shows the liquid velocity magnitude.

Figure 4-2: Initial liquid particles position distribution inside the square cavity. The right-hand
side colour gradient represents the cavity liquid velocity magnitude.

Applying RF boundary, the fluid particles distribution with the velocity legend at the
non−dimensional time 𝑡𝑠𝑡𝑦 = 240 (Figure 4-3a). It is seen (Figure 4-3a) that the liquid particles
in the cavity top two corners are nearly uniform and there is no significant empty space in the
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corners for which corner fluid particle density (𝜌) can drop from the reference density (𝜌0 ). It
is also noticed that a re-circulation of the flow inside the cavity exists with quite a low velocity.
The overall circulation is a consequence of the natural boundary layer development that occurs
between the moving walls and fluids, and moving fluids and walls. In the cavity inside, a recirculation with low velocity is evolved. Near the moving lid, it is seen (Figure 4-3b) that the
contour lines are close to each other, and the velocity is higher. This observation supports that
the higher the velocity, the closer the streamlines.

Figure 4-3 (a) and (b): Steady state (tsty =240) solution of the cavity flow for Re = 10. Figure 43a shows the fluid particles position at the steady−state. Velocity contour plot (Figure 4-3b)
shows a re-circulation clearly inside the cavity flow, and the legend colour indicates the velocity
magnitude of the liquid flow.

The LJ force−based RF wall boundary modelling technique has already been discussed
in Chapter 3. Implementing the wall boundary technique (section 3.4.1), the square LDC flow
results in terms of local force balance near the boundary wall and liquid particle distribution
near the wall boundary are presented in the following section.
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At 𝑡𝑠𝑡𝑦 ~10, Figures 4-4a and 4-4b present the liquid particle distribution near the
cavity’s top two corners for the single row repulsive particles (truncated support domain solid
2
wall boundary (Figure 3-2a)). The numerical simulation used 𝐷𝑅𝐹 = 𝑈𝑙𝑖𝑑
= 0.0001 ,𝑛1 = 12

and 𝑛2 = 4 in the repulsive force equation (3.26). It is seen from Figure 4-4a that the top left
cavity corner is empty. This empty space near the corner results in the unphysical fluid particle
density dropping from the reference density (𝜌0 ). Thus, it is possible to hypothesise that this
result is connected with a lack of full neighbour support of the liquid particle located close to
the solid boundary (Chapter 3). Figure 4-4b presents the fluid particles distribution near the top
right corner for the single row repulsive particles boundary model. It is seen from Figure 4-4b
that there exists an unphysical liquid particle penetration through the solid wall boundary. This
occurred due to the weak repulsion forces of the truncated support domain. Thus, the liquid
particles have penetrated through the solid wall boundary. The numerical simulation turned
unstable when the simulation ran for a longer time.

Figure 4-4 (a) and (b): Liquid particles position using repulsive force solid boundary treatment
(singe row repulsive particle) at tsty ~10. Figure 4-4a shows a snapshot of the cavity top left corner,
corner empty space (inner side of the solid back lines) indicates the unphysical density dropping
from the reference density. Figure 4-4b shows the cavity’s top right corner snapshot. The solid
black lines show the solid wall boundary, and the distanced liquid particles from the solid wall
indicate liquid particle solid wall penetration.
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At 𝑡𝑠𝑡𝑦 = 240, Figures 4-5a and 4-5b elucidate the distribution of the liquid particles
near the cavity’s top two corners for the single row repulsive and single row identical ghost
particles (partially truncated support domain solid wall boundary (Figure 3-2b). The numerical
2
simulation used 𝐷𝑅𝐹 = 𝑈𝑙𝑖𝑑
= 0.0001, 𝑛1 = 12 and 𝑛2 = 4 in the repulsive force equation

(3.26). It is seen (Figure 4-5a) that the top left cavity corner is still empty. Figure 4-5b presents
the distribution of the particles near the top right corner for the single row repulsive with
identical ghost particles. It is noticed (Figure 4-5b) that there exists an unphysical liquid particle
penetration through the solid wall boundary. This perhaps occurs for the weak repulsion forces
of the truncated support domain. But comparing the results from Figure 4-5 with Figure 4-4,
the single row repulsive with identical ghost boundary shows improvement (empty space near
the cavity corners has decreased, and the number of the wall penetrated liquid particles has
decreased) comparing the single row repulsive wall boundary.

Figure 4-5 (a) and (b): Liquid particles position using repulsive force solid boundary treatment
(singe row repulsive with single row identical ghost particles). Figure 4-5a shows the snapshot of
the cavity top left corner, corner empty space (inner side of the solid back lines) indicates the
unphysical density dropping from reference density. Figure 4-5b shows a snapshot of the cavity
top right corner. The solid black lines show the solid wall boundary, and the distanced liquid
particles from the solid wall indicate liquid particles solid wall penetration.
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At 𝑡𝑠𝑡𝑦 = 240, Figures 4-6a and 4-6b show the liquid particles distribution near the
cavity top two corners for the single row repulsive and double row identical ghost particles
(filled support domain solid wall boundary (Figure 3-2c). Similarly, the simulation used 𝐷𝑅𝐹 =
2
𝑈𝑙𝑖𝑑
= 0.0001, 𝑛1 = 12 and 𝑛2 = 4 in the repulsive force equation (3.26). It is seen from

Figure 4-6a that the top left cavity corner is significantly more populated by particles. The
result might be explained by the fact that complete smoothing support liquid particle located
near the wall is free from density dropping (drop from reference density). Figure 4-6b presents
the distribution of the particles near the top right corner for the single row repulsive with
identical ghost particles. It is noticed (Figure 4-6b) that there is no solid wall liquid particle
penetration. However, comparing the results from Figure 4-6 with Figure 4-4 and Figure 4-5,
support domain equal wall width fixed wall boundary shows no liquid particle penetration and
non-physical density drop near the corners. Therefore, it is likely that wall boundary closest
liquid particles full smoothing support fixed wall boundary (full neighbour support of an
interest fluid particle located closest to the wall boundary) is completely capable of preventing

Figure 4-6 (a) and (b): Liquid particles position using repulsive force solid boundary treatment
(singe row repulsive with double rows identical ghost particles). Figure 4-6a shows the snapshot of
the cavity top left corner, corner empty space (inner side of the solid back lines) indicates the
unphysical density dropping from reference density. Figure 4-6b shows the cavity’s top right corner
snapshot. The solid black lines show the solid wall boundary, and the distanced liquid particles
from the solid wall indicate liquid particles solid wall penetration.
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the penetration of the particles through the boundary wall. Also, the orientation of liquid
particles near the top left and right corners is in a uniform (distance between liquid particles
are nearly constant) pattern (Figures 4-6a and 4-6b).
It was described earlier that the complete support domain solid wall boundary model
effectively prevents liquid particle penetration (Figure 4-6). However, fluid particles may fail
to travel close to the wall boundary since the LJ−based repulsion force solid wall boundary
model is highly sensitive [47]. The sensitivity comes from the higher powers of 𝑛1 and 𝑛2
(repulsion force equation, Chapter 3). Also, the force was calculated using the distance between
liquid and solid wall particles. This means that in a small distance change between liquid and
boundary particles the RF could be significant due to the nature of the equation. Thus, Adami’s
interpolated pressure boundary (IpIv) [55] boundary modelling technique has been tested and
compared with the repulsion force boundary.
The liquid particles distribution near the top two corners for the IpIv boundary [55] is
shown in Figures 4-7a and 4-7b. It is seen (Figure 4-7a) that the top left cavity corner is
significantly more populated by particles, and liquid particles are distributed uniformly. Figure
4-7(b) presents the distribution of liquid particles near the top right corner. It is seen from
Figure 4-7(b) that there is no solid wall liquid particles penetration, and particles are travelling
closely to the solid wall. However, to understand and compare the incorporated
boundary
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Figure 4-7 (a) and (b): Particles position using IpIv boundary. Figure 4-7a shows the cavity top
left corner snapshot, and Figure 4-7b shows a snapshot of the cavity top right corner. The solid
black lines show the solid wall boundary.

At non-dimensional time 𝑡𝑠𝑡𝑦 = 240, the cavity top left corner particles distribution for
the repulsive force and IpIv boundaries are shown in Figures 4-8a1 and 4-8a2. Comparing both
Figures 4-8a1 and 4-8a2, it is seen that the top left corner is significantly more populated by
particles for IpIv (Figure 4-8a2). Physically, this can be explained by the pressure gradient. In
IpIv, the boundary particles pressure and velocity are interpolated from the surrounding liquid
particles, and the boundary particles density is interpolated from the pressure through the EOS.
As a result, the pressure gradient is smoother near the wall boundary. Hence, it could
conceivably be hypothesised that the IpIv helps the liquid to travel near the wall boundary and
the particle distribution is nearly uniform. Figures 4-8b1 and 4-8b2 indicate the cavity top right
corner particle distribution for the repulsive force and IpIv boundaries. Hence it is seen that the
particles in the top right corner travel closely with the wall boundary for the IpIv boundary
(Figure 4-8b2).
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Figure 4-8 (a1)−(a2) and (b1)−(b2): Particles distribution at tsty =240 for repulsive force (a1, b1)
and IpIv boundaries (a2, b2). Figures 4-8(a1, a2) show the cavity top left corner snapshot for
repulsive force and IpIv boundaries. Figures 4-8(b1, b2) show the cavity top right corner snapshot
for repulsive force and IpIv boundaries.

In summary, these results show that repulsive force is highly sensitive, which creates a
high repulsion force. As a result, liquid particles near the walls are incapable of moving closely
with the boundary wall. On the other hand, IpIv allows the liquid particles to travel closer to the
boundary wall due to no gradient of pressure and velocity.
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For validating the primary re-circulation location for different Reynold numbers (𝑅𝑒),
the primary re-circulation locations are identified. The approximate location of the primary recirculation is shown in Figure 4-9.

Figure 4-9: Centre of the primary re-circulation locations in x and y direction at tsty=240. XC,A and
YC,A indicate the primary re-circulation locations in x and y direction. The velocity legend shows
the liquid particles velocity magnitude.

The measured primary re-circulation locations for the Reynold numbers 𝑅𝑒 =
0.10, 1.0 and 10 with the reported literature [47, 93] are presented in Table 4-2. The obtained
primary re-circulation 𝑥 and 𝑦 centres are in line with the experiments [47, 93].
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Table 4-2: Primary re-circulation centre location for different Reynold numbers (Re) along with x
and y−coordinates.

The primary re-circulation location errors in 𝑥 and 𝑦 directions for different methods
[93] with the current study are tabulated in Table 4-3. The error terms are given by
𝐸𝑟𝑟𝑥 =

|𝑋𝐶,𝐴 | − |𝑋𝐶,𝐵 |
|𝑋𝐶,𝐴 |

,

𝐸𝑟𝑟𝑦 =

|𝑌𝐶,𝐴 | − |𝑌𝐶,𝐵 |
|𝑌𝐶,𝐴 |

(4.1)

where 𝐸𝑟𝑟𝑥 and 𝐸𝑟𝑟𝑦 are the errors in 𝑥 and 𝑦 direction. 𝑋𝐶,𝐴 , 𝑌𝐶,𝐴 are the re-circulation pattern
centre in 𝑥 and 𝑦 direction. 𝑋𝐶,𝐵 and 𝑌𝐶,𝐵 are the reference re-circulation centre in 𝑥 and 𝑦 for
the identical simulation [93]. Table 4-3 shows that the centre of the re-circulation data in both
directions is closely matched with less than 4% error.
Table 4-3: Primary re-circulation comparative error table along with x and y−coordinates with
present SPH outcomes.

The numerical validation of the velocity profile normalised by 𝑈𝑙𝑖𝑑 along the vertical
and horizontal centrelines is shown in Figures 4-10a and 4-10b. The triangle data in both
Figures 4-10a and 4-10b show the current studied velocity profile in the direction of vertical
and horizontal centrelines. These velocity results in Figures 4-10a and 4-10b are in agreement
with those obtained by [47, 93].
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Figure 4-10 (a) and (b): Non−dimensional velocity profiles along vertical and horizontal
centrelines for Re = 1.0. Figure 4-10a shows the horizontal velocity at the vertical cavity centreline,
and Figure 4-10b shows the vertical velocity at the horizontal cavity centreline.

The maximum and minimum perpendicular velocities along the 𝑥 and 𝑦 coordinate’s
centreline with the experiments [47, 97] are presented in Table 4-4. The first column from
Table 4-4 shows different simulation methods. In Table 4-4, x−components of the velocity
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from the current study is almost identical with the previous experiments [47, 97] with
maximum underestimates about 12 % and the y−components velocity is maximum
underestimates with around 16 %.
Table 4-4: Maximum and minimum perpendicular velocity along the x and y centreline for Re = 1.0.

Problem domains with higher resolution (higher number of particles) require higher
computational costs, (e.g., powerful computers, sufficient storage) and longer computational
time in SPH. Adequate problem resolution is needed to obtain a more accurate and uniform
flow profile (e.g., velocity (𝐯), pressure (𝑃), density (𝜌) [95]). To test the numerical accuracy
with problem resolution, three different particles resolutions (60 × 60, 50 × 50 and 40 × 40 )
are tested for 𝑅𝑒 = 1.0. Figure 4-11 shows the velocity profiles normalised by 𝑈𝑙𝑖𝑑 along the
vertical and horizontal centrelines for particles resolutions 60 × 60, 50 × 50 and 40 × 40. It
is observed (Figure 4-11a) that the deviation of horizontal velocity along the vertical centreline
with those three cases is not significant. However, the deviation of the vertical velocity along
the horizontal centreline with resolution 60 × 60 and 50 × 50 particles is not substantial in
comparison with resolution 60 × 60 and 40 × 40. Rather than 40 × 40, more accurate and
smooth velocity lines are obtained for 60 × 60 and 50 × 50 (Figure 4-11b).
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Figure 4-11 (a) and (b): Velocity profiles along the vertical and horizontal centrelines for different
problem domain particle resolutions. Figure 4-11a shows the horizontal velocity at the vertical
cavity centreline for Re =1.0, and Figure 4-11b shows the vertical velocity at the horizontal cavity
centreline for Re = 1.0.
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4.2 Hydrostatic tank under gravity (test case 2)
The experiment of the hydrostatic tank under the effects of gravity (𝑔) is easy to
picture. But, gaining long−time stability in liquid particle distribution and linear steady−state
density and pressure in a numerical simulation is still a challenge. A hydrostatic tank is
considered a well-known benchmark case in SPH to demonstrate how the liquid particles settle
down under gravitational acceleration with boundary force [55, 57, 98]. Under gravitational
acceleration, particles within a tank experience a slight downward linear free fall until the
hydrostatic equilibrium (the pressure gradient force balances gravity) is reached.

4.2.1 Problem geometry and initial setup
The schematic of the hydrostatic tank under gravity (𝑔) is shown in Figure 4-12. The
tank top surface is open, and the rest of the solid walls are stationary. The solid boundary walls
(red particles) are modelled using RF boundary (section 3.4.1), and blue particles represent the
tank liquid. The tank depth (𝐿𝑦) and width (𝐿𝑥) are equal (i.e., 0.001 𝑚). Initially, the uniform
liquid density is equal to the reference density (i.e., 𝜌0 = 1000), and the tank inside pressure

Figure 4-12: Illustration of the hydrostatic tank problem geometry under gravity (g). The red and
blue particles indicate the tank solid wall and liquid particles.
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is zero. In this simulation, the speed of sound (𝑐𝑠 ) is 𝑣𝑟𝑒𝑓 = √𝑔𝐷𝑓 where 𝐷𝑓 is the tank liquid
depth [55]. Liquid particles are accelerated in the negative y−direction by the gravity (𝑔).

4.2.2 Results and discussion
The initial tank liquid density (𝜌) and pressure (𝑃) are elucidated by Figures 4-13a and
4-13b. It is seen (Figure 4-13a) that liquid density (𝜌) inside the tank is uniform through the
domain, and the liquid density (𝜌) is equals to the reference density (𝜌0 ). The pressure (𝑃)
field inside the tank is zero initially, as seen from the pressure−coloured legend. The
pressure (𝑃) is initially zero since there is no density variation inside the tank, and the pressure
is calculated using the EOS─difference between liquid density (𝜌)and reference density (𝜌0 ).
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Figure 4-13 (a) and (b): Initial density and pressure field inside the tank. The legend indicates the
level of density and pressure. Figure 4-13a shows the liquid density inside the tank, and Figure 413b shows the liquid pressure inside the tank.

Under the influence of gravitational acceleration from the simulation start, the liquid
phase settled down with a linear and steady−state pressure field at real−time 0.1(s). The
steady−state tank density and pressure fields at real time 0.1(s) are presented in Figures 4-14a
and 4-14b. The liquid density near the tank bottom wall is high for the influence of gravitational
force, and the influence of the gravitational force decreases with decreasing liquid height.
Consequently, the liquid density near the tank open surface is equal to the liquid reference
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density (𝜌0 ). Similarly, the tank’s bottom pressure is higher than the tank’s open surface liquid
pressure. The steady−state liquid particles, especially near the tank corners, are orderly
distributed, which agrees with [55, 57]. Also, there is no anomaly (separation of particles)
throughout the whole simulation. This is due to the proper formulation of boundary conditions
in terms of force balance.
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Pressure (Pa)

Figure 4-14 (a) and (b): Steady density and pressure field inside the problem domain at real time
0.1(s). The colour legend indicates the level of density and pressure. Figure 4-14a shows the density
field inside the tank, and Figure 4-14b shows the pressure field inside the tank.

At real−time 0.1(s), the tank inside dimensional pressure field (𝑃 = 𝜌𝑔𝐻) at locations
0.1 × 𝐿𝑥, 0.5 × 𝐿𝑥 and 0.9 × 𝐿𝑥 is shown in Figure 4-15. The pressure is obtained by doing a
simple smoothed sum 𝑃𝑖 = ∑𝑗 𝑃𝑗 ∗ 𝑊𝑖𝑗 ⁄∑𝑗 𝑊𝑖𝑗 of the neighbouring liquid particles, where
𝑊𝑖𝑗 is the smoothing function and 𝑃𝑗 is the neighbouring liquid particle pressure. The top
vertical y−axis location (~0.01) in Figure 4-15 indicates the tank free surface and the vertical
y−axis bottom point (~0) indicates the tank liquid lowest point. Thus, it is noticed that the
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hydrostatic tank pressure under gravitational acceleration increases linearly with the increase
of the liquid depth, and the hydrostatic pressure curves at the various location have nearly
coincided.

Figure 4-15: Hydrostatic pressure field at various tank locations at real−time 0.1(s). The reference
tank locations are 0.1× Lx, 0.5×Lx and 0.9×Lx, where Lx is the tank width.

The scaled pressure field P in the middle of the tank bottom wall in real−time (s) is
presented in Figure 4-16. The pressure is scaled with an analytic equation 𝑃𝑟𝑒𝑓 = 𝜌𝑔𝐻, where
𝐻 = 𝐿𝑦 is the depth of the tank. The pressure field P primarily ripples until approx. the
real−time 0.05 (s). The ripples of the pressure P are likely to be related to liquid
compressibility. This is because the investigated liquid is not precisely incompressible. A
slowly gravitational acceleration in negative y−direction is obtained using time damping and
liquid compressed until the steady−state solution has been reached. The exact non−dimensional
value of the scaled pressure is ~1. These results are consistent with data obtained in prior work
[55, 98].
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Figure 4-16: The scaled pressure field at the middle of the tank bottom wall (0.5×Lx) with real
time in seconds.
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4.3 Droplet spreading on a solid surface (test case 3)
Droplet impact on surfaces (e.g., dry solid surface [8, 13, 94, 99], liquid pool [100,
101], wetted surface [102]), under the effects of gravity (𝑔), is typically a free surface
hydrodynamics problem. The problem is complex since it contains different phases: liquid–
solid, liquid−air and forces─surface tension (𝛾), adhesion (𝛽) and gravity (𝑔). This spreading
process has many industrial applications, for example, molten drop deposition [103], coating
and ink−jet printing [104, 105].
Several experiments [96, 104-107] and numerical works [106, 108-110] have been
investigated on droplet dynamics with different techniques (e.g., marker and cell [100], volume
of fluid method [17, 111], SPH [8, 77, 94]) not only for industrial purposes but also for the
understanding of the physics (e.g., conditions of droplet splash, spreading diameter). Usually,
deposition of the droplet on the surface as a liquid film and a splash of the droplet are two
possible outcomes. These outcomes depend on the droplet impact velocity (𝑉𝑟𝑒𝑓 ), shape and
size of the droplet (𝐷), liquid and the surface properties (e.g., adhesion (𝛽), surface
tension (𝛾)) and the surface roughness when a droplet impacts the solid surface. This section
has considered the droplet spreading on a solid surface as a test case to validate the effects of
surface tension (𝛾), adhesion (𝛽) and gravity (𝑔).

4.3.1 Numerical setup
A) The problem geometry and initial setup
In most pioneering works [94], a droplet is considered a perfect spherical shape.
However, this thesis initialised a droplet of radius 𝑅𝑑 = 0.001(𝑚) with no initial droplet
velocity. The initial diameter of the droplet is 𝐷 = 2 × 𝑅𝑑 = 0.002 (𝑚). The solid surface is
modelled using the full smoothing support repulsive particles. The length of the horizontal
solid surface has taken roughly 2.5 times of the droplet’s initial diameter. The schematic of the
droplet on a solid surface is illustrated in Figure 4-17. The spherical shape represents the droplet
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and the solid line indicates the solid surface. Gravity (𝑔) is applied to all particles in the model
except the solid surface particles (Figure 4-17). The solid surface exerts boundary force
(Fboundary) to prevent droplet penetration through the solid surface.

Figure 4-17: Illustration of a spherical droplet on a solid surface. The circle indicates the spherical
droplet, the bottom solid black line represents the solid surface, and the black small arrows indicate
the exerted repulsive force direction. (NB: figure not to scale.)

The spherical liquid droplet is discretised into a set of liquid particles (Figure 4-18).
Also, the solid surface is also discretised using RF boundary particles, as shown by the red
particles. The initial distance between two neighbouring liquid particles and liquid and solid
particles equal to ~ 𝑟0 . The repulsive particles exert RF to the liquid particles when the distance
between liquid and solid particles is less than equal to 𝑟0 .

Figure 4-18: Discretising of the liquid droplet on a solid surface. The blue particles indicate the
liquid droplet particles, and the bottom red layered particles represent the solid surface.
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In this analysis, the liquid experiences repulsion from the solid wall at the simulation’s
starting. This thesis is interested in validating the surface tension (𝛾), adhesion (𝛽) and
gravity (𝑔) models. Thus, the droplet deforms under the influence of gravity (𝑔). The speed of
sound (𝑐𝑠 ) is chosen in such a way so that the compressibility is less than equal to 1% [55].
The droplet spreading simulation outcomes are presented in a non−dimensional form to
demonstrate the droplet impact dynamics in terms of dominant physical factors: surface
tension (𝛾), adhesion (𝛽) and gravity (𝑔). Table 4-5 provides an overview of liquid properties
derived from experiments [94, 112].
Table 4-5: Physical properties of different liquids: Water, Ethanol and Decane.

B) Contact diameter measurement algorithm
Contact diameter refers to the contact area between the liquid and the solid. In this
thesis, the contact diameter for each time step is referred to as the instantaneous (current)
droplet diameter (𝑑). The ratio of the instantaneous droplet diameter (𝑑) and initial droplet
diameter (𝐷) is then known as spread factor 𝑑 ∗ (non−dimensional), as given below
𝑑∗ =

𝑑 (𝑚)
⁄𝐷(𝑚)

(4.2)

To quantify the droplet impact dynamics for all simulated numerical cases, the normalised
spread factor as a function of dimensionless time 𝑡 = 𝑡 ∗ ∗ 𝑉𝑟𝑒𝑓 ⁄𝐷 , where, 𝑡 ∗ is the
instantaneous time step and 𝑉𝑟𝑒𝑓 is the droplet impact velocity, is used. The droplet impact
velocity is given by 𝑉𝑟𝑒𝑓 = √2𝑔𝑙𝑐 , where 𝑙𝑐 = 𝑅𝑑 is the characteristics length measured from
the initial droplet position to the solid surface.
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Especially when the liquid droplet just touches the solid surface, the instantaneous
droplet diameter (𝑑) is crucial to the spreading factor (𝑑 ∗ ) accurate measurement. This study
introduced a novel algorithm numerically to measure instantaneous droplet diameter (𝑑). From
the solid surface particles, the technique set a minimum cut−off distance 𝑟0 (Figure 4-19). Then
the liquid particles located at a distance 𝑟0 from the solid surface are identified. The identified
liquid particles are located in contact with the solid surface. Lastly, the maximum and minimum
x−position of the identified liquid particles are determined. Then, the sum of corresponding
index particles x−position is the instantaneous droplet diameter (𝑑) in contact.

Figure 4-19: Schematic representation of the instantaneous droplet diameter calculation. The red
liquid particles are the particles in contact with the solid surface. The solid black line is the
instantaneous droplet diameter in contact between the solid surface and liquid droplet.

4.3.2 Results and discussion
The qualitative sub−figures (Figure 4-20) show different stages of a water droplet
spreading on a solid surface from the simulation starting to the final steady−state. At the first
numerical time−step, the bottom liquid particles feel the repulsion force from the solid
particles. Consequently, the bottom liquid is slowed down (Figure 4-20a). Upon impact, the
bottom of the droplet deforms radially from its initial spherical shape and forms lamella around
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the periphery. Whereas the upper surface is still undeformed (Figure 4-20b). However, there is
no distinguishing scale to determine the end of non−dimensional collapsing time, but it was
assumed that when the angle between the hemispherical shape on the top surface of the lamella
and the horizontal line is ~90° , the collapsing phase ends [113].

Figure 4-20 (a) − (f): Stages of water droplet spreading over a solid surface under the effects of
surface tension (γ), adhesion (β) and gravity (g).The colour indicates the velocity magnitude of the
droplet particles, and the legend shows the droplet velocity magnitude.

The intermediate droplet spreading phases are presented in Figures 4-20c to 4-20f. The
surface tension in these phases counters the droplet impact velocity, that is, velocity gained by
gravity (𝑔). As a result, the velocity of the droplet is decreased sequentially, as noticed in the
velocity legend. Finally, the droplet reached its maximum diameter and stopped spreading in
the final stage (Figures 4-18g and 4-18h). It is seen (Figure 4-18g to 4-18h) that the droplet still
contains velocity, but the magnitude of the velocity is quite low comparing the spreading stages
velocity magnitude (Figures 4-20b to 4-20f). However, it can thus be assumed that if the
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simulation runs further, the droplet contact diameter will be constant, and velocity magnitude
will be the same as in the current state.
The contact diameter may vary in SPH due to problem domain varying particle number
and contact diameter measurement technique. Figure 4-21 shows the problem domain particle
number effects on the spreading factor (𝑑∗ ) with time 𝑡. The range of the liquid particles
(𝑁1, 𝑁2, 𝑁3 … 𝑁7) lie in ascending order in the range 209 to 834. This means the particle
number 𝑁1 = 209, and it is lower than others. It is seen (Figure 4-21) that the liquid particle
resolutions have no significant impact on the spread factor (𝑑 ∗ ) curves. However, slight
deviations have been noticed comparing those spread factor (𝑑∗ ) curves. These deviations are
likely related to the spread factor measurement technique since the spreading diameter

Spreading factor (d*)

measurement is based purely on the distance between particles.

Figure 4-21: Spread factor (d*) as a function of problem domain liquid particles number (N1,
N2…N7). The horizontal axis indicates non−dimensional time t.
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To verify the droplet spreading factor with theory 𝑑 ∗ ∝ 𝑅𝑒 1⁄5 when 𝑅𝑒 =
𝜌𝐷√2𝑔𝑙𝑐 ⁄𝜇 >100 [2], Figure 4-22 is shown for 𝑅𝑒 = 114. The droplet spreading factor (𝑑∗ )
is presented against time 𝑡. The rectangular data point indicates the theoretical constant spread
factor 𝑑∗ = 2.57 for 𝑅𝑒 = 114 [2]. From starting to non−dimensional time about 𝑡 = 2, the
spreading factor (𝑑∗ ) increased steeply. But from 𝑡 = 2 to 𝑡 = 4, the increasing rate of
spreading factor decreased. A possible explanation for this might be that the droplet spreading
factors─ adhesion (𝛽) and gravity (𝑔)─ are opposed strongly by surface tension (𝛾). However,
at around non−dimensional time 𝑡 = 4, the droplet contact area with the solid surface reached
the maximum and the spread factor reached 𝑑 ∗ ≈ 2.46. It is also noticed that the spread factor
turns nearly constant (𝑑 ∗ ≈ 2.46) beyond 𝑡 = 4. The possible explanations of spread factor
deviation ~5% with theory may be generated for SPH interaction or weakness of contact

Spreading factor (d*)

diameter measuring algorithm.

Figure 4-22: Validation of droplet spreading with the theoretical prediction [2]. The rectangular
data indicates maximum spreading factor for Re = 114, and red−dot triangles indicate the spread
factor with time t.
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The spread factor(𝑑 ∗ ) increases with decreasing liquid viscosity(𝜇), as shown in
Figure 4-23. The spread factor of Ethanol is found to be lower than that of Water and Decane.
Physically, Ethanol has higher resistance forces at the molecular level than water and Decane.
As a result, Water and Decane have higher spread factors than Ethanol. However, the dynamic
viscosity of Water and Decane is almost the same. As a result, the maximum spreading lines
coincide (Figure 4-23). These obtained phenomena are in good agreement with the results
obtained from previous experiments [94, 109].

Figure 4-23: Effect of various liquids’ viscosity (μ) on spreading factor (d*). The droplet spread
factors for Water (triangle), Decane (rectangular box) and Ethanol (star) are plotted with time t.

The initial droplet diameters’ effects on the droplet spreading process for the water
drops 𝐷 = 0.0022 (𝑚), 0.0032 (𝑚) and 0.0042 (𝑚) are shown in Figure 4-24. From the
definition of droplet spreading factor (𝑑 ∗ ), it is expected that for a larger droplet diameter (𝐷),
the diameter in contact with the surface will be larger. For dimensionless time 𝑡 < 0.8, the
droplet spreading factors (𝑑 ∗ ) are almost independent of droplet diameter (𝐷). That means the
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droplet diameter (𝐷) has an insignificant impact on the droplet spread factor (𝑑 ∗ ). Beyond
non−dimensional time 𝑡 < 0.8, the spreading factor lines deviate slightly from each other. The
spreading factor difference for droplet diameters 0.0022 (𝑚) and 0.0032 (𝑚) is insignificant
comparing the spreading factor difference for droplet diameters 0.0042 (𝑚) and 0.0022 (𝑚).
Physically, this is probably caused by the residual oscillation of the droplet [109], which was
not considered in the numerical simulation here.

Figure 4-24: Spreading factor (d*) for water drops of different droplet diameter (D). The droplet
spread factors for various droplet diameters are plotted with non−dimensional time t in a plane.

4.4 The free LDO problem: SPH validation
4.4.1 Problem geometry and numerical setup
The LDO problem geometry and initial numerical setup are crucial for gaining the
physical outcomes. The description of how this thesis defined the LDO problem configuration
has been illustrated in section 3.9 (Chapter 3). It should be noted that the properties of the liquid
are not varied (this validation section), giving constant 𝑃0 of 0.1. The model liquid used is 20cs
Silicon oil [3], experimentally obtained properties listed as follows (Table 4-6) [3].
Page | 107

Table 4-6: Physical properties of liquid and non−dimensional parameters.

4.4.2 SPH model validations
A) Free LDO physics validation
The qualitative development of free LDO from the initial state to the final steady−state
solution for Capillary number (𝐶𝑎 = 0.10) with 𝑃0 = 0.10 is presented in Figure 4-25. Each
sub−figure represents the simulation state at the current real−time (second), as given at the top
of each sub−figure. Particles are coloured to indicate their initial positions (column−wise) (the
most left graph of Figure 4-25). The progressive flow fields clearly show re-circulation
developing and reaching steady−state size after Time = 0.7(s). The re-circulation shows the
layered curl of liquid from different columns. This observation is consistent with [3, 9, 11]. A
curved liquid surface near the strip known as the curved meniscus is developed. The curved
meniscus is noticed qualitatively in prior works [3, 9, 11].
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Figure 4-25: The LDO development with time (seconds) for Ca= 0.10 and P0 =0.10. The
particles’ colours, assigned initially using a particles index, are fixed. Re-circulation evolves inside
the bath in the steady−state (Time = 0.7 s). (NB: figures not to scale.)

Below the meniscus air−liquid interface, a transition line separates the liquid with
positive and negative y−velocity component. Figures 4-26a and 4-26b present the simulation
results with transition line and stagnation point. The meeting point of the transition line and the
meniscus air−liquid interface is the stagnation point (details explained in section 5). The
velocity legend (Figure 4-26a) shows the liquid velocity magnitude. It is seen that the velocity
near the strip is higher and below the meniscus, a re-circulation is evolved. Below the meniscus
air−liquid interface, the liquid particles y−velocity component located on the transition line is
zero. The liquid particles with positive and negative y−velocity component is clearly shown in
Figure 4-26b. These numerical simulation results are in line with the schematic Figure 2-2. It
is noticed that the transition line coincides with the meniscus air−liquid interface at a point,
and this meeting point is the stagnation point.
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Figure 4-26 (a) and (b): Transition line and stagnation point in free liquid drag−out normalised by
hc for Ca = 0.10 and P0 =0.10. The colour legend shows velocity magnitude (Figure 4-26a). The
green and red are the liquid particles with positive and negative vertical y−velocity component
(Figure 4-26a). (NB: figures not to scale.)

The dimensionless stagnation point location from the flat strip is elucidated in Figure
4-27. The location is non−dimensionalised using measured ℎ∞ . The stagnation point line shows
oscillation (shifting). This shifting phenomenon supports evidence from previous observations
𝑋𝑠𝑡𝑔 ⁄ℎ∞ = 2.5 ∓ 0.3 [24]).
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Figure 4-27: Stagnation point location from the strip normalised by h∞ for Ca= 0.10 and P0
=0.10. The non−smooth blue curve indicates the stagnation point location, and the horizontal axis
indicates the simulation time loop.

The dimensionless (using ℎ∞ ) stagnation point location average from the flat strip is
given in Figure 4-28. The average of the stagnation point location from the flat strip matched
closely with the theoretical analysis [20, 24]. This current SPH study presents the stagnation
location from the strip is slightly lower (~2.4%) than the theoretical analysis.

Figure 4-28: Non−dimensional stagnation point location average from the strip for Ca = 0.10
and P0=0.10. The horizontal axis indicates the simulation time loop. The blue and red lines
indicate the theoretical and current studied stagnation point location from the strip.

B) Artificial viscosity coefficient tuning
The artificial viscosity tuning technique has already been presented in Chapter 3
(section 3.9.5). The numerical results of the artificial viscosity tuning are presented in this
section. The strip velocity 𝑈𝑠𝑡𝑟𝑖𝑝 = 0.108 𝑚𝑠 −1 and 𝑈𝑠𝑡𝑟𝑖𝑝 = 0.217 𝑚𝑠 −1 are taken for 𝐶𝑎 =
0.10 and 𝐶𝑎 = 0.20. The Capillary number (𝐶𝑎) cases 0.10 and 0.20 have been considered to
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analyse the artificial viscosity coefficient (Table 4-7). The results in terms of artificial viscosity
coefficient tuning for Capillary number (𝐶𝑎) cases 0.10 and 0.20 are presented below
sequentially.
Table 4-7: Liquid physical properties and non−dimensional parameters.

Table 4-8 shows the artificial viscosity coefficient (𝛼𝑆𝑃𝐻 ) tuned values and the
outcomes. The first column indicates the simulation indexes. The real liquid dynamic viscosity
and input artificial coefficient tuning coefficient are indicated by the 𝛼𝑟𝑒𝑎𝑙 and 𝛼𝑆𝑃𝐻 . Viscosity
sensitivity tuning aims to reach 𝜇𝑟𝑒𝑎𝑙≈ 𝜇𝑆𝑃𝐻 .

Figure 4-29: Steady liquid film thickness along the strip for various artificial viscosity
coefficients (αSPH) where Ca = 0.10 and P0 = 0.10. The particles’ colours, assigned initially using a
particles index, are fixed. (NB: figures not to scale.)
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Table 4-8: Tuning of artificial viscosity coefficient for Ca = 0.10 and P0 = 0.10.
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The qualitative results for various artificial viscosity coefficients (𝛼𝑆𝑃𝐻 ) for Capillary
number 𝐶𝑎 = 0.10 and fluid Property number 𝑃0 = 0.10 are presented in Figure 4-29. For
the various coefficients of 𝛼𝑆𝑃𝐻 , the steady liquid film is developed along the strip. For index
simulation = 1, the artificial viscosity coefficient constant 𝛼𝑆𝑃𝐻 = 0.70 is slightly lower than
the theoretical one (i.e., 𝛼 = 𝛼1 = 16𝜇 ⁄𝜌ℎ𝑐𝑠 ). Then the film thickness ℎ∞ = 0.000260 (𝑚)
is measured from the steady solution which is slightly lower than the theoretical LL thickness.
The effective dynamic viscosity is calculated using the film thickness (ℎ∞ ), which is 𝜇𝑆𝑃𝐻 =
0.01323, where 𝜇𝑟𝑒𝑎𝑙 ≠ 𝜇𝑆𝑃𝐻 . The viscosity error estimation is around 𝜇𝑒𝑟𝑟 = 30 % for 𝑖 =
1. Later, index simulations 𝑖 = 2,3, 4, 5, 6 were carried out, and the study found a minimum
of around 𝜇𝑒𝑟𝑟 = 4.37% viscosity error for 𝛼𝑆𝑃𝐻 = 1.065. This indicates the effective SPH
viscosity is approximately close to the real liquid viscosity (i. e. 𝜇𝑟𝑒𝑎𝑙≈ 𝜇𝑆𝑃𝐻 with error 𝜇𝑒𝑟𝑟 =
4.37%). The negative sign in the last column of Table 4-8 indicates that the liquid film is
overestimated.
Similarly, the viscosity tuning is carried out for 𝐶𝑎 = 0.20. The parameters for the
artificial viscosity tuning for 𝐶𝑎 = 0.20 and 𝑃0 = 0.10 is presented in Table 4-9. Figure 430 presents the qualitative results for the artificial viscosity coefficient tuning. Each sub−figure
represent the steady−state solution for different artificial viscosity coefficients (𝛼𝑆𝑃𝐻 ). Similar
to the previous tuning case (𝐶𝑎 = 0.10), these results indicate a steady liquid film along the
strip. The obtained results of viscosity tuning are listed quantitatively in Table 4-9. Minimum
𝜇𝑒𝑟𝑟 ~ 1.30% and maximum 𝜇𝑒𝑟𝑟 ~ 34.80% errors are obtained for 𝐴𝑐𝑓 = 1.0 and 𝐴𝑐𝑓 =
0.96. For the 𝐴𝑐𝑓 = 1.0, physical liquid viscosity has been achieved using artificial viscosity
with 𝜇𝑒𝑟𝑟 ~ 1.30% viscosity error.
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Table 4-9: Tuning of artificial viscosity coefficient for Ca = 0.20 and P0 = 0.10.

Figure 4-30: Steady liquid film thickness along the strip for various artificial viscosity
coefficients (αSPH) where Ca = 0.20 and P0 = 0.10. The particles’ colours, assigned initially using
a particles index, are fixed. (NB: figures not to scale.)

In conclusion, SPH analysis exhibits a promising outcome for artificial viscosity
coefficient correction factor 𝐴𝑐𝑓 = 𝛼𝑆𝑃𝐻 ⁄𝛼𝑚𝑜𝑑𝑒𝑙 = 1.0 with around 𝜇𝑒𝑟𝑟 = 5% viscosity
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error. Further tuning of the input parameter 𝛼𝑆𝑃𝐻 can reduce the viscosity error (𝜇𝑒𝑟𝑟 ) close to
zero. The form of the artificial viscosity coefficient constant (𝛼𝑆𝑃𝐻 ) is given by
𝛼𝑆𝑃𝐻 = 𝐴𝑐𝑓 ×

16𝜇
𝜌ℎ𝑐𝑠

(4.3)

Implementation of the artificial viscosity coefficient tuning technique, the
non−dimensional film thickness 𝑇0 for 𝐶𝑎 range 0.06 ≤ 𝐶𝑎 ≤ 0.25 and 𝑃0 = 0.10 is presented
in Figure 4-31. For 𝐶𝑎 < 0.10, it is seen that the non−dimensional film thickness 𝑇0 increases
steeply with 𝐶𝑎. Surprisingly, for 𝐶𝑎 ≥ 0.10, 𝑇0 has gained almost a constant value, 𝑇0 ≈
0.66 (dashed line, asymptotic maximum [3]). As a result, 𝑇0 can not be predicted using LL
prediction where 𝐶𝑎 > 0.10 and 𝑃0 = 0.10. The present study has shown good agreement in
time−averaged film thickness with experiments [3, 7, 9].

Figure 4-31: Non−dimensional film thickness T0 as a function of dimensionless Ca for P0 =
0.10 with experiment [3], theoretical prediction [1, 6, 7] and numerical [9]. The solid red line
indicates the LL prediction line and the dashed line indicates the asymptotic maximum. (NB:
figure is plotted on a log scale.)
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4.5 Conclusion
The developed SPH tool with MATLAB has been tested in the LDC, hydrostatic tank,
and droplet spreading on a solid surface. Later, the LDO problem for low inertia has been
validated. In LDC, the RF boundary efficiently prevents the penetration of the liquid particles,
but sensitives near the solid wall. Consequently, liquid particles are unable to travel close to
the solid wall. However, the IpIv model has promised liquid particles travelling closely to the
solid wall. Secondly, the hydrostatic tank under gravity (𝑔) establishes the hydrostatic
equilibrium conditions nicely. Also, uniform particle distribution near the tank corners and free
from the unphysical anomaly are noticed. Lastly, the IIF surface tension and adhesion models
allow simulating the droplet spreading on a solid surface. This simulation shows that the liquid
particles are free from liquid particle interpenetration and wall penetration by the liquid
particles, and the surface area minimisation is guaranteed. For LDO validation, it has been
noticed that the obtained film thickness in SPH aligns nicely with the LL prediction line, and
the stagnation point location correlates with the experimentally obtained results.
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CHAPTER 5
Sub−surface Flow and Stagnation Point in Free Liquid Drag−out
Problem
It has been demonstrated (Chapter 4) that there exists an epical region, meniscus, also
known as film entrainment region [35], from where the steady liquid film develops. The
meniscus is located in the bath sub-surface. So, the sub-surface flow analysis is essential to
describe the free LDO coating fundamentals. Three different liquids, represented by the fluid
Property number, 𝑃0 , are used in this thesis to simulate the free LDO problem. The 𝑃0
are 0.03, 0.10 and 0.56. Due to the study scope, the LDO general physics (e.g., stagnation point
and its location, re-circulation, meniscus interface) have only been presented for low
inertia (𝑃0 = 0.10). General free LDO physics is described in section 5.1.1, while section 5.1.2
presents the qualitative and quantitative results with numerical validations of the stagnation
point for different 𝐶𝑎 numbers. The sub−surface flow and wavy and non-wavy meniscus
conditions are also described in sections 5.1.3 and 5.1.4. The various liquid properties and nondimensional parameters are listed in Table 5-1.
Table 5-1: Liquid properties and non−dimensional fluid Property number, P0.

5.1 Results and discussion
5.1.1 General physics of the free LDO problem
The liquid inside the bath is crucial as the liquid film is developed from the liquid bath.
Figure 5-1a presents the steady-state liquid flow structure with velocity legend for 𝐶𝑎 = 0.10
and 𝑃0 = 0.10. A steady constant in thickness liquid film is developed along the strip (liquid
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film thickness details are discussed in Chapter 6). The most exciting result of this analysis is
that the curved meniscus and the sub−surface flow are unaffected by the disturbance of inflow
particles. The disturbance comes from the inflow liquid particles force behaviour on the bulk
liquid particles. Also, the inflow particles distribution from the top right corner of the bath is
uniformly distributed as the initial liquid particle distribution. It is also noticed that is no
penetration of liquid particles through the boundary wall. These results indicate that the
boundary conditions and forces are established well.

Figure 5-1 (a) and (b): Qualitative images of the free LDO process with re-circulation in the liquid
bath for Ca = 0.10 and P0 = 0.10. The velocity legend shows the liquid particles velocity magnitude
(Figure 5-1a). The inflow boundary liquid particles are added from the bath top right corner.
Streamline patterns normalised by hc below the air−liquid interface superimposed onto a velocity
quiver plot (Figure 5-1b). A re-circulation pattern below the bath liquid line develops, and the arrow
indicates the liquid flow direction.
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A re-circulation pattern develops inside the liquid bath when the strip is dragged−out
from a liquid bath [9, 25, 29]. Figure 5-1b represents the streamlined patterns superimposed
onto the velocity quiver plot for 𝐶𝑎 = 0.10 and 𝑃0 = 0.10 to understand the bath flow
structure. Near the strip, it is noticed that the streamlines are close to each other. This
observation supports that the higher the velocity, the closer the streamlines. Previously, it was
explained (Chapter 4, section 4.4.2) that the transition line meets with the meniscus air−liquid
interface, and the meeting point refers to the stagnation point. The turn−back flow from the
stagnation point may influence the meniscus. The stagnation point location in the bath
sub−surface is investigated in section 5.1.2.
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5.1.2 Stagnation point and its location
A point where the strip failed to hold the liquid particle and the liquid particle
accelerated toward the bath is the stagnation point. For various non−dimensional time 𝑡 (as
given at the top of each sub−figure), Figures 5-2a to 5-2e show the stagnation point
(non−dimensional using 𝐿𝑦) for 𝐶𝑎 = 0.06 and 𝑃0 = 0.10. At an instance of time, particles
with negative and positive y−velocity component are marked as red and green. In each
sub−figure (Figure 5-2), the highest red particle location indicates the stagnation point location.
It is seen from each sub−figure that the stagnation point always stays in the meniscus air−liquid
interface. These results support evidence from previous observations [11] that the stagnation
point always stays in the meniscus air−liquid interface [11].

Figure 5-2 (a) - (e): Possible stagnation point location at various simulation stages for Ca = 0.06
and P0 = 0.10. The green and red liquid particles indicate the particles with positive and negative
vertical y−velocity component. The highest red liquid particle indicates the stagnation point.
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The stagnation point is also investigated sequentially for 𝐶𝑎 numbers 0.10, 0.20 and
0.25 with 𝑃0 = 0.10. The stagnation point locations at different 𝑡 for each 𝐶𝑎 are shown in
Figures 5-3 to 5-5. It is noticed (Figures 5-3 to 5-5) that the stagnation point for all stages stays
in the meniscus air−liquid interface. Though the stagnation point for all 𝐶𝑎 cases stayed in the
meniscus interface, the stagnation point location at the steady−state may not be identical. Thus,
the stagnation point non−dimensional analysis has been presented below.

Figure 5-3 (a)−(e): Possible stagnation point location at various simulation stages for Ca =
0.10 and P0 = 0.10. The green and red liquid particles indicate the particles with positive and
negative vertical y−velocity component. The highest red liquid particle indicates the
stagnation point.
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Figure 5-4 (a)−(e): Possible stagnation point location at various simulation stages for Ca = 0.20
and P0 = 0.10. The green and red liquid particles indicate the particles with positive and negative
vertical y−velocity component. The highest red liquid particle indicates the stagnation point.
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Figure 5-5 (a)−(e): Possible stagnation point location at various simulation stages for Ca = 0.25
and P0 = 0.10. The green and red liquid particles indicate the particles with positive and negative
vertical y−velocity component. The highest red liquid particle indicate the stagnation point.

For steady case, Figures 5-6a to 5-6d show the stagnation point location in the meniscus
for 0.06 ≤ 𝐶𝑎 ≤ 0.25 and 𝑃0 = 0.10. The sub−figures are plotted in non−dimensional form
using bath height 𝐿𝑦. The highest red liquid particle and its location in each 𝐶𝑎 case is the
stagnation point and its location. These results qualitatively report that the stagnation point
elevated higher in the meniscus interface with 𝐶𝑎 and always stayed in the meniscus air−liquid
interface.
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Figure 5-6 (a−(d): Stagnation point location for 0.06 ≤ Ca ≤ 0.25 and P0 = 0.10. Here, (a) Ca
=0.06, (b) Ca =0.10, (c) Ca =0.20 and (d) Ca =0.25. The green and red are the liquid particles
with positive and negative vertical y−velocity component.

The steady−state stagnation point location in non−dimensionalised form along the strip
from the bath liquid free surface is shown in Figure 5-7. Aligned with qualitative Figures 5-6a
to 5-6d, it is noticed quantitatively that the stagnation point position elevates higher along the
strip from the bath free surface liquid for an increased 𝐶𝑎. For an increased 𝐶𝑎, it could
conceivably be hypothesised that the strip carries a higher mass from the bath underneath,
which creates push behaviour on the meniscus. As a result, the meniscus radius increases, and
the stagnation point shifts higher along the strip.

Page | 125

Figure 5-7: Stagnation point location along the strip normalised by hc from the bath liquid free
interface for 0.06 ≤ Ca ≤ 0.25 and P0 = 0.10.

The stagnation point locations along the strip from the bath free interface for 0.06 ≤
𝐶𝑎 ≤ 0.25 and 𝑃0 = 0.10 are elucidated in Figures 5-8a to 5-8d. These sub−figures are plotted
in a steady−state simulation case with the numerical time loops. It is seen that the stagnation
point shifts back and forth along with the meniscus air−liquid interface. It is also noticed that
the window of stagnation point shifting (difference of maximum and minimum picks) for each
𝐶𝑎 case is ~0.3ℎ∞ to ~0.5ℎ∞ , which is nearly the maximum of two liquid particle thickness
(0.4ℎ∞ ). This oscillation magnitude in the stagnation point curve may not be significant in the
physical process. It could be hypothesised that an increase in particle numbers inside the
problem domain can reduce sharp fluctuations.

Figure 5-8 (a)−(d): Stagnation point location (along strip) from the bath liquid free interface.
Hence, (a) Ca =0.06, (b) Ca =0.10, (c) Ca =0.20 and (d) Ca =0.25. These figures are normalised
by h∞.
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The non−dimensional locations of the stagnation point right to the strip for various 𝐶𝑎
numbers are shown in Figures 5-9a to 5-9b. The stagnation point location for each 𝐶𝑎 is taken
after a particular elapsing time of the numerical simulation. This is because the simulation
initially had no stagnation point recorded due to the stagnation point determining technique,
flow physics and avoiding the bath initial liquid level decreased issue. It is seen (Figures 5-9a
to 5-9d) that there exist sharp fluctuations, which happen when the stagnation point particle
index changes. These SPH results indicate that when the non−dimensional film thickness
is 0.67 ± 0.02, the location of the stagnation point at a distance 2.5 × ℎ∞ (Figure 5-9b). When
the non-dimensional film thickness tends to zero, the stagnation point location is about 3 × ℎ∞ .
However, the location of the stagnation point varies from 3 × ℎ∞ for very low 𝐶𝑎 to greater
than about 2 × ℎ∞ for high 𝐶𝑎 (Figures 5-9c and 5-9d). These results supports the experimental
results from [24]. It is noticed that the window of stagnation point shifting (difference of
maximum and minimum picks) for each 𝐶𝑎 case is ~0.3ℎ∞ , which is nearly one particle
thickness i.e.,0.2ℎ∞ . This oscillation in the stagnation point curve may not be significant in
physical process. It could be hypothesised that an increase in particles number in the same
problem domain can slow the sharp fluctuations.
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Figure 5-9 (a)−(d): Stagnation point location from the flat strip normalised by h∞ versus
simulation time loop. Hence, (a) Ca =0.06, (b) Ca =0.10, (c) Ca =0.20 and (d) Ca =0.25.

Later, close attention is given to minimising the stagnation point oscillation when the
steady film gains its asymptotic limit thickness 0.67 ± 0.02. For 𝐶𝑎 = 0.10 and 𝑃0 = 0.10,
the average of the top three potential stagnation point liquid particle locations (Figure 5-6), is
plotted against elapsed time in Figure 5-10. Since it is impossible to get exact (constant) data
for the stagnation point location, (2.5 ± 0.3)ℎ∞ is taken as the stagnation point occupying the
window. The non−smooth blue curve indicates the averaged stagnation point location. Except
for the sharp picks (1) and (2), the average stagnation point locations remain within the
stagnation point window. The blue curve sharp picks in simulation time loop 1.5 to 2 and 2.5
to 3 are due to numerical estimation. The sharp picks (1) and (2) happen when the stagnation
point particle index changes. It is thus hypothesised that the stagnation point location
fluctuations can be down compared to the current one if the particles number within the
geometry increases.
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Figure 5-10: Average stagnation point location from the strip versus simulation time loops for Ca
= 0.10 and P0 = 0.10. The top and bottom solid lines are used to indicate the stagnation point
moving window.

The stagnation point average location from the flat strip for 0.06 ≤ 𝐶𝑎 ≤ 0.25 and
𝑃0 = 0.10 is shown in Figure 5-11. It is observed that the stagnation point shifts within a
window (0.25 ∓ 0.3) ℎ∞ from the flat strip depending on 𝐶𝑎. These results corroborate the
theoretical findings of [24]. For increased 𝐶𝑎, the average stagnation point location from the
flat strip decreases (comparing consecutive data in Figure 5-11). The possible explanation of
the increased stagnation point location for lower 𝐶𝑎 is that the stagnation point locates near the
bath liquid (Figure 5-6). As a result, the bath sub−surface liquid may influence stagnation point
location.

Figure 5-11: Stagnation point (steady case) average location normalised h∞ from the flat strip Xstg
against Ca for 0.06 ≤ Ca ≤ 0.25 and P0 = 0.10. The stagnation point location from the flat strip Xstg
shifts within a window (0.25∓ 0.3) h∞.
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5.1.3 Sub−surface flow
A portion of sub−surface flow far from the strip is unoccupied, and the unoccupied bulk
liquid has negligible impacts on liquid film development [35]. In comparison, liquid flow near
the strip named ‘meniscus’ plays a crucial role in developing the liquid film. Consequently,
this study has shown great attention to investigating the meniscus region.
For 𝑃0 = 0.10 and 0.06 ≤ 𝐶𝑎 ≤ 0.25 the sub−surface, especially the meniscus
interface, are presented in Figures 5-12a to 5-12d. The bath inside liquid levels are not identical
since the bath geometry is scaled using LL prediction theory. For 𝐶𝑎 ≤ 0.10, the meniscus
near the bath liquid line is horizontal (Figures 5-12a and 5-12b). The sub−surface flow
phenomena, especially the curved meniscus, are identical. This result may be correlated with
the fact that the meniscus interface near the bath liquid line is flat where the dimensionless film
is less than equal to the asymptotic maximum. However, for 𝐶𝑎 > 0.10, the meniscus near the
strip moves sharply below the bath liquid line (Figures 5-12c and 5-12d. The curved meniscus
sharp change phenomenon is a dip (rectangular box in Figures 5-12c and 5-12d). The green
particles in the dip indicate the liquid particles with positive y−velocity component. Further
from the strip, this dip can go up and below the bath liquid line. This non−smoothed meniscus
result may also be correlated with the fact that the meniscus interface is not flat for those cases
when the film reaches the asymptotic maximum.
Physically, when the 𝐶𝑎 is higher (i.e., 𝐶𝑎 > 0.10), the stagnation point location along
the strip is higher from the bath liquid line. The turn−back flow from the stagnation point holds
higher potential energy to convert kinetic energy, which creates the dip in the meniscus
interface. So, the shifting of the stagnation point along the strip from the bath liquid line with
increasing 𝐶𝑎 creates a dip in the meniscus (Figures 5-12c and 5-12d). For 𝐶𝑎 ≤ 0.10,
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perhaps the dip’s lowest point and stagnation point almost coincide due to lower potential
energy. As a result, no dip is evolved in the meniscus (Figures 5-12a and 5-12b).

Figure 5-12 (a)−(d): The sub−surface flow in the 𝐶𝑎 range 0.06 ≤ Ca ≤ 0.25. Here, (a) Ca =0.06,
(b) Ca =0.10, (c) Ca =0.20 and (d) Ca =0.25. The blue and red particles indicate the particles
with positive and negative y−velocity component. Figures 5-12a and 12b indicate the flat
meniscus and Figures 5-12c and 12d show dip phenomena in the meniscus. (NB: figures not to
scale.)

For 0.06 ≤ 𝐶𝑎 ≤ 0.25 and 𝑃0 = 0.10 the non−dimensional sub−surface flow,
especially the meniscus, is shown in Figure 5-13. The liquid levels inside the bath for different
𝐶𝑎 numbers are different since the meniscus radii are different. These results show that the
meniscus radius increased for increased 𝐶𝑎. For increased 𝐶𝑎 numbers, the liquid from the bath
underneath creates push on the meniscus. As a result, the meniscus goes up and the meniscus
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radius increases. Hence, this study believed that shifting the stagnation point location along the
strip to be the driving force for creating the dip in the meniscus.

Figure 5-13 (a)−(d): The meniscus interface in the Ca range 0.06 ≤ Ca ≤ 0.25 and P0 = 0.10. The
particles location is non−dimensionalised using characteristics film thickness hc. Here, (a) Ca
=0.06, (b) Ca =0.10, (c) Ca =0.20 and (d) Ca =0.25. Figures 5-13a and 5-13b indicate the flat and
smooth meniscus near the bath liquid line, and Figures 5-13c and 5-13d show dip in the meniscus.

Figure 5-14 represents the streamline patterns superimposed onto the velocity quiver
plot. Sharp streamlines downward are noticed, as indicated as a dip in Figure 5-14.
Investigating bath inside liquid locates near the strip and dip region, it is seen that the
streamlines are close to each other. This observation supports that the higher the velocity, the
closer the streamlines.
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Figure 5-14: Streamline pattern normalised by hc superimposed with velocity quiver plot of the
sub−surface flow. A re-circulation pattern evolves below the bath liquid line. The sharp change of
meniscus indicates the dip.

This study analysed the contour plot near the strip emergence and dip region to support
dip formation physics. The contour plots for 𝐶𝑎 numbers 0.06, 0.08, 0.10, 0.20 and 0.25 are
shown in Figures 5-15 to 5-19. The sub−figures of each Figure indicate the contour plot at the
various numerical simulation stages (stage (a) to stage (f)) from the simulation starting stage
(a). When the 𝐶𝑎 is lower than equal to about 0.10, the local velocity is uniform near the strip
emergence (Figures 5-15 to 5-17). But 𝐶𝑎 > 0.10, the higher velocity of the turn–back flow is
noticed, due to the higher potential energy of the liquid (Figures 5-18 to 5-19). As a result, the
dip appears in the meniscus. To examine dip liquid velocity magnitude, Figure 5-20 is plotted.
Figure 5-20 shows the contour plot (steady case) with text for 0.06 ≤ 𝐶𝑎 ≤ 0.25 and 𝑃0 =
0.10. For dip case (i.e., 𝐶𝑎 > 0.10), the liquid velocity near the dip is higher, which is about
the 1⁄2 of the strip velocity (last two sub−figures in Figure 5-20).

Page | 133

Figure 5-15 (a)−(f): Contour plot at different numerical time steps t for Ca = 0.06 and P0 = 0.10.
The colour indicates velocity magnitude.
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Figure 5-16 (a)−(f): Contour plot at different numerical time steps for Ca = 0.08 and P0 = 0.10. The
colour indicates velocity magnitude.

Figure 5-17 (a)−(f): Contour plot at different numerical time steps Ca = 0.10 and P0 = 0.10.
The colour indicates velocity magnitude.
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Figure 5-18 (a)−(f): Contour plot at different numerical time steps for Ca = 0.20 and P0 = 0.10.
The colour indicates velocity magnitude.

Figure 5-19(a)−(f): Contour plot at different numerical time steps for Ca = 0.25 and P0 = 0.10.
The colours indicates velocity magnitude.
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Figure 5-20 (a)−(f): Contour plot with velocity legend at the steady state for different Ca. Here, (a)
Ca =0.06, (b) Ca =0.10, (c) Ca =0.20 and (d) Ca =0.25.

5.1.4 Wavy and non−wavy meniscus
The formation of a dip in the meniscus results in a wavy meniscus interface that can
appear depending on the range of 𝐶𝑎 numbers and 𝑃0 numbers. The liquid properties are taken
from the experiment to identify the free LDO problem’s wavy and non−wavy meniscus
interface [3]. Since the thesis aims to present the physics of the low inertia case, the number of
investigated liquids is limited. The investigated 𝑃0 = 0.03, 0.10 and 0.56 are taken to simulate
higher, low and lower inertia. The investigated simulation results are given below.
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A) Higher inertia case (fluid Property number, 𝑷𝟎 = 𝟎. 𝟎𝟑)
The meniscus profiles with the stagnation point for 0.02 ≤ 𝐶𝑎 ≤ 0.10 and 𝑃0 = 0.03.
are given in Figures 5-21a to 5-21d. For 𝑃0 = 0.03, the meniscus near the bath liquid line is
flat and smooth where 𝐶𝑎 values are less than equal to 0.02 (Figure 5-21a). The meniscus near
the bath liquid line is wavy and non−smooth where the 𝐶𝑎 values are greater than about 0.02,
(Figures 5-21b to 5-21d).

Figure 5-21 (a)−(d): The wavy and non−wavy meniscus in the regimes of 0.02 ≤ Ca ≤ 0.10 and
P0 = 0.03. The green and red liquid particles indicate the particle’s y−velocity component with
positive and negative. (NB: figures not to scale.)
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B) Low inertia case (fluid Property number, 𝑷𝟎 = 𝟎. 𝟏𝟎)
For 𝐶𝑎 ≤ 0.10 and 𝑃0 = 0.10, the meniscus profiles are presented in Figures 5-22a to
5-22c. These figures show that the meniscus in the bath liquid line is flat and smooth, where
𝐶𝑎 values are less than equal to 0.10 (Figures 5-22a to 5-22c).

Figure 5-22 (a), (b) and (c): The non−wavy (flat) meniscus in the regimes of 0.06 ≤ Ca ≤ 0.10
and P0 = 0.10. The green and red liquid particles indicate the particles y−velocity component with
positive and negative. (NB: figures not to scale.)

Figures 5-23a and 5-23b show the meniscus interface for 0.10 < 𝐶𝑎 ≤ 0.25 and 𝑃0 =
0.10. For 𝐶𝑎 > 0.10 and 𝑃0 = 0.10, it is noticed that a dip appears in the meniscus interface.
Consequently, the meniscus in the bath liquid line is turned into a non−smooth and wavy
meniscus (Figures 5-23a and 5-23b)
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Figure 5-23 (a) and (b): The wavy meniscus cases in the regimes of 0.10 < Ca ≤ 0.25 and P0 =
0.10. The dip is evolved in the meniscus, and the green and red liquid particles indicate the
particles with positive and negative y−velocity component.

C) Lower inertia case (fluid Property number, 𝑷𝟎 = 𝟎. 𝟓𝟔)
The meniscus profile for 0.30 ≤ 𝐶𝑎 ≤ 2.0 and 𝑃0 = 0.56 is presented by Figures 524a to 5-24d. The flat meniscus near the bath liquid line is obtained for the 𝐶𝑎 values are less
than about 0.90 (Figures 5-24a to 5-24c), and the flow structures inside the bath are almost
identical. The meniscus near the bath liquid line is wavy and non−smooth where the 𝐶𝑎 values
are greater than about 0.90 (Figure 5-24d).
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Figure 5-24 (a)−(d): The non−wavy and wavy meniscus interface in regimes of 0.30 ≤ Ca ≤ 2.0
and P0 = 0.56. The green and red liquid particles indicate the particles y−velocity component with
positive and negative. Figure 5-24a to 5-24c show the flat meniscus for Ca ≤ 0.90. Figure 5-24d
indicates a dip in the meniscus for about Ca = 2.0. (NB: figures not to scale.)

Overall, after investigating fluid Property numbers 𝑃0 = 0.03, 0.10, and 0.56, it is seen
that the dip appears earlier in 𝐶𝑎 for lower 𝑃0 = 0.03. For low 𝑃0 = 0.10, the dip appeared for
about 𝐶𝑎 > 0.10. For 𝑃0 = 0.56, the dip appeared for a later (higher) Capillary number
about 𝐶𝑎 > 0.90. The possible reason is that the inertia dominates the flow in sufficiently
lower 𝐶𝑎 for lower fluid Property number, 𝑃0 , comparing the low and higher 𝑃0 . In other words,
for higher 𝑃0 , the inertia force is lower. As a result, viscous forces dominate the flow and the
dip in the meniscus appears for a relatively higher 𝐶𝑎.
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The wavy and non−wavy meniscus simulation cases in the regimes of 𝑃0 and 𝐶𝑎 are
shown in Figure 5-25, which is plotted in the 𝑙𝑜𝑔(𝐶𝑎), 𝑙𝑜𝑔(1⁄𝑚) plane, where 𝑚 = 𝜌𝛾 3⁄𝑔𝜇 4
[29]. The theoretical line 1⁄𝑚 = 0.12𝐶𝑎1.35 [35] is used to identify wavy and non−wavy
simulation cases. For 𝑃0 = 0.03, the numerical simulation case is non−wavy for a 𝐶𝑎 value
less than about 0.02. The wavy meniscus simulation cases are seen for 𝐶𝑎 > 0.02. Similarly,
for 𝑃0 = 0.10, the simulated cases are non−wavy as expected where 𝐶𝑎 ≤ 0.10 (Figure 5-22).
Also, the dip in the meniscus cases for 𝐶𝑎 > 0.10 with 𝑃0 = 0.10 (Figure 5-23) is located
within the wavy region following the separation line. For 𝑃0 = 0.56, the simulated case is
non−wavy, as expected, where 𝐶𝑎 ≤ 0.90 (Figure 5-24) and the waviness appears when 𝐶𝑎 >
0.90.

Figure 5-25: Location of the wavy and non−wavy meniscus simulation state in the regimes of Ca
and P0. The figure is plotted in log scale in both x and y−directions, and the solid line indicates the
approximate limit between the wavy and non−wavy simulation state.
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5.2 Conclusion
Stagnation point and sub−surface flow analysis are essential to elaborate the free LDO
fundamental understanding. The obtained results on stagnation point location and sub−surface
flow are validated with the experiments. The most prominent finding to emerge from this study
is that the stagnation point location along the strip increased with 𝐶𝑎, and the stagnation point
always stays in the meniscus air−liquid interface. For higher 𝐶𝑎 > 0.10 and 𝑃0 = 0.10, the
turn−back liquid from the stagnation point holds higher potential energy to convert kinetic
energy, the dip appears in the meniscus interface. As a result, dis−similar flow within the
sub−surface is evolved. So, the stagnation point shifts depending on higher 𝐶𝑎, while the turnback flow holds higher energy which implies the dip formation. For 𝐶𝑎 ≤ 0.10, it has believed
that the dip lower point and stagnation point almost coincide. As a result, no dip appears in the
meniscus. The stagnation point from the flat strip surface located at a distance (2.5 ± 0.3)ℎ∞ is
dependent on the range of 𝐶𝑎. A slight movement of equal ~0.3ℎ∞ of the stagnation point
along and from the strip for each 𝐶𝑎 is noticed. This movement in the stagnation point curve
may not be indicative. Thus, it is hypothesised that an increase in particle resolution can bring
down the intense movement magnitude.
The meniscus interface for higher inertia, low inertia and lower inertia are also
analysed. It is noticed that the dip in the meniscus (wavy case) appears dependent on the
𝑃0 and 𝐶𝑎. For higher inertia, the dip appears earlier, though the 𝐶𝑎 is relatively low. For lower
inertia, the dip appears later (higher 𝐶𝑎), comparing the higher and low inertia cases. Hence, it
has been assumed that the viscous flow dominates the flow.
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CHAPTER 6
Film Thickness, Withdrawal Flux and Boundary Layer Thickness
in Free Liquid Drag−out Problem

The liquid film thickness, withdrawal flux and boundary layer thickness for various
Capillary numbers (𝐶𝑎) and fluid Property numbers (𝑃0 ) are investigated in sections 6.1 and
6.2. Sections 6.1.1 presents the obtained dimensional film thickness. The obtained
non−dimensional film thickness is validated against the LL prediction in section 6.1.2. The
quantitative validation of the non−dimensional film thickness with the withdrawal flux is given
in section 6.1.3. Section 6.2 describes the boundary layer thickness for low inertia and the
correlation between film thickness and withdrawal flux.

6.1 Liquid film thickness and withdrawal flux
The liquid film thickness depends on the 𝐶𝑎 and 𝑃0 [3, 20, 21, 96]. It has explained in
Chapter 5 that the fluid Property number, 𝑃0 , is a function of inertia, viscosity and surface
tension. In low inertia (low 𝑃0 ), the time−averaged film thickness for low 𝐶𝑎 follows the LL
prediction [3, 9]. However, for higher inertia (lower 𝑃0 ) and lower inertia (higher 𝑃0 ), the
time−averaged liquid film thickness reports as a thicker and less thick film [9, 35]. The
following section, 6.1.1, describes the dimensional liquid film thickness in the parametric
regimes of 𝑃0 and 𝐶𝑎.

6.1.1 Film thickness in the parametric regimes of P0 and Ca
The fluid Property numbers 𝑃0 = 0.03, 0.10 and 0.56 are taken (Table 5-1) to simulate
the higher inertia, low inertia and lower inertia [3]. The simulation outcomes for different
liquids are presented below.
A) Low inertia case (fluid Property number, 𝑷𝟎 = 𝟎. 𝟏𝟎)
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20 cs Silicon oil, whose 𝑃0 is 0.10, is used as an experimental liquid [3]. The
steady−state solutions for 𝐶𝑎 = 0.06, 0.08, 0.10,0.20 and 0.25 are presented in Figure 6-1.
Liquid particles are coloured initially to track particle trajectories. The deposited liquid layer
along the vertical strip is the steady liquid film.

Figure 6-1 (a)–(e): Steady liquid film thickness for various Ca. Here, (a) Ca = 0.06, (b) Ca =
0.08, (c) Ca = 0.10, (d) Ca = 0.20 and (e) Ca = 0.25. The particle colours, assigned initially using
a particles index, are fixed. A re-circulation evolves inside the bath for each Ca.

For low inertia and 𝐶𝑎 range 0.06 ≤ 𝐶𝑎 ≤ 0.25, the non−dimensional 𝑇0 versus 𝑡 are
shown in Figures 6-2a to 6-2d. The blue, red and yellow curves in each sub−figure (Figure 62) indicate the film thickness in the highest, second highest and third highest film measurement
strip locations from bath liquid level. The 𝑇0 curves coincide after a specific time 𝑡 for all
investigated 𝐶𝑎 numbers and the film reached into steady−state nature. The 𝑇0 curves show
fluctuation. It is then hypothesised that the increase of particle numbers can minimise the
fluctuation.
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B) Higher inertia case (fluid Property number, 𝑷𝟎 = 𝟎. 𝟎𝟑)
5 cs Silicon oil, whose fluid Property number is 0.03, is used as an experimental liquid
[1]. For 𝐶𝑎 range 0.02 ≤ 𝐶𝑎 ≤ 0.10, the steady−state solutions are shown in Figures 6-3a to
6-3d. The liquid particle colour is assigned to track the particle trajectory. The adhered thin
constant in thickness layered liquid along the strip is the steady liquid film.

Figure 6-2 (a)−(d): The non−dimensional film thickness T0 for different non−dimensional time t
at different strip locations for P0 = 0.10. Here, (a) Ca = 0.06, (b) Ca = 0.10, (c) Ca = 0.20 and (d)
Ca = 0.25. The range of t is different as it is a function of characteristics speed. Different colour
curves indicate the film at different strip locations.
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Figure 6-3 (a)–(d): Steady liquid film thickness for various Ca and P0 = 0.03. Here, (a) Ca =
0.02, (b) Ca = 0.04, (c) Ca = 0.07 and (d) Ca = 0.10. The particles’ colours, assigned initially
using a particles index, are fixed. A re-circulation evolves inside the bath for each Ca cases.

For higher inertia and 𝐶𝑎 range 0.02 ≤ 𝐶𝑎 ≤ 0.10, Figures 6-4a to 6-4d show the
non−dimensional 𝑇0 versus time 𝑡. The blue, red and yellow curves in each sub−figure (Figure
6-4) indicate the film thickness in the highest, second highest and third highest film
measurement strip locations from bath liquid level. After a specific 𝑡, the 𝑇0 curves coincide.
It is noticed that 𝑇0 fluctuates remarkably (Figures 6-4c and 6-4d). The fluctuation happened
due to the film’s wavy nature in the film thickness region. The physical reason is that the film
can carry a certain amount of liquid from the bath. The excessed film in the outer layer slowed
down. As a result, the wavy surface is evolved.
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Figure 6-4 (a)−(d): The non−dimensional film thickness T0 for different non−dimensional time t
at different strip locations for P0 = 0.03. Here, (a) Ca = 0.02, (b) Ca = 0.04, (c) Ca = 0.07 and (d)
Ca = 0.10. Different colour curves indicate the film at different strip locations. The range of t is
different as it is a function of characteristics speed.

C) Lower inertia case (fluid Property number, 𝑷𝟎 = 𝟎. 𝟓𝟔)
The liquid, 100cs Silicone oil, is taken as an investigation liquid [3]. The final steady
solutions for 𝐶𝑎 range 0.30 ≤ 𝐶𝑎 ≤ 2.0 are shown in Figures 6-5a to 6-5d. Liquid particles
are coloured initially to track particle trajectories. Along the vertical strip, deposition of the
thin liquid layer is noticed. The deposited thin liquid layer is the steady liquid film.
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Figure 6-5 (a)−(d): Steady liquid film thickness for various Ca. Here (a) Ca = 0.30, (b) Ca =
0.60, (c) Ca = 0.90 and (d) Ca = 2.0. The particles’ colours, assigned initially using a particles
index, are fixed. A re-circulation evolves inside the bath for each Ca cases in the steady state.

For low inertia and 𝐶𝑎 range 0.30 ≤ 𝐶𝑎 ≤ 2.0 and 𝑃0 = 0.56, Figures 6-6a to 6-6d
show the non−dimensional 𝑇0 curves with time 𝑡. The different colour curves in each
sub−figure indicate the 𝑇0 in various strip locations. For each 𝐶𝑎, 𝑇0 curves coincide after a
specific 𝑡, and reach the steady constant liquid film.
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Figure 6-6 (a)−(d): The non−dimensional film thickness T0 for different non−dimensional time t
at different strip locations for P0 = 0.56. Here, (a) Ca = 0.30, (b) Ca = 0.60, (c) Ca = 0.90 and (d)
Ca = 2.0. Different colour curves indicate the film at different strip location. The range of t is
different as it is a function of characteristics speed.

Overall, 𝑇0 has shown a maximum constant film thickness for low inertia, higher inertia,
and lower inertia cases. However, the film thicknesses 𝑇0 for the low inertia, higher inertia, and
lower inertia cases are not the same for a specific 𝐶𝑎. For higher inertia, the film 𝑇0 reaches the
asymptotic maximum [3] in earlier (low) 𝐶𝑎 compared to the low and lower inertia cases.

6.1.2 Non−dimensional T0 with LL prediction theory
For low inertia (𝑃0 = 0.10), higher inertia (𝑃0 = 0.03) and lower inertia (𝑃0 = 0.56),
the variation of 𝑇0 as a function of 𝐶𝑎 with the LL prediction is exhibited in Figure 6-7.
For 𝑃0 = 0.10, 𝑇0 matched nicely with the LL prediction until the 𝐶𝑎 values less than
equal 0.10, and 𝑇0 reached a constant value beyond the 𝐶𝑎 value greater than 0.10. Hence, the
film thickness followed the LL prediction line nicely for low 𝐶𝑎 when the inertia is low. For
higher inertia, 𝑇0 shows a thicker film from the LL prediction though the 𝐶𝑎 is low. The film
thickness 𝑇0 reaches the asymptotic maximum limit in the earlier 𝐶𝑎 (i.e., lower 𝐶𝑎). This is
because the flow is dominated by the higher inertia, for which 𝑇0 reaches asymptotic maximum
limit in earlier 𝐶𝑎, compared to the low inertia case. Lastly, 𝑇0 exhibits thin film from the LL
prediction for lower inertia, and 𝑇0 gets the asymptotic maximum limit for later 𝐶𝑎 (i.e.,
higher 𝐶𝑎), in comparison to low and higher inertia cases. This is because the flow is assumed
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to be dominated by viscous forces. For all investigated inertia cases, it is seen that 𝑇0 is constant
beyond a certain 𝐶𝑎, which means that the flow situation is not governed/influenced by surface
tension. The flow situation is transferred from an interfacial control phase to a hydrodynamic
control phase. However, Figure 6-7 shows that 𝑇0 approaches the asymptotic maximum value
monotonically with increasing 𝐶𝑎 for all 𝑃0 . The obtained SPH results for various liquids are
a good match for the obtained theoretical [35] and experimental [3, 9] results. Comparing the
meniscus and film thickness, this numerical results confirm the correctness of Orsini’s film
thickness theory that the theory also maintains its validity for non−smooth and dip meniscus
case.

Figure 6-7: Non−dimensional film thickness T0 as a function of Ca for P0=0.03, 0.10 and 0.56.
The solid red and dashed lines indicate the LL prediction [1] and asymptotic maximum limit
[3]. (NB: figure is plotted in log scale.)
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6.1.3 Film thickness and withdrawn flux for low inertia
The maximum asymptotic film thickness is obtained (section 6.1.2) for higher, low and
lower inertia. This section presents the film thickness and withdrawal flux in low inertia. Figure
6-8 shows 𝑇0 versus 𝐶𝑎 in the range 0.06 ≤ 𝐶𝑎 ≤ 0.25. It is noticed that 𝑇0 has increased
steeply until 𝐶𝑎 < 0.10, when 𝐶𝑎 > 0.10, 𝑇0 gains a constant limit thickness value 0.67 ±
0.02 . The investigated 𝐶𝑎 cases are indexed alphabetically (Figure 6-8).

Figure 6-8: Non−dimension film thickness T0 as a function of Ca with P0 = 0.10. The alphabet
indicates the simulation indexes. The solid red line indicates the LL prediction line, and the dashed
line indicates the asymptotic maximum. (NB: figure is plotted in log scale.)

The withdrawal flux 𝑄 increases with 𝐶𝑎. As a result, the film thickness 𝑇0 is thicker.
The relation of the withdrawal flux 𝑄 and 𝑇0 is given by 𝑄 = 𝑇0 − 𝑇03 ⁄3 [20, 21]. For high 𝐶𝑎,
Derjaguin [6] predict the film thickness can reached a maximum 𝑇0 = 1.0 and the withdrawal
flux a maximum 𝑄 = 2⁄3 = 0.67. However, Groenveld [20, 21] obtained the maximum film
𝑇0 = 0.66 and the maximum withdrawal flux 𝑄 = 0.56, which are much lower than the
Derjaguin estimation [6]. Using the obtained 𝑇0 values from the current studied index
simulation (Figure 6-8), the withdrawal flux for this simulation is tabulated in Table 6-1. Each
index simulation represents different 𝐶𝑎 cases, and the properties of the liquid are not varied,
giving constant 𝑃0 of 0.10. The withdrawal fluxes 𝑄 and film thicknesses 𝑇0 correlation for
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the prior work and current study are shown in Figure 6-9. The numerically obtained film
thicknesses 𝑇0 and fluxes 𝑄 are almost coincided (the close look has shown in the top right
graph of Figure 6-9). The maximum obtained 𝑇0 and corresponding 𝑄 are, respectively, 0.66
and 0.56. The obtained results in both film thickness 𝑇0 and withdrawn flux 𝑄 are in line with
Groenveld [20, 21], but estimated film thickness 𝑇0 and withdrawn flux 𝑄 lower values than
the Derjaguin estimation [6].
Table 6-1: Non−dimensional parameters and obtained film thickness T0 and corresponding to
withdrawal flux Q.

Figure 6-9: Variation of non−dimensional film thickness T0 versus the withdrawal flux Q.
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6.2 Velocity boundary layer thickness in low inertia
Liquid from the bath goes up with the strip and forms a thin liquid film. Depending on
velocity of the strip (𝑈𝑠𝑡𝑟𝑖𝑝 ) and properties of liquid─density (𝜌), viscosity (𝜇), surface
tension (𝛾)─liquid from the bath maintains a sequence before leaving the bath geometry.
Consequently, a velocity boundary layer develops inside the bath due to viscous forces.
The sub−surface flow numerical outcomes, including the stagnation point, transition
line, and velocity boundary layer 𝛿 for 0.06 ≤ 𝐶𝑎 ≤ 0.25 and 𝑃0 = 0.10 are shown in Figures
6-10a to 6-10d. For each 𝐶𝑎, the boundary layer thickness inside the bath from different strip
locations is different, but the mass flux/supply of mass across the strip towards the meniscus is
assumed to be nearly constant. Comparing each sub−figure velocity boundary layer, this result
suggests that the higher the 𝐶𝑎, the wider the boundary layer thickness. Physically, this means
that when the 𝐶𝑎 is higher, the strip carries a higher mass from the bath underneath to the
meniscus air−liquid interface. However, the strip can only carry a certain amount of liquid as
a film thickness and the maximum limit thickness is 0.67 ± 0.02. Thus, the remaining liquid
(turn−back liquid) from the velocity boundary layer increases for increased 𝐶𝑎, especially
when the film reaches its maximum capacity. This qualitative numerical result collaborates in
line with the earlier work of [20, 21], who state that for a higher 𝐶𝑎, the thickness of the
boundary layer in the liquid bath would be higher than the film thickness and there would be a
stagnation point in the meniscus interface. However, this analysis also hypothesised that for
sufficiently low 𝐶𝑎, the film thickness ℎ∞ would be approximately equal to the width of the
boundary layer thickness 𝛿.
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Figure 6-10 (a)−(d): Non−dimensional (using h∞) results of the sub−surface flow with stagnation
point (black circle), velocity boundary layer (δ), thicker red line) and transition line (black dashed
curve) for 0.06 ≤ Ca ≤ 0.25 and P0=0.10. Hence, (a) Ca= 0.06, (b) Ca= 0.10, (c) Ca= 0.20 and (d)
Ca= 0.25. The small blue arrows (inside the flow field in each sub−figure) show the liquid flow
direction. The red and green liquid colours indicate the liquid with negative and positive y−velocity
component.

The quantitative result of the boundary layer thickness is analysed in Figure 6-11. The
boundary layer thickness 𝛿 ⁄ℎ∞ is measured from the strip location where the transition line is
flat/ideally flat (Figure 6-10). These results show that the boundary layer thickness increases
with 𝐶𝑎. Hence, these quantitative results (Figure 6-11) support the qualitative results in Figure
6-10.
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Figure 6-11: Numerical results of boundary layer thickness δ versus Ca for 0.06 ≤ Ca ≤ 0.25 and P0
= 0.10. The boundary layer thickness is non−dimensionalised using h∞.

For 0.06 ≤ 𝐶𝑎 ≤ 0.25 and 𝑃0 = 0.10, the non−dimensional elevated liquid thickness
from the boundary layer is presented in Figure 6-12. For 𝐶𝑎 ≤ 0.10, these results show that the
boundary layer liquid located at the measured film thickness distance ℎ∞ is directly elevated
towards the steady film. For 𝐶𝑎 > 0.10, the elevated liquid thickness from the boundary layer
is slightly over the measured film thickness, which is 1.2ℎ∞ . This is because the boundary layer
liquid carries higher momentum toward the meniscus. Consequently, the boundary layer
thickness is much higher. Thus, the strip pulls an excess amount (higher than the maximum
carrying capacity) of liquid. Hence, the outer layer of the liquid film is slowed down (as the
film reaches its maximum holding capacity), which results in the formation of wavy film.
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Figure 6-12: Non−dimensional elevated boundary layer thickness δe versus Ca for 0.06 ≤ Ca ≤
0.25 and P0=0.10. The thickness δe is non−dimensionalised using h∞.

The remaining liquid (turning liquid) thickness from the boundary layer in
non−dimensional form is indicated in Figure 6-13. This result indicates that the remaining
liquid from the boundary layer thickness increased with increased Capillary 𝐶𝑎, which can be
explained by the fact that boundary layer thickness has increased for increased 𝐶𝑎. However,
the pulled liquid from the boundary layer as a film beyond a certain Capillary number (𝐶𝑎) is
nearly constant. Hence, the carried bath underneath liquid from the boundary layer remained
inside the bath. For 𝐶𝑎 > 0.10, the amount of remaining liquid is considerable beyond 𝐶𝑎 >
0.10 for low inertia assumption, the film thickness is nearly constant, which is 0.67 ± 0.02 in
the dimensionless form─which creates a considerable push force on the meniscus in the
direction of gravity. This could be one of the possible reasons for formation of a dip in the
meniscus interface.
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Figure 6-13: Non−dimensional remaining boundary layer thickness δr against Ca for 0.06 ≤ Ca ≤
0.25 and P0=0.10. The thickness δr is non−dimensionalised using h∞.

The withdrawal flux 𝑄 and boundary layer thickness 𝛿 ⁄ℎ∞ correlations for 0.06 ≤
𝐶𝑎 ≤ 0.25 and 𝑃0 = 0.10 are elucidated in Figure 6-14. For the increased Capillary
number (𝐶𝑎), the 𝛿 ⁄ℎ∞ has increased, although the ratio of withdrawal flux 𝑄 and 𝛿 ⁄ℎ∞ has
been constant beyond 𝐶𝑎 > 0.10. This is because the non−dimensional withdrawal flux 𝑄 is
nearly constant. Consequently, the film thickness in that 𝐶𝑎 range is constant for low inertia.

Figure 6-14: Non−dimensional withdrawal flux Q versus non−dimensional boundary layer
thickness δ for 0.06 ≤ Ca ≤ 0.25 and P0=0.10.
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6.3 Conclusion
The particles index tracking investigates the liquid film thickness, withdrawal flux and
velocity boundary layer thickness and transition line. For lower inertia, the non−dimensional
film thickness matched closely with the LL prediction for low Capillary number (𝐶𝑎).
However, thicker and thin liquid film comparing LL prediction are obtained for the higher
inertia and lower inertia cases. The obtained numerical SPH results confirm that the Orsini
theory maintains its validity for non−smooth and dip meniscus also. This study obtained the
maximum asymptotic film thickness of ~0.66 with a corresponding withdrawal flux of 0.56.
The boundary layer thickness has been discussed as a function of 𝐶𝑎 and 𝑃0 . It has been found
that the boundary layer thickness is wider than the film thickness for the increased 𝐶𝑎. For the
increased 𝐶𝑎, the turn−back liquid has increased considerably, reasoning the strip can only
carry a certain amount of liquid as a withdrawal flux from the boundary layer. Thus, it has also
been hypothesised that the higher amount of turn−back liquid for higher 𝐶𝑎, (i.e., 𝐶𝑎 >
0.10) is a possible reason for dip formation in the meniscus interface.
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CHAPTER 7
General Conclusions and Recommendations for Further Work
7.1 General conclusions
The present thesis primarily aimed to analyse the free LDO problem thoroughly. Prior
to the free LDO problem, three numerical test cases were conducted using the SPH framework:
lid−driven cavity, hydrostatic tank under gravity (𝑔), and droplet spreading on a solid surface.
The numerical simulations and detailed analysis have revealed the liquid drag−out
fundamentals.
Firstly, the lid−driven cavity case was simulated as a closed boundary problem and the
solid wall boundary modelling techniques and viscous forces were validated. Then, a
hydrostatic tank under gravity (𝑔) was the case to test the effects of gravity (𝑔) and solid wall
boundary forces on the liquid. Lastly, a droplet spreading on a solid surface under the effects
of surface tension (𝛾), adhesion (𝛽)and gravity (𝑔) was simulated. The surface tension (𝛾)
and adhesion (𝛽) forces were modelled using the IIF technique, and these models were
validated in the droplet spreading. Following these forces modelling, the free LDO problem
has been simulated. The problem of free LDO contains inflow and outflow boundary
conditions, and the outflow Neumann boundary conditions have been satisfied using the mirror
buffer technique.
The SPH method works from the contribution of neighbouring particles to the interest
particle. Identifying neighbouring particles of an interest particle conducted using DPS, CLL
and KnnSearch ( ). Comparing DPS and CLL, the CLL algorithm was found computationally
efficient in the CPU computation, but CLL was found to be computationally expensive in GPU.
This is because extensive conditional statements need more computational time to transfer the
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data from CPU to GPU. Later, GPU enabled MATLAB function KnnSearch ( ) was
implemented to identify the interest particle neighbour.
The RF boundary efficiently prevents the liquid particle penetration through the solid
boundary for the closed boundary problem. However, the RF prevent liquid particle travel close
to the wall. Consequently, liquid particles have failed to travel close to the solid wall, but the
IpIv boundary has shown promise for enabling these particles to travel closer to the solid wall
boundary. This study has shown that the velocity profile at the cavity centreline and recirculation centres matched closely with the experiments. Hydrostatic equilibrium conditions
have been obtained by the hydrostatic tank under gravity (𝑔) simulation. This study has shown
that the particle distribution near the tank corners is uniform and free from unphysical
anomalies. Lastly, IIF force−based surface tension and adhesion force models allow simulating
the droplet spreading on a solid surface. This simulation shows that the liquid particles are free
from interpenetration and wall penetration, and the surface area minimisation is guaranteed.
The droplet spreading analysis has also shown that the spreading factor is a function of
viscosity (𝜇), and the droplet spreading is higher for lower viscosity (𝜇).
The higher inertia (𝑃0 = 0.03), low inertia (𝑃0 = 0.10) and lower inertia (𝑃0 = 0.56)
flow cases have been investigated in the free LDO problem. For low inertia, the liquid film
matched with the LL line until 𝐶𝑎 < 0.10, and the film gets an asymptotic maximum for a
larger value 𝐶𝑎 ≥ 0.10. For 𝑃0 less than 0.10, inertia becomes one of the dominant forces
affecting meniscus development. As a result, the liquid film thickness showed thicker film from
the LL line and gained the asymptotic maximum film thickness earlier (even for lower 𝐶𝑎).
Lastly, for 𝑃0 greater than 0.10, the liquid viscosity forces start to dominate the flow and the
film thickness has shown thin liquid film compared to the LL line. Also, the film has reached
the asymptotic maximum later, that is, for higher 𝐶𝑎 comparing low and higher inertia. In all
investigated 𝑃0 cases, the flow has transferred from an interfacial control phase to a
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hydrodynamic control phase when the film reaches an asymptotic maximum. Independent
from 𝑃0 , a maximum non−dimensional film 𝑇0 ~0.66 and corresponding withdrawal flux
𝑄~0.56 are obtained for all investigated inertia cases.
The stagnation point is located at a distance (2.5 ∓ 0.3)ℎ∞ from the strip for the range
of 𝐶𝑎. For increased 𝐶𝑎, the stagnation point elevated higher from the bath liquid free interface
and always stayed in the meniscus air−liquid interface. For a higher stagnation point elevation,
the turn−back flow holds higher potential energy that creates a dip in the meniscus interface to
convert into kinetic energy. The simulation has turned into a wavy state simulation. For higher
inertia, the wavy state simulation (dip in the meniscus) has appeared for earlier (lower) 𝐶𝑎 than
low and lower inertia. Viscous force dominates the flow for lower inertia.
As a function of 𝐶𝑎 and 𝑃0 , the velocity boundary layer thickness has been analysed
for low inertia. It has been found that the velocity boundary layer thickness has been more
wider than the steady film thickness for a higher 𝐶𝑎. For increasing 𝐶𝑎, the turn−back liquid
has increased considerably, prompting reasoning that the strip can only carry a certain amount
of liquid as withdrawal flux from the bath. Thus, it has also been premised that the higher
amount of turn−back liquid for 𝐶𝑎 > 0.10 is a possible reason for dip formation in the
meniscus.

7.2 Recommendations for further work
The LDO study with a numerical SPH technique is complex due to boundary condition
dynamics. The research work that has been conducted for the thesis has noted several topics on
which further research can be carried out.

7.2.1 Sub−surface object in the liquid bath
Sub−surface objects (deflector roll [15]) below the bath liquid line control the
continuously moving strip (Figure 7-1). In the implication of the object in the sub−surface, the
liquid flow streamlines, velocity boundary layer and re-circulation may change significantly.
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Understanding the flow below the sub−surface with an object is an interesting aspect of the
LDO process.

Figure 7-1: Schematic of sub−surface object inside the bath. The sub−surface object is indicated
by the deflector roll. (NB: figure not to scale.)

7.2.2 Improvements on inflow boundary modelling
The inflow particles need to be placed within the bath liquid line free surface particle
influencing domain in the LDO problem. Each inflow liquid particle position has been selected
by doing virtual numerical simulations. However, when the 𝐶𝑎 and 𝑃0 change, the bath liquid
level and meniscus shape change. Thus, placing the inflow particle within the bath liquid line
free surface particle influencing domain is challenging. Virtual numerical simulations are time
inefficient for determining the inflow particle position for different simulated conditions. The
inflow boundary particle placement (ensuring they are inside the bath liquid line particle
influencing domain) technique requires closer attention.
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7.2.3 Problem domain particles resolution
In the stagnation point and film thickness investigations, the stagnation point shifting
window for each 𝐶𝑎 along and from the strip is ~0.3ℎ∞ (nearly two particle thickness) and
the film thickness fluctuates in magnitude by about 30%. To obtain a more accurate stagnation
point location and less fluctuation in film thickness magnitude, the number of particles needs
to increase, which is outside this project’s scope. The problem domain with a higher particle
number is recommended to achieve the stagnation point location on a microscopic scale.

7.2.4 Code optimisation
This thesis has developed a GPU and supercomputer (Gadi with NCI) enabled
MATLAB tool. However, due to the problem complexities─boundaries and internal and
external forces─several conditional statements and memory transfer (GPU to CPU, CPU to
GPU) have been made, requiring higher memory and computational time. The LDO code
currently takes up to 12 days to run each LDO simulation using a powerful GPU device. So,
code optimising is required to speed up the simulation and minimise computational memory.

Page | 164

LIST OF PUBLICATIONS
[1] Ahmed, R., P.B. Kosasih, and A. Johnstone, Stagnation point and Meniscus of Low Inertia
Free Drag-out of Liquid by Thin Strip. 2022: The American Society of Mechanical
Engineering, Journal of Fluids Engineering, 144:p. 144: 111303-1 to 111303-10.
[2] Ahmed, R., P.B. Kosasih, and A. Johnstone, Analysis of Film Thickness, Withdrawal Flux
and Velocity Boundary Layer of Low Inertia Liquid Drag−out with Smoothed Particle
Hydrodynamics. 2022: The American Society of Mechanical Engineering, Journal of Fluids
Engineering (Under review, manuscript id: FE-22-1300).
[3] Ahmed, R., P.B. Kosasih, and A. Johnstone, Numerical Analysis of Inertia Effects in the
Meniscus and Film Thickness in Free Liquid Drag−Out Coating. 2022: Physics of Fluids
(Minor revision submitted, manuscript id: POF22-AR-04031).
[4] Ahmed, R., P.B. Kosasih, and A. Johnstone, A Study of Hydrodynamics Problems with
Smoothed Particle Hydrodynamics in Two−dimensional Geometries (to be submitted).

Page | 165

REFERENCES
1.

Landau, L. and B. Levich, Dragging of a liquid by a moving plate, in Dynamics of curved
fronts. 1988, Elsevier. p. 141-153.

2.

Clanet, C., C. Béguin, D. Richard, and D. Quéré, Maximal deformation of an impacting drop.
Journal of Fluid Mechanics, 2004. 517: p. 199-208.

3.

Kizito, J.P., Y. Kamotani, and S. Ostrach, Experimental free coating flows at high capillary and
Reynolds number. Experiments in fluids, 1999. 27(3): p. 235-243.

4.

Dilts, G.A., Moving least‐squares particle hydrodynamics II: conservation and boundaries.
International Journal for numerical methods in engineering, 2000. 48(10): p. 1503-1524.

5.

Giorgi, G., Nonlinear hydrodynamic modelling of wave energy converters under controlled
conditions. 2018, National University of Ireland, Maynooth (Ireland).

6.

Derjaguin, B., On the thickness of the liquid film adhering to the walls of a vessel after
emptying. Progress in Surface Science, 1993. 43(1-4): p. 134-137.

7.

Wilson, S.D., The drag-out problem in film coating theory. Journal of Engineering
Mathematics, 1982. 16(3): p. 209-221.

8.

Akinci, N., G. Akinci, and M. Teschner, Versatile surface tension and adhesion for SPH fluids.
ACM Transactions on Graphics (TOG), 2013. 32(6): p. 1-8.

9.

Filali, A., L. Khezzar, and E. Mitsoulis, Some experiences with the numerical simulation of
Newtonian and Bingham fluids in dip coating. Computers & Fluids, 2013. 82: p. 110-121.

10.

Ordoubadi, M., M. Yaghoubi, and F. Yeganehdoust, Surface tension simulation of free surface
flows using smoothed particle hydrodynamics. Scientia Iranica, 2017. 24(4): p. 2019-2033.

11.

Mayer, H. and R. Krechetnikov, Landau-Levich flow visualization: Revealing the flow
topology responsible for the film thickening phenomena. Physics of Fluids, 2012. 24(5): p.
052103.

12.

Becker, M. and M. Teschner. Weakly compressible SPH for free surface flows. in Proceedings
of the 2007 ACM SIGGRAPH/Eurographics symposium on Computer animation. 2007.

Page | 166

13.

Tartakovsky, A.M. and A. Panchenko, Pairwise force smoothed particle hydrodynamics model
for multiphase flow: surface tension and contact line dynamics. Journal of Computational
Physics, 2016. 305: p. 1119-1146.

14.

Bablik, H., Galvanizing (hot-dip). 1950: Wiley.

15.

Ellen, C. and C. Tu. An analysis of jet stripping of molten metallic coating'. in 8th Australian
Fluid Mechanics Conference.

16.

Ellen, C. and C. Tu, An analysis of jet stripping of liquid coatings. 1984.

17.

Thornton, J.A. and H.F. Graff, An analytical description of the jet finishing process for hot-dip
metallic coatings on strip. Metallurgical Transactions B, 1976. 7(4): p. 607-618.

18.

Yoon, H.G. and M.K. Chung, Development of novel air-knife system to prevent check-mark
stain on galvanized strip surface. ISIJ international, 2010. 50(5): p. 752-759.

19.

Ahn, K.J. and M.K. Chung, A noble gas wiping system to prevent the edge overcoating in
continuous hot-dip galvanizing. ISIJ international, 2006. 46(4): p. 573-578.

20.

Groenveld, P., Dip-coating by withdrawal of liquid films. 1970.

21.

Groenveld, P., High capillary number withdrawal from viscous Newtonian liquids by flat
plates. Chemical Engineering Science, 1970. 25(1): p. 33-40.

22.

Lang, K.C. and J.A. Tallmadge, A postwithdrawal expression for drainage on flat plates.
Industrial & Engineering Chemistry Fundamentals, 1971. 10(4): p. 648-650.

23.

He, Q., U.o. Newcastle, N. Setargew, G. Evans, D.J. Willis, D. Thompson, and P. Donaldson,
Water modelling of Bluescope Steel 55%Al-Zn metal coating pots. 2008, ZAC Association.

24.

Lee, C.Y. and J.A. Tallmadge, The stagnation point in free coating. AIChE Journal, 1973.
19(4): p. 865-866.

25.

Rio, E. and F. Boulogne, Withdrawing a solid from a bath: How much liquid is coated?
Advances in colloid and interface science, 2017. 247: p. 100-114.

26.

Krechetnikov, R. and G.M. Homsy, Surfactant effects in the Landau–Levich problem. Journal
of Fluid Mechanics, 2006. 559: p. 429-450.

27.

Xue, N., M.Y. Pack, and H.A. Stone, Marangoni-driven film climbing on a draining pre-wetted
film. Journal of Fluid Mechanics, 2020. 886.
Page | 167

28.

Jin, B., A. Acrivos, and A. Münch, The drag-out problem in film coating. Physics of Fluids,
2005. 17(10): p. 103603.

29.

Jenny, M. and M. Souhar, Numerical simulation of a film coating flow at low capillary
numbers. Computers & fluids, 2009. 38(9): p. 1823-1832.

30.

Goucher, F. and H. Ward, The thickness of liquid films formed on solid surfaces under dynamic
conditions. Phil. Mag, 1922. 44: p. 1002-1014.

31.

Le Berre, M., Y. Chen, and D. Baigl, From convective assembly to Landau− Levich deposition
of multilayered phospholipid films of controlled thickness. Langmuir, 2009. 25(5): p. 25542557.

32.

Jeffreys, H. The draining of a vertical plate. in Mathematical Proceedings of the Cambridge
Philosophical Society. 1930. Cambridge University Press.

33.

Van Rossum, J., Viscous lifting and drainage of liquids. Applied Scientific Research, Section
A, 1958. 7(2): p. 121-144.

34.

White, D. and J. Tallmadge, Theory of drag out of liquids on flat plates. Chemical Engineering
Science, 1965. 20(1): p. 33-37.

35.

Orsini, G. and V. Tricoli, A scaling theory of the free-coating flow on a plate withdrawn from
a pool. Physics of Fluids, 2017. 29(5): p. 052106.

36.

Morey, F.C., Thickness of a liquid film adhering to surface slowly withdrawn from the liquid.
J. Res. Natl. Bur. Stand, 1940. 25: p. 385.

37.

Esmail, M.N. and R.L. Hummel, Nonlinear theory of free coating onto a vertical surface.
AIChE Journal, 1975. 21(5): p. 958-965.

38.

Rebouillat, S., B. Steffenino, and B. Salvador, Hydrodynamics of high-speed fibre
impregnation: the fluid layer formation from the meniscus region. Chemical engineering
science, 2002. 57(18): p. 3953-3966.

39.

Seiwert, J., C. Clanet, and D. Quéré, Coating of a textured solid. Journal of Fluid Mechanics,
2011. 669: p. 55-63.

Page | 168

40.

Delacotte, J., L. Montel, F. Restagno, B. Scheid, B. Dollet, H.A. Stone, D. Langevin, and E.
Rio, Plate coating: influence of concentrated surfactants on the film thickness. Langmuir, 2012.
28(8): p. 3821-3830.

41.

Ouriemi, M. and G. Homsy, Experimental study of the effect of surface-absorbed hydrophobic
particles on the Landau-Levich law. Physics of Fluids, 2013. 25(8): p. 082111.

42.

Quéré, D., Fluid coating on a fiber. Annual Review of Fluid Mechanics, 1999. 31(1): p. 347384.

43.

Gingold, R.A. and J.J. Monaghan, Smoothed particle hydrodynamics: theory and application
to non-spherical stars. Monthly notices of the royal astronomical society, 1977. 181(3): p. 375389.

44.

Lucy, L.B., A numerical approach to the testing of the fission hypothesis. The astronomical
journal, 1977. 82: p. 1013-1024.

45.

Monaghan, J.J., Smoothed particle hydrodynamics. Annual review of astronomy and
astrophysics, 1992. 30(1): p. 543-574.

46.

Liu, M., G. Liu, and K. Lam, Constructing smoothing functions in smoothed particle
hydrodynamics with applications. Journal of Computational and applied Mathematics, 2003.
155(2): p. 263-284.

47.

de Wit, L., Smoothed Particle Hydrodynamics. A Study of the possibilities of SPH in hydraulic
engineering. 2006.

48.

Liu, G.-R. and M.B. Liu, Smoothed particle hydrodynamics: a meshfree particle method. 2003:
World scientific.

49.

Monaghan, J. and H. Pongracic, Artificial viscosity for particle methods. Applied Numerical
Mathematics, 1985. 1(3): p. 187-194.

50.

Hu, X. and N.A. Adams, A constant-density approach for incompressible multi-phase SPH.
Journal of Computational Physics, 2009. 228(6): p. 2082-2091.

51.

Hu, X. and N.A. Adams, An incompressible multi-phase SPH method. Journal of computational
physics, 2007. 227(1): p. 264-278.

Page | 169

52.

Hu, X. and N. Adams, Angular-momentum conservative smoothed particle dynamics for
incompressible viscous flows. Physics of Fluids, 2006. 18(10): p. 101702.

53.

Khayyer, A., H. Gotoh, and S. Shao, Corrected incompressible SPH method for accurate watersurface tracking in breaking waves. Coastal Engineering, 2008. 55(3): p. 236-250.

54.

Khayyer, A., H. Gotoh, and S. Shao, Enhanced predictions of wave impact pressure by
improved incompressible SPH methods. Applied Ocean Research, 2009. 31(2): p. 111-131.

55.

Adami, S., X.Y. Hu, and N.A. Adams, A generalized wall boundary condition for smoothed
particle hydrodynamics. Journal of Computational Physics, 2012. 231(21): p. 7057-7075.

56.

Randles, P. and L.D. Libersky, Smoothed particle hydrodynamics: some recent improvements
and applications. Computer methods in applied mechanics and engineering, 1996. 139(1-4): p.
375-408.

57.

Monaghan, J.J. and J.B. Kajtar, SPH particle boundary forces for arbitrary boundaries.
Computer physics communications, 2009. 180(10): p. 1811-1820.

58.

Morris, J.P., P.J. Fox, and Y. Zhu, Modeling low Reynolds number incompressible flows using
SPH. Journal of computational physics, 1997. 136(1): p. 214-226.

59.

Wendland, H., Piecewise polynomial, positive definite and compactly supported radial
functions of minimal degree. Advances in computational Mathematics, 1995. 4(1): p. 389-396.

60.

Mokos, A., Multi-phase modelling of violent hydrodynamics using smoothed particle
hydrodynamics (sph) on graphics processing units (gpus). 2014: The University of Manchester
(United Kingdom).

61.

Liu, M., J. Shao, and J. Chang, On the treatment of solid boundary in smoothed particle
hydrodynamics. Science China Technological Sciences, 2012. 55(1): p. 244-254.

62.

Gomez-Gesteira, M., B.D. Rogers, R.A. Dalrymple, and A.J. Crespo, State-of-the-art of
classical SPH for free-surface flows. Journal of Hydraulic Research, 2010. 48(sup1): p. 6-27.

63.

Lucy, L.B., A numerical approach to the testing of the fission hypothesis. The astronomical
journal, 1977. 82(1977): p. 1013-1024.

Page | 170

64.

Domínguez, J., A. Crespo, M. Gómez‐Gesteira, and J. Marongiu, Neighbour lists in smoothed
particle hydrodynamics. International Journal for Numerical Methods in Fluids, 2011. 67(12):
p. 2026-2042.

65.

Khorasanizade, S. and J. Sousa, Improving Linked-Lists Using Tree Search Algorithms for
Neighbor Finding in Variable-Resolution Smoothed Particle Hydrodynamics. Communications
In Computational Physics, 2019. 26(1): p. 57-86.

66.

Hansani, K., B. Sumith, and H. Karunasena. Novel use of the cell-linked list algorithm to reduce
computational time in meshfree based numerical models for plant cell drying. in 2016
Manufacturing & Industrial Engineering Symposium (MIES). 2016. IEEE.

67.

Xiong, Q., B. Li, and J. Xu, GPU-accelerated adaptive particle splitting and merging in SPH.
Computer Physics Communications, 2013. 184(7): p. 1701-1707.

68.

Anderson, J.A., C.D. Lorenz, and A. Travesset, General purpose molecular dynamics
simulations fully implemented on graphics processing units. Journal of computational physics,
2008. 227(10): p. 5342-5359.

69.

Domínguez, J.M., A.J. Crespo, D. Valdez-Balderas, B.D. Rogers, and M. Gómez-Gesteira,
New multi-GPU implementation for smoothed particle hydrodynamics on heterogeneous
clusters. Computer Physics Communications, 2013. 184(8): p. 1848-1860.

70.

Crespo, A.J.C., Application of the smoothed particle hydrodynamics model SPHysics to freesurface hydrodynamics. 2008, PhD Thesis, Departamento De Fisica Aplicada, Universidade
De Vigo.

71.

Antuono, M., A. Colagrossi, and S. Marrone, Numerical diffusive terms in weaklycompressible SPH schemes. Computer Physics Communications, 2012. 183(12): p. 2570-2580.

72.

Antuono, M., A. Colagrossi, S. Marrone, and C. Lugni, Propagation of gravity waves through
an SPH scheme with numerical diffusive terms. Computer Physics Communications, 2011.
182(4): p. 866-877.

73.

Valizadeh, A. and J.J. Monaghan, A study of solid wall models for weakly compressible SPH.
Journal of Computational Physics, 2015. 300: p. 5-19.

Page | 171

74.

Mamouri, S.J., R. Fatehi, and M. Manzari, A consistent incompressible SPH method for
internal flows with fixed and moving boundaries. International Journal for Numerical Methods
in Fluids, 2016. 81(10): p. 589-610.

75.

Gingold, R. and J. Monaghan, Kernel estimates as a basis for general particle methods in
hydrodynamics. Journal of Computational Physics, 1982. 46(3): p. 429-453.

76.

Monaghan, J.J., SPH without a tensile instability. Journal of computational physics, 2000.
159(2): p. 290-311.

77.

Yang, X., M. Liu, and S. Peng, Smoothed particle hydrodynamics modeling of viscous liquid
drop without tensile instability. Computers & Fluids, 2014. 92: p. 199-208.

78.

Xu, X. and P. Yu, A technique to remove the tensile instability in weakly compressible SPH.
Computational Mechanics, 2018. 62(5): p. 963-990.

79.

Liu, W.-B., D.-J. Ma, M.-Y. Zhang, A.-M. He, N.-S. Liu, and P. Wang, A new surface tension
formulation in smoothed particle hydrodynamics for free-surface flows. Journal of
Computational Physics, 2021. 439: p. 110203.

80.

Sun, W., L. Zhang, and K. Liew, Fast detection of free surface and surface tension modelling
via single-phase SPH. Applied Mathematical Modelling, 2021. 100: p. 33-54.

81.

Morris, J.P., Simulating surface tension with smoothed particle hydrodynamics. International
journal for numerical methods in fluids, 2000. 33(3): p. 333-353.

82.

Brackbill, J.U., D.B. Kothe, and C. Zemach, A continuum method for modeling surface tension.
Journal of computational physics, 1992. 100(2): p. 335-354.

83.

Zhang, M., Simulation of surface tension in 2D and 3D with smoothed particle hydrodynamics
method. Journal of Computational Physics, 2010. 229(19): p. 7238-7259.

84.

Kunz, P., M. Hirschler, M. Huber, and U. Nieken, Inflow/outflow with Dirichlet boundary
conditions for pressure in ISPH. Journal of Computational Physics, 2016. 326: p. 171-187.

85.

Monteleone, A., M. Monteforte, and E. Napoli, Inflow/outflow pressure boundary conditions
for smoothed particle hydrodynamics simulations of incompressible flows. Computers &
Fluids, 2017. 159: p. 9-22.

Page | 172

86.

Negi, P., P. Ramachandran, and A. Haftu, An improved non-reflecting outlet boundary
condition for weakly-compressible SPH. Computer Methods in Applied Mechanics and
Engineering, 2020. 367: p. 113119.

87.

Tafuni, A., J. Domínguez, R. Vacondio, and A. Crespo. Accurate and efficient SPH open
boundary conditions for real 3-D engineering problems. in 12th International SPHERIC
workshop. 2017.

88.

Verbrugghe, T., A. Tafuni, J.M. Domínguez, C. Altomare, and R. Vacondio, Wave generation
and absorption via SPH inlet/outlet conditions.

89.

Nor Azwadi, C., Z.M. Shukri, and M. Afiq Witri. Numerical investigation of 2D lid driven
cavity using smoothed particle hydrodynamics (SPH) method. in AIP Conference Proceedings.
2012. American Institute of Physics.

90.

Lee, E.-S., C. Moulinec, R. Xu, D. Violeau, D. Laurence, and P. Stansby, Comparisons of
weakly compressible and truly incompressible algorithms for the SPH mesh free particle
method. Journal of computational Physics, 2008. 227(18): p. 8417-8436.

91.

AbdelMigid, T.A., K.M. Saqr, M.A. Kotb, and A.A. Aboelfarag, Revisiting the lid-driven
cavity flow problem: Review and new steady state benchmarking results using GPU accelerated
code. Alexandria engineering journal, 2017. 56(1): p. 123-135.

92.

Hu, Z., X. Zheng, Q.-W. Ma, and W.-Y. Duan, Fluid flow in a cavity driven by an oscillating
lid by an improved incompressible SPH. Procedia Engineering, 2015. 126: p. 275-279.

93.

Marques, A.C.H. and J.L. Doricio, Numerical investigation of the flow in a two-dimensional
cavity: meshless, finite volumes and finite differences methods. Latin American Journal of
Solids and Structures, 2006: p. 301-324.

94.

Yang, X. and S.-C. Kong, 3D simulation of drop impact on dry surface using SPH method.
International Journal of Computational Methods, 2018. 15(03): p. 1850011.

95.

Son, N.H. and N.D. Hung, An implementation of smoothed particle hydrodynamic methods for
fluids problems. Vietnam Journal of Mechanics, 2010. 32(1): p. 37-46.

Page | 173

96.

Fraga Filho, C., J. Chacaltana, and W. Pinto, Meshless Lagrangian SPH method applied to
isothermal lid-driven cavity flow at low-Re numbers. Computational Particle Mechanics, 2018.
5(4): p. 467-475.

97.

Wesseling, P., Elements of computational fluid dynamics. Faculty ITC lecture notes, 2001.

98.

De Leffe, M., D. Le Touzé, and B. Alessandrini. Normal flux method at the boundary for SPH.
in 4th Int. SPHERIC Workshop (SPHERIC 2009). 2009.

99.

Ma, T., D. Chen, H. Sun, D. Ma, A. Xu, and P. Wang, Dynamic behavior of metal droplet
impact on dry smooth wall: SPH simulation and splash criteria. European Journal of
Mechanics-B/Fluids, 2021. 88: p. 123-134.

100.

Harlow, F.H. and J.P. Shannon, The splash of a liquid drop. Journal of Applied Physics, 1967.
38(10): p. 3855-3866.

101.

Nair, P. and T. Poeschel, Dynamic capillary phenomena using Incompressible SPH. Chemical
Engineering Science, 2018. 176: p. 192-204.

102.

Yang, X., L. Dai, and S.-C. Kong, Simulation of liquid drop impact on dry and wet surfaces
using SPH method. Proceedings of the Combustion Institute, 2017. 36(2): p. 2393-2399.

103.

Fang, H., K. Bao, J. Wei, H. Zhang, E. Wu, and L. Zheng, Simulations of droplet spreading and
solidification using an improved SPH model. Numerical Heat Transfer, Part A: Applications,
2009. 55(2): p. 124-143.

104.

Kuang, M., L. Wang, and Y. Song, Controllable printing droplets for high‐resolution patterns.
Advanced materials, 2014. 26(40): p. 6950-6958.

105.

Park, J. and J. Moon, Control of colloidal particle deposit patterns within picoliter droplets
ejected by ink-jet printing. Langmuir, 2006. 22(8): p. 3506-3513.

106.

Ebrahim, M. and A. Ortega, Identification of the impact regimes of a liquid droplet propelled
by a gas stream impinging onto a dry surface at moderate to high Weber number. Experimental
Thermal and Fluid Science, 2017. 80: p. 168-180.

107.

Laan, N., K.G. de Bruin, D. Bartolo, C. Josserand, and D. Bonn, Maximum diameter of
impacting liquid droplets. Physical Review Applied, 2014. 2(4): p. 044018.

Page | 174

108.

Marengo, M., C. Antonini, I.V. Roisman, and C. Tropea, Drop collisions with simple and
complex surfaces. Current Opinion in Colloid & Interface Science, 2011. 16(4): p. 292-302.

109.

Rioboo, R., M. Marengo, and C. Tropea, Time evolution of liquid drop impact onto solid, dry
surfaces. Experiments in fluids, 2002. 33(1): p. 112-124.

110.

Zhang, X. and O.A. Basaran, Dynamic surface tension effects in impact of a drop with a solid
surface. Journal of colloid and interface science, 1997. 187(1): p. 166-178.

111.

Tembely, M., D. Vadillo, A. Soucemarianadin, and A. Dolatabadi, Numerical simulations of
polymer solution droplet impact on surfaces of different wettabilities. Processes, 2019. 7(11):
p. 798.

112.

Tang, C., M. Qin, X. Weng, X. Zhang, P. Zhang, J. Li, and Z. Huang, Dynamics of droplet
impact on solid surface with different roughness. International Journal of Multiphase Flow,
2017. 96: p. 56-69.

113.

Lin, S., B. Zhao, S. Zou, J. Guo, Z. Wei, and L. Chen, Impact of viscous droplets on different
wettable surfaces: Impact phenomena, the maximum spreading factor, spreading time and postimpact oscillation. Journal of colloid and interface science, 2018. 516: p. 86-97.

Page | 175

APPENDICES
A.1 Development of 2D SPH computer code
The SPH form of the flow governing equations has been employed to solve hydraulic
engineering problems. To speed up the numerical simulation later, the code is parallelised for
Graphics Processing Units (GPU), and the code is then implemented in NCI using Gadi
computing node.

A.1.1 GPU implementation

Figure A−1: Structure and tasks of CPU−GPU based parallel computing.

Update edition of MATLAB has an inbuilt architecture that permits the execution of
parallel architecture of graphics processing units (Compute unified device architecture
(CUDA)) using prevailed MATLAB agreement. The GPU SPH code is structured into four
main phases; (i) Neighbour (𝑗’𝑠) searching of 𝑖, (ii) Find the interaction pairs (relative 𝑖 − 𝑗
vectors), (iii) Force computation and (iv) Variable update; are the crucial tasks in SPH. In the
CPU-GPU SPH process, the initialisation of geometry, flow properties, time step, GPU
variable identifying and neighbour-list search; are done in phase (a). The memory of phase (a)
is then shifted from the CPU device to GPU at the beginning of the simulation. Hence, all
simulation data remains on the GPU through the whole computation. In the middle phase (b),
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the distance between particles, pressure(𝑃) from density(𝜌)and forces from the interaction
pair; are calculated. Later, the calculated variables─position (𝒙), velocity (𝒗), density (𝜌),
pressure (𝑃)─are used in the time marching scheme (section 3.8) to update new variables.
However, the whole process repeated until the last time loop. In the last phase (c), the
calculated variables are saved in the GPU. To make the output visible, the data are plotted in
𝑥𝑦 frame. Higher−resolution SPH simulation, which demands weeks or months to simulate,
can easily be done in hours or days with the architecture of GPU implemented SPH. To make
the GPU tool computationally efficient, the data transform task from GPU → CPU is done very
carefully during the simulation. A building MATLAB command ‘gpuArray’ has been
implemented to store the data in the GPU device. Data is stored 𝑛 × 𝑚 matrices. GPU enable
building function ‘arrayfun’ is used to operate function element wide to one or more 𝑛 × 𝑚
matrix to produce another 𝑛 × 𝑚 matrix. A MATLAB built−in function ‘gather’ is used to
back the GPU memory to the CPU to do logical tasks inside the loop. Finally, data are stored
into CPU−GPU occasionally for making further animations. For implementing CUDA, later
versions of MATLAB (MATLAB R2017a) is employed in this study to develop the SPH code.

A.1.2 The use of NCI facilities
National Computational Infrastructure (NCI) is an Australian research supercomputer
computing service that operates as a formal collaboration of Australian National University,
the Commonwealth Scientific and Industrial Research Organisation (CSIRO), the Bureau of
Meteorology (BOM), and Geoscience Australia (GA), strengthened by formal partnerships
with science agencies, medical research institutes, and a number of research−intensive
universities supported by the Australian Research Council (ARC). NCI established highly
regarded high−performance data (HPD) with a reasonable time frame. This NCI facility will
speed up the SPH MATLAB simulation significantly. To submit the GPU MATLAB job to the
NCI, a GPU script is prepared, the sample of the script is given below
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Figure A−2: GPU enable script to submit MATLAB job in NCI
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The available MATLAB module ‘matlab/R2019b’ and CUDA module ‘cuda/10.1’ are
loaded to submit the PBS job in NCI. This thesis uses a special GPU−enabled fast queueing
process ‘gpuvolta’ in MATLAB simulation in the script. The number of PBS_NCPUS is 12
times multiple of the GPU core, that is, 1 GPU core = 12 CPU core. In the first computing
‘gpuvolta’ queueing process, the resource charge rate is 3 SU (p/h). More information
regarding the user guidelines of the NCI protocol can be found in the given link
https://opus.nci.org.au/display/Help/Queue+Limits.
WinSCP is an open−source, free file transferring protocol for Microsoft Windows that
transfers the file to a remote computer, for example, NCI, with security. Using WinSCP
protocol, the MATLAB job is submitted in NCI. After finishing the job in the remote computer,
(i.e., NCI) the data are then saved and exported to a local computer to process the data further.
The general protocol of the WinSCP is given in the attached Figure A-3.
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Figure A−3: Interface of WinSCP protocol.
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A.1.3 Program outline
The flow governing equations from Chapter 3 together with the GPU and NCI facilities
have been solved. However, implementing the code with SPH features is very important in
computer code.


MATLAB is chosen and implemented for 2D SPH code.



Input the problem domain size, number of particles, and associated particle properties
(density(𝜌), viscosity(𝜇), velocity(𝒗), and pressure(𝑃)).



Generate the boundary depending on the problem geometry.



Checking all possible neighbour pairs for all interest particles.



The cubic spline smoothing function has been used for function approximations.



External and internal forces: Surface tension(𝛾), adhesion(𝛽), gravity(𝑔), and
viscosity(𝜇) have been modelled depending on the problem's nature.



Time integration using time−stepping scheme, for example, leap−frog, Euler method.



Code optimization for speed up and memory requirements. The NCI facility and GPU
have been used.
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The global outline of the SPH code is presented in Figure A−4.

Figure A−4: Flowchart of SPH problem solving technique.
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