Abstract-This paper presents a spectrally weighted balanced truncation (SBT) technique for tightly coupled integrated circuit interconnects, when the interconnect circuit parameters change as a result of statistical variations in the manufacturing process. The salient features of this algorithm are the inclusion of the parameter variation in the RLCK interconnect, the guaranteed passivity of the reduced transfer function, and the availability of provable spectrally weighted error bounds for the reduced-order system. This paper shows that the variational balanced truncation technique produces reduced systems that accurately follow the time-and frequency-domain responses of the original system when variations in the circuit parameters are taken into consideration. Experimental results show that the new variational SBT attains, in average, 30% more accuracy than the variational Krylov-subspace-based modelorder reduction techniques.
I. INTRODUCTION

M
ODEL reduction techniques enable circuit designers to capture the interconnect effects with a much shorter computational time than that required for simulation of the full circuit. On the other hand, as the minimum feature sizes shrink to the subquarter microns, geometrical variations in the line width, metal height, and dielectric thickness due to process variations have more pronounced effects on the reliability and performance of VLSI circuits [1] . As a consequence, it is crucial to assess the impact of these process variations on model-order reduction techniques.
Among various classes of model reduction techniques, explicit moment-matching algorithms ( asymptotic waveform evaluation (AWE) [2] , rapid interconnect circuit evaluation (RICE) [3] ) and Krylov-subspace-based methods (Pact [4] , Pade approximation via the Lanczos proces (PVL) [5] , passive reduced-order interconnect macromodeling algorithm (PRIMA) [6] ) have been most commonly employed for generating the reduced-order models of the interconnects. The computational complexity of these model-order reduction techniques is primarily due to the matrix-vector products. However, these methods do not provide a provable error bound for Manuscript received June 22, 2004 the reduced system. Extensions of explicit moment-matching techniques have been proposed recently, to reduce the linear time-varying (LTV) as well as nonlinear dynamic systems [7] , [8] .
An alternative model reduction technique is the balanced realization [9] - [11] . While being widely investigated in control system theory, balanced realization techniques have not received the same attention as Krylov-based and Pade-based model reduction techniques in the context of interconnect analysis, partly because these methods involve computation-intensive algorithms [9] , [11] , [12] . Furthermore, it is well known that the balancing transformation may be poorly conditioned when the system is nearly uncontrollable or unobservable [9] . The most significant drawback of the conventional balanced realization techniques lies in their inability to guarantee a passive reduced-order system. However, the balanced truncation technique can achieve smaller reduced-order models with a better error control than those obtained using Krylov-subspace-based order reduction techniques.
Recently, in [13] , the authors developed a guaranteed passive balancing transformation for the model-order reduction of large linear time-invarian (LTI) systems.
The balanced realization-based model reduction methods provide an error-bound between the transfer function of the original and that of the reduced system.The bottleneck in balanced truncation methods is the computational complexity for solving the Lyapunov equations. [10] uses the truncated balanced realization technique as well as the Schur decomposition to develop an efficient numerical method for the order reduction of a large LTI system. [11] and [12] propose efficient algorithms to solve the two Lyapunov equations in order to obtain the controllability and the observability grammians. The algorithms are based on the alternated direction implicit (ADI) method that was first proposed in [14] , [15] .
A shortcoming of these model reduction techniques is that they do not reshape the frequency spectrum to emphasize error minimization in some frequency range of interest. Furthermore, they do not address the numerical difficulties when the system is nearly uncontrollable or unobservable. In [16] - [18] , a new numerically stable, frequency-weighted balanced truncation technique was presented. The proposed method gives a definite a priori bound on the weighted error, and is guaranteed to be stable even when both input and output weightings are utilized at the same time.
Analyzing the interconnect without taking into account the rather large variations of the interconnect geometries is not useful in practice. These variations are especially large in the inter-layer dielectric (ILD) thickness and the metal line width and height. These process-dependent geometrical variations have a definite impact on the total line and inter-wire coupling parasitics, which in turn results in variations in the signal delay and the coupling noise. In [19] , Liu et al. studied the effect of interconnect parameter variations on the Krylov-subspace model-order reduction techniques. The paper adds the variability to the Krylov-subspace-based model reduction method [4] , [6] by borrowing some ideas from the matrix perturbation theory [20] . The authors allow two-dimensional variations on the projection matrices. To compute the corresponding sensitivities of the susceptance and conductance matrices to each dimensional variation, some sample points were picked up and the dominant eigenvalues/eigenvectors were calculated.
The goal of the present paper is to study the effects of process variations and spectral shaping on model-order reduction using an extended balanced truncation technique and to propose an efficient order reduction technique that includes these effects. The main contribution of this paper is the use of the spectrally weighted balanced truncation (SBT) method proposed in [16] - [18] combined with a new variational balanced truncation approach proposed in that accounts for process variations resulting in a new variational SBT method [21] . The works of [18] , [19] , and [21] have laid the groundwork for interesting research on various extensions of balanced truncation method (e.g., [13] ) and model-order reduction of parameterized interconnects (e.g., [22] ). To preserve the passivity, the proposed algorithm employs results of [13] . As the future work, we will investigate the systematic way of determining the input/output weighting functions for the SBT method. This paper is organized as follows. Section II gives a brief overview of the balanced realization technique. Section III describes the frequency-weighted model reduction proposed in [16] - [18] . A discussion about the effect of process variations on interconnect modeling is provided in Section IV. Also, in Section IV, the variational balanced truncation with spectral shaping is illustrated, and a theoretical comparison between the proposed algorithm and the work presented in [19] is provided. Section V discusses the experimental results including the comparison between the proposed model reduction technique and different model-order reduction techniques in [6] and [13] . The accuracy of the proposed order reduction technique in generating low-order reduced systems for electromagnetically coupled global interconnect and H-tree clock distribution network is examined. Finally, Section VI presents the concluding remarks for this paper.
II. OVERVIEW OF BALANCED REALIZATION
Consider the state-space representation of an LTI system (1) (2) where , , , and . represents the state vector of the system. denotes the order of the system, and represents the size of the input vector. In a general th-order RLC circuit, for example, the state vector constitutes node voltages across circuit capacitances, voltage sources, currents flowing through inductors, and current sources. The system matrix is readily obtained from the conductance and susceptance matrices of the RLC circuit. Similar to [5] , the representation of with respect to the susceptance, , and conductance, , matrices is carried out around an expansion point , such that becomes nonsingular. The goal of the model-order reduction is to obtain a similar lower order system (3) (4) where , , , . . , the order of the reduced system, is much smaller than that of the original system. The balanced truncation technique carries out the order reduction by providing an error-bound between the transfer functions of the original and the reduced systems.
Central to the state-space description and balanced truncation of dynamic systems are the controllability and observability grammians. The key functions in formulating the passivity-preserving balanced truncation of linear systems are the positive-definite controllability and observability grammians and of the system, which are obtained by solving Lur'e equations [13] , i.e., (5)
The controllability grammian is a measure of how much the input energy is coupled to the states of the system. The observability grammian is a measure of how the states and the outputs are coupled to each other. The controllability and observability grammians give some interesting insights about the system characteristics. It can be proved (cf. [9] ) that there exists a similarity transformation matrix that maps any given representation of a system to a balanced realization such that the controllability and observability grammians of the new system are equal and diagonal, i.e., (7) where . Calculating the diagonal matrices and , whose diagonal elements represent the singular values associated with each state variable , ; makes it possible to find a criterion for evaluating the possibility of eliminating in the reduced model scheme while preserving the time and frequency domain characteristics of the original system. The matrix is partitioned into to two submatrices (8) where , , and the new coordinate transformed system is also partitioned in conformity with as (9) The reduced-order model based on is stable and the -error is bounded by (10) Reference [13] has proved that obtained using this method is actually positive-real, and therefore, the reduced-order model is passive. According to (10) , the error bound is similar to the twice-the-sum-of-the-tail formula obtained for conventional balanced truncation method presented in [9] - [12] . The balanced realization relies on the calculation of controllability and observability grammians of the original system. The Lur'e equations are solved in order to obtain the system grammians. The procedure to calculate the grammians effectively involves applying the Cholesky factorization to matrix [10] (11) and diagonalizing the matrix , i.e., A balancing transformation, , which maps the original system to the balanced realization form is obtained as follows:
It is worth mentioning that the balanced truncation can directly apply to the matrix differential equation obtained from modified nodal analysis (MNA) [13] .
This algorithm, however, involves solving a generalized eigenvalue problem whose dimension is as large as the order of the original transfer function [9] . More precisely, the Lur'e equations (which is similar in form to Lyapunov equations) still need to be solved for the mapped system in order to obtain the coordinate-mapped controllability and observability grammians and , a task that is computationally quite expensive.
The problem of solving a high-order set of matrix equations for the eigenvalues and eigenvectors of the system can be avoided by using the Krylov subspace-based methods. In fact, studying the algorithm proposed by [23] shows that it is only necessary to find the first largest eigenvalues of the product and their corresponding left and right eigenvectors. Based on this observation, a modified version of the Safanov's algorithm is used in [10] . More precisely, in [10] , the Arnoldi algorithm is utilized to compute the largest eigenvalues and the corresponding left and right eigenvectors.
is a large symmetric matrix, which is a positive definite matrix.
The underlying problem is to efficiently obtain the first largest eigenvalues of a symmetric matrix. The Lanczos The columns of the two projection matrices , form bases for the respective right and left eigenspaces of the Krylov subspace in the Lancsoz method, associated with their "big" eigenvalues. The matrices and are used as bases for the relevant eigenspaces of the matrix in the derivation of the reduced-order model.
A shortcoming of the conventional balanced truncation techniques proposed in [9] , [11] - [13] is that they do not reshape the frequency spectrum to emphasize error minimization in some frequency range of interest. Our preliminary experiments show that the error between the transfer function of the actual interconnect system and the transfer function of the reduced-order system obtained using any conventional order reduction technique is frequency-dependent, and increases with frequency, which is undesirable. Fig. 1 visualizes this observation, where the energy of the error arising from order reduction of the original system is frequency dependent.
Section III describes a numerically stable, frequencyweighted balanced truncation technique proposed by [16] - [18] .
III. BALANCED TRUNCATION WITH SPECTRAL SHAPING
So far, it has been observed that balanced realization is an attractive model reduction technique due to the fact that it provides a priori -error bound for the reduced-order system. As mentioned above, the frequency dependence of the error between the reduced-order and the original system transfer functions is important in many applications. In other words, error should be small in one or more frequency ranges of interests, while it can be larger in other ranges, depending on the application. The balanced truncation technique extended to include weighting on the input and/or output as shown in Fig. 2 [16]- [18] .
To determine the state-space characteristics of the new augmented system, two basic questions must be addressed (cf. Fig. 2 ).
1) What set of points in the -state space could be a part of the zero initial condition response for the weighted input denoted by ? 2) What set of points in the -state space as initial conditions could produce a weighted output denoted by ? Consider the state-space representation of a set of tightly coupled RLC interconnects given by (1) and (2). The goal of the frequency-weighted balanced realization technique is to calculate of degree , while minimizing (13) To obtain such a reduced system, the grammians of the augmented system must first be calculated and the same steps that are used for a unity-weighted system should then be employed. Most importantly, the weighting functions are chosen to be positive real functions. Note that the purpose of reshaping the frequency response is to minimize the error of the reduced-order system. The weighting functions should thus: 1) have a simple rational function in the s-domain, so that both the frequency-and time-domain behavior of the augmented system can be easily studied, and 2) be synthesized using simple low-order passive RLCK, in case the actual realization is of interest.
First, we write the Laplace transformation of the input and output weighting functions that are chosen to be stable functions [16] (14) (15) According to the definition in [24] , the controllable subspace of the augmented system, , is the solution set to the first question. A controller-form realization of the augmented system is as follows: (16) Similarly, according to the definition in [24] , the observable subspace of the augmented system, , is the solution set to the second question. An observer-form realization of the augmented system is as follows: (17) For a complete explanation of controller and observer form realizations, see [24, chapter 3] . Since all controllable and observable modes of these two augmented systems are determined by upper left corner submatrices of and , the desired controllability and observability grammians are thus given by the corresponding upper left corner submatrices of and (18) where and must satisfy the following Lur'e equations:
The passivity of the original system and positive-realness of weighting function guarantee the existence of matrices , ,
, and which satisfy (19) and (20) Now, suppose that and is uniquely specified as , , and moreover, let and denote the solutions of the Lur'e (21) and (22), which are both positive semi-definite [13] . The similarity transformation that simultaneously diagonalizes and is thus as follows:
(29) Similar to the unit-weighted balanced truncation method, this transformation matrix, , is used to map the original system to a new coordinate transformed system for which the controllability and observability grammians are diagonal and identical. The reduced-order system is then obtained from the transformed system. Most importantly, the reduced-order system is passive, because has been constructed using the positive semi-definite grammians and . The balanced truncation algorithm based on the coordinate transformed system using preserves the positive-realness of the transfer function, and hence preserves passivity. Note that contains the characteristics of the weighting functions. The input and output weightings are determined based on the range of frequencies where the maximum accuracy is desired. The weighting functions should emphasize the frequency ranges where more accuracy is required. Similarly, they must de-emphasize the range of frequencies where the noise resulting from the order reduction has very minimal energy or is out of the desired frequency bound.
IV. VARIATIONAL SPECTRALLY WEIGHTED BALANCED TRUNCATION
Due to process variations, interconnect technology parameters are varying substantially. These parameters can have as much as a 30% variation off their nominal values [1] . Therefore, the effect of the process variations on the interconnect delay and crosstalk should be taken into consideration. A common approach to anticipate these variations in the design is the conventional skew-corner, worst case modeling. This method, however, is too conservative because the probability of all 3-process corner values occurring simultaneously is very small. As a consequence, statistically based worst case interconnect modelings using Monte Carlo simulation have been proposed [25] , [26] . These approaches, however, fail to handle large circuits that exist in reality. To alleviate the problem of having large computational complexity (as also mentioned in [19] ) the effect of process variations must be taken into account in model-order reduction algorithms. Furthermore, the resulting variational reduced-order model needs to converge to the reduced-order model of the nominal network when all the parameter variations are zero.
Characterization of the interconnect geometry variation is an important issue in deep-submicron VLSI technology. In order to accurately assess the performance of a complex interconnect structure, it is essential to characterize the interconnect geometry, which in turn specifies the interconnect parasitics [19] .
From a designer's point of view, one important source of the integrated circuit (IC) performance variability is the physical source of variability [27] . The manufacturing process variations can be overlooked at two levels of IC fabrication. The variation at the first level of IC fabrication includes the case where the interconnect (or device) parameters are constant within a die but vary within a wafer or a lot. The process variation at the second level results in the variations of the device and interconnect parameters within the die. Fortunately, the intra-die variations and inter-die variations are two uncorrelated processes. The intra-die variations have a low spatial frequency, by nature. Therefore, the proposed variational balanced truncation (even without spectral shaping) can handle the intra-die variation accurately. This will reduce the complexity of our algorithm. Details about the physical imperfections, which lead to each of these variations, are beyond the scope of this paper (see [25] - [27] ). These two variations are uncorrelated, thereby simplifying the mathematical formulations. Moreover, The physical variations induced by nonidealities of the manufacturing process manifest themselves to electrical variations. For instance, for a given on-chip metal wire, a within-the-die width variation of , a within-the-wafer variation of , a within-the-die height variation of , and within-the-wafer height variation of will result in the nonzero offsets for the parasitic elements associated with that metal wire, i.e., where , , are the zero-offset parasitic resistance, capacitance, and inductance per-unit length. In general, for the susceptance and conductance matrices of the interconnect system that are exposed to the process variations, we have
To alleviate the problem of large computational complexity, the effect of process variations must be taken into account in model-order reduction algorithms. Furthermore, the resulting variational reduced-order model needs to converge to the reduced-order model of the nominal network when all the parameter variations are zero.
To obtain a balanced truncation technique that takes the process variations into account, we should first find the new system matrix (the so called perturbed system matrix) of coupled interconnects affected by process variation with respect to the ideal system matrix, , and the perturbed susceptance and conductance matrices and . Lemma 1 helps us obtain the relationship among the perturbed system matrix, the original system matrix, and the perturbed susceptance and conductance matrices.
Lemma 1: Given an LTI system whose state-space representation is characterized by (1) and (2), let the susceptance and conductance matrices, and , vary according to (30) and (31). If , then
where (33) ; where , and is an arbitrary, but fixed expansion point such that becomes nonsingular. Proof: Starting with the state-space representation of the perturbed system, the perturbed system matrix, , is derived by substituting (30) and (31) in the closed-form expression of the system matrix, i.e.,
Expanding the Laurent series of , and neglecting higher order terms for directly yields the desired equation.
Lemma 1 enables one to obtain the relationship between the perturbed system matrix and the original one as well as the incremental variations of the susceptance and conductance matrices.
The balanced realization approach directly utilizes the balancing transformation to project the existing system to a new system whose controllability and observability grammians are identical and diagonalized. The diagonal elements readily represent all the singular values corresponding to the state variables of the system. The th-order truncated balanced realization is then obtained by considering the largest singular-values. This approach provides insightful information about the energy exerted by each state variable, and thus, the contribution of each state variable on the external behavior of the system. From a mathematical viewpoint, the Hankel singular values of the system transfer function are indeed the eigenvalues of the symmetric matrix, of the passivity guaranteed system. To realize the effect of interconnect parameter variations on the observability and controllability grammians of the system, the following Theorem is introduced.
Theorem 1: Consider a passive LTI system with the state-space representation given by (1) and (2) . Suppose that the system matrix is perturbed by . The controllability and observability grammians of the perturbed system are approximately equal to
where Proof: A complete proof is provided for (35). Equation (36) can be proven using a similar approach. The positive-definite controllability grammian is the solution to Lur'e equation given by (5) and (6) . Due to the similarity between the Lur'e equation and the classical Lyapunov equation used in the conventional balanced truncation method, will thus have the same mathematical form as the solution to the corresponding Lyapunov equation, i.e.,
The matrix exponential can be expressed in terms of its matrix-valued power series using Cayley-Hamilton theorem [28] . In fact, according to the Cayley-Hamilton theorem, there exist analytical scalar functions, , such that
Replacing the exponential function and its transpose in (37) with their corresponding equivalent finite-series representations in (38) yields the following expression:
Replacing in the above equation with , and performing matrix factorizations will prove the validity of (35). It can also be proven that (35) and (36) will indeed provide upper bounds for and matrix values. According to Theorem 1, any perturbation in the system matrix manifests itself as a congruence transformation, , that maps the observability and controllability grammians of the system to the ones for the new perturbed system demonstrated by (35) and (36). Moreover, having positive-definite and automatically results in positive-definite and , because the latter matrices are congruent to the former ones and the positive-realness is retained by congruent transformations (the proof is straightforward).
To account for the effect of process variations in the proposed model-order reduction technique, Theorem 1 is directly utilized in the new algorithm. Moreover, the proposed technique also reshapes the estimated error in the frequency domain using the frequency weighting method described in Section III, and thus, creates a reduced-order system with more accurate time-and frequency-domain responses than a Krylov-based order reduction technique. Reshaping the spectrum of the estimated error is undertaken by introducing input and/or output weighting functions that appropriately minimize(s) the error in the regions where there is a large discrepancy between the spectrum of the original system and that of reduced system. Comparing the proposed algorithm with the work in [19] on the variational Krylov-subspace model-reduction, the key advantages of variational truncated balanced realization is a superior accuracy and a proven error-bound. Under specific assumptions set forth by the perturbation theory [20] , one can theoretically calculate the projection matrix of the perturbed system. Nevertheless, as also pointed out in [19] , it is impractical to use the perturbation theory. Instead, [19] seeks to calculate the first-order expansion of the Krylov-subspace. More precisely, the method proposed by [19] involves the calculation of the first-order expansion of the Krylov-subspace whose projection matrix is as follows:
where and are dimensional variations. 's are to be computed by choosing a set of sample points. A variational reduced-order model can then be constructed by inserting the resulting variational Krylov-subspace into the PRIMA equations. The calculation of 's on a limited number of sample points will lead to additional errors, which may become significant in long interconnects carrying high-frequency signals. There are, however, some problems that need to be taken into account.
• We still need to solve the Lyapunov equations to obtain the grammians of the system. To efficiently solve the Lyapunov equations, an iterative Lyapunov equation solver, vector ADI (VADI), which was presented in [11] and [12] , is utilized. The VADI algorithm was developed to provide a low-rank approximation to the solution of the Lyapunov equations. The VADI method is as inexpensive as Krylov subspace-based moment matching methods. [12] includes a discussion about the number of required iterations and an analysis of the computational complexity of the VADI method.
• To account for the effect of process variations on the interconnect performance, Theorem 1 is directly employed. However, (35) and (36) involve a matrix inversion operation. To compute the inverse of a matrix more efficiently, the problem is elaborated in the form of solving a set of linear algebraic equations rather than explicit inverse formation [20] . Now, we proceed with describing the new procedure for variational balanced truncation. 
Notice that to guarantee the passivity, the Lur'e equations must be solved instead of Lyapunov equations, leading to a slight modification of the above algorithm.
Complexity Issue of Procedure 1
In the second step, matrix must be calculated. This matrix is obtained by using Theorem 1, where the inverse of the system matrix is encountered. To avoid the pitfall of explicit inverse computation, the expression is cast as a linear equation. To efficiently calculate the mapping transformation, , the generalized minimum residual (GMRES) method is utilized [20] . The avoid excessive computational complexity and run-time, a restart strategy has been employed. In this strategy, iterations of the GMRES algorithm was performed. Solution of the last iteration was used as the initial vector for the next GMRES sequence. The complexity of iterations is . In the third step, a modified version of VADI method presented in [11] and [12] is used. This modified method is utilized to efficiently solve the Lur'e equations. The VADI algorithm provides a low-rank approximation to the solution of Lyapunov equation by obtaining the dominant eigenspaces of the controllability and the observability grammians. The similarity of the Lur'e equation with the Lyapunov equation makes it possible to refine the VADI algorithm proposed in [11] and [12] to efficiently solve the Lur'e equation.The total number of matrixvector solves in all three examples of the experimental results was the same as the Krylov-subspace-based Arnoldi method.
In
Step 4, the idea of spectral shaping is implemented to further enhance the accuracy. We apply perturbing congruence transformation on the upper left corner blocks of and specified by matrices and in (18) , and construct new perturbed controllability and observability grammians, and . Recall that both grammians and are symmetric, thereby reducing complexity of the matrix product. Theorem 1 makes it possible to derive the perturbed grammians of the frequency-weighted system without solving the Lyapunov equations (in our case, Lur'e equations).
Step 5 involves computation of symmetric matrices and with the same computational complexity as perturbed grammians.
In Step 6, matrices and are diagonalized. Notice that and solely depend on input/output vectors of the origianal system and weighting functions. The dimensions of these matrices are determined by the number of input/output ports, which are considerably smaller than the order of the system. For example, for a single-input single-output system, the order is one. As a consequence, the eigenvalue decompostion is performed efficiently. In Step 7, similar to Step 6, we build matrices whose dimensions are determined by the input/output matrices of the system and the weighting functions.
Steps 8-12 basically implement the conventional balanced truncation technique. The Lur'e equations are efficiently solved by using the modified version of VADI algorithm. Since the largest eigenvalues are to be computed for the th-order reduced-order model, we employ the block Lanczos algorithm in
Step 9 to efficiently calculate the largest singular values of the matrix product . The complexity of this step is therefore determined by the order of the reduced-order model. Steps 10-12 calculate the singular-value decomposition (SVD) of the Cholesky products. In doing so, matrices and are comprised of column vectors that constitute the othonormal bases for the left and right eigenspaces of . This notion reduces the computational cost of the SVD decomposition. Now, we prove that a provable error bound exists on the -norm of the weighted error between the original system and the reduced-order system obtained using the proposed variational, SBT. In the spectrally weighted variational balanced truncation, the reduced-order system is derived by applying the transformation matrix, , on the original perturbed system and then truncating the transformed system as mathematically described by (8)- (10) Matrices and , obtained from the seventh step of the spectrally weighted variational balanced truncation algorithm, are also partitioned correspondingly. It is readily proved that and . Thus, we obtain (41), shown at the bottom of the page.
Note that represents the reducedorder model of . Hence, there exists a bounded -error for the former system whose reduced-order model is represented by the latter system Plugging the above equation into (41) proves the Theorem. As mentioned earlier, process variations will have a definite impact on the on-chip interconnect parasitics. These variations have two adverse effects on the system matrix as also demonstrated by (32) and (33). Ignoring second-order variations, any incremental increase in the values of parasitic conductances and resistances reduces , whereas any incremental increase in the values of parasitic inductances and capacitances increases . As an interesting special case, consider the tightly coupled RLC interconnects shown in Fig. 3 . It is easily proved that, for this case, the system matrix is a symmetric positive-definite matrix (the susceptance and conductance matrices are both symmetric positive definite matrices). Under these circumstances, the following theorem proves useful in finding the upper and lower limits of variations in the poles of the system transfer function of tightly coupled RLC interconnects that are subject to the process variations.
Theorem 3 [20] : Given an LTI system whose state-space representation is given by (1) and (2), if the system matrix is perturbed by due to the process variation, then the following inequalities hold:
where is given by lemma 1. Proof Hint: Follows from theories developed for the symmetric eigenvalue problem (see [20, pages 395-400] ).
According to Theorem 3, the magnitude of difference between poles of the perturbed system and those of the original system is limited by the -norm of the perturbing matrix, . Furthermore, the eigenvalues of the perturbed system are upper and lower bounded by the values given in (43).
(41) 
V. EXPERIMENTAL RESULTS
In this section, the proposed variational SBT model-order reduction technique (VSBT) is evaluated by performing experiments on a number of global interconnect structures such as clock trees and coupled interconnect lines. To preserve passivity, the proposed VSBT incorporates the algorithm proposed in [13] .
First, the accuracy of SBT technique [16] - [18] is demonstrated and the result of applying this algorithm is compared with those obtained by utilizing our implementations of PRIMA [6] and the positive-real truncated balanced realization (PR-TBR) [13] . The VSBT method is then applied to study the impact of the interconnect process variations on the timing performance of the clock trees and coupled busses. Finally, the accuracy of VSBT is validated by using it to reduce the order of an arbitrary stable LTI system that is subject to perturbations.
A. Single Lossy Distributed RLC Interconnect
First, consider a single lossy transmission line of 3-mm length. The values for unit-length capacitances, inductances and resistances are demonstrated in Fig. 4 . The transmission line is modeled by 1000 lumped RLC sections in cascade, hence, the system has an order of 2000.
Shown in Fig. 5 is the magnitude response of the reduced transfer function obtained by the proposed technique compared to those of the PR-TBR algorithm and PRIMA algorithm. The order of the reduced systems is set to four. The input weighting function is identified as a lead compensator with its zero located at a lower frequency compared to its pole location, i.e.,
Clearly, the SBT technique produces a reduced system with a frequency response closely following that of the original system. The weighting function in (44) is capable of maintaining the low-frequency accuracy, while significantly improving the high-frequency accuracy up to 10 GHz.
B. Two Electromagnetically Coupled Interconnects
To examine the performance of the proposed SBT technique in high-frequency coupled interconnects, two electromagnetically coupled interconnects are considered. Shown in Fig. 6 is the distributed RLC model for these two interconnects. The values for the electrical elements of interconnects are also indicated underneath the circuit schematic. The capacitive coupling is modeled by distributed floating capacitances,
. In state-of-the-art CMOS technologies, the coupling capacitances account for approximately 70%-95% of the total node capacitances, which makes the coupling noise analysis even more important. Similarly, mutual inductances with a coupling coefficient of capture the inductive coupling between the two interconnects. To include the most general case, the electrical values of the two lines are considered to be different. and represent the load capacitances at the far end terminations of the aggressor and victim lines. In high-speed ICs, the lines are normally driving other CMOS buffers, therefore, the load capacitances are comprised of the input capacitances of the CMOS receiver buffers driven by the interconnects. The receiver buffer sizes for long interconnects are rather large, leading to large load capacitances, and . Each line is modeled using 500 ladder RLC sections in cascade, to accurately capture the distributed nature of long interconnects in high-speed VLSI circuits.
In this experiment, the accuracy of the proposed SBT method in estimating the spectrum of electromagnetic crosstalk is examined. The frequency response of the two coupled RLC interconnects with the input signal at the near end of the aggressor line and the output voltage across the load capacitance Fig. 7 . Magnitude response of the original system and reduced-order systems obtained by using SPBT, PR-TBR [13] , PRIMA [16] .
at the far end termination of the victim line is first simulated using HSPICE. Next, three model-order reduction techniques are employed to reduce the order of the original system: PRIMA [6] , PR-TBR [13] , and the proposed SBT method. The order of the system is reduced to eight using these three different order-reduction techniques. For the SBT method, a firstorder low-pass weighting function, , at the input is incorporated. To calculate the time-constant of the weighting function,
, an important attribute of the crosstalk noise is utilized. The time-domain crosstalk voltage experiences its maximum gradient around its 50% rising transition time. The 50% rising transition time is calculated by using an extension to the Elmore delay metric for RLC tree circuits [28] . The maximum time-domain variation corresponds to the high-frequency spectral components of the signal. As a consequence, an input weighting function with a time-constant equal to 50% of the rising transition time of the far end crosstalk greatly reduces the high-frequency imprecision of the low-order reduced system obtained by PRIMA and PR-TBR techniques. This is evident from Fig. 7 where the magnitude response of the two coupled RLC circuits in Fig. 6 is compared with those of the reduced systems.
All of the order reduction techniques in this experiment accurately predict the spectrum of the far end crosstalk at the low frequency range. However, PRIMA and PR-TBR are incapable of following the signal spectrum for frequencies beyond 700 MHz. In contrast, SBT follows the spectral variations of the crosstalk for frequencies up to 7 GHz.
C. H-Tree Clock Distribution
An H-tree clock network is constructed and routed in the TSMC 0.13-m digital CMOS technology. The clock tree is driven by a four-stage tapered buffer at the root of the tree, as shown in Fig. 8 . The design target of the on-chip clock frequency is 3.0 GHz. The clock tree is modeled by a large coupled distributed RLC network. More precisely, every 5-m segment of each line is modeled by an RLC ladder network, whose R, L, and C values are changed due to metal width and ILD thickness variations. Based on the data reported in [26] on the interconnect-dominated test circuits, the typical variational distribution for metal interconnects as well as ILD thicknesses is a normal distribution. The widths of metal and ILD layers vary up to 30% of their nominal values (which is the ratio of the 3-variation to the nominal value stated as a percentage). Twenty experiments were carried out where, in each experiment, a set of normally distributed numbers for the metal and ILD width variations were generated. The 50% propagation delay at an arbitrarily chosen fan-out (leaf) node was computed by the VSBT technique and compared with the result obtained using the algorithm presented in [19] . Results of this comparison are provided in Table I . Throughout this experiment, for the sake of simplicity, the geometrical variations of the interconnect are assumed to be mutually independent. In all of these experiments, the following input weighting function was utilized to minimize the high-frequency components of the estimated error:
From Table I , it is clear that the VSBT algorithm can predict the 50% delays more accurately than [19] for all possible 3-variations of metal and ILD layers used in Table I . By comparing the number of floating point operation (flops) from MATLAB simulation, the computation time for the VSBT technique is, on average, 15% lower than that of [19] . Notice that although the computation time for VSBT is not that much faster than that of [19] , VSBT results in far more accurate delay values compared to [19] .
D. Two Electromagnetically Coupled Interconnects With Variational Parameters
The next experiment is on two electromagnetically coupled microstrip lines with statistically varying electrical parameters due to process variations. Microstrip lines serve as the most appropriate models for characterizing the topmost metal layers in CMOS technology. The schematic of these two coupled lines along with their nominal geometrical parameters are depicted in Fig. 9 . The accuracy of two variational order reduction techniques, the proposed VSBT and the technique proposed in [19] , in estimating the delay of signal at the far end (load termination) of Line 2 is examined.
The height and width of the metal layer are subject to variations around their nominal values. Twenty experiments were carried out, while allowing the metal height and width to vary as normally distributed random processes. The following input weighting function was employed to reshape the spectrum of the error:
(45)
Results of these twenty experiments are reported in Table II . The MATLAB-reported flop usage of the VSBT technique is 10% more than that of [19] , while the delays reported by VSBT is more accurate than [19] . Fig. 10 . Pole-zero map of the LTI system specified in section 6.5.
E. General Example
To demonstrate the accuracy and validity of VSBT on any arbitrary stable LTI system exposed to perturbations, we started from an arbitrary state-space specification of an LTI system having twenty poles and thirteen zeros, as shown in the pole-zero map of Fig. 10 . Suppose that each and every element of the system matrix experiences a normally distributed random perturbation with a standard deviation of 30% around the nominal value. The order of the reduced-order system is set to three. It is desired to have high accuracy in high frequencies, therefore, the following weighting function is used:
A variational spectrally weighted reduced-order model is derived by using two approaches. The first approach is to calculate the perturbed system matrix and then directly apply the SBT. The second approach is to use the VSBT technique. Fig. 11 shows and compares the bode diagram of the magnitude response, the bode diagram of the phase response, the impulse response of the original perturbed system, the reducedorder system by using direct order reduction technique, and the reduced-order system by using the VSBT technique. Notice that applying the direct mode-order reduction technique on a large system of parameter-varying interconnects to generate the reduced-order system is very time consuming. The reason for this is that the direct order reduction algorithm must be run on the system each time under different offset values for electrical parameters of the interconnect. As can be seen from Fig. 11 , the difference between the two order reduction approaches is quite small.
VI. CONCLUSIONS AND FUTURE WORK
In this paper a variational SBT technique for the model-order reduction of geometrically varying multiport RLC interconnects was proposed. It was shown that the balanced truncation technique is a highly effective approach when the variations in the circuit parameters need to be taken into consideration. Various experiments demonstrate that the computational run-time of the variational SBT approach is 10-15% higher than that of the variational Krylov-subspace-based model-order reduction techniques while the accuracy is also 20% higher, on average.
As a future work, we will investigate the systematic way of determining the input/output weighting functions that minimize (13) in the SBT method.
