ABSTRACT Image fusion is a well-recognized and a conventional field of image processing. Image fusion provides an efficient way of enhancing and combining pixel-level data resulting in highly informative data for human perception as compared with individual input source data. In this paper, we have demonstrated a comprehensive survey of multi-scale and non-multi-scale decomposition-based image fusion methods in detail. The reference-based and non-reference-based image quality evaluation metrics are summarized together with recent trends in image fusion. Several image fusion applications in various fields have also been reported. It has been stated that though a lot of singular fusion techniques seemed to have given optimum results, the focus of researchers is shifting toward amalgamated or hybrid fusion techniques, which could harness the attributes of both multi-scale and non-multi-scale decomposition methods. Toward the end, the review is concluded with various open challenges for researchers. Thus, the descriptive study in this paper would form basis for stimulating and nurturing advanced research ideas in image fusion.
I. INTRODUCTION
The process of image fusion can be interpreted as to map the state of object, view, abnormality, modality and world into some easily perceptible lower dimensions [1] , [2] . The images or data obtained from a single sensor does not suffice the accurate comprehension of the real state of the object in case of medical images or of the world in case of the remote sensing applications [3] . Hence there exists the wide spread and the ever growing interest in conglomerating the information from multiple sensors into a single image. Image fusion aims at developing a highly informative format of the data fetched from multisource or multisensory images into a single image. Multisensory image fusion has been extensively used in wide number of applications by academic researchers in the fields of mathematics, engineering sciences and physics. These groups of researchers are further classified into defence laboratories, corporate agencies and defence agencies and so on [4] , [5] .
Image fusion can be understood to be occurring at pixel level, feature level and decision level [6] . Pixel level image fusion refers to a type of fusion in which each new pixel of the fused image attains a different value based on combination of each of the pixels of the respective source images. It is also called image level fusion in some literature [2] . Pixel level image fusion can be viewed as the signal level fusion in two dimensions. Under feature level image fusion first the relevantly important features are extracted from each of the source images and then put together for some specific purposes e.g. fusion of edge maps [7] , [8] . Decision level image fusion is a judgement based fusion and is also referred as symbol level fusion [7] .
A fused image is an image in which each pixel is determined from a set of pixels in source images. Besides multisensory image fusion the various other classifications of image fusion based on the type of data sets are multi-focus, multi-view and multi-temporal [9] . However we will be concentrating mainly on the scope of multisensory image fusion in varied number of applications. The most advanced of sensors in current scenario includes optical cameras [10] , x-ray imagers [11] , DSA (Digital Subtraction Angiography) machines [12] - [14] , CT (Computed Tomography) scanners [15] , MRI (Magnetic Resonance Imaging) scanners [16] , infrared cameras and radar imagers [17] , [18] . The set of images to be fused can be made available from different sensors of the same basic type or they can be coming from different type of sensors. To ensure a high quality image fusion, the images acquired from different sensors should be accurately aligned. This facilitates spatial registration which is essential for image fusion in the first place [19] .
Multitasking, multi-monitoring, multi-analysis and parallel computing are the major attributes of image processing and computer vision. The working load of a human body operator increases manifold as multiple numbers of images require simultaneous monitoring and processing. However a human operator is not cent per cent reliable in assimilating the data presented by multiple images separately. Also the information obtained from multiple observers induces the margin of error in each one's interpretation. Besides subletting the human workload and error there arises a need of developing a practical image fusion system which has low cost and is time efficient. The images obtained from various sensors can be useful because they are complimentary and redundant. Multiple sensors providing redundant information can ensure reliability in case of sensor failure or error. Some sensors capture the various relative space domains of a particular image, fusing which provides the important complimentary information onto a single image. Hence image fusion is an extremely important field of application in remote sensing, defect inspection, concealed weapon detection and military surveillance. Another very important type of image fusion is multi-exposure image fusion. In this type of fusion images with varied luminance radiance are fused together to generate an image with higher dynamic range and with better visual quality. An over or under exposed area of an image carries far less information then the same area when well exposed. Therefore it is important to capture images with multiple exposures to capture details about an entire scene. Multi-exposure image fusion also finds its applications in high dynamic range (HDR) imaging techniques [20] . The advancement in the image fusion can be attributed to the evolution of various signal processing and analysis theory techniques which include multi-scale decompositions (MSD) [21] , [22] , multi-resolution analysis (MRA) [23] , [24] , intensity hue saturation (IHS) [25] - [27] , principal component analysis (PCA) [28] , dictionary learning [29] , Brovey transform [30] , hybrid methods [31] , transform domain methods [32] and methods in other domains. In the beginning in 1997 a general introduction to image fusion in multisensory domain was given by Hall and Llinas [3] . In [1] Zhang and Blum gave a set of image fusion methods based on multi-scale decomposition. Then providing a complete edge over multi-scale decomposition methods, the advantageous multi-resolution properties of wavelet transform made them extremely popular in image processing [33] - [36] . To maintain the directional features of the images, the wavelet transform was further improvised in the form of discrete wavelet transform [37] - [39] . Besides these, several other state-of-the-art image fusion methods have been compared and analysed in [40] and [41] . The artificial neural networks (ANN) and image blocking algorithms have also been exploited in terms of image fusion [42] . The Shearlet and counterlet transform have been very efficiently used in non-sub-sampled domain in context of image fusion [43] - [47] . A comparison of image fusion methods in the field of remote sensing has been done in [48] . An excellent review on image fusion has been presented by Li et al. [49] . The current state-of-the-art in medical image fusion is summarized in [50] . Besides there are numerous algorithms devised for image fusion in literature. Some of them will be briefly reviewed in the context of this article. In this paper section 2 categorises the image fusion methods into multiscale and non-multi-scale decomposition methods. The feature and the decision level image fusion are briefly discussed in section 3 and section 4 respectively. Section 5 discusses the various performance evaluation metrics for image fusion. Section 6 states the recent trends in the field of image fusion. Section 7 enlists the different applications of image fusion in the various fields. In section 8 an analytical contrast is drawn amongst the various image fusion techniques available in literature. Finally the article is concluded in section 9. The scope of this paper is mainly concentrated on the pixel level fusion methods. The prime search engines for this comprehensive survey were IEEE, Elsevier, Google scholar, PubMed. The major keywords used which helped fostering this article are image fusion, filters, sparse representation. The underlying idea was to follow the works of pioneer established scientists in field of image fusion. Some of them are R.S Blum, Shutao Li, Xudong Kang, Yu Liu, A. Toet, C.Pohl, Rui Shen, Peter Burt, V.P.S Naidu, B.K Shreyamsha, Subhasis Chaudhuri.
II. PIXEL LEVEL IMAGE FUSION
In the taxonomy of image fusion the pixel level image fusion is the most widely used type of image fusion in computer vision, remote sensing and medical imaging [51] - [54] . A plethora of image fusion techniques have been developed based on different algorithms. While it would be nearly impossible to discuss each of them we describe some of the most common approaches.
Majority of the image fusion methods comprises of three basic steps: mapping the image pixels in the transform domain, fusing the transformed coefficients and inverse transforming the fused coefficients to obtain the fused image [55] - [57] .
First the acquired source images are accurately registered and then these images are fused. This can be illustrated in Fig. 1 . Other popularly known categorization for image fusion methods is spatial domain methods; transform domain methods and dictionary learning methods [58] . Pixel level image fusion occurs at the lowest processing level which consists of merging of the measured physical parameters. Based on image transform domain methodology pixel level image fusion can be divided into two major types: multiscale decomposition methods and non-multi-scale decomposition methods [48] - [50] . Besides the transformation technique used for decomposition of source images, another very important role is played by the type of fusion strategy adopted. The commonly used image fusion strategies are weighted averaging [59] , min-max rule [60] - [63] , component substitution [64] - [66] , machine learning [67] , [68] region based consistency verification [69] , cross-scale fusion [6] , coefficient and window based strategies based on activity level measurement [70] .
A. MULTI-SCALE DECOMPOSITION METHODS
Multi-scale decomposition has been acknowledged as a revolutionary tool which has proven to be extremely useful for image fusion. The most primitively employed multi-scale decomposition (MSD) methods were pyramidal transforms, discrete wavelet transform, and discrete wavelet frames. When an image is mapped into the respective pyramids the set of coefficients assume a pyramidal structure. A pyramidal structure can be imagined as a stack of image arrays at different scales representing the image as a whole. The most popular pyramidal representations are Laplacian pyramid transform (LPT) [71] , [72] , gradient pyramids [73] , morphological pyramids [74] , [75] , steerable pyramids [76] and contrast pyramids [77] . The standard procedure for multiscale image decomposition and reconstruction is described using Laplacian pyramids as follows [2] .
Each level or pyramid of LPT is obtained by recursive decomposition of the source image into its lower levels. A band or a stage of the Laplacian pyramid is the difference of the two low pass images obtained using the Gaussian pyramids. This can be given as:
Where H J k+1 is an up-sampled, smoothed version of J k+1 , so as to have same dimensions as J k and J 0 , J 1 , J 2 . . . . . . .. J N represent the recursive stages of Gaussian pyramids.
So the multi-scale decomposition using Laplacian pyramids can be summarized in four stages: Low pass filtering, subsampling, interpolation, and differencing. These steps of decomposition can be followed in inverse order to obtain the reconstructed image [2] . The generalised schematic for one stage of Laplacian pyramidal decomposition is illustrated in Fig. 2 below.
Once the multi-scale decompositions of the source images are obtained, these decompositions are fused together using any kind of fusion strategy to generate a multi-scale fused representation of the source images. The adopted fusion strategy depends on the choice of activity level measurement of coefficients, the correlation amongst the adjacent pixels, coefficient verification methods and coefficient combining methods. The fused image can be obtained by taking the inverse transform of the multi-scale representations. So an efficient fusion algorithm largely depends selection of the decomposition methods and the chosen fusion strategy for the combining the decomposed coefficients. Many researchers have attempted to find the perfect combination for the same. A brief review of various fusion strategies is listed below.
1) ACTIVITY LEVEL MEASUREMENT
Activity level gives the measure of the quality of a specific part of each of the source image. Activity level can be measured in the following ways: window based measures, coefficient based measures and region based measures. The window based activity (WBA) level measurement commonly employs a small squared window which is placed on the image with the coefficient under consideration at the centre. The common examples under this category include weighted average method [78] and rank filter method. The coefficient activity based measures quantifies each coefficient separately. The region based activity level measurement is similar to WBA except for region based methods have odd shapes. The various categorisation of activity level measurement methods can be understood from the following Fig. 3 .
2) COEFFICIENT GROUPING METHOD
While we construct the fusion representation of MSD coefficients of two source images one can simply set each of the MSD coefficient of the source image onto the other. These coefficients can be related to the same pixel position in their low pass filtered image. The coefficient grouping is further divided into No Grouping (NG), Single Scale Grouping (SSG) and multi-scale grouping scheme [6] , [80] .
3) COEFFICIENT COMBINING METHOD
Coefficient combining method is one of the other alternatives to obtain composite multi-scale decomposition representations for the fused images. One method is Choose Max (CM) scheme which can be regarded as selecting the coefficient with higher activity and disregarding the one. Other example of coefficient combining methods is weighted averaging in which at each coefficient position x of the fused MSD representation H z can be given by [2] , [6] , [80] :
Where H A and H B are MSD of the source images A and B, W A and W B are the weights of the correlation of MSD coefficients.
4) CONSISTENCY VERIFICATION
Consistency verification aims at ensuring the similarity between the neighbouring coefficients in the composite (fused) multi-scale decomposition. For instance while constructing the fused multi-scale representation using the choose-max combining; some MSD coefficients are not described accurately by a different source image than its own neighbours. Therefore consistency verification makes sure that a composite MSD for a coefficient does not altogether come from a different source image. This can be decided using a majority filter [5] .
5) AVERAGING FUSION RULE
Averaging fusion method is the most simple and basic methodology for the fusion of two source images, where the average of pixel intensities of the source images is taken in the fused image. Taking an averaging of the pixel intensity values is a way of obtaining all regions in focus. Let P a (i,j) be the pixel intensity value of a pixel in image R and P b (i,j) be the pixel intensity value of a pixel in image S. The pixel intensity values at the same corresponding positions in the source images are added and are divided by 2. The fused image can be obtained by repeating the process for all the respective pixels in the source images. The averaged value thus obtained is assigned to each pixel value of the corresponding position in the fused image. Let F be the fused image then,
Where R(i,j) and S(i,j) are the pixel intensity values of the source images. The basic methodology of averaging fusion rule is given in Fig. 4 (a)
6) CHOOSE MAX FUSION RULE
The choose max fusion rule is one of the most trivial methods of image fusion. In choose max fusion rule instead of averaging the pixel intensity values, the pixel with maximum intensity is chosen out of the two corresponding pixels of the source images and put at the respective positions in the resultant fused image. The major advantage of this type of method is that the image does not compromise on the good VOLUME 5, 2017 information in the source images [2] , [6] . A basic process of choose max fusion rule is demonstrated in Fig. 4 (b).
7) CHOOSE MIN FUSION RULE
The choose min fusion rule is very similar to choose max rule except the selection procedure is based on the minimum pixel density of the source images. Thus, for every pixel position, the pixel of the fused image will be the pixel of the corresponding position from the input set of images having the least pixel intensity value. This method tends to keep the full information or discards in fully [2] , [6] .
8) CROSS-SCALE FUSION RULE
The cross scale [CS] coefficient selection fusion rule was given by Shen et al. [6] . The CS fusion rule was designed to transfer the information in between and within each decomposition level to achieve interscale and intrascale consistencies so that maximum amount of detailed information is preserved while exhibiting minimal number of artefacts. The basic steps in this method can be summarized as follows:
• The salient information and detailed features are transferred from the lower level to the higher level in a multi-scale representation until the approximation level is reached.
• The membership values of each of the fused coefficients in an approximation level are calculated and are passed with help of the salient information.
• Finally these memberships are used to guide the coefficient selection procedure at the detailed levels.
9) PCA BASED FUSION RULE
PCA based fusion rule is a statistical approach which aims at dimensionality reduction of multivariate data with the preservation of maximum amount of feature details. The PCA based methods help in eliminating the redundancy problems as the variables similar to each other are transformed into their one true single form. The commonly used steps in the process of PCA based fused rule is as follows [192] :
• The image matrices are represented in the form of column matrices
• Then the co-variance of each of the column vectors associated with the source image is calculated
• The diagonal values of the 2 × 2 co-variance vector would contain the eigen values of each of the covariance matrix
• Then by calculating the mean of the eigen values , the eigen matrices value are divided by mean to achieve normalization
• The normalized eigen vectors are multiplied with each input pixel values as weights.
• The sum of two image matrices thus obtained is the fused image matrix.
10) HEURISTIC FUSION RULE
The heuristic fusion rule is a summation based fusion rule in which the weighted coefficient values of the pixel in the fused image can be obtained with the help of the following expression;
where σ 2 is factor for degradation for the feature dimensions (v i ). Higher value of σ 2 gives more importance to feature space and vice-versa. The entire feature space is hence evaluated by a degrading factor which is averaged to obtain the fusion coefficients. The detailed description of this method can be found in [233] . Above mentioned description forms the basis of the various fusion strategies which gives the basic understanding of various factors responsible for the choice of the complete fusion algorithm employed in different types of image fusion.
Besides Laplacian pyramids, Pajeres and Cruz [35] gave a comprehensive view of various pyramidal fusion methods using different wavelet families. Besides wavelet transform [82] , several other directionally sensitive image transforms are Ridgelet [83] , Curvelet [84] - [90] , Ripplet [91] - [95] , Contourlet [96] - [99] , Shearlet [100] - [103] , Directionlets [104] and many more. Wavelets, Counterlets, Curvelet fall under the category of multiresolution analysis whereas Laplacian pyramids fall under the domain of multiscale analysis. The major difference between wavelet and pyramidal representation is that, in wavelets the spatial resolution of image decreases while we move from one level to the next but the image size remains constant, where as in multi-scale representation both the spatial resolution and the image size decreases as we move from one level to the next. This major difference gave MRA tools an edge over multi-scale decompositions. The concept of wavelet has been widely exploited in context of medical image fusion in [105] - [113] . 
B. IMAGE FUSION 1) IMAGE FUSION IN TRANSFORM DOMAIN
Wavelets were designed to represent objects with 1-D singularities. The wavelet transform was used to obtain the multi-resolution analysis of the image. The image is decomposed into its lower approximation (A1) and detailed levels (H1, D1, V1) [35] . This is accomplished by using the down sampling algorithm. Once a single stage of approximation level is obtained, it is further fed as the input image in the filter banks to generate the second stage of the wavelet decomposition. After constructing the required number of decomposed levels, the wavelet coefficient maps are generated for each source images. These coefficients are fused using selected kind of fusion rule leading to the generation of the fused output image. The basic methodology of the wavelet decomposition based image fusion is illustrated in Fig. 5 [35] . The tensor product (dot) of two wavelet transforms was used to represent objects with 2-D singularities (which is the case in an image). However the wavelet showed its limitations while representing higher number of directional features and edges. The wavelet transform was isotropic in nature and was deficient of important properties like shift invariance, and multi-directionality and could not represent anisotropic features like edges and contours in images efficiently. Hence wavelet fusion based methods failed to preserve the salient features of the source images. Also the wavelet based image representations induced artefacts and noise in the fused images [97] , [114] .
Then to overcome the shortcomings of wavelet transform some of multi-scale geometric analysis tools like Curvelet transform based on parabolic scaling law were proposed to represent the 2D singularities. However it worked well only along smooth curves. The Curvelet transform finds its applications in many types of image fusion [115] . Besides Curvelet transform, another transform named counterlet transform was proposed which was able to capture the intrinsic geometrical features of an image. Contourlet transform comprises of a Laplacian pyramid followed by a directional filter bank. Due to its capability of capturing the curved features, the counterlet transform has been widely exploited in the domain of medical imaging [96] , [116] and remote sensing applications. In a survey paper published by Shutao Li in 2011 [79] the effects of curvelet and contourlet transforms in context of image fusion has been investigated. According to the experiments conducted in [81] it was deduced that the properties like shift invariance, short length filters, and the number of decomposition levels as 4 has proven to be very effective in reducing the induction of artefacts in the final fused image. In [117] the high spectral resolution MS (multispectral) image and high spatial resolution PAN (panchromatic) image were fused using contourlet transform. The contourlet transform goes through the process of down sampling, which makes it shift variant and hence leading to Gibbs phenomena. So to overcome this limitation of contourlet transform non-sub-sampled contourlet (NSCT) was introduced which was able to represent directional features of an image more efficiently. NSCT was shift invariant.
In 2010 to sparsely represent anisotropic structures, Ripplet transform was proposed by Jun Xu [91] which is the higher order generalisation of the curvelet transform. The support parameter c and degree parameter d were introduced in ripplets which efficiently represented the arbitrarily shaped edges. In [92] Ripplet transform along with compressed sensing theory was used to fuse PAN (panchromatic) and MS (multi-spectral) images. The spatial details of PAN images were extracted by using ripplet transform and were combined with multi-spectral coefficients with the help of compressed sensing technique to obtain the final fused image. In 2011 Das et al. exploited intrinsical and geometrical features of ripplet transform to fuse CT and MRI images [118] . Besides contourlet, curvelet and ripplet other multi-scale geometric analysis tools are Ridgelets, Brushlets [119] , Directionlets, Wedgelets [120] , Tetrolet [121] , and Bandlets. The Non-Sampled Shearlet transform (NSST) was introduced by Easley in 2009 and has proven to be a very proficient tool in context of image processing which can be witnessed in [123] . NSST was introduced by omitting the up sampling and down sampling in the Shearlet transform. NSST transforms makes use of pyramidal filter banks and sheering filters by which the coefficients of the image transform are not decimated amongst their lower levels which induces the property of shift invariance and hence caters the Gibbs phenomena very effectually. So NSST is able to give a multi-scale and multidirectional representation for edges and contours of an image. VOLUME 5, 2017 The novel concept of NSST has been efficiently employed for image fusion in [124] .
Though various MRA methods like wavelet transform and Laplacian pyramids have performed better than compressed sensing methods but their pre-defined basis functions and the fixed cut off frequencies do not allow the fusion of intrinsic and matched spatial frequency information between MS and PAN images, hence limits the applicability and accuracy of these methods.
To overcome such issues a data driven and adaptive multiscale method i.e. empirical mode decomposition (EMD) was proposed in context of pan sharpening problems [257] , [258] . EMD is a fairly adaptive method which is used for the decomposition of the non-linear and the stationary signals. EMD generates Intrinsic Mode Functions (IMF) which are finite sets of AM/FM modulated components. An IMF is a function in which the number of maxima's and the number of zero crossings are at most one and the mean of the two envelops associated with the local maxima and locally minima is zero. Using EMD, pan sharpening was performed by the fusion of the IMFs of a PAN image with those of an MS image, yielding some improvement over standard schemes [258] . However using standard EMD multi-scale methods for fusion was a bit problematic because of its multiple oscillatory modes residing in a single channel, different number of IMFs for different input channels which leads to practically meaningless fusions.
To address this problem multivariate extension of EMD i.e. MEMD was proposed to provide scale alignment (matched sets of IMFs for input data) in context of pan-sharpening problems for low resolution MS images. MEMD which is generic extension of EMD was able to overcome the limitations possessed by EMD such mode mixing and mode misalignment while providing efficient processing of signals containing multiple input channels. As shown in [259] the multivariate and data driven nature of multivariate fusion schemes have been better quantitative and qualitative results than the state of the art techniques for pan sharpening. Another multi-scale pixel level based image fusion was proposed by Naveed et al. for the fusion of MS and PAN images. The potential of this scheme was demonstrated on a large data set of multi-exposure and multi-focus images. The results for this methodology outperformed the results for PCA (Principal Component Analysis), DWT (Discrete Wavelet Transform) and NSCT [260] 2
) IMAGE FUSION IN SPATIAL DOMAIN
In spatial domain image fusion the image pixels in the source images are directly processed to be fused in a new image. Spatial domain pixel level image fusion can simply be obtained combining the pixel intensity values of the registered source images either in a linear or a non-linear manner. The simplest form is a weighted averaging of the registered input images to give the fused image. The spatial domain image fusion has gained popularity because of the availability of wide range of spatial domain edge recovering filters.
Under category of multi-scale decomposition methods various edge preserving filters have also been constructively applied in the field of image fusion [125] - [128] . The cross bilateral filter was employed by B.K Shreyamsha in [129] to fuse many types of data sets such as multisensory and multi-focus images. A comprehensive review of image fusion techniques based categorisation amongst transform and spatial domain method is given in [130] . In 2016 Dogra et al. presented through various experiments that edge preserving filters like robust bilateral filter [131] , weighted bilateral filter [131] , [132] , rolling guidance filter [133] are able to enhance the spatial characteristics and visual quality of the images in the case of osseous and vascular imagery fusion [128] . Hu et al. [134] coupled bilateral filter and directional filters to fuse multi-scale representations of medical and multi-exposure images. Another edge-preserving filter called guided filtering was proposed by Li et al to fuse two images together [135] . In guided filtering the images are decomposed into two layers i.e. the detail layer and the base layer resulting in extraction of large scale objects and small scale details. Gaussian and bilateral filters have been constructively employed for fusion of infrared and visible images in [136] . In [137] , an improved and refined version of high pass additive filters were used to extract the textural and structural from high resolution image. These features were inserted into low resolution images and hence resulting in a highly efficient and standardised image fusion tool. The classification for image fusion methods is illustrated in Table 2 .
C. NON MULTI-SCALE DECOMPOSITION BASED METHODS
The non-multi-scale decomposition methods are those which are not entirely based on multi-scale decomposition methods. In [2] Blum and Liu classified the methods other than multiscale decomposition methods in five general categories which are namely Pixel-Level Weighted Averaging, Non-Linear methods, Estimation Theory based methods, Colour Composite Fusion and Artificial Neural Networks. According to Blum and Liu two representative methods which fall under the category of Pixel-Level Weighted Averaging are PCA (Principal Component Analysis) [138] method and adaptive weighted averaging method [139] . Some of the non-linear methods were reported by Therrien et al. [140] . In this nonlinear method a scheme based on visual enhancement and combining of infrared and visible images which has low light was proposed. The local luminance mean of the low pass component of each of the source image was adaptively enhanced. The high pass components were modified in terms of local contrast and they were fused using weighted averaging method. The low pass components were fused using non-linear mapping. The final enhanced fused image was obtained by the direct summation of the low and the high pass components. This method of image enhancement based fusion mechanism is rather frequently targeted in current state-of-the art. These methods tend to enhance the spatial consistency and visual perception of the local and the nonlocal features in the final fused image. These techniques have proved to obtain encouraging results in the last decade [141] - [143] . In [144] the authors reviewed a class of image fusion methods based on maximum a posterior (MAP). These methods are based on the image formation models which describes a relationship between the underlying true image and the source images. These methods are popularly called estimation theory methods which comprises of two prime components which are the prior model and the image formation model. A generalised approach to the usage of locally affine transformation with the help of non-Gaussian distri- VOLUME 5, 2017 butions was presented in [145] . In [146] the image fusion methods based on random walker based optimization were further improvised by calculating the optimal fusion weights derived from MAP in the hierarchy based multivariate conditional Gaussian random field model. Another fascinating approaches employing estimation theory which are based on Markov random field can be found in [147] and [148] . The process of image fusion which involves the fusion of the input image with the coloured domain to obtain a less true colour representation of the fused image is called colour composite fusion. A lot of work based on coloured image fusion can be found in [149] - [151] .
1) ARTIFICIAL NEURAL NETWORKS
ANN (Artificial neural networks) is an idea inspired from the biological learning of the neural networks via input sources to process various features parameters which are finally capable of making global decisions. The models based on artificial networks are fed an input training set for identification of the parameters (weights) related to the networks. The major advantage of the artificial neural networks which has made them very popular in the recent years is their ability to infer, analyse and also predict the information from the given data set. This advantage laid off the whole load of the mathematical complexity. Pulse coupled neural networks [152] - [154] and multi-layered perceptron neural networks [155] are the two major types of neural networks which have been frequently used for image fusion. The capacity of the neural networks to train themselves adaptively according to the changes in data sets has enabled them to be very useful for several applications for instance data fusion [156] - [158] for medical diagnostics [159] - [161] and natural computing methods [162] .
Zhang et al. [163] trained the pulse coupled neural networks to estimate the weights with the local sparse features as inputs. These inputs were calculated by decomposing the source images in sparse matrices and principal component matrices. In spite of the general advantages of advanced training ability and lower mathematical complexity the robustness of the artificial neural networks is majorly limited by the region of convergence of the training algorithm and the quality of the training data set. A lot of improved neural network based image fusion techniques have been reported in the recent literature [164] to improve the performance of ANN by uplifting the quality of the training data set. Besides ANN, the neuro-fuzzy logics are widely applied both as feature based operator or a decision based operator for fusion of data sets aiding medical imaging diagnostics [165] - [168] . The various applications of fuzzy logic in image fusion are deep brain stimulation process [169] , image retrieval [170] , [171] , multimodal image fusion [172] , natural computation methods [162] , genetical expression [173] and multi-sensor image fusion [174] . The improvisation in fuzzy logic image fusion methods is based on the type of fuzzy sets and membership functions. The fuzzy neural networks are frequently combined with probabilistic approaches to enhance their strength such as fuzzy probability in [175] and neuro-fuzzy wavelet in [176] .
2) SPARSE REPRESENTATION BASED METHODS
One of the extremely important and active classes of image fusion methods is sparse representation based methods. Sparse representation based methods have gained significant attention in the recent years due to various successful applications in the field of image processing and computer vision. The sparse representation based methods are able to achieve more stable and meaningful representation because of the availability of the over complete dictionaries which forms a training set of the source images for the fusion. Unlike traditional Multi-scale transforms (MST) based methods they do not use presume fixed basis function. In addition, they are less susceptible to mis-registration among the source images, thus facilitating the practical applications. In sparse representation the images can be described sparsely by a linear combinations of the atoms derived from over complete dictionaries. The main property of the sparse representation (SR) based methods is that a very less number of non-zero elements (sparse weighted coefficients) are required to describe the salient features of the image.
A sparse representation based multi-focus image fusion method is proposed in [177] . In this method the source images are represented in the form of sparse coefficients with help of over-complete dictionaries and then these sparse coefficients are fused with the help of choose max fusion strategy. Finally the fused image is reconstructed from the fused sparse coefficients with the help of the dictionary. This method is able to overcome the shift variance problem with the help of a sliding window approach and is also able to resolve the image restoration problems. The proposed method is able to outperform various existing image fusion methods [177] .
In a work given in [178] an orthogonal matching pursuit (OMP) based algorithm was applied to obtain the spare coefficients from the source images. The distribution of the non-zero elements has shown to exhibit some special structures of images. In a fusion algorithm presented by Li et al. [179] , the input images are partitioned into overlapping image patches. The corresponding sparse coefficients are obtained using over complete dictionaries. And finally the fused image is constructed from the dictionary and coefficients are fused using choose max fusion strategy. To take ahead the work presented in [177] Yang and Li utilized simultaneous OMP to obtain the patches from the multiple source images on the same dictionary [180] . This technique helps to exploit the correlation amongst the pixels and places the non-zero coefficients of both the source images at same locations. Some of the other important works based on image fusion using sparse representation methods are given in [181] - [185] . While constructing the fused images using sparse representation, over complete dictionaries plays a major role. There are two universal methods stated in literature to construct the dictionaries namely mathematical models (discrete cosine transform, curvelets and wavelets) and methods based on example learning (K-SVD and method optimal direction) [186] . However dictionaries based on a single mathematical model has poor representation for natural images. Therefore the focus of the researchers has shifted on constructing hybrid and over complete dictionaries which can reflect various image structures and are learned from a large set of training set similar to the input images [187] . Wang et al. [188] build the spatial detailing dictionary and spectral dictionary to fuse multi-spectral and panchromatic images. For representation models, the traditional SR (Sparse representation model is the most popular in image fusion. Extensions, such ASR (Adaptive Sparse Representation), GSR (Group Sparse representation), NNSR (Non Negative Sparse Representation), JSR (Joint Sparse Representation), and RSR (Robust Sparse Representation model, have also been applied in image fusion.
Most of the SR based methods are employed in the form of patch based way. This necessitates the use of a sliding window which increases the loss of the spatial information and increases the computational complexity. Integration of some local consistency prior into these SR models during the sparse coding phase for each image patch could be effective solution to this problem [267] .
Most of the sparse representation based image fusion methods exploit traditional fusion strategies such as choose max and window based activity level measurement, weighted average based coefficient combining and substitution of sparse coefficients. Therefore designing of more advanced and adaptive fusion strategies well-suited for sparse representation based methods could be another open challenge for the researchers.
3) METHODS IN OTHER DOMAINS
There are several other types fusion methods based on dimensionality reduction algorithms e.g. Intensity-Hue-Saturation [189] - [190] Independent Component Analysis [191] and PCA [192] based methods and Gram Schmidt [193] transform method. These techniques are often used in combination with wavelet transform and are based on feature processing and dimensionality reduction. A hybrid fusion approach by Jiang et al. [194] is presented which uses morphological component analysis to decompose the source images and sparse representation based methods to fuse the decomposed coefficients for pan sharpening problems. The methods which aims at combing high spectral resolution images and high spatial resolution panchromatic images popularly called as pan-sharpening problem. Another straight forward approach to fuse two images together could be to take each pixel in the fused image as the weighted average of the respective pixels in the source images. The activity level measurements of pixels determine the corresponding weights attached to the pixel. Li et al. [195] to make full use of the spatial context information, fragmented the input images in uniform blocks where spatial frequency of the each block is maximized. However these kinds of approaches may induce block artefacts on the boundaries of the objects [196] , [197] . Besides opting block-wise fusion another idea could be using region based image methods. However these methods fuse regions with irregular shapes obtained by image segmentation. These methods are limited by relying heavily on image segmentation which is another challenging problem in image processing. Apart from block formation based and image segmentation based methods other class of methods which exploits the spatial correlation amongst the pixels is presented in [198] .
Another class of image fusion methods is graph cut algorithms which are based on the discrete optimization methods. These methods find their applications in computer vision, image segmentation, stereo vision and image restoration. The graph cut methods are employed for object recognition by segmenting planar surfaces from depth images. The graph cut based segmentation algorithm uses depth and intensity values as inputs to be combined. The graph cut methods were exploited in context on spine image fusion in [268] . In this method both bone and soft tissues contained in CT and MR images were combined in a single image to facilitate the patient diagnosis. This method formulates a discrete multilabel optimization problem which is solved via graph cut methods. The proposed methodology in [268] is a striking balance of three competing terms: 1) A squared error which gives preference to strong MR edges 2) A squared error which gives preference to the strong CT edges 3) A prior, favouring smooth solution by encouraging neighbouring pixels to have similar fused-image values.These methods have shown to give promising results and global solutions while exhibiting minimal amount of pixilation artefacts.
4) HYBRID METHODS
Though plethora of multi-scale and non-multi-scale methods has been devised so far, the combination of methods from different domains has proved to be very competent in the case of image fusion. Hybrid methods harness the attributes and advantages of diversified methods which are complementary to each other. The conglomeration of CS (compressed sensing) and MRA (multiresolution analysis) has been successfully applied in context of image fusion [199] . In this work an advanced ICA (Independent Component Analysis) based fusion method which employs wavelet decomposition technique to extract the detailed features of PAN is given. The major advantage of CS based fusion is that it can greatly lessen the processing time along higher quality fusion results with lesser non-zero coefficients. Though the compressed sensing based fusion algorithms reduces computational complexity and processing time by using fewer non-zero coefficients, while directly fusing compressed sensing coefficients may bring uncertain results and can lead to the occurrence of block artefacts. Therefore the images features are first extracted using ICA-Wavelet based method. It has been also observed that using single fusion rules can result in high reconstruction error and poor fidelity. In a work presented in [200] the low pass and high pass coefficients are fused separately using sparse representation and activity level measurement fusion technique. The output fused image is obtained in the final step using inverse multi-scale transform. The authors have proved that this method is superior in performance to individual sparse representation or multi-scale transform methods. A hybrid method combining IHS (Intensity Hue Transformation) and Curvelet transform is contrasted with wavelet a trous algorithm, wavelet, curvelet and ridgelet transform in [201] . A multimodal image fusion method based on IHS and PCA has shown to preserve functional information and spatial feature without distortion in colour [202] .
Various wavelet based methods have been presented in [203] . In these methods the higher frequency detailed coefficients are extracted from PAN image which have high spatial resolution and combined with MS images providing higher amount of spectral information. Similarly a fusion method for HS and MS images based on sparse representation has been introduced in [204] . This method based on sparse matrix factorisation comprised of two stages. The first stage is to learn the low spatial resolution data from a spectral dictionary with true signatures. In second stage the high resolution spatial and spectral data is extracted from the learned spectral dictionary.
While discussing PCA based fusion methods it can be said that though they are able to provide higher spatial resolution but they can lead to more serious distortion based errors in the spectral characteristics. On the other hand the wavelet transformation when used alone is able to preserve the spatial information but results in lack good spatial representation. To counter such limitations a combined technique based on PCA transformation and wavelet decomposition has been given in [205] . Besides these the grouping of wavelet transform with complex counterlet transform has shown to give robust image fusion results as compared to individual counterlet or wavelet transforms [206] , [207] . Liu et al. [207] first decomposed the source images using multi-scale decomposition methods. The high frequency components are fused using the traditional fusion rules whereas the low frequency components were fused using the sparse representation based methods.
Another class of image fusion methods is SVM (Support Vector Machine) based techniques [208] . These techniques are kernel based techniques which possess strong control over feature space and are parameter and data driven. SVM has proved to be a strong tool in image processing because of its strong ability of rejecting the outliers and has several applications in cancer diagnosis [209] , tumor segmentation [210] and content based image retrieval [211] . In image fusion the suitability of various approaches in different applications is dependent on type of data to be fused and the spatial and the spectral quality of the source images. In [212] a comparison has been drawn amongst PCA, Wavelet, Local mean matching, Local mean and variance matching, Brovey transform, IHS, modified IHS and multiplicative fusion techniques on QuickBird data. Another category of image fusion methods is model based methods which can be closely related to probalisitic methods. In [213] a fast and multi-band image fusion method is proposed which constructs the likelihoods of the various observations. In this algorithm the solution of the Sylvester equation leads to the minimization of the likelihoods. Further by utilizing the properties of the downsampling and circulant matrices a closed solution of the Sylvester equation solving the fusion problem is obtained. This method can be advanced by using the Bayes estimator to provide the prior information of the fusion problem. Going by the similar lines a hierarchy based Bayesian model for the fusion of multiple band images with several spatial and spectral resolutions is given in [214] . The posterior distribution is obtained using Hamiltonian Monte Carlo algorithm and prior distribution are estimated from geometrical considerations. The MRF (Markov random Field) theory based methods top the chart in model based methods. In a work given by Golipur et al. in 2016, MRF based theory provides the basis to form contextual constraints models in visual interpretation and processing [215] . In [216] the technique for extracting the contextual constraints using MRF models has been induced to design two fusion models. The first algorithm is applicable for multi-scale decomposition based fusion approaches and second is only applicable for non-multi-scale decomposition based fused methods. Various another MRF based fusion models have been proposed in [217] and [218] . The concept of random walks has also been widely applied in multifocus and multi-exposure image fusion. In [269] a generalized random walk framework is employed to calculate an optimal solution which takes into consideration both the local contrast and colour consistency measures. This method is a probabilistic model based fusion technique which is utilized for multi-exposure image fusion.
Another application based multi-focus image fusion is done with the help of random walks on graphs [270] . This work exploits random walks on graphs and its relationship to multi-focus image fusion problems. The proposed method has been able to overcome the weaknesses possessed by pixel-based methods and belongs to the spatial domain category. This method is employed by the evaluation of the focus areas in a local sense and identifies the nodes corresponding to the consistency of the nodes in a global manner. A fully connected graph is created to represent the local and global characteristics by evaluation of several feature sets which are based on colour consistency and focus measure. The random walk graphs are utilized to compute the weighting factor for the shallow depth-of-field input image. The fused image so obtained has a greater field of depth than input images. The normalization weighting method is able to avoid the over smoothing of the fused image.
Various transforms have their advantages as well as their limitations. On one hand the multi-scale transform based image fusion methods can efficiently extract spatial structures at different scales but they do not represent the low-intensity components of the images sparsely and these low intensity components can contain the main energy of the signal. On the other hand the sparse representations based method could provide better description of the detailed features and edges of the images using dictionary learning; they tend fail at reconstructing the small-scale details of the source images. Besides if PCA and IHS based method are effective then they cannot be generalised for different types of source images such as multi-exposure and multi-focus image fusion. Therefore there a lot of work is carried out on hybrid methods. These hybrid approaches tend to reduce noise and artefacts by enhancing the source images prior to fusion and these methods have found applications in diverse domains [219] - [224] .
III. FEATURE LEVEL IMAGE FUSION
Feature level image fusion is one level higher than the pixel level image fusion as it deals with higher level processing of the data. This is accomplished by firstly extracting the features and then fusing these features using advanced techniques. For instance one method of employing feature level image fusion is region based fusion scheme. Image segmentation plays a vital role in feature level image fusion as it is used to generate a set of regions. The set of regions can be used to calculate various region features or properties. The properties corresponding to features which depend on their environment such as extent, shape and neighbourhood are extracted from the original source images. Then the object possessing the similar properties are linked to each other and then fused for further analysis. However feature level image fusion is sometimes rather tricky when feature sets are derived from varied data sources and algorithms [48] . In the following section some of the feature level image fusion methods will be discussed.
In [266] a multi-focus image fusion method is given by Hui Li et al. based on the feature extraction method.
In this method the multi-focus image fusion is achieved with the help of sparse feature matrix decomposition and morphological filtering. Firstly the source images are decomposed into their sparse feature matrices. Then these sparse feature matrices are weighted with salient features to obtain the temporary matrices for the multi-focus source images. Then the concept of morphological filtering is applied to extract the bright and the dark regions of the source images. A base image is formed by weighing the source images. The final fused image is obtained by importing the extracted features on to this base image.
In [251] a study is presented which introduces three image fusion techniques based on PCA (Principal Component Analysis) based feature level fusion, edge based fusion and segment based fusion. This study is briefly discussed to present an insight to the feature level image fusion. In segment based fusion an idea was developed which aimed at preserving the spectral characteristics of the MS (Multispectral Image). The proposed methodology was based on spatial domain filtering coupled along with IHS (Intensity Hue Saturation) transform. The problem formation was that the PAN (Panchromatic) image should be able to sharpen the MS image without the addition of any extra grey level pixel intensity data to the spectral coefficients of the MS image. This was done by separating the spatial and the colour information and then adaptively enhancing the spatial content of the image. The intensity segment (component) of the MS image is extracted using low pass filter and is fused with high resolution PAN image using the high pass filtering [251] .
In PCA based feature level fusion the features from the original image are projected in the form of their principal components and are stacked in accordance to their variance values. Hence the features of an image are displayed as a linear combination of the feature values in an uncorrelated manner. Finally the fusion process is done by extracting and fusing only those features which constitute a substantial amount of information.
The edge detection based image fusion is one of the most common types of feature level image fusion. In [251] the gradient based information is extracted from the source images using the first order derivatives and by employing edge detection filters i.e. Roberts, Prewitt and Sobel edge detectors. These filters extract the relevant edges from the source images. The extracted edges are then added to the low pass filtered intensity values of the MS image. Then the feature level fused image is obtained using the inverse transformation. The quantitative evaluation metrics used in this study are standard deviation, entropy, signal to noise ratio, deviation index, correlation coefficient, and normalized root mean square error. In all the authors have concluded that the segment based fusion technique work efficiently for the beat representation of the spectral and the spatial information of the remote sensing images [251] .
The subjective evaluation results for the segment based fusion, Edge based fusion and decision based fusion are depicted below in Fig. 6 [251] The feature level image fusion aims at fusion of specific types of features from the source images rather than all the image features as in pixel level image fusion. Another example of feature level image fusion can be seen in [252] where Dual Tree Complex Wavelet Transform (DT-CWT) has been employed to perform feature level image fusion. The DT-CWT along with watershed transform is used to produce a region map of the segmented features of the input images. The segmentation map is obtained by joint segmentation of the input images. With the help of the segmentation mapping the significant features like standard deviation are calculated which are fused with the help of wavelet based fusion method.
The feature level image fusion is usually employed when the fused image has to be synthesized to perceive specific features of the source image more accurately. Feature level image fusion is also used to avoid redundant data fusion and blurring of the important edge information. 
IV. DECISION LEVEL IMAGE FUSION
Decision level image fusion is also called interpretation level or symbol level image fusion and is known as the highest processing stage in image fusion. In decision level fusion locally classified data from several input images is combined to determine the final decision. Each of the individual source images has to undergo some pre-processing for the extraction of the information. Then decision rules with varied degree of confidence are exploited to combine the information extracted to realize a better understanding of the objects under observation.
Decision level image fusion finds its applications in varied fields such as finger print verification, biometrics and several other remote sensing applications. Besides this decision level image fusion is also used in parallel and distributed processing systems [48] .
A decision level fusion scheme for finger print verification is considered in [7] . The scheme specifically stresses upon the significance of the classifier selection while the combination of extracted features. The decision level image fusion classifier employed in [7] uses the Neyman Pearson optimal rule. The each of the classifier selects their own representation scheme and produces a varied confidence value as its output. The scheme is proposed to fabricate a multi-modal biometric design system which processes the data from multiple numbers of finger print matchers. The overall accuracy of the system design was upto the mark due to the aggregation of the multiple finger matches.
As compared to pixel level image fusion the literature available or the work done in the field of decision level image fusion is sparse. This can be attributed to the fact that the decision level image fusion is quite application sensitive.
In the review paper given by Ghassemian and Hassan [48] some of the significant fusion methods employed in various applications are Bayesian Interface, Dempster Shaft methods, rank based methods and voting. Each of these methods has their own advantages and drawbacks.
The Bayesian method used in decision level image fusion causes the error and complexity in the measurement values of the posterior probabilities and this method does not take into account the uncertainty factor. The output measurement values by this method become highly unstable when the number of unknown values exceeds the number of known values. Some of the drawbacks of this method could be overcome by the Dempster Shaft method as it can be employed without the prior information of the probability distributions [48] .
In [253] the joint measures method was introduced as a powerful method which was able to cater any type of decision level fusion problem where there could be an uncertainty between the clear and uncertain local classifier results. The method was employed to devise a performance enhanced fusion scheme for data obtained in varied spectral bands such as microwave, thermal, infrared and visible region. The method was able to model the classifier performance by introducing the plausibility and correctness measures.
In another study reported in [254] the decision level image fusion is used for the purpose of object recognition. Firstly each of the source images are analysed for individual object oriented view and then finally by forming the contextual scene information as the basis the classified objects are combined together via decision based fusion strategy. The proposed methodology is tested on World View Satellite images. The results for the source data sets and the fused images given in [254] are depicted in the figure 7 below. It depicts the Object-based image analysis on individual WV-2 satellite images and final decision-level fusion object recognition results.
V. PERFORMANCE EVALUATION METRICS
In the literature various evaluations metrics to measure the performance of different image fusion techniques have been proposed. These metrics are broadly classified in two main categories i.e. classical and gradient based methods [129] . The classical methods can be given as follows: [225] , [226] Assuming two source images to be fused as R and S: 1) Average Pixel Intensity or Mean gives the measurement of the index of the contrast and is given by
where h (i, j) is the pixel intensity at (i, j) and l × m is the size of the image. 3) Average Gradient (AG) computes a degree of sharpness and clarity and can be given as and 
Where K r (i, j) and K f (i, j) are the image pixel values of the reference and the fused image respectively [255] . 10) The Erreur Relative Globale Adimensionelle de Synthese (ERGAS) is composed by the sum of the root mean squared error values is another objective evaluation metric which is used in remote sensing PAN sharpening applications. The formula for ERGAS can be given as
Where M and N display the size of the PAN and MS images, N p is the total number of pixels in the fused image. MS i is the mean radiance value of the MS image for the i th band [255] . 11) Universal Image Quality Index (Q) is a metric which is used to evaluate the quality of the monochrome images as is given as
where σ ij is the sample covariance,Ī is the sample mean of I. The value of Q varies between -1 and 1. Q4 vector index is the vector extension of Q-index and is usually employed in examples with datasets having four spectral bands for instance in remote sensing applications. The Q4 index can take up values from 0 to 1 [255] . Now besides these above mentioned classical methods there are several other unique gradient based performance metrics which do not require a reference image. These metrics give in-depth analysis of the fusion process and more widely used in the present scenario. These parameters are symbolically and mathematically defined as follows [129] , [226] , [227] :
= Total information transferred from the source images to the fused image L RS/F = Total loss of the information and N RS/F = Noise or artefacts which occur in the fused image due to the fusion process. In fact these three parameters total fusion performance, fusion loss and fusion artefacts are complimentary to each other and will sum up to unity.
A modified version of these parameters is given in [246] which measures the fusion artefacts as
where,
those location of fusion artefacts where fusion gradients are stronger than input. g R i,j , g R i,j and g R i,j are the edge strengths of R, S and F respectively.
Q RF i,j and Q SF i,j are the estimates of the gradient information preservation of the source images R and S respectively.
w R i,j and w R i,j are the weights of the source images R and S. Now Q RS/F which gives the measure of edge transfer rate from source images to the fused image is given as
Q RF and Q SF are edge preservation values which are weighted by w R (i,j) and w S (i,j) where i and j denotes the location of the pixels.
Therefore L RS/F the loss of information can be given as
More detailed analysis of these various performance comparison metrics in context of image fusion can be found in [226] 
VI. RECENT TRENDS IN IMAGE FUSION
Analysing the gradual and progressive growth in the image fusion methods some of the important and remarkable techniques irrespective of the type of fusion methods they belong to and which have proposed in the last six years are reviewed. A recent review of image fusion techniques on the state of art methods is presented in the following paragraphs:
In 2011 Jing and Chen proposed a bilateral filter based method to obtain a multifocus image with enhanced gradient based information in the image. Multifocus image fusion is done with an aim to combine multiple images with varied focii for enhancing the comprehension of the scene. In this work a bilateral sharpness criterion is proposed to exploit the phase coherence and detail strengths of the image. This is achieved by using the gradient information of the images. This technique is able to outperform the existing techniques in terms of sharpness criterion measure. However the scope of this work has been limited to spatial domain methods and the noises prevalent in the fused image are neglected [229] .
In a work proposed by Li et al. [230] the problem of fusion of multi-focus images in dynamic scenes has been addressed. The issue is handled with the help of image matting. Through image matting the authors combined the focus information and integrated the nearby correlated pixels to obtain precise fusion results. The methodology of this work consists of obtaining segments of source images through morphological filtering and is fed as the input of the image matting. The image matting technique is further used to obtain the focussed region of each source image and finally fused together to obtain a multi-focus image. This approach forwards the focus information to image matting to find the focussed region. Matting enables the exploitation of full correlation amongst the pixels. However the loss of information and occurrence of artefacts has not been taken into account in context of this article.
Srinivas Koduri [231] in 2012 proposed the multisensory fusion with singular value decomposition. Satellite imaging consists of data at varied radiometric and spatial resolutions due to limited transmission bandwidth and other technical constraints. The study has displayed the outstanding performance of SVD (Singular Value Decomposition) for panchromatic and multispectral data. However the computational complexity involved in implementation of SVD is very high.
In [232] again in context of multi-focus image fusion, Jing and Chen in the year 2012 proposed a new statistical sharpness measure by exploiting the observation of varying marginal distribution of wavelet coefficients for different images with different focus. The distribution of wavelet coefficients is exploited using a locally adaptive Laplacian mixture model. The image fusion is then performed in the wavelet domain using the sharpness measure. The basic wavelet methods have been used in this work which provides lesser directional sensitivity.
In 2013 in order to make full use of spatial consistency in base and detail layers, Li et al. [135] proposed an effective fusion method to create a highly informative fused image by using guided filtered weighted average techniques. The method consists of two scale decomposition into layers containing higher scale variations (base layer) and layer containing small scale variation (detail layer). The guided filter is used in a novel way to exploit correlations amongst neighbouring pixels for filter weight optimization. The methodology is computationally efficient making it viable for real applications. However the performance of the guide filtering can be further improved by optimizing the choice of filter parameters.
Shen et al. [6] proposed a method for 3D medical image fusion. Combined analysis of the medical data received from various imaging modalities has become a common clinical practise and has increasing importance in the medical community. The author has proposed a cross scale fusion rule for fusion of volumetric medical images exploiting multi-scale decomposition considering both intrascale and interscale consistencies. An optimal number of multi-scale representations coefficients are collected by using the neighbourhood information. The element of colour fusion has also been added to the present work. This work can be set as a paradigm of 4D medical fusions. However the noise and artefacts emerged in the fused image are neglected.
In 2013, B.K Shreyamsha [129] exploited the attributes of cross bilateral filter to present a pixel level based image fusion. Cross bilateral filter (CBF) constructs weights which takes into account both geometric closeness of the neighbouring pixel and grey level similarities. The underlying idea of CBF to use one image to design the filter kernels of another image and vice versa has made into use efficiently to fuse multi-focus and multisensory images. Besides the evaluation of the proposed algorithm has been large number of objective metrics e.g. Average Pixel Intensity, Standard deviation, Average gradient, Entropy, Mutual Information, Fusion Symmetry, Correlation Coefficient, and Spatial Frequency. The author has reported the highest fusion rate or information travel rate so far. However the CBF rule does not work well on dissimilar images as reported in [142] .
In 2014 targeting the preservation of low level features in terms of spatial consistency GRWT (Generalized Reisz Wavelet transform) is used for fusing multimodality images. The GRWT combined with heuristic fusion model based on optimal parameterization fusion model and structural information has been used to capture the directional image structures. The method has been performed to preserve the structural information effectively and induce the spatial consistency in the multimodal fused image [233] . However the application of the proposed algorithm is limited to specific type of data set and cannot be generalised for all types of data sets.
In 2014 an effective feature extraction method for the hyperspectral images based on image fusion and recursive filtering (IFRF) was proposed. The underlying principle has been the partitioning of hyper-spectral images into multiple subsets of adjacent sub bands falling in the domain of hyper spectrum. Then by employing the averaging fusion rule each sub bands are fused together. Further the fused bands are processed with recursive filtering to extract desired features. The method proposed works efficiently in terms of computational efficiency and classification accuracy. However in spite of high classification accuracy obtained in this algorithm, the choice of parameters and number of features are not exhaustive. This is due to the large number of parameters involved in the optimization of filtering [234] .
In 2015 dense scale invariant feature transform (SIFT), was used to fuse multi-focus and multisensory images. The efficiency of dense SIFT is motivated by the fact that for each source images three weighted terms namely spatial consistency, exposure quality and local contrast are used. The algorithm is adopted to remove ghosting artefacts when the scene captured is dynamic with moving objects. The algorithm works well to match mis-registered pixels between multiple source images to improve the quality of the fused image [235] , [236] . However the information transfer rate is not competitive with state of art fusion techniques.
In 2016 in order to achieve a higher information transfer rate Dogra et al. [141] proposed a cascaded scheme to fuse DSA and mask images. The various stages of the technique comprised of different transform domain methods. The edge information present in the source images were enhanced prior to fusion. The final outcome is an innovative step by step processing of DSA images, mask and contrast before fusion with recently developed images transforms and high pass filters. Finally the DSA and mask images are fused using dense SIFT fusion algorithm. The information transfer rate achieved was as high as 0.8475.
In 2016 Yu Liu applied convolutional sparse representation (CSR), a signal decomposition model in context of image fusion. The CSR method was able to overcome the limitations possessed by sparse representation methods i.e. their compromised ability in detail preservation and high misregistration sensitivity. This image fusion technique designed in CSR based image fusion framework where the source image is decomposed into a detail layer and a base layer has outperformed several state-of-the-art-sparse representation methods [237] .
In 2017 focusing on two crucial factors in the fusion of images i.e. measurement of activity level and choice of fusion rule Yu Liu introduced convolutional neural networks (CNN) in the image fusion field. In this for encoding the maps , deep CNN networks are trained by higher quality image patches and their blurred versions. This technique greatly exhibits the potential of CNN for higher quality image fusion [238] .
In a work presented by Jing Yang in 2017 an image fusion technique improving the spatial resolution of a hyperspectral (HS) image using non-local sparse representation in pixel grouping framework has been presented. This technique exploits the spectral non-local self-similarity and spectral sparsity of the (HS) image. A high spatial and spectral resolution hyper-spectral image is obtained by fusing the HS image and MS image with high spatial resolution. The proposed method is able to outperform several sparse representation based image fusion techniques [239] .
In 2017 again a technique based on sparse representation and feature extraction is given to fuse multi-modal medical images (CT/MR, MR-T1/MR-T2, and CT/PET). This technique is designed using three decision maps which are structure information map (SM), energy information map (EM), structure and energy map (SEM). The method is able to achieve an improved overall quality of the fused image with the induction of high energy and structure information from source image to the fused image along with contrast enhancement [240] .
In 2017 an image fusion technique based on IHS-wavelet transform domain has been proposed by Dogra et al. The cascaded method of image enhancement and image fusion for the fusion osseous and vascular is able to achieve an information transfer rate of 0.8513. This technique sets a trend for enhancing the source images prior to fusion of images [143] .
VII. APPLICATIONS
In recent years pixel level image fusion has been employed in a wide variety of applications such as medical-diagnosis [50] , remote-sensing [40] , [241] , photography applications [242] VOLUME 5, 2017 and surveillance [136] . In this section some of the examples of the image fusion will be discussed.
A. MEDICAL IMAGE FUSION
There are various imaging modalities which are required to be fused for enhancing the visual perception in the medical diagnosis [243] . The enhanced fused image facilitates better visual perception to radiologists and further image processing tasks like CAD (computer aided diagnosis. The concept of image fusion has been extended to several clinical applications such as multi-modal and unimodal image fusion. For instance, for detection and removal of cerebral iron deposits T 1 weighted and T 2 weighted MRI (Magnetic Resonance Imaging) images are fused. For diagnosis related to lung cancer, PET (Positron Emission Tomography) and CT (Computed Tomography) are fused together . In medical diagnosis and studies related to abdomen, SPECT (Single Photon Emission Computed Tomography) and CT are fused together. CT and MRI images were fused for neuro-navigation in skull based tumor surgery. Ultrasound (sonography) MRI and image fusion has made study of vascular blood flow in various parts of the body very easy. The fusion of PET and MRI images has helped a lot in hepatic and metastasis detection and intracranial tumour diagnosis. SPECT and MRI images were fused together for the localization of abnormalities caused by tinnitus in patient body. Bone-vessel image fusion is another very significant field of application of image fusion in medical diagnosis. DSA is the principle radiographic technique aiding in the diagnosis of vascular diseases.
Following are the few examples of various applications of medical image fusion reported in literature. Fig. 8(c) shows the fusion of MRI (Fig. 8(a) and SPECT image ( Fig. 8(b) ) for the diagnosis of the Alzheimer's disease. These modalities have been fused using Optimum Spectrum Mask Fusion (OSMF) based on Grey Wolf optimizer algorithm. The optimum mask used in this scheme is able to capture higher number of salient features of the image. The fused image is able to deliver a greater amount of complimentary information relevant to clinical diagnosis. This method of image fusion given in [244] is also tested to fuse MRI-CT, MRI: T1-T2 and MRI-PET for the clinical diagnosis and treatment procedure of sarcoma, cerebral toxoplasmosis and astrocytoma (Fig. 8) [244] .
The GWO is able to give better edge quality in the fused results using dynamic selection of scale values according to input data set [244] .
The fusion of the DSA (Digital Subtraction Angiography) image and mask image provides the osseous and vascular information in a single image. This field of medical image fusion has become increasingly important for planning surgical procedures and thus abridging the time between the clinical diagnosis and treatment. DSA (Digital Subtraction Angiography) is an objectively recent technique which has been used for the diagnosis of the vascular diseases. DSA has a wide field of applications ranging from cerebrovascular [244] . diagnosis procedures to carotid artery studies [141] , [142] . Dogra et al. [143] has proposed a transform and spatial domain based techniques to fuse the mask and the DSA images together. In this IHS-Wavelet transform based fusion technique has been employed to obtain a fusion of osseous and vascular image. The information transfer rate achieved in this method was as high as 0.8513.
This was achieved by pre-hand enhancement of the source images using Ripplet transform and Butterworth high pass filter. The innovative technique has shown to prove promising results for combining of bone and vessel information. On similar track the fusion of DSA and mask images has been depicted using Dense SIFT (Scale Invariant feature Transform) and Generalized Reisz Wavelet transform in [141] and [142] respectively. The fusion of the mask and DSA image proposed in [143] is depicted in Fig. 9 below. Shen et al. [6] presented the idea of volumetric image fusion PET and T1W MRI image using cross scale fusion rule. This is illustrated in Fig. 8 . This multi-scale decomposition based fusion method exploits both intrascale and interscale consistencies. By effective exploitation of the neighbourhood information an optimal set of coefficients is determined. The pixel information in the source image is blended in a monochrome format while preserving the contrast and the gradient information. The fusion algorithm results for MRI and PET image is also depicted in Figure10 using luminance channel. This technique for 3-D information fusion can be further exploited in 4-D domain.
An efficient fusion of mass spectrometric (MS) and microscopic images which is a multimodality paradigm for molecular tissue mapping is given in [245] . The IMS (imaging mass spectroscopy) generated by molecular mapping having coarse spatial resolution but rather rich in chemical information is fused with optical microscopy maps which have higher spatial resolution and are low on chemical specificity. The resulting fused images contain both a higher chemical specificity and higher spatial resolution. Multivariate regression is employed for modelling of the variable in one technology using variable from other technology. The IMS and MS image fusion is depicted in Fig. 11 . This was a brief review of various types of medical image fusion. Besides these above mentioned applications numerous researchers have presented several applications in context on medical image fusion. The major goal of the medical image fusion is the diagnosis and treatment of various clinical ailments and diseases. The large amount of literature on medical image fusion witnesses a huge amount of dependability of radiologists on image fusion techniques. However there are some issues like prevalence of noise and artefacts in the fused images due to the various imaging sensors and are still an open challenge for researchers.
B. REMOTE SENSING IMAGE FUSION
Remote sensing applications focus on extraction of required information about the surface of earth by acquiring images from a distant location. A remote sensing fusion algorithm aims at combining spatial, spectral and temporal variations in information of same or different scenes in a single image. Remote sensing systems observe the pixels of an image in the different sections of the electromagnetic spectrum such that these images vary in spatial, spectral and temporal resolution. These types of data sets include Multispectral images (MS) with high spectral resolution, lower spatial resolution and narrow spectral bandwidth, Panchromatic images (PAN) with wide spectral bandwidth and higher spatial resolution. The fusion of PAN images with MS images is called pan sharpening. The spectrum of PAN and MS images is closer to each other whereas the spectral distribution of hyperspectral images is quite large. This makes the fusion of PAN and MS images easier than the fusion of PAN and HS images. The fusion of these kinds of images combines the geometrical features of a scene in a single image such that the fused images provide more amount of conglomerated information than any of the individual images. Following are the few examples presented by various authors in the field of remote sensing.
In [247] proposed an adaptive IHS and multi-scale guided filter image fusion algorithm for the fusion of MS and PAN images. The method injected the detailed map extracted from the PAN images into MS images to sharpen its lower resolution. First the intensity components of the MS image are obtained and PAN images are filtered using multiscale guided filter strategy. Then these decomposed coefficients are fused together using the proposed algorithm. Fig. 12 and 13 shows the fusion process of MS and PAN images for IKONOS and QUICKBIRD data set respectively. The method proposed in [247] has demonstrated to provide more spectral information and preserve higher spatial information than any of the individual remote sensing images. In [214] another application based on fusion of remotely sensed multispectral and hyper-spectral images is reported. Fig. 14 shows the fusion of MS and HS images for AVIRIS data sets. To compensate for the spectral and the spatial blurring caused by sensor characteristics the high spectral resolution MS images and high spatial resolution (HS) images are fused in this paper. The article proposes a hierarchical Bayesian model to combine multiple numbers of multiband images with varying spatial and spectral resolution. A Markov chain Monte Carlo (MCMC) is formulated to obtain samples which have asymptotical distribution w.r.t. the target distribution to finally calculate the Bayesian estimate of the scene from its posterior distribution. The high dimensional distribution so obtained is efficiently sampled using Hamiltonian Monte Carlo step (HMC). In Fig. 15 one other remote sensing application based on pan sharpening problem is shown. The figure depicts the fusion of PAN and MS images for Pleiades data set is fused for remote sensing application using morphological operator based algorithms reported in [248] .
In the field of remote sensing spectral and spatial distortions are major challenging problem. The dissimilarities in the spatial and the spectral structures may introduce artefacts in the fusion process. Another major problem in remote sensing application is the mis-registration of the source images. Even the PAN and MS images which are captured at same platform are highly mis-registered because of the difference in the acquisition time and their orientation angles for image acquisition. In order to obtain an efficient solution of remote sensing problems these issues require prime attention.
C. MULTI-FOCUS IMAGE FUSION
Multi-focus image fusion is another branch of image fusion which aims at combining the focussed areas in the source images into a single image to make the fused image more suitable for human perception. Multi-focus image finds application in various fields, example for recognition of object and feature extraction in military surveillance as well as aeronautical observations. Several spatial and transform domain image fusion methods have been reported in literature for the fusion of multi-focus source images. [249] . The source images with distinguished foci are combined by constructing gradient based decision maps and using mathematical morphology. In this method the weighted kernels based on image gradients are designed to roughly identify the focused regions. The morphological operations so performed adjusts the boundaries between the focused and defocused regions are true boundaries are hence extracted. The experiments based on this method reported to have obtained significant results in the field of multi-focus image fusion as compared to state-of-the-art.
In 2012, Kang et.al reported a compressed sensing framework for fusion of multi-focus images [250] . The proposed algorithm was tested for various data-sets. The results for clock data sets, reported in [250] are shown in Fig. 17 . The algorithm designed consists of three steps i.e. sampling of images, fusion measurement and image reconstruction. The dual channel PCNN is utilized for sampling of images and images are reconstructed using self-adaptively modified Landwebber filter. It can be seen from Fig. 17 that fused image efficiently brings both the clocks in focus.
The limited depth of focus of optical lens and lesser field depth make it impossible for optical cameras to produce a single image with all-in-focus. Therefore there arises a huge dependability on multi-focus image processing solutions. There are a large number of image fusion methods reported in literature for fusion of multi-focus images. Besides military surveillance multi-focus image fusion finds its applications in meteorological phenomena and biomedical cell monitoring.
D. CONCEALED WEAPON DETECTION
Concealed weapon detection is an extremely interesting image fusion application. Concealed weapon detection is an important protocol in the area of law enforcement and terrorism. The low cost of thermal and infrared imaging sensors has enabled the detection of harmful weapons. The visible and infrared images are combined to detect and identify the concealed weapons. Fig. 18 shows a very popular example of concealed weapon detection reported in [151] . Fig. 18 (a) and (b) shows accurately aligned visible and infrared images. Due to the temperature difference between the body and the weapon metal, the weapon appears darker than the human body in the infrared image. However there is no sign of concealed weapon in the visible images. The two images are fused using colour fusion algorithm to provide the visibility of the concealed weapon in the coloured domain.
E. MULTI-EXPOSURE IMAGE FUSION
Ma et al. [256] proposed a simple yet robust structural patch decomposition based multi-exposure image fusion technique (SPD-MEF) to effectively overcome the ghosting artefacts in the fused images. The method has been applied on 21 static scenes and 19 dynamic scenes. Various experimental results given by authors demonstrate that the proposed method not only outperforms various state of the art multi-exposure fusion techniques on the static scenes but also produces high quality dynamic fused images with a very low amount of ghosting effects. One of the many results of the SPD-MEF approach on static scenes given in [256] is shown below.
The image patches from the source images are decomposed into three independent components e.g. signal strength, signal structure and mean intensity. The three components of each of the patches from the source images are fused separately and desired patch so obtained is placed back into the fused images. This patch based method gives lower computational overhead as it does not require post processing steps to improve visual quality. MEF forms a cost effective alternative to cover the gap between high dynamic range imaging and low dynamic range displays. 
VIII. EXPERIMENTAL SETUP, RESULTS AND DISCUSSIONS
In this section various state-of-art fusion techniques are analysed in terms of quantitative evaluation. These methods are employed on Osseous and Vascular data sets acquired from PGIMER Chandigarh. The data set is 8-bit grey scale image with the spatial resolution of 256 * 256 pixels.
The selection of methods is based on the various state-of-the-art techniques which are representative of various classes of image fusion. 
A. FUSION RESULT FOR OSSEOUS AND VASCULAR DATA
The source images taken for the quantitative analysis is shown in Fig. 20 . Fig. 20 (a) shows the contrast image which contains the vascular and osseous information, Fig. 20 (b) shows the mask image which contains the osseous information and Fig. 20 (c) shows the DSA image which contains the vascular information. DSA image is computed by subtracting the mask image from the contrast image. We have tested 10 state-of-the-art fusion techniques on our data set for comparative analysis.
The visual results for these techniques are shown in Fig. 21 . We have tested the performance of ten state-of-the-art image fusion techniques which are a) Laplacian pyramid [71] , (b) ratio of low pass pyramid fusion [261] , (c) wavelet fusion [260] , (d) curvelet fusion [262] , (e) multi resolution singular value decomposition [263] , (f) guided filter fusion [135] , (g) Laplacian pyramid sparse representation [207] , (h) gradient transfer and total variation minimization [264] , (i) osseous-vascular dense SIFT based fusion [141] (j) ripplet-IHS-wavelet based fusion [143] . The experiments are performed on a laptop with 3.3 Ghz Intel core CPU, 8GB and Matlab code.
In our experimental evaluation we focus on quantitative analysis of the various techniques in terms of osseous and vascular information. The results are analysed both subjectively and objectively. The results are analysed in terms of Q AB/F factor which gives the measurement of the transfer of a feature such as edges, textures and amount of information transferred from the source images to the fused composite image. It can be observed from table 3 that the highest value of information transfer rate is given by Laplacian pyramid based image fusion i.e. 0.9127. However there is an emergence of noise and artefacts in the fused image by this method which can be seen in Fig. 21(a) . The second highest information fusion rate is achieved by Laplacian pyramid-sparse representation [LP-SR] based image fusion. Also the visual quality of the fused image obtained by this method is the highest. Besides these, the image enhancement based image fusion methods i.e. osseous-vascular dense SIFT based fusion and ripplet-IHS-Wavelet based fusion method give comparable results as compared to LP-SR method. Also these methods are able to overcome the occurrence of noise and artefacts in the fused image. Another striking observation is the fusion by Guided filter. It can be seen though guided filter based image fusion gives acceptable information transfer rate, but the visual results are highly distorted. Most of the image fusion methods are based on the data sets which highly synchronised and possess high degree of similarity. Therefore the fusion of such kind of images is easily achievable. The osseous and vascular data sets are highly dissimilar to each other. Hence it becomes increasingly difficult to achieve an efficient fusion with proper alignment. This dissimilar attribute if the osseous and vascular data forms the basis for choosing them particularly for the analysis in this section. We have demonstrated the performance of various state-of -the art image fusion techniques on the fusion of DSA and mask images [143] .
In the end it can be conclude that the medal of the state of the art image fusion techniques is held hybrid image enhancement based fusion techniques. The quality of the images to be fused directly affects the amount of transfer of gradient information from the source images to the composite fused image. Therefore as the quality of the source images, the information transfer rate also increases.
IX. CONCLUSION
The prime goal of image fusion is to generate a single fused which provides more reliable and accurate information than any one individual image and which gives higher amount of distinguishability amongst the features in the images. The technological advancements in the field of image fusion has made it very useful in medical diagnostics and monitoring, military and security surveillance, feature extraction and object recognition. Researchers have been progressing very dynamically in devising advanced techniques. However each image fusion technique has its edges and limitations over the other. In this article a survey of various image fusion techniques at pixel has been conducted.
The image methods have been broadly classified into multi-scale decomposition based methods, non-multi-scale decomposition based methods, sparse representation based methods, PCA and IHS based methods and of course hybrid methods. It has been observed the main objectives of image fusion are as follows: to enhance the classification accuracy, to increase spatial resolution, to provide higher geometric precision and to enhance the perception for change detection or a defect.
From the literature survey it has been observed that inaccurate registration of the objects between the images or of the source images is strongly linked to poor performance of the image fusion techniques. Therefore proper registration and precise alignment of the source images is vital to ensure greater image fusion quality. Secondly it has been seen that a lot of stress has been laid on the improvement of the imaging quality and some regions of interest in the image. The requirement for improvisation the image quality arises from the existence of image noise and physical limitations of the image. Therefore removal of signal noise and enhancement of image feature details has shown to have a very positive impact on the image fusion process.
The selection of the image decomposition technique and the fusion rule are two basic steps of any kind of image fusion process. However it has been observed that the key role in image fusion is played by the image representation method rather than the fusion rule. As compared to the development of the decomposition methods, the fusion rules have not progressed much.
Furthermore it can be stated that fusion rules which consider higher correlation amongst the pixels can further improve the image fusion performance by eliminating defects like visual artefacts and noise. In context of the image representation methods most of the researchers focus on depicting the spatial structures of the images using different multiscale decompositions such as pyramids, MGA tools and edge preserving filters. The major advantage of multi-scale decomposition methods is their ability to accurately segregate fine texture details at different scales but they fail drastically to represent low frequency components sparsely. The spatial domain methods are simple and easy to implement but these methods rely heavily on the precise estimation of the optimal weights for different pixels. Therefore to combine the advantages of both the methods novel hybrid fusion methods have reported. It has been found the novel sparse representation and convolutional representative methods have been the torch bearers in the field of image fusion. However the various image decomposition methods are sensitive to the similarity amongst the images. For instance cross bilateral fusion rule which has reported to give the highest fusion rate so far has failed drastically on fusion of dissimilar images.
Besides in context of sparse representation and dictionary learning methods it is difficult to reconstruct the small-scale details of the source image with the limited number of atoms in the dictionary. Also these approaches are skewed towards the quality of the images selected for training data sets which can vary from one image to another. Therefore accurate fusion of highly dissimilar images is an open problem for the researchers.
Another challenging topic in image fusion is the fusion performance evaluation methods. It has been observed that recent evaluation metrics which do not require an ideal reference image (which is not always available) are more accurate in analysing the fusion performance. These are local feature based fusion metrics which provides the relative edge information travel information travel from input images to the fused images. However a very important question how to measure the complimentary information (spatial structures and global contrast) and visual artefacts appeared in the fused image. However since these gradient based methods are relative it can be stated that higher amount of information travel rate will lead to lesser amount of information loss and artefacts. Therefore researchers can focus on simultaneously on generalising fusion metrics for imperfect situations and on enhancement of source images prior to fusion to increase information transfer.
Besides this triple modality fusion is also a hot research topic for future researchers. The idea can be implemented opaque and semi-transparent source images.
In conclusion pixel level image fusion has progressed significantly in recent years which indicate the importance of this kind of research in various fields. Combining different methods and sparse representation methods are observed to be very successful in this field. However there stills exits numerous challenges in image fusion such as limitations of imaging hardware, computational complexities, image noise, objective evaluation metrics, dissimilarity between images, non-robust training data sets, resolution difference between images and imperfect environmental conditions. Therefore it is expected that innovative ideas and novel research contributions will keep surfacing and growing in the upcoming years.
