Abstract. A diffeomorphism on a C 1 -smooth manifold is studied possessing a hyperbolic fixed point. If the stable and unstable manifolds of the hyperbolic fixed point have a nontrivial local topological crossing then a chaotic behaviour of the diffeomorphism is shown. A perturbed problem is also studied by showing the relationship between a corresponding Melnikov function and the nontriviality of a local topological crossing of invariant manifolds for the perturbed diffeomorphism.
Introduction
Let M be a C 1 -smooth manifold without boundary. [5] ). Let E = {0, 1}
Z be the set of doubly infinite sequences of 0 and 1 endowed with the metric d({e n }, {e n }) = n∈Z |e n − e n | 2 |n|+1 .
On E it is defined the so called shift map σ: E → E by σ({e j } j∈Z ) = {e j+1 } j∈Z .
The main purpose of this note is to prove the following result. 
(ii) π ω is continuous, one to one and onto,
where σ: E → E is the shift map.
Note that we do not know whether π
−1
ω is continuous. Thus we cannot say, in general, that Λ ω is homeomorphic to E. However, if q is a transversal homoclinic point, π ω is a homeomorphism, since in the considerations that follow we can use the implicit function theorem instead of the Brouwer degree theory, getting the standard Smale horseshoe (see [7] ).
Results similar to Theorem 1.1 have been proved by other authors. For example, a semiconjugacy to the shift σ on E of some power of a given map is proved in [6] provided an isolating neighbourhood of the map satisfies some conditions on the Conley indices of its subsets. On the other hand, Lefschetz Fixed Point Theorem and Topological Principle of Ważewski is applied in [8] to prove the existence of a compact invariant set for the Poincaré map of a time-periodic vector field on which the same map is semiconjugated to the shift σ on E and the counterimage (by the semiconjugacy) of any periodic point of σ contains a periodic point of the Poincaré map. The notion of periodic isolating segments is an essential tool for the proofs in [8] . Finally, the same situation as in this paper is studied in [3] (that motivated the present work). By using geometric and homological methods, it is proved in [3] that, under the conditions of Theorem 1.1, there is an invariant set of some power of f on which the same power of f is semiconjugated to the shift σ on E. In all these papers by semiconjugacy it is meant that the associated map between the invariant set and the symbolic set (in our paper it is the map π ω ) is shown to be continuous and onto. Hence the semiconjugacy does not directly imply the existence of infinitely many periodic orbits of a given map (apart from the result in [8] ), but it implies positive topological entropy of the map. Our approach instead, which is based on an idea in [1] , namely on the notion of exponential dichotomies of difference equations, allow us to prove that π ω is one to one, a result that was not stated in [3] , [6] , [8] . Consequently, f has infinitely many periodic orbits as well as quasiperiodic ones (this fact has not been proved earlier). Moreover, we are able to identify the periodic points of the map as solutions of a particular equation.
Next, checking the topological transversality of stable and unstable manifold, is not an easy task. This is the reason why in Section 4 we study the case where W s p and W u p intersect on a homoclinic manifold and consider a C 2 -smooth perturbation of f (again, this point was not considered in [3] , [6] , [8] ). Associated to such a perturbation there is a Melnikov function. Then we obtain the following result: 
. . , µ} are linearly independent and they form a basis for the space of bounded solutions of the equation
Assume, moreover, that the Melnikov function associated to the perturbation satisfies the following conditions:
Then there exists ε 0 > 0 such that for 0 < |ε| ≤ ε 0 , it is nonzero the local intersection number of the stable and unstable manifolds of the hyperbolic fixed point of the map x n+1 = f (x n , ε) which is located near the fixed point p of the map
Thus when a map satisfies the conditions of Theorem 4.4, we obtain, thanks to Theorem 1.1, a kind of chaotic behaviour of the perturbed diffeomorphism f (x, ε), when ε = 0.
Finally, at the end of the paper, we make some remarks about certain extensions and consequences of our results.
Preliminary results
To avoid the use of either the tangent vector bundle of M or local charts of M, we assume for simplicity in this section that M = R N . This restriction is
Then the linear systems
have exponential dichotomies on Z + and Z − , respectively, i.e. there are positive constants L ≥ 1, δ ∈ (0, 1) and orthogonal projections P ξ :
such that the fundamental solutions V ξ (n) and W η (n) of (2.1) and (2.2) respectively, satisfy the following conditions:
respectively (see [7] ). We note that L and δ can be chosen to be independent
From the roughness of exponential dichotomies ( [7] ), it follows that L ξ , δ ξ exist such that v n+1 = f (ξ n )v n has an exponential dichotomy on Z + with constants L ξ and δ ξ . Again from the roughness of exponential dichotomies, given
has an exponential dichotomy on Z + with constants 2L ξ and (1 + δ ξ )/2. Covering W u p ∩ U with a finite number of balls centered at ξ and of radius r ξ the result follows as far as the dichotomy on Z + is concerned. A similar argument applies for the dichotomy on Z − .
Note that any projection having the same range as P ξ , (resp. Q η ) satisfies condition (2.3) (resp. (2.4)). Thus, it is the additional requirement that P ξ and Q η are orthogonal that makes them unique. This uniqueness also implies that P ξ and Q η are continuous in ξ, η, respectively.
In fact let us prove this for P ξ . Now we fix ω ∈ N large and put
Arguing as in Lemma 2 of [1] , we can prove the following results. In this paper, RL and N L denote, respectively, the range and the kernel of a linear operator L.
Lemma 2.1. There exist ω 0 ∈ N and a constant c > 0 such that given any 
respectively, together with the boundary value conditions
Moreover, such solutions are linear in (b, h, φ, ψ), h = {h n } n∈Jω and satisfy 
respectively, together with the boundary value conditions:
and there exists a constant c > 0, independent of (h ± , φ, ψ), such that
Now we study the nonlinear system (2.5)
. By arguing as in [1, Theorem 1] we obtain the following result. Theorem 2.3. There exist ω 0 ∈ N and a constant c > 0 such that, for any ω ∈ N, ω ≥ ω 0 , and 
together with
Moreover, x ± n (ω, ξ, η) are continuous with respect to ξ and η, more precisely they
for n ∈ I + ω , and 
. To solve equations (2.6)-(2.8), we take the mapping
where
has to be meant as a vector in R N = RP ξ × RQ η . We have already observed that P ξ and Q η are continuous. Thus, for any fixed ω ≥ ω 0 , Γ ω is continuous in (ξ, η, u, v) as well as its derivatives with respect to (v, w) when we take on R 2N (ω+1) the maximum norm max
has the form
is invertible and that its inverse is bounded uniformly with respect to (ξ, η). Hence from the implicit function theorem we get that c > 0 and ω 0 1 exist such that for ω ≥ ω 0 , the equation Γ ω (ξ, η, v, w) = 0 can be solved uniquely for (v, w) in a neighbourhood of (0, 0) in terms of (ξ, η, ω). Moreover, max i {|v i |, |w i |} < cδ ω , and the solution is continuous in (ξ, η), for any fixed ω ≥ ω 0 .
We note that if f and M are C r -smooth, r ≥ 1, then
with respect to (ξ, η) for any fixed ω ≥ ω 0 .
Chaotic iterations
In this section we prove Theorem 1.1. Let V ⊂ M be an open subset such that K ⊂ V ⊂ V ⊂ U and ω 0 be as in Theorem 2.3. We also assume that ω 0 is large enough that cδ ω0 is less than the distance of V from ∂U and for any
C can be chosen independent of ξ, η because of the compactness of W s p ∩ V and W u p ∩ V . Of course, here we assume that ξ n , η n , p are in the local chart U p of p, for any n ≥ ω 0 so that we can consider their differences. Note that the solutions {x
The first step is to show that, for ω ≥ ω 0 , the map x n+1 = f (x n ) has enough periodic orbits. We recall that f m0 (U ) ⊂ U p for some m 0 , and then we can
Next, for ω ∈ N fixed and large (that is greater than ω 0 ), we define
We note that x
N less than cδ ω and that the same holds for
∈ U and we can consider the above differences in the definition of F E .
Let us now give a brief motivation for such a definition. Assume that the equation
starting from
and using
we obtain
and then, using the induction,
and note that from (3.1), (3.2) and (3.4) we obtain
that is x 0 (ω, E) is a 2(h+k +1)ω-periodic point of the map x n+1 = f (x n ). Next, using (3.4), for any r ∈ {1, . . . , j i E } we have
and then Theorem 2.3 implies that
that is f 2jrω x 0 (ω, E) belongs to a (small when ω > ω 0 is sufficiently large)
neighbourhood of K for any r = 1, . . . , i E . Moreover, for any j ∈ N such that 0 < j < j r+1 − j r , we have
and then, again from Theorem 2.3,
where the constant c is the same as in Theorem 2.3. Hence we get
Consequently
This gives for the Brouwer degree
Summarizing, we see that, under the assumptions of Theorem 1.1, the equation
k , e 1 = 1 and any k ∈ N for a fixed large (i.e. greater than
Thus we have seen that the map f has enough periodic orbits. Now let ∼ be the equivalence relation on the set E = {0, 1} Z defined as follows:
Then we choose a unique element for any equivalence class in E/∼ and form a metric subspace E ∼ . Without loss of generality we can also assume that E ∼ ⊂ E 1 := {E = {e j } j∈Z ∈ E : e j = 0 for any j ∈ Z or e 0 = 1}. We obtain in this way a subspace
Now we define a map E → O E from E 1 in the space of orbits of f as follows. If e j = 0, for all j ∈ Z then we put O E = {p} the fixed point orbit of f . On the other hand, if e 0 = 1, we have the following two possibilities: either E is periodic with the minimal period m, i.e. σ m (E) = E and σ
In the first case we apply the above procedure to the finite sequence {e j } m−1 j=0
(m being the minimal period of E). We obtain then a 2mω-periodic orbit O E such that f 2jω (x 0 ) is either near the set K or the point p according to e j = 1 or e j = 0, respectively. In the second case we consider, for any m ∈ N, the finite sequence E m = {e 
either near the set K or the point p according to e j = 1 or e j = 0, respectively. In fact, for any given j ∈ Z, there exists m 0 ∈ N such that e m j = e j for any m ≥ m 0 . Thus the conclusion follows because it is satisfied by f 2jω (x mi 0 ) for any i sufficiently large. Observe also that if E is not periodic (that is σ n (E) = E for any n ∈ Z) then O E is also a non periodic orbit of f because of the stated
At this point we would like that the following holds: Let E = {e n } n∈Z ∈ E be a doubly infinite sequence of 0 and 1. If e j = 0 for any j ∈ Z we set J ω (E) = {p}, the fixed point orbit of f . If j ∈ Z exists such that e j = 1, a unique E ∈ E ∼ exists such that E = σ n0 (E ) for some n 0 ∈ Z.
Such a n 0 is unique when E is nonperiodic and is defined up to a multiple of the least period, when E is periodic. Then we set
This definition does not depend on n 0 . We only have to prove this in the case where E is periodic with least period, say, m. We have:
Now we prove that J ω is one to one. Because of the oscillating property, it follows immediately that J ω (E) = {p} when E is not the identically zero sequence. Now, let E 1 , E 2 ∈ E be two, non identically zero, sequences such that
, with and O σ (n 2 −n 1 ) (E 2 ) have the same oscillating properties between K an p. But this means that E 1 = σ (n2−n1) (E 2 ) from which we get immediately E 1 = E 2 . So J ω is one to one and satisfies (3.8). Now we consider the map P: J ω (E) → R N given by P(J ω (E)) = x 0 , where
Finally, we define π ω :
Q(x 0 ) . Now we state some of the properties of π ω : (i) π ω is one to one. This easily follows from the fact that different initial points give different orbits (that is Q is one to one). 
have, for i large, the same kind of oscillation between K and p. Consequently, the sequences E i and E 0 , for i large, have the same elements in the first j, |j| ≤ N 0 places. This implies that
Summarizing, π ω is continuous, one to one and
By the construction it is also clear that π ω is onto. This result proves the statement of Theorem 1.1.
Topological transversality and Melnikov function
In this section, we consider a C 2 -smooth perturbation of f on M = R N given by f (x, ε), f (x, 0) = f (x) for ε ∈ R. Moreover, we suppose that f has an µ-parametric nondegenerate family of orbits homoclinic to a hyperbolic fixed point p, that is there exist open, connected and bounded
. . , µ} are linearly independent and they form a basis for the space of bounded solutions of the equation v n+1 = Df (x n (α))v n on Z for any α ∈ U Ω . Moreover, the mapping x 0 : U Ω → R N is one to one.
We note that
In the next constructions of this section, the set Ω is fixed but the neighbourhood U Ω of Ω could be shrunk by keeping its connectedness. Let U ⊂ R
N be an open and bounded subset such that (4.1) 
for n ≥ 0, and
Moreover, {x
smooth in their arguments
and
Proof. We give the proof for n ≥ 0 the case n ≤ 0 being handled similarly. Let ξ ∈ W s p ∩ U , and x n = ξ n + v n . Then {v n } n≥0 satisfies the system
We are looking for solutions of (4.4) such that sup n≥0 |v n | → 0 as ε → 0. Let ρ > 0 be fixed. From Lemma 2.2 it follows that the map
has a bounded inverse. So, for any {v n } n≥0 such that sup n≥0 |v n | < ρ we define { v n } n≥0 as the unique solution of
From Lemma 2.2 it follows that
where ∆(ρ) → 0 as ρ → 0. Thus it is easy to see that the map {v n } n≥0 → { v n } n≥0 is a contraction on the ball {{v n } n≥0 : sup n≥0 |v n | < ρ} provided ρ and ε 0 are sufficiently small. As a consequence there exists a unique fixed point {v n (ε, ξ)} n≥0 that gives rise to the solution x n (ε, ξ) = ξ n + v n (ε, ξ). From the smoothness of the map
, we obtain that x n (ε, ξ) is smooth and that (4.2), (4.3) hold.
Now we consider the function H: W
. Note that, because of the hyperbolicity of p, the map x n+1 = f (x n , ε) has, for small |ε|, a unique hyperbolic fixed point p(ε) such that p(ε) → p as ε → 0. Such a fixed point is C 2 -smooth in ε and the solutions of H(ξ, η, ε) = 0 give rise to orbits {x n (ε)} n∈Z of the map 
containing 0, and a
that the following holds: 
Obviously, H( ξ, η, ε) = 0 if and only if H(ξ, η, ε) = 0, and then
Theorem 4.1 implies that H( ξ, η, 0) = ξ − η from which we get H(α, α, 0) = 0 and
Let Q: R N → R N be the projection that corresponds to the splitting R N = RL ⊕ V µ that is such that N Q = V µ and RQ = RL, and set r = r( ξ, η, α, ε
where 
whose components with respect to a fixed orthonormal basis {e 1 , . . . , e µ } of V µ are:
where ψ j (α) are defined by the equality. Note that for any
Thus the vectors ψ j (α) are exactly the initial conditions to assign to the adjoint of the variational system v n+1 = f (x n (α))v n to obtain solutions that are bounded on Z. Thus M (α) is the usual Melnikov function associated to the system x n+1 = f (x n , ε) (see [1] , [4] ). We assume that 
where k ε (t) = εt + 1 − t for ε ≥ 0 and k ε (t) = εt − 1 + t for ε < 0. Note that |k ε (t)| ≥ |ε| and then k ε (t) = 0 for ε = 0. We have the following 
Proof. We have already seen that H( ξ, η, α, ε, t) = 0 if and only if
If ( ξ, η) ∈ ∂O 1 , we have ξ = η and then ξ − η + εt H 1 ( ξ, η, ε, α) = 0 for ε 0 sufficiently small, because of the boundedness of
provided O 1 and |ε| = 0 are sufficiently small. So again H( ξ, η, α, ε, t) = 0 and the proof is finished. ( H( ξ, η, α, ε) , O 1 × Ω, 0) = 0, for any ε = 0 sufficiently small. 
Then, because of definition and the connectedness of U Ω , we have
From (4.5) and Theorem 4.3 we finally obtain: Theorem 4.4. Assume (i), (ii), (H1) and (H2). Then there exists ε 0 > 0 such that for 0 < |ε| ≤ ε 0 , it is nonzero the local intersection number of the stable and unstable manifolds of the hyperbolic fixed point of the map x n+1 = f (x n , ε) which is located near the fixed point p of the map x n+1 = f (x n , 0).
Consequently, Theorem 1.1 together with the assumptions (i), (ii), (H1) and (H2) imply chaos for f (x, ε) with ε = 0 small. dα = ω. Time-one-maps of 1-periodic Hamiltonian systems are such diffeomorphisms (see [9] ). We note that any exactly symplectic map is also symplectic. If M is exactly symplectic, i.e. ω = dα, and simply connected then any symplectic map is also exactly symplectic. Assume that f has two hyperbolic fixed points p 1 
where L is the Lagrangian of (5.1) given by 
Hence the assumptions of Section 5 of [2] imply the validity of Theorem 1.1, which is stronger than the results of Section 5 of [2] . On the other hand, the main results of [2] deal with equations like (5.1) under assumptions on u 1 and u 2 weaker than in this paper, namely u 1 and u 2 are not hyperbolic but they are the so-called consecutive minimizers, see [2, Definition 2.1]. Using variational methods, chaotic bumping solutions are shown to exist in [2] . Finally we note that for a C 1 -smooth 1-periodic Hamiltonian system 
x(t)ẏ(t) − H(x(t), y(t), t) dt
= 1 0 1 2
Ju(t), u(t) − H(u(t), t) dt,
where J = Remark 5.5. We claim that periodic points of f are dense in the set Λ ω . Let x 0 ∈ Λ ω . Then there is an E ∈ E such that P(J ω (E)) = x 0 where J ω (E) = {x j } j∈Z . Let E = {e j } j∈Z . If E is periodic then x 0 is a periodic point of f . Let E be non-periodic. There are unique E ∈ E ∼ and n 0 ∈ Z such that E = σ n0 (E ).
Now E is also non-periodic. We have J ω (E ) = f −2n0ω (J ω (E)). The point x 0 = P(J ω (E )) can be approximated by the proof of Theorem 1.1 with periodic points of f from Λ ω . Of course the same hold for the point x 0 = f 2n0ω (x 0 ).
This gives the claim. We also get that the only isolated points of the set Λ ω could be periodic points of f and f depends sensitively on the set Λ ω of all non-isolated points of Λ ω , that is there is a constant d > 0 such that in any neighbourhood of x 0 ∈ Λ ω there are x 0 ∈ Λ ω and n 0 ∈ N such that the distance between f n 0 (x 0 ) and f n 0 (x 0 ) is greater than d. We do not know whether the periodic points of f in Λ ω are non-isolated or not. On the other-hand, let either Υ ω = Λ ω or Υ ω = Λ ω . We extend the map π ω on the closure Υ ω of Υ ω . So Υ ω is compact but we do not know whether the unique continuous extension of π ω is one-to-one or not. The extension is made as follows: For any x 0 ∈ Υ ω \ Υ ω , we take a sequence {x j } j∈N ⊂ Υ ω such that x j → x 0 . Hence f 2ωk (x j ) → f 2ωk (x 0 ).
Consequently, for any N ∈ N, the orbits {f 2ωk (x j )} k=N k=−N and {f 2ωk (x 0 )} k=N k=−N have the same oscillating properties between set K and point p for j large. This implies the existence of the limit lim j→∞ π ω (x j ) := π ω (x 0 ), which is independent of {x j } j∈N . The continuity of π ω follows as in the proof of Theorem 1.1. Clearly the extension π ω is onto E for the case Υ ω = Λ ω . If Υ ω = Λ ω then π ω (Υ ω ) is dense in E and π ω (Υ ω ) is compact in E. This implies π ω (Υ ω ) = E also for this case. The property π ω • f 2ω = σ • π ω follows from the limit procedure x j → x 0 . Of course, Υ ω is invariant for f 2ω . For the case Υ ω = Λ ω , we again have infinitely many periodic points of f which are dense in Υ ω . For the case Υ ω = Λ ω , we have that any point x 0 ∈ Λ ω is an accumulating point of periodic points of f with periods tending to infinity. Iterations of those periodic points oscillate differently between the set K and the point p. Consequently, the map f is sensitive on Λ ω in the following sense: there is a constant d > 0 such that in any neighbourhood of x 0 ∈ Λ ω there are x 0 and n 0 ∈ N such that the distance between f n 0 (x 0 ) and f n 0 (x 0 ) is greater than d.
