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ABSTRACT
We detect the peak of baryon acoustic oscillations (BAO) in the two-point cor-
relation function of a spectroscopic sample of 25226 clusters selected from the Sloan
Digital Sky Survey. Galaxy clusters, as tracers of massive dark matter haloes, are
highly biased structures. The linear bias b of the sample considered in this work, that
we estimate from the projected correlation function, is b σ8 = 1.72± 0.03. Thanks to
the high signal in the cluster correlation function and to the accurate spectroscopic
redshift measurements, we can clearly detect the BAO peak and determine its position,
sp, with high accuracy, despite the relative paucity of the sample. Our measurement,
sp = 104±7Mpch
−1 , is in good agreement with previous estimates from large galaxy
surveys, and has a similar uncertainty. The BAO measurement presented in this work
thus provides a new strong confirmation of the concordance cosmological model and
demonstrates the power and promise of galaxy clusters as key probes for cosmological
applications based on large scale structures.
Key words: cosmology: observations – galaxy clustering – large-scale structure of
the Universe
1 INTRODUCTION
The clustering of cosmic structures is one of the most pow-
erful tools to constrain cosmology. In particular, the sig-
nal of the baryon acoustic oscillations (BAO) in the two-
point correlation function acts as a standard ruler, provid-
ing geometric cosmological constraints. The accuracy in the
determination of the position of the BAO peak depends
mainly on statistical uncertainties. By now the most ac-
curate measurements have been obtained with large spec-
troscopic samples of galaxies (e.g. Eisenstein et al. 2005;
Cole et al. 2005; Percival et al. 2007, 2010; Sa´nchez et al.
2009; Kazin et al. 2010; Beutler et al. 2011; Blake et al.
2011; Padmanabhan et al. 2012; Anderson et al. 2012, 2014)
at low redshifts, z < 1, and with Lyα forest in quasar spec-
tra at higher redshifts (e.g. Slosar et al. 2013; Delubac et al.
2014).
In recent analyses also galaxy clusters have been con-
sidered as probes for the large scale matter distribution
(Angulo et al. 2005). As tracers of the biggest collapsed
structures, they are more strongly clustered than galax-
ies. Measurements of the two-point correlation function of
⋆ E-mail: alfonso.veropalumbo@unibo.it
galaxy clusters have provided the first weak detections of
the BAO peak. Estrada et al. (2009) and Hu¨tsi (2010) mea-
sured, respectively, the two-point correlation function and
the power spectrum of the MaxBCG photometric catalogue,
consisting of ∼ 14000 galaxy clusters (Koester et al. 2007).
Both works claimed a BAO detection with a significance
of 1.5 < σ < 2. Using a similar number of objects and
in an more extended redshift range, Hong et al. (2012) de-
tected the BAO peak in the two-point correlation function of
the spectroscopic cluster catalogue provided by Wen et al.
(2009), with a confidence of 1.8 σ.
In this paper we present new measurements of the
clustering of galaxy clusters, up to the BAO scale, using
the largest spectroscopic sample currently available. As we
will show, the BAO peak is clearly detected at a scale
sp ≈ 105Mpch−1.
The paper is organized as follows. In §2 we describe the
selected cluster sample used for this work, while the data
analysis is outlined in §3. In §4 we present our clustering
measurements, we derive cosmological constraints from the
position of the BAO peak and we compare them to previous
studies. In §5 we compare the cluster clustering with the
clustering of Luminous Red Galaxies (LRG), and we inves-
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Figure 1. Left panel: the angular distribution of galaxy clusters from the spectroscopic (blue dots) and photometric (red dots) samples
analysed in this work. Right panel: zoomed region of 5 × 5 square degrees. Grey points show the angular positions of galaxies from the
SDSS DR8 photometric sample, selected in the redshift shell 0.15 < z < 0.25, as indicated by the colour map. Blue and red circles
represent the angular projection of the cluster radii r200, from the spectroscopic (blue) and photometric (red) samples, estimated using
our fiducial cosmology.
tigate the impact of photometric redshift errors. Finally, in
§6 we summarize our results.
2 DATA
We consider the spectroscopic cluster sample provided by
Wen, Han, & Liu (2012) (WHL12), that has been extracted
from the Sloan Digital Sky Survey (SDSS) III (Aihara et al.
2011). The cluster candidates are identified by deproject-
ing the transversal overdensities, using the information on
photometric redshifts. Clusters are included in the sample
if they satisfy two conditions: i) N200 > 8, where N200 is
the number of galaxy members inside the radius r200, at
which the average density is 200 times the background den-
sity, and ii) RL∗ > 12, where RL∗ is the ratio between L200,
the r -band luminosity inside r200, and L
∗, the characteristic
r -band luminosity of galaxies (see Blanton et al. 2003). The
cluster centre is determined by the position of the brightest
cluster galaxy (BCG), while its photometric redshift is the
median value of the photometric redshifts of its galaxy mem-
bers. A spectroscopic redshift is then assigned to a cluster
if it has been measured for its BCG.
The total number of detected clusters in the whole pho-
tometric sample is 132683, in the redshift range 0.05 < z <
0.8. The detection rate increases with the cluster mass. Us-
ing X-ray and weak-lensing measurements available for a
subsample of clusters, WHL12 showed that the sample is
complete for M200 & 2 · 1014M⊙ in the redshift range 0.1 <
z < 0.42, while the detection rate decreases down to ∼ 75%
for the minimum mass of the sample, M200 = 6 · 1013M⊙
(see WHL12 for more details on the detection algorithm
adopted). For this work, we use a subsample of clusters ex-
tracted from the WHL12 spectroscopic sample. Specifically,
we consider the complete spectroscopic cluster sample from
the Northern Galactic Cap, with measured redshifts in the
range 0.1 < z < 0.42. Moreover, we use only the SDSS
stripes with at least 50% of the clusters with spectroscopic
redshift assigned. This is to obtain the largest contiguous
area and to minimize possible selection effects. The final
number of objects in our selected sample is 25226. The left
panel of Fig. 1 shows the angular distribution of the spec-
troscopic cluster sample (blue dots) analysed in this work,
compared to the entire photometric sample (red dots), while
the right panel shows a zoomed 5× 5 square degrees region,
where grey dots represent galaxies from the SDSS DR8 pho-
tometric survey, and blue and red circles represent the angu-
lar projection of the cluster radii r200, from the spectroscopic
(blue) and photometric (red) samples, estimated using our
fiducial cosmology.
The main properties of the spectroscopic sample used
for this work are summarized in Table 1. The photometric
sample is used to compute the sampling rate, as described
in §3.3. In Fig. 2 we show the redshift distribution of the
selected spectroscopic clusters. The bimodal shape is due to
the presence of two main spectroscopic targets in SDSS-II:
the main sample that peaks around z ∼ 0.12 (Strauss et al.
2002), and the LRG sample that covers the redshift range
0.2 < z < 0.5 (Eisenstein et al. 2001).
3 ANALYSIS
3.1 Two-point correlation function in real-space
and redshift-space
We estimate the redshift-space two-point correlation func-
tion, ξ(s), using the Landy & Szalay (1993) estimator:
ξ(s) =
1
RR(s)
×
[
DD(s)
n2r
n2d
− 2DR(s)nr
nd
+RR(s)
]
, (1)
where DD(s), DR(s) and RR(s) are the numbers of
weighted data-data, data-random and random-random pairs
within a separation s±∆s/2, where ∆s is the bin size, and
nr and nd are the weighted number density of random and
cluster sample, respectively. To compute comoving distances
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Figure 2. The redshift distribution of the selected galaxy clusters
(histogram). The solid line shows the smoothed redshift distribu-
tion obtained adopting a Gaussian filter. See WHL12 for further
details on the redshift distribution of the galaxy samples used to
detect the clusters.
and bias (see §3.5), we assume a flat Λ cold dark matter
(CDM) model with the mass density parameter ΩM = 0.3,
the baryon density parameter Ωb = 0.045, the Hubble con-
stant H0 = 70 kms
−1 Mpc−1, the primordial perturbation
spectral index ns = 1, and the linear power spectrum am-
plitude σ8 = 0.8.
To derive the real-space clustering, we measure the pro-
jected correlation function:
wp(rp) =
∫ πmax
0
dpi′ξ(rp, pi
′) , (2)
where ξ(rp, pi) is the measured two-point correlation func-
tion in the directions perpendicular, rp, and parallel, pi, to
the line-of-sight. The real-space two-point correlation func-
tion, ξ(r), is then obtained from wp assuming a power-law
model, ξ(r) = (r/R0)
−γ , where R0 and γ are the correla-
tion length and the power-law index, respectively. With the
above assumption, the relation between ξ and wp can be
derived analytically:
wp(rp) = rp
(
R0
rp
)γ Γ( 1
2
)Γ( γ−1
2
)
Γ( γ
2
)
, (3)
where Γ is the Euler’s gamma function.
3.2 Random sample
To measure the two-point correlation function of our
sources, we have to construct a sample of randomly dis-
tributed objects (see Eq. 1), taking into account the selec-
tion function of the sample. As a fair approximation, we can
factorise the random sample distributions into the angular
and redshift components separately.
The angular mask is reconstructed with the software
MANGLE (Swanson et al. 2008). Using the SDSS coordi-
nates system (λ, η), we decompose the angular distribution
Table 1.Main properties of the spectroscopic cluster sample used
for this work. See §2 for more details.
# objects 25226
Area [deg2] ∼ 8400
z range 0.1 < z < 0.42
z˜ 0.268
RminL∗ 12
Mmin 6 · 1013M⊙
of clusters in rectangular elements of equal area, that are
then randomly filled. We do not apply any weights to take
into account sector completeness when creating the random
sample.
We assign redshifts to the random objects sampling the
mean redshift distribution of the catalogue. The latter has
been obtained grouping the data in 100 redshift bins and
smoothing the distribution with a Gaussian kernel three
times larger than the bin size. Reducing the value of this
parameter has the effect to lower the clustering signal in the
radial direction. The impact of this effect is however negligi-
ble, considering the estimated uncertainties in our measure-
ments. To minimize the effect of shot noise, we construct a
random sample ten times denser than the cluster sample.
Fig. 2 shows the redshift distribution of the cluster sample
(histogram) and the smoothed distribution (solid line) used
for the construction of the random sample.
3.3 Weights
In this analysis, we apply three different weights to correct
for i) the effects of a mass-dependent detection rate in the
cluster selection algorithm, WM200 (see WHL12), and for ii)
the spectroscopic sampling rate, as a function of the cluster
richness, WN200 , and of the stripe location, WS, separately.
We derive the above quantities directly from the data, com-
paring the photometric and spectroscopic cluster samples.
For each cluster, the total weight assigned is:
wi(RL∗ , N200, stripe) =W
−1
M200
·W−1N200 ·W
−1
S . (4)
The net effect is to increase the number of low mass struc-
tures, whose sampling rate is lower with respect to the more
massive structures, in the spectroscopic sample. This slightly
reduces the clustering normalization, up to ∼ 10%. On the
contrary, we find that the BAO peak position is not affected
by the details of the weighting scheme adopted.
3.4 Error estimates
The errors on the clustering measurements are estimated
with the jackknife method (see e.g. Norberg et al. 2009).
The covariance matrix for the jackknife estimator is:
Cij =
Nsub − 1
Nsub
N∑
k=1
(ξki − ξ¯i)(ξkj − ξ¯j) , (5)
where ξki is the value of the correlation function at the i-th
bin for the k -th subsample, and ξ¯i is the mean value of the
subsamples.
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We construct Nsub = 140 resamplings of our cluster cat-
alogue by dividing the original sample in Nsub regions (i.e. 5
subvolumes for each of the 28 SDSS stripes considered) and
excluding recursively one of them. Increasing the number of
subregions provides a less scattered estimate of the covari-
ance matrix. As verified directly, the value of Nsub adopted
here is large enough to assure the convergence of the results.
We extensively test the jackknife algorithm exploited in this
work using the LasDamas mock catalogues (McBride et al.
2009), finding that the quoted errors are conservative esti-
mates.
3.5 Models
In the following sections, we describe the models used to
derive clustering parameters and cosmological constraints
from the projected correlation function and the BAO peak.
The analysis is performed applying a Monte Carlo Markov
Chain (MCMC) technique, using the full covariance matrix.
We adopt a standard likelihood, L ∝ exp(−χ2/2), where
the function χ2 is defined as follows:
χ2 =
i=n∑
i=0
j=n∑
j=0
(ξi − ξˆi)C−1ij (ξj − ξˆj) , (6)
where ξi is the correlation function measured in the i-th bin,
ξˆi is the model and C
−1
ij is the inverted covariance matrix.
3.5.1 The cluster bias
To measure the bias factor, b, we model the projected cor-
relation function assuming a linear biasing model,
wp(rp) = b
2wDMp (rp) , (7)
where wDMp is the DM projected correlation function (e.g.
Marulli et al. 2013). When assessing the bias through Eq. 7,
the upper limit of the integration in Eq. 2, pimax, has to
be fixed. The impact of this parameter choice is not signifi-
cant, considering the estimated uncertainties. Nevertheless,
a finite value of pimax introduces unavoidable systematic er-
rors, as the effect of redshift-space distortions (RSD) can
not be entirely washed out by the integration. The net ef-
fect is a spurious scale-dependence in the estimated bias. To
minimize the impact of such a systematics, instead of using
Eq.7 we model directly the projected correlation function as
follows:
wp(rp) = b
2
∫ πmax
0
dpi′ξDM(rp, pi
′) , (8)
where the value of pimax is the same as the one used to mea-
sure wp(rp) and ξ
DM(rp, pi) is the redshift-space DM corre-
lation function in the directions perpendicular and parallel
to the line of sight. RSD are introduced with the disper-
sion model (Kaiser 1987; Hamilton 1992; Davis & Peebles
1983), following Marulli et al. (2012). The linear DM cor-
relation function is obtained by Fourier transforming the
matter power spectrum computed with the software CAMB
(Lewis & Bridle 2002). The linear RSD parameter is esti-
mated assuming a ΛCDM cosmology, i.e. β = ΩM (z)
γ/b,
with γ = 0.545.
As extensively tested, this method is able to compensate
for the effect of RSD when integrating up to a finite value
of pimax, providing an approximately scale-independent bias
in the range of scales considered.
3.5.2 Cosmological constraints from the BAO peak
In this section, we descibe two different methods to detect
the BAO peak and extract cosmological information. Results
obtained with both the methods are presented in §4.2.
Empirical model
We consider an empirical model similar to the one proposed
by Sa´nchez et al. (2012), which is used to interpolate the
function ξ(s) at the BAO scales:
ξ(s) = B +
(
s
s0
)−γ
+
N√
2piσ2
exp
(
− (s− sm)
2
2σ2
)
, (9)
where the parameters s0 and γ model the shape of the cor-
relation at small scales, B takes into account a possible neg-
ative correlation at large scales, and sm, σ, and N are the
parameters of the Gaussian function used to model the BAO
feature. We note that the true BAO peak position, sp, is
shifted to smaller scales with respect to the Gaussian me-
dian value sm.
The empirical model given by Eq. 9 can be used to ac-
curately detect the BAO peak position. To directly compare
our measurements with previous studies, we compute also
the dimensionless variable:
ys =
rs
DV
, (10)
that results to be independent of the fiducial cosmol-
ogy assumed to derive comoving coordinates (see e.g.
Sa´nchez et al. 2012). The distance DV is defined as:
DV =
[
(1 + z)2DA(z)
2 cz
H(z)
] 1
3
, (11)
where DA is the angular diameter distance and H(z) is the
Hubble function.
Physical model
To extract the full cosmological information embedded in
the position of the BAO peak, we consider a theoretical
model that includes the cluster bias, the effects of RSD and
geometric distortions due to a possible incorrect assumption
of the fiducial cosmology. The adopted model is the follow-
ing:
ξcl(s) = b
2
(
1 +
2
3
β +
1
5
β2
)
ξDM (αs) , (12)
where b is the linear bias factor, α is the ratio between
the test and fiducial values of DV and it is used to model
geometric distortions, and β is the linear distortion pa-
rameter described in §3.5.1. The non-linear DM correla-
tion function, ξDM , is computed using the software MPT-
breeze (Crocce & Scoccimarro 2008), based on the renor-
malized perturbation theory (Crocce & Scoccimarro 2006).
This method has already been used in previous works aimed
at extracting cosmological information from the position of
the BAO peak (see e.g. Eisenstein et al. 2005; Beutler et al.
2011; Blake et al. 2011).
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Figure 3. The projected correlation function of galaxy clusters
(black dots). The dashed grey line shows the best-fit linear model
defined by Eq. 3, while the other three lines are the best-fit mod-
els obtained through Eq. 8 for three different values of the mass
density parameter, ΩM = 0.25, 0.3, 0.35.
To compare with previous studies, we exploit this
method to derive also other parameters such as ys (see also
§3.5.2), and the acoustic parameter A(z), defined as follows:
A(z) ≡ 100DV (z)
√
ΩMh2
cz
. (13)
This parameter results to be independent of H0, since DV ∝
H−1
0
(see e.g. Eisenstein et al. 2005; Blake et al. 2011).
4 RESULTS
In this section, we present the main results of our analysis.
We start focusing on the small scale clustering, estimating
the linear bias from the projected correlation function at
rp < 30Mpch
−1 . Then, we move to larger scales, detecting
the BAO peak and extracting cosmological information. Fi-
nally, we compare our measurements with previous studies.
4.1 Projected correlation function and bias
Fig. 3 shows the projected correlation function, wp(rp), es-
timated through Eq. 2. The error bars are the square root
of the diagonal elements of the covariance matrix given by
Eq. 5, i.e. σi =
√
Cii. We derive the correlation length, R0,
and the power-law index, γ, assuming a power-law model
for the real-space clustering, thus fitting the projected cor-
relation function using Eq. 3. The result of the fit, obtained
in the range of scales 10 < rp[Mpc h
−1] < 30, is shown by
the dashed grey line.
In Eq. 2 we set the upper limit of the integration to
the value pimax = 40Mpc h
−1. We investigated the im-
pact of this assumption and of the scale range used for
the fit, repeating the procedure for different values of pimax
and of the scale limits. We find that our results are only
marginally affected by these parameters. The maximum
variation in R0 and γ is of the order of 7%, when pimax
and the scale limits are changed inside reasonable ranges
(i.e. 20 < pimax[Mpch
−1 ] < 60, 5 < rp[Mpch
−1 ] < 60).
We estimate the linear bias parameter, b, using the
method described in §3.5.1. The DM correlation function
is computed assuming the same fiducial cosmology used to
measure comoving distances. The best-fit value of the bias,
with 1σ uncertainties, is b σ8 = 1.72 ± 0.03, corresponding
to a minimum χ2 value of 6.7, with 10 degrees of freedom.
The best-fit values of R0, γ and b σ8 are reported in Table 2.
To investigate the impact of the mass density param-
eter, we repeat the same measurement for ΩM = 0.25 and
ΩM = 0.35. The three best-fit models corresponding to the
three assumed values of ΩM are shown in Fig. 3 with differ-
ent lines, as indicated by the labels. The measured wp(rp)
results to be only marginally affected by geometric distor-
tions when changing ΩM , while this is not the case for the
model. Therefore, the best-fit value of the bias does de-
pend on ΩM (e.g. Marulli et al. 2012). The best-fit values
we obtain are the following: b σ8(ΩM = 0.25) = 1.55 ± 0.03
and b σ8(ΩM = 0.35) = 1.88 ± 0.04. In particular, we
find that the best-fit bias values derived for different ΩM
are the ones that keep the value of β approximately con-
stant. The correspondent χ2 are: χ2(ΩM = 0.25) = 8.6 and
χ2(ΩM = 0.35) = 9.9, respectively. The minimum of χ
2
is obtained for ΩM = 0.3, thus favouring the fiducial cos-
mology assumed in this work. In the next section we will
perform a more detailed analysis, modelling the large scale
clustering and constraining directly ΩM , with a full MCMC
method, finding consistent results.
We notice that our analysis shows a lower clustering
with respect to the estimates by Estrada et al. (2009) and
Hong et al. (2012). This is due to the lower mass limit in
our cluster sample, that results in a lower bias.
4.2 The BAO peak
4.2.1 Fitting with the empirical model
The left panel of Fig. 4 shows the redshift-space two-point
correlation function, ξ(s), multiplied by s2, in order to mag-
nify the BAO peak. We start fitting the clustering data
with the empirical model given by Eq. 9, in the scale range
20 < s[Mpc h−1 ] < 180, using a MCMC technique. The
result of the fit is shown by the dashed green line. The best-
fit value of the peak position is sp = 104 ±76 Mpch−1 , af-
ter marginalizing over the other 5 parameters of the model.
When using linear instead of logarithmic binning, the BAO
peak results slightly shifted to higher values. However, the
effect is of the order of 2%, well below the estimated ac-
curacy on the BAO peak position, that is of the order of
7%. We also fit the data with the same empirical model but
without the Gaussian part. The ∆χ2 gives a confidence level
for the full model between 2 and 3σ.
Our measurement is in good agreement with the pre-
vious detection by Hong et al. (2012). Moreover, thanks to
the higher cluster density in our sample, that is larger by
a factor of two, the uncertainty in the position of the BAO
peak is significantly lower.
c© 2013 RAS, MNRAS 000, 1–10
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Figure 4. Left panel: the redshift-space two-point correlation function of galaxy clusters (black dots), multiplied by s2 to magnify the
BAO peak; error bars are the square root of the diagonal elements of the covariance matrix, multiplied by s2. The dashed green line is
the best-fit empirical model obtained through Eq. 9. The blue line is the best-fit physical model given by Eq. 12, while the dot-dashed
red line shows the no-BAO prediction, obtained with the fitting formula by Eisenstein & Hu (1999). Right panel: ∆χ2 as a function of
DV , for the physical (blue line) and the no-BAO (red line) models. The BAO peak is detected with a ∼ 2.5σ confidence level.
4.2.2 Fitting with the physical model
We now fit the measured correlation function with the phys-
ical model described in §3.5.2. Cosmological information is
encoded in ΩMh
2, in the linear bias b, and in the shift pa-
rameter, α, that traces geometrical distortions. All the other
cosmological parameters are kept fixed to the Planck values:
H0 = 67.4 kms
−1 Mpc−1, Ωb = 0.02207h
2 , ns = 0.96 and
σ8 = 0.83 (Planck Collaboration 2013).
The best-fit parameters are summarized in Table 2.
The reported values are the medians of the MCMC pa-
rameter distributions, while the 1σ errors span from the
16th to the 86th percentiles. The solid blue line in the
left panel of Fig. 4 shows the result of the fit obtained us-
ing the MPTbreeze software to estimate ξDM (r), while the
red one has been obtained using the fitting formula given
by Eisenstein & Hu (1999) with no BAO. As shown in the
right panel of Fig. 4, the BAO feature is detected with a
∼ 2.5σ confidence level, in agreement with what obtained
with the empirical model. We achieve a distance measure of
DV = 1031±8492. Constraints on the distortion parameters ys
are of the order of 7%, in good agreement with the value
obtained with the empirical model in §3.5.2. Fitting in the
range 20 < s[Mpch−1 ] < 180, we obtain a 10% constraint
on the mass density parameter, ΩMh
2 = 0.15±0.030.02 , after
marginalizing over the other two model parameters α and
b (see §3.5.2). Reducing the fitting range has the effect of
slightly worsening the constraints.
Fig. 5 shows the 1 and 2σ marginalized probability con-
tours in the ΩMh
2 − DV plane. The dotted line indicates
the points with constant ys, i.e. it represents the degener-
acy direction between parameters that would occur if the
fit was driven by the BAO feature only. The dashed line
shows the opposite case in which the fit is driven only by
Table 2. Best-fit parameters and 1 σ uncertainties obtained from
the projected and redshift-space two-point correlation functions
of the selected spectroscopic cluster sample. For more details see
§3.5.1 and §3.5.2.
Statistics Parameters Best-fit values, 1σ uncertainties
R0 [Mpch−1 ] 11.4± 0.4
wp(rp) γ 2.3± 0.1
b σ8 1.72 ± 0.03
sp [Mpch−1 ] 104±76
DV (z˜) [Mpc] 1031±
84
92
ξ(s) ys 0.147±0.0100.008
A(z˜) 0.48±0.03
0.03
ΩM h
2 0.15±0.03
0.02
b σ8 1.6±0.10.2
the shape of the two-point correlation function. As it can be
seen, the orientation of the parameter degeneracy obtained
in this work lies approximately in the middle between these
two extremes, closely following the solid line of costant A
(Eq. 13). In Table 2 we report the best-fit values of the cos-
mological parameters, as well as the estimated uncertainties
derived from the MCMC analysis after marginalizing over
all the free parameters of the fit. As it can be seen, the esti-
mated value of b is consistent with the one derived in §4.1 by
fitting the projected correlation function at smaller scales.
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Figure 5. Marginalized probability contours at 1 and 2σ for
ΩMh
2 − DV , obtained fitting Eq. 12 in the scale range 20 <
s[Mpch−1 ] < 180. The red cross marks the median values of the
two parameters from the MCMC realizations. The dotted line is
obtained keeping fixed ys at the best-fit value, indicating a pure
BAO-scale driven fit. The continuous line shows the same but for
the parameter A (Eq. 13). The dashed line is obtained keeping
fixed the value of DV ΩMh
2.
4.3 Comparison with previous BAO
measurements
To compare our measurements with similar results in the lit-
erature, we estimate the dimensionless variable ys = sp/DV
as described in §3.5, assuming the median redshift of the
sample, z˜ = 0.268, as the reference redshift. In our fidu-
cial cosmological framework, we have ys = 0.147±0.0100.008 , as
reported also in Table 2.
In Fig. 6 we compare our measurements (red squares)
of DV (left panel) and ys (right panel) with previous esti-
mates from large galaxy surveys at different redshifts. The
ys values are normalized to the ΛCDM prediction, y
ref
s (z),
evaluated through CAMB using the Planck cosmological pa-
rameters (Planck Collaboration 2013). The shaded area is
obtained changing the mass density parameter in the range
ΩM − 0.04,ΩM + 0.04, where the central value is set to the
Planck value ΩMh
2 = 0.1423. All the measurements appear
compatible with the ΛCDM predictions for both WMAP9
and Planck parameters. As it can be seen, the uncertain-
ties estimated in this work are competitive with what found
with large galaxy surveys, despite the sparseness of the spec-
troscopic cluster sample considered. However, due to the
present uncertainties, we are not yet able to distinguish
between the two sets of cosmological parameters given by
WMAP9 and Planck.
5 DISCUSSION
The cluster centres of the spectroscopic sample analysed in
this work are determined by the positions of the BCGs (see
§2). Therefore, the cluster clustering presented in previous
sections corresponds exactly to the clustering of the BCG
sample, that is about a subsample of LRGs. The latter has
obviously a larger level of shot-noise compared to a full LRG
sample. Thus, it is worth wondering if there is any advan-
tage of using a sparse cluster sample, instead of a larger
galaxy sample, for BAO analyses. We address this question
in §5.1, where we compare directly the two-point correla-
tion function measured in a large LRG sample to the one
of a subsample of BCGs. Finally, in §5.2 we compare the
clustering of our spectroscopic cluster sample with a larger
photometric sample, investigating the impact of photomet-
ric redshift errors.
5.1 Clusters vs LRGs
For any clustering analysis, the WHL12 spectroscopic clus-
ter sample can be considered just as a particularly selected
subsample of LRGs. To investigate the impact of such a se-
lection on the detection of the BAO peak, we consider here
the large LRG sample by Kazin et al. (2010). The catalogue
consists of ∼ 66000 galaxies extracted from the SDSS Data
Release 7, in the redshift range 0.16 < z < 0.36. To avoid
any possible systematic effect, we restrict our analysis to the
Northern Galactic Cap, reducing the number of objects to
∼ 59000, with a median redshift of z˜ = 0.278. Then, we
identify the BCGs included in the LRG sample, thus ob-
taining the analogous of a spectroscopic cluster catalogue.
This BCG catalogue contains ∼ 15000 objects, with a me-
dian absolute magnitude larger that that of the LRG sam-
ple. The redshift-space two-point correlation functions of the
LRG (magenta triangles) and BCG (black dots) samples are
compared in the left panel of Fig. 7. The two populations
show a different linear bias, bBCG/bLRG ∼ 1.16. Moreover,
while the 1σ error bars are smaller for the LRGs, due to
their higher number density, the BAO peak is significantly
better determined for the BCG sample. Following the same
analysis performed in §3.5.2, we find that the significance of
the BAO detection in the LRG sample is at less than 1.5σ
level, and the error on the BAO peak results more than
two times larger relative to the one obtained with the BCG
sample. To investigate the robustness of our data reduction
and clustering measurements, we compare our results with
the literature (Kazin et al. 2010), finding good agreement
and confirming that our jackknife method slightly overpre-
dicts the uncertainties relative to external methods based
on mock catalogues, thus providing conservative estimates
for the errors.
To further investigate the differences between BCG and
LRG clustering, we extract two subsamples of LRGs with
the same number of objects, one totally random and the
other reproducing the BCG absolute magnitude distribu-
tion. Then we measure the two-point correlation function
for both the samples, and we repeat the BAO analysis. In
both cases, we find that the BAO peak is less accurately de-
termined with respect to the BCG case. We conclude that
BCGs, or equivalently galaxy clusters, are optimal tracers
to detect the BAO peak. This is due to the dynamical state
of these objects, that have significantly lower peculiar veloc-
ities with respect to other galaxies. Indeed, as we verified
directly, the Fingers of God feature is almost absent in the
BCG sample analysed here. This is the crucial property that
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Figure 6. DV (left panel) and ys (right panel) as a function of redshift. Comparison of our measurements (red square) with previous
estimates from large galaxy samples (grey/black symbols): 6dF Galaxy Survey (z = 0.106 by Beutler et al. 2011), SDSS (z = 0.2, 0.35 by
Percival et al. 2010; z = 0.278 by Kazin et al. 2010), WiggleZ (z = 0.44, 0.6 and 0.73 by Blake et al. 2011) and BOSS (z = 0.35, z = 0.57
by Anderson et al. 2012) and BOSS Lyα (z = 2.34 by Delubac et al. 2014). Solid and dashed lines show the ΛCDM predictions obtained
adopting the Planck and WMAP9 parameters, respectively. The ys(z) values are normalized to the Planck values. The shaded area is
obtained changing the mass density parameter in the range {ΩM − 0.04,ΩM + 0.04}, where the central value is set to the Planck value
ΩMh
2 = 0.1423.
can reduce the width of the BAO peak, thus improving the
significance of the detection. Actually, such a small scale ef-
fect can directly impact the large scale clustering, as clearly
shown in Fig. 7.
5.2 Spectroscopic sample vs photometric sample
The effect of small scale dynamics on the two-point corre-
lation function appears quite similar to the one of redshift
errors (Marulli et al. 2012). Thus, for what we have seen in
§5.1, we expect that photometric redshift errors can have
a significant impact also at the BAO scales. To investigate
this effect, we consider the large photometric cluster sam-
ple provided by WHL12, that contains more than 120000
objects identified using a Friends-of-Friends algorithm. The
redshift of the identified galaxy clusters is the mean of the
photometric redshifts of their components. The cluster pho-
tometric redshifts result highly scattered around the spec-
troscopic redshifts, with a standard deviation of ∼ 0.015, as
estimated in Wen et al. (2012).
The right panel of Fig. 7 shows the comparison be-
tween the redshift-space two-point correlation function of
photometric (magenta triangles) and spectroscopic (black
dots) cluster samples, in the redshift range 0.1 < z < 0.42.
The number of photometric clusters is almost twice bigger
than the spectroscopic one. However, as it can be seen, the
large photometric redshift errors reduce the clustering slope
(Marulli et al. 2012) and, most importantly, they broaden
the BAO feature, causing a loss of information at the BAO
scale. Indeed, the larger number of clusters does not com-
pensate for the poor redshift measurements.
Finally, to further test this effect, we add Gaussian red-
shift errors to the spectroscopic sample, repeating the anal-
ysis for different values of the error. We find that the deter-
mination of the BAO peak is quite robust for redshift errors
lower than 0.005, and then it rapidly degrades.
6 CONCLUSIONS
In this paper we presented new measurements of the two-
point correlation function of a spectroscopic sample of
galaxy clusters, selected from the SDSS (WHL12) in the
redshift range 0.1 < z < 0.42. From the projected corre-
lation function, we derive the correlation length and the
power-law index of the real-space clustering, and the lin-
ear bias factor. As shown in Fig. 4, we could clearly de-
tect the BAO peak. Fitting the measured ξ(s) with an em-
pirical model with a Gaussian function at the BAO scale,
we find sp = 104 ±76 Mpch−1 , ys = 0.147±0.0100.008 and
DV = 1031±8492 Mpch−1 . We test two different methods to
analyse the BAO feature, both providing compatible con-
straints. We estimate a confidence level in the BAO detec-
tion of ∼ 2.5σ, despite the sparseness of the spectroscopic
cluster sample considered. This is comparable to what ob-
tained from many large galaxy surveys, though the latest
measurements provide even stronger constraints, e.g. SDSS
DR11 LRGs and QSO Ly-α provide ∼ 7σ and ∼ 5σ BAO
detection, respectively (Anderson et al. 2014; Delubac et al.
2014). Overall, our measurements appear consistent with all
previous studies and with the ΛCDM predictions. Our error
estimates are quite conservative, due to the method used to
compute the covariance matrix. The goodness of our results
is due to the high clustering signal (i.e. high bias) of the
cluster sample analysed, and to the accuracy in the spectro-
scopic redshift measurements. Indeed, as we have verified
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Figure 7. Comparison between the redshift-space two-point correlation functions of cluster (black dots) and LRG (magenta triangles)
spectroscopic samples (left panel), and between spectroscopic (black dots) and photometric (magenta triangles) cluster samples (right
panel). The lines show the best-fit empirical models obtained through Eq. 9, for spectroscopic clusters (blue lines) and photometric
clusters/LRG (dashed red lines).
directly, the BAO peak is weakly constrained when using
larger LRG or photometric cluster catalogues. This result
shows that galaxy clusters are powerful cosmological probes
for the detection of BAO, even with a fairly limited statis-
tics, and highly competitive with respect to galaxies. Fu-
ture massive surveys such as Euclid (Laureijs et al. 2011;
Amendola et al. 2013) and eROSITA (Merloni et al. 2012)
will allow this approach to be fully exploited in several open
key questions (e.g. the dark energy equation of state). Ac-
curate forecasts on the cosmological constraints achievable
by these future cluster surveys will be provided in a future
work. Moreover, thanks to the ongoing BOSS program, we
plan to enrich the spectroscopic cluster sample analysed in
this work, providing new BAO constraints at different red-
shifts, and as a function of the cluster richness.
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