Statistical text mining was used to supplement efforts to develop a clinical vocabulary for post-traumatic stress disorder (PTSD) in the VA. A set of outpatient progress notes was collected for a cohort of 405 unique veterans with PTSD and a comparison group of 392 with other psychological conditions at one VA hospital. Two methods were employed: (1) ''multi-model term scoring'' used stepwise logistic regression to develop 21 separate models by varying three frequency weight and seven term weight options and (2) ''iterative term refinement'' which used a standard stop list followed by clinical review to eliminate non-clinical terms and terms not related to PTSD. Combined results of the two methods were reviewed by two clinicians resulting in 226 unique PTSD related terms. Results of the statistical text mining methods were compared with ongoing efforts to identify terms based on literature review, focus groups with clinicians treating PTSD and review of an existing vocabulary, lending support to the contributions of the STM analyses.
Introduction
Post-traumatic stress disorder (PTSD) is a common clinical problem in the Veterans Health Administration (VA), particularly among men and women who have served in Operation Enduring Freedom (Afghanistan) or Operation Iraqi Freedom (OEF/OIF). It is estimated that the prevalence of PTSD among OEF/OIF veterans may be as high as 20% [1] . PTSD is generally a lifetime disorder, and its clinical manifestations are diverse. A primary goal of clinical management is relief of symptoms, and the success of treatment methods is measured by changes in symptoms and functioning over time. In the routine follow-up of PTSD patients, clinicians annotate the presence and severity of symptoms in progress notes that provide a record of their clinical care. Thus, the VA's electronic health record (EHR) provides detailed information about the clinical status of patients who are followed for PTSD in the VA system. However, most of this information (which is contained in narrative text) is not accessible through administrative data sources that are easily searched and extracted for analysis. Because there is substantial variability in successful alleviation of the symptoms of PTSD, the lack of good longitudinal data has hampered clinical efforts to improve care. Better methods to capture the clinical information in VA progress notes promises to meet this important need.
The VA Consortium for Health Informatics Research (CHIR) is organized as a multi-disciplinary group of collaborating investigators located at VA sites distributed across the United States. The primary participating VA sites include Portland, Palo Alto, Salt Lake City, Indianapolis, Nashville, Tampa, West Haven, and Boston. The academic institutions affiliated with each of these VA facilities serve as research partners. Disciplines and concentration areas represented by CHIR investigators include knowledge representation, natural language processing, machine learning, biostatistics, clinical epidemiology, applied informatics, and health services research.
The CHIR is conducting two multi-year, applied studies which address clinical domains of high priority for veterans, methicillinresistant Staphylococcus aureus (MRSA) infection and posttraumatic stress disorder (PTSD). These major projects are designed to drive advancement of natural language processing (NLP) methods and to lead to clinical applications to improve the quality of care. The current study is part of the PTSD project. The PTSD project will measure the potential of unstructured text to provide information about the clinical course and symptom variation among veterans who receive clinical care from the VA for PTSD. The lack of adequate codified data on symptoms of PTSD and on psychosocial correlates of PTSD has been a barrier to evaluating the effectiveness of clinical strategies for management of this pervasive condition.
The first goal of the CHIR PTSD project is to define the vocabulary used by clinicians to describe the clinical course of veterans with PTSD to provide a framework upon which NLP-based concept extraction will be built. This vocabulary will eventually be expanded into an ontology related to PTSD. The process of developing the vocabulary focused on deductive techniques and qualitative methods including literature review, focus groups and review of existing vocabulary resources. However, access to large corpora and the evolution of machine learning techniques permit using knowledge discovery techniques to supplement the deductive approach. Cimiano [2] suggests that the acquisition of domain knowledge from data (ontology learning) is made up of sequential steps that can be organized as a layer cake according to increasingly complex subtasks. The bottom layer (foundation) of the cake represents the acquisition of relevant terminology, followed by identification of synonym terms, formation of concepts, hierarchical organization of concepts, learning relationships among terms, hierarchical organization of the relationships, instantiation of axiom schemata and definition of arbitrary axioms. Here we describe efforts to use machine learning techniques to identify terms, the task at the bottom layer of Cimiano's cake. We report results from the use of statistical text mining (STM) to extract terms related to post-traumatic stress disorder (PTSD) from outpatient progress notes to supplement more traditional deductive steps being taken to develop the vocabulary.
We employ two STM techniques to extract terms for clinical text. The goal is to use a statistical approach, largely free of human biases, to provide an orthogonal means of term discovery to generate a supplemental term list for clinician review. The STM or ''bag-of-words'' approach does not rely on any existing controlled vocabularies, so the term discovery is largely unconstrained and could uncover surprising candidate terms. While NLP techniques, coupled with data mining could also be used for some tasks, any discoveries are limited to the vocabulary being used for term look-ups. Since our task was to assist, rather than replace methods that already use literature review for discovery, a statistical approach seemed the most appropriate.
Perhaps the most novel aspect of this approach is that the target of STM was clinical progress notes, not the medical literature. Since many applications of the resulting PTSD vocabulary will be clinically focused, using actual notes seems likely to uncover terms based on intended usage. In fact, prior research has shown that there are many sublanguages within medicine [3] . This is probably true within the literature, as well as within the various clinical note types authored by providers across medical specialties. However, the varied language within notes provides an especially relevant source of terms for vocabulary construction and subsequent text mining applications. For this work, the corpus contained 41 different note types, representing somewhat different language patterns.
Background
Analyses of large corpora are increasingly used to enhance vocabulary and ontology development. Some investigators have used automated text extraction to identify relationships among terms in a domain and to build ontologies. For example Coulet et al. describes a process of building relationships based on key pharmacogenomic entities and a syntactic parse of more than 87 million sentences from 17 million MEDLINE abstracts to systematically extract commonly occurring relationships and to map them to a common schema [4] . In another example Baneyx et al. applied natural language processing tools to two corpora, one composed of patient discharge summaries and the other being a text book, to enrich ontology building through distributional analysis and a method based on the observation of corpus sequences in order to reveal semantic relationship [5] . More commonly however, automated efforts to help develop ontologies for text have been focused on generating terms upon which ontologies can be developed. Automated techniques have been used to leverage information in the biomedical literature in support of identifying terms related to genes and gene products [6] , the discovery of abbreviations and definitions [7] , the creation of a dictionary of protein names [8] , and as a way to supplement manually developed controlled vocabularies [9] . Fewer studies have focused on using clinical text to develop or improve controlled vocabularies. Investigators at Columbia have shown that natural language processing procedures can be used to support or enhance vocabulary development based on information available in the electronic health record [10, 11] . However, we could find no published study that employed STM methods to identify terms in support of building vocabularies and ontologies.
Methods and materials
Statistical text mining (STM) employs inductive or data-driven algorithms that do not rely on large controlled vocabularies. We use SAS Enterprise/Text Miner for the analysis. The SAS text mining software implements several algorithms for text mining, providing a supportive environment for file processing, text parsing, transformation, dimension reduction and document analysis. We believe that the inductive analyses of the data may discover concepts that would not have been identified by the clinical team. Two main approaches are used to surface terms for possible inclusion in controlled vocabularies or ontologies. Multi-model term scoring uses a fairly large group of different models to uncover terms, with a synthetic score ranking terms across all models. The second method, iterative term refinement, uses a single predictive model (selected after parameter tuning) to surface a set of terms. An iterative cycle of clinician review is then used to remove terms (via start/stop lists) allowing additional terms to be discovered in subsequent model building steps.
Document selection and labeling
To conduct statistical text mining, documents (progress notes) need to be labeled as containing information about PTSD or not. For this analysis, we leverage information in patient level administrative data to identify appropriate notes. A list of 5165 unique veterans of OEF/OIF who received care at one large Veterans Hospital in the southeast during FY 2007 (October 2006 to September 2007) was identified based on reports from the VA's Support Service Center Web site. From this initial pool we used multiple criteria based on information documented in administrative data stored in the EHR to identify veterans who were diagnosed with and treated for PTSD. A veteran was considered to have PTSD if he or she had a flag in her record indicating that they had been confirmed as having the condition by the VA Compensation and Benefits program (service connected), had at least two outpatient visits in the year with the primary diagnosis being listed as PTSD (ICD-9-CM code 309.81) and had PTSD listed on the problem list in the VA EHR. Based on these criteria, 405 unique veterans receiving care for PTSD during the study period were identified. We then identified a potential comparison group to be used in the analyses. Our goal was to find patients with similar psychological conditions but not PTSD. We anticipated that this would result in the identification of terms that are strongly associated with PTSD but less strongly related to other diagnoses. To do this we identified a cohort of veterans from the initial pool who were treated for depression or anxiety, but did not meet the criteria established for having PTSD. We matched veterans from the PTSD group with veterans from the comparison group based on gender and age within 5 years. This process resulted in 392 veterans without PTSD for the analysis.
We next searched the VA EHR for all outpatient progress notes for these veterans during the year of the study. This resulted in more than 25,000 progress notes with more than 300 note titles. Note titles in the VA EHR reflect either a place of service or type of clinician entering the note, for example ''Psychiatry Outpatient'' notes, ''Outpatient Clinic H&P'' notes, or ''Nursing Consult'' notes. To further target the notes with potentially useful information, we reviewed all of the note titles and restricted our analysis to 49 note types related to psychiatry, psychology, mental health, or social work. This resulted in 6909 progress notes for the PTSD group and 755 progress notes for the veterans seen for anxiety or depression but not PTSD.
Multi-model term scoring
Typically STM analyses focus on maximizing the performance of prediction models. An iterative process is employed to test various models and find the one that is most predictive for the targeted outcome. In this study however, we employ text mining to develop a list of terms that are likely to reflect the diagnosis and treatment of PTSD. The following steps outline the approach. The goal is to refine the process and establish some best practices that can be applied across different contexts and eventually automated.
We created a series of two stage models using statistical text mining and predictive modeling techniques. This study uses a latent semantic indexing approach (within SAS statistical text mining) combined with stepwise logistic regression to classify cases. In each model, one of three frequency weights (none, binary and log) and seven term weighting schemes (none, IDF, GF-IDF, entropy, chi-square, mutual information and information gain) were varied resulting in 21 combined STM-regression models. The models were restricted to 500 ''roll-up terms,'' thereby limiting subsequent analytic steps to 500 terms. The data were split into training (70%) and evaluation (30%) data sets to reduce the threat of over fitting during model generation.
Frequency weights
The term-by-document matrix contains an entry for each term within each document. This value can be a simple count, or a transformation such as a binary or logarithmic frequency weight. A binary (0, 1) weight simply indicates whether a term was present in the document or not. A logarithmic weight will make the weights of vastly different magnitudes more comparable by reducing the range. All three of the frequency or local (within document) weights were used to create models here. Our goal in using multiple models was to make the term discovery process more robust, especially during these preliminary analyses, forcing the terms to qualify across model variations.
Term weights
Since the documents in a corpus are almost surely to vary in size, this will have a direct affect on term frequencies as well. Term (or global) weights are used to adjust these frequencies across documents. Seven term weights were used to create models in the model synthesis approach.
-Entropy: is drawn from information theory and the work of Shannon [12] , and is a measure of disorder or unpredictability. The entropy term weight characterizes the value of a term in identifying a particular document. If a term occurs uniquely in a single document entropy is high, when the term is spread equally across documents little information is conveyed and entropy is low.
-Inverse document frequency (IDF): is a straightforward measure of term importance based on dividing the total number of documents in a corpus by the number containing the given term. This characterizes importance by term uniqueness or rarity across documents. Combined with a simple count or term frequency (TF) within a document (as described above), a document specific measure TF-IDF is high when a term appears often within a document, but rarely across documents. This general measure is often used in text mining and information retrieval [13] . -Global frequency -inverse document frequency (GF-IDF):
builds on the previous measure, multiplying the global frequency (or how often a term appears in the corpus) by IDF. -There are three target-based weighting schemes: chi-squared, mutual information, and information gain. These weights are based on a contingency table that looks at the term occurrence by target category, taking into account the actual classification results. Here, this results in a two-by-two contingency table with PTSD and not PTSD as a binary classification.
Comparisons of these weights, both in actual use and through simulation studies, have shown these weights to have varying levels of correlation. For instance, entropy and IDF are often highly correlated. GF-IDF can be negatively correlated with IDF. Entropy-based weights are typically negatively correlated with targetbased weights. So, the choice of weighting schemes will certainly affect the analytic results. In this study, we are trying to surface terms for possible inclusion in ontology building efforts, not produce the best predictive model. Therefore, the model synthesis method uses all the weighting combinations to allow terms to surface under multiple methods.
The aim of this initial analysis was to determine how well statistical text mining would do without extensive customization efforts. For this initial analysis no preprocessing was conducted on the progress notes. Also we employed the standard stop list included in the SAS Text/Enterprise Miner rather than creating customized stop lists.
The ability of terms to distinguish between notes from PTSD and non-PTSD cases across the logistic regression models was summarized in two ways. First the total number of models in which the term or roll-up term was found to be significantly associated with the prediction of PTSD was calculated. This provided a summative measure across the models. Second, we calculated a mean value of the regression coefficient in the models. We do not interpret the absolute values of the coefficient but rather the sign of the coefficient. This value provided a way to interpret whether the term is positively or negatively associated with PTSD. For initial interpretation, the terms were sorted first by the number of models in which they were identified and then by the mean regression coefficient.
Iterative term refinement
As an alternative method of generating terms from the EHR using statistical text mining, we used a single model iterative approach on the same dataset. First, several models were evaluated for overall fit and predictive accuracy and the best model was retained for iterative use. A 70/30 split for training and evaluation was used for model development and evaluation. A binary frequency weighting scheme (as described above) was used and entropy was used for term weighting. In binary weighting, if a term is found in a document, the weight is set to one (1) and zero (0), if it is not found. As previously discussed, entropy is a measure of the uncertainty associated with a random variable. It is used as a measure of the average information content one is missing when one does not know the value of the random variable. Again, the goal was to assess the relative improvement across iterations and one of the better models from the previous approach seemed like a reasonable starting point. While there is no expectation that the iterative approach would be overly sensitive to the choice of starting model, we plan to investigate this in follow-up studies.
To assist in the effort to uncover terms with meaning, several measures were taken in the preprocessing phase to remove irrelevant terms. First was the use of a standard stop list. The initial list containing 313 of the most common terms found in English documents were removed from consideration. We also excluded certain classes of terms that were also clinically irrelevant. Types of words excluded were auxiliary (may, can, should), conjunction (and, but, if), determiners (a, the, an), interjections (yes, thanks, hello) and prepositions (of, for, from). Multi-word noun phrases were kept in the model, while excluding proper nouns. To make the interpretation of the terms easier for the clinicians and to facilitate development of comprehensive term lists to support NLP, we did not use stemming which resulted in multiple forms of words (e.g. abuse, abused, abusing) of the words being identified.
For each of the iterations, only the most frequent 1000 terms were used. A trained nurse abstractor examined the top 100 terms sorted by target weight. In the first two iterations, terms that were deemed to be so common that they were not clinically relevant were removed from consideration in future models. For each of the subsequent iterations, terms that were not relevant for description of PTSD were removed. Each time we removed terms from consideration, it allowed new terms to surface and take their place, some of which would be relevant and some not relevant. By the conclusion of the eighth iteration, terms considered relevant to PTSD were found throughout the most frequent 500 terms in the corpus. The terms removed over the eight iterations were reviewed by a physician and were confirmed to be irrelevant for clinical purposes. The retained terms were kept for further evaluation.
Results

Results of the multi-model term scoring
The resultant regression models had high sensitivity for correctly classifying the PTSD cases (0.975-0.983 across the 21 models). However, specificity was low across the models (0.317-0.611). Models developed using the information gain term weight proved to have the highest specificity.
A maximum of 113 terms were identified in any one model. Combining results of the 21 models produced a total of 450 individual terms. Of these, 49 terms were found to be significant predictors in 10 models or more (see Table 1 ). The ''+'' sign in front of a term is a SAS convention meaning that multiple forms of the word were stemmed to create a single term. Not surprisingly the term ''traumatic'' was the most influential term positively associated with PTSD, while the term ''anxiety'' was most highly predictive of progress notes for the control groups taken from records of veterans being seen for depression or anxiety and not PTSD. Other terms that were highly predictive of a note from a veteran being treated for PTSD include ''+nightmare'', ''PTSD'', ''stress'', ''combat'', and ''intrusive.'' Other terms are less obviously related to PTSD and may be artifacts of differences in the process of care between the cohorts from which the progress notes were identified. While the results of terms identified through multiple models represent the terms that most consistently predict veterans with PTSD, it is important to keep in mind that useful terms may be found in only a small number of models. For example, there were a number of terms related to PTSD that were found in models employing an information gain term weighting strategy that were not found consistently across models. Table 2 describes some of these terms.
These results demonstrate the advantage of the multiple model strategy to ensure coverage of the terms. The complete term list will be reviewed by the CHIR PTSD clinical investigators and incorporated into the ontology development effort.
Results of the iterative term refinement
The final retained model achieved a prediction accuracy of 83% on the unseen documents. As with the models developed above, sensitivity was relatively high at 87.3% but specificity was lower at 50.0%. To provide an example of the results of the analysis, the top 50 of the final 500 terms identified through the iterative process are provided below in Table 3 sorted by the term's target weight.
Evaluating the results
The two STM methods identified approximately 427 unique terms. These terms were reviewed by two clinical experts and those not related to PTSD (general or non-PTSD clinical terms) were excluded resulting in 226 unique PTSD related terms. We then compared the terms identified through STM with those that had been generated based on focus groups with VA clinicians, review of SNOMED terms and review of practice guidelines for diagnosis and treatment of PTSD. Fig. 1 presents a Venn diagram describing the overlap of terms generated by the four methods. It can be seen that the STM contributed a large number of unique terms to the vocabulary. It can also be seen that there was relatively little overlap between the various methods suggesting that the combined approach represents an improved result over reliance on single methods. Table 4 further summarizes the data from the Venn diagrams and term contributions. In fact, the STM method generated the largest percentage of unique terms (23%). The large number of unique terms in general (66.36%) indicates that the various methods did provide complementary sources of terms, which was really a key motivation behind this work. Further, the hope was that statistical text mining would be an independent and important source of candidate terms. Especially since this method is fairly easy to use and highly automated. Of course, the fact that clinical guidelines surfaced a sizable percentage of unique terms (19.7%) is quite reassuring.
To further assess the contributions of the various approaches, the relevant terms in the vocabulary were categorized into one of four groups, PTSD symptoms, PTSD treatments, medications and trauma-related terms. Term discovery within these focused areas is especially relevant in the context of controlled vocabulary development. The associated Venn diagrams (and table columns) breakdown the unique term contributions by these categories. For example, the Venn diagram in Fig. 2 describing the symptoms demonstrates that the biggest contributor of terms to the vocabulary was SNOMED with STM and clinical guidelines also making relatively large unique contributions. A somewhat different pattern evolved for terms related to treatments (Fig. 3) where clinical practice guidelines contributed the most terms. However, STM was the second most common contributor with 30 unique terms. Thirty-three specific names of medications used to treat PTSD were included in the vocabulary and they were almost exclusively identified through clinical practice guidelines (Fig. 4) . Finally, because the purpose of this was to develop terms for the VA, we have included a category of terms associated with trauma many of which are related to combat trauma. This would include terms like shell a Also found were 149 other terms that were not in these categories. Fig. 2 . Symptoms found per method.
shock, blast and explosion. Not surprisingly, STM was the biggest contributor to this category identifying 16 of the 20 terms included (Fig. 5) . Combining the information from these sub-analyses, it can be seen that the results of statistical text mining does make a sizable and somewhat unique contribution of terms, further bolstering the case for a supplemental term discovery method.
Discussion
The analysis presented here represents an initial attempt to use STM to supplement deductive, qualitative research techniques to develop a clinical vocabulary and ontology for PTSD in veterans. We used SAS Text/Enterprise Miner, a commercially available software product, and limited the customization of the process to determine whether this relatively simple strategy could provide useful results. Further customizing of the analysis could provide more refined results. For example, we chose to use progress notes for a comparison group with very similar clinical conditions (depression and anxiety) for this analysis. Similar, models developed with comparison groups with different psychiatric disorders or no diagnosed mental health disorders might identify additional terms for review by the clinical teams. In future work we hope to explore this strategy.
Document selection
The comparison group (non-PTSD patients) was selected from a cohort with problems of depression or anxiety instead of more general non-PTSD patients to focus the modeling efforts on more fine-grained discrimination. The overlap in mental health symptoms and language concepts means that the discriminating terms are likely to be more specific to PTSD, and therefore better candidates for any ontology building efforts. If the cohorts were PTSD and more general non-PTSD patients, all of the mental health terms would probably serve to differentiate between the groups. This larger and broader collection of concepts would not be as targeted toward the PTSD ontology development effort.
We also restricted the analysis to 49 unique note types to attempt to identify documents that would be rich in terms related to PTSD. Fig. 6 shows the frequency distribution of the number of documents included in the analysis by note title. As can be seen, approximately 80% of the documents included fell into the top 10 most frequent titles. These data support that the current analysis was likely to emphasize terms related to treatment for PTSD in the VA outpatient setting. This represents an important contribution to the overall vocabulary development effort.
Refining the scoring method
In this current study, the model synthesis approach created a combined score by equally considering the results of 21 separate models. However, the weighting schemes used to create the models can be more or less correlated with each other. Therefore, some models may find similar terms, while others may perform quite differently. It seems reasonable to try other scoring methods that surface terms from similar model types, without the necessity of high scores across all models. Essentially, this would be a more inclusive approach that captures terms that are surfaced by only some of the models. This seems worthwhile when the goal is simply supplemental term discovery in the service of ontology building.
The proposed scoring system is somewhat unique, especially in the context of using statistical text mining for candidate term discovery. However, this particular scoring or ranking method is not a critical aspect of the overall approach. It is a hedge against ''bad luck'' or idiosyncratic results, much like cross validation. Reliance on a single model could lead to results that would be more of a fluke than a reliable pattern. By using models with various parameter settings and the combining the results, the likelihood of selecting interesting terms by sheer luck are much reduced. In fact, when developing a STM-based method for use by others there would not be much benefit in using such a broad based set of models since many of the parameters are correlated. A more refined approach that relies on far fewer models with somewhat uncorrelated measures is among the options to be investigated in future research. As an example, the term weighting schemes such as entropy, information gain, or inverse document frequency (IDF) can be more or less correlated. As previously discussed, studies suggest that entropybased weights can be negatively correlated with target-based weights such information gain or chi-squared measures (though this is somewhat domain dependent). Therefore, it probably makes sense to reduce the reliance on combined scoring through more selective and parsimonious use of unique modeling parameters. In addition, we can cast a wider or narrower net by combining scores (as a conjunction) or keeping terms that score highly in any model. So rather than advocate for this particular 21-model scoring method, the implication is simply that finding a reasonable set of complementary models will lead to more robust term discovery.
Other possible strategies
Another analytic strategy that could be employed is to have clinicians review initial text mining results to develop a customized stop list. Stop lists identify terms that text mining algorithms should ignore. Standard stop lists include words such as ''the'', and ''at'' or other commonly used words. We used a standard stop list here, but it is possible to customize this list. This would allow us to identify terms related to structure of care or other nonclinical information that could be ignored in the analysis, potentially making it more precise and useful.
Another strategy that might improve results is to pre-process the progress notes to eliminate sections of the text that contain information that is not predictive or is truly misleading. An example of this is the use of templates in progress notes to facilitate recording regularly collected information which is a common practice in the VA EHR. If these templates are used in the progress notes of both the target cases (PTSD) and the comparison cases, they have little effect on the statistical text mining process. If however, they are routinely used in only one of the groups they can greatly impact the results of models. The term ''yes'' that appears in Table 1 is likely the result of responses within templates, which provides no useful information for the development of a clinical vocabulary.
Uniqueness of our approach
It can be seen that the regression coefficients for several of the terms included in Table 2 are very high. This is likely the result of a relatively rare term appearing almost exclusively in progress notes from veterans with PTSD. In typical regression analyses, steps would be taken to eliminate or recode a regressor with this type of value, but given the purpose of this analysis we feel such a step is not necessary.
Statistical text mining typically does not rely directly on individual terms as we have done here. Usually some type of statistical procedure is used to reduce the dimensionality. SAS Text Miner uses latent semantic indexing (LSI) to reduce dimensionality by using singular value decomposition (SVD). LSI is a technique that transforms the large term-by-document matrix into a much lower dimensional form [14] . SVD allows the arrangement of the space to reflect the major associative patterns in the data and ignore the smaller, less important influences. Singular value decomposition is closely related to eigenvector decomposition. Similar to factor analysis, the frequency matrix is decomposed into eigenvalues and eigenvectors that create linearly independent components of the data. The smaller components can be ignored and the similarity between two documents can be determined by the values of the remaining factors. We chose not to use the resulting vectors in our analysis, since the interpretation of the results at the term level proved difficult.
The first step of a statistical text mining analysis is to develop a term-by-document matrix. In the case of the analysis reported here, the matrix includes over 14,000 documents (columns) and more than 10,000 rows (terms). The current analysis provides a framework to reduce the number of terms to a manageable number for review by clinicians. Used in combination with more traditional techniques we believe STM can provide useful information that would be difficult to otherwise attain.
Conclusion
Inductive approaches such as the one described here hold tremendous promise to assist clinicians and researchers with the development of clinical vocabularies and ontologies. We employ a commercially available software product SAS Enterprise/Text Miner and by varying frequency and term weighting settings develop multiple models from which comprehensive terms were extracted. This represents a preliminary analysis and ongoing refinement of the methods is warranted. However, we believe it is a robust and practical method to conduct highly automated supplemental term discovery. This method does not require extensive development of customized software, and therefore is easy to implement and accessible to a wide variety of clinicians and researchers.
