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Resumo
Durante o desenvolvimento de um projeto de software falhas podem surgir em funcionali-
dades do sistema em desenvolvimento. Estas falhas são denominadas na literatura como
bugs e, quando identificado, é reportado através de formulários ou relatórios de erros que
contém informações de como ocorreu o problema e, em alguns casos, como reproduzir o
erro reportado. O processamento de relatórios de bugs é um ponto essencial na correção
e manutenção de software modernos. Assim, após o preenchimento das informações, o
triador deve atribuir, de forma correta, qual equipe será responsável pela manutenção
da funcionalidade. Em cenários como este, um sistema automatizado de processamento
de relatórios de bugs é um passo natural em direção à redução do tempo de trabalho
manual e maior confiabilidade nas atribuições, pois um modelo com bom desempenho,
em termos de acurácia, pode auxiliar no apoio à decisão a ser tomada pelo triador, au-
mentando assim a eficiência do processamento do relatório. Contudo, os resultados dos
estudos sobre aprendizagem profunda no domínio de processamento de relatórios de bugs
ainda são insuficientes. Neste trabalho, exploramos uma técnica de aprendizado profundo
bastante utilizadas em visão computacional, a transferência de aprendizado, visando obter
melhorias nos resultados para o problema de triagem automática de bugs e a rotulação
de relatórios de bugs. Realizamos a transferência a partir do modelo BERT pré-treinando
com dados do domínio de bug tracking, resultando em um novo modelo que denominamos
BugBERT. Os resultados obtidos em um benchmark indicam o potencial de nosso modelo
em se tonar o novo estado da arte na triagem de bugs.
Abstract
During the development of a software project, failures are common in the functionality
of the system being developed. These errors are referred in literature as bugs and when
identified, it is reported through forms or error reports that contain information on how the
problem occurred and, in some cases, how to reproduce the reported error. The processing
of bug reports is an essential point in the correction and maintenance of modern software.
Thus, after filling in the information, the triator must correctly assign which team will
be responsible for maintaining the functionality. In scenarios like this, an automated
bug reporting system is a natural step towards reducing manual work time and greater
reliability in assignments, as a model with good performance can help support the decision
to be made by the triator thus increasing the efficiency of the report processing. However,
the results of studies on deep learning in the field of processing bug reports are still
insufficient. In this work, we explore a deep learning technique widely used in computer
vision, the transfer of learning, in order to obtain improvements in the results for the
automatic bug triage problem. We performed the transfer from the BERT model pre-
training with data from the bug tracking domain, resulting in a new model that we call
BugBERT. We evaluate our model in a scenario with data from Motorola bug tracking
and in a benchmark, this results show the potential of this model has become the new
state of the art in bug triage.
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Durante o desenvolvimento de um projeto de software é esperado que surjam falhas em
funcionalidades do sistema em desenvolvimento, as quais são conhecidas na literatura
como bugs. Nesse contexto, a detecção e resolução precoce destas falhas tornam-se ele-
mentos importantes para a redução do tempo gasto no desenvolvimento. Um bug, quando
identificado, é relatado através de formulários ou relatórios de erros, os quais contêm
informações sobre o problema identificado. Estas informações são utilizadas pelos de-
senvolvedores como forma de identificar a possível causa do bug e sua resolução [49, 50].
Além disso, o relatório é registrado através de um ID e gerenciado em um sistema de
rastreamento de bugs, como o Bugzilla [43] o que permite um melhor gerenciamento dos
bugs em aberto.
Comumente, grandes empresas possuem em seu quadro de funcionários profissionais
especializados na análise de relatórios de erro, sendo este profissional denominado triador.
O fluxo para a resolução de um bug começa com a análise do triador, que tem por objetivo
o preenchimento de campos complementares dos relatórios de bugs, tais como: prioridade,
severidade, produto, status e componente. Uma outra análise realizada pelo triador é
a identificação de relatórios duplicados. Esta é uma tarefa mais difícil, pois envolve
a recuperação e análise de outros relatórios que tratem do mesmo problema. Assim,
separamos este trabalho em dois tópicos, sendo o primeiro atribuição de componente
- comumente conhecida na literatura como Bug Triage - e o segundo a rotulação de
relatórios de bugs.
Como parte da solução para as tarefas de triagem e rotulação de relatórios, metodo-
logias de automação vêm sendo propostas [1, 3, 7, 12, 13]. Estes trabalhos fazem uso de
métodos tradicionais em aprendizado de máquina e processamento de linguagem natu-
ral, os quais são aplicados a estas tarefas de correção de bugs em projetos open source e
comerciais. Recentemente, com a popularização das redes neurais profundas, diferentes
trabalhos propuseram o uso das mesmas como forma de obter melhor desempenho nessas
tarefas. Os trabalhos que utilizam redes neurais comumente avaliam seus modelos em ba-
ses de dados de múltiplos projetos open source [25,26,42], contudo nem todos os trabalhos
disponibilizam a base utilizada, o que dificulta uma comparação justa entre os modelos.
No entanto, Mani et al. [26] propõem um benchmark para a avaliação e validação de
modelos de triagem de bugs, utilizamos esse benchmark para avaliar nosso modelo.
Apesar dos esforços para automatizar a tarefa de triagem, alguns trabalhos sugerem
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a cooperação de triadores humanos e métodos automáticos como forma de obter uma
maior qualidade e desempenho nas tarefas propostas [21]. Lee et al. [21], realizaram uma
avaliação da triagem de bugs em projetos industriais e os benefícios causados pelo apoio
à decisão assistido por métodos automáticos. Os autores concluíram que, para projetos
com muitos desenvolvedores/componentes, o apoio de um modelo é essencial para um
bom desempenho nas atribuições do triador. Contudo, em projetos pequenos o triador
não necessita de auxílio de métodos automáticos.
Um algoritmo automático de triagem de bugs pode ser formulado como um problema
de classificação, o qual recebe informações do relatório de bugs como título e/ou descrição
na entrada e então faz o mapeamento para um dos componentes disponíveis (times de
desenvolvimento), onde os times são os rótulos das classes. Assim, podemos formalizar a
triagem automatizada de bugs como um problema de classificação supervisionada multi-
classe [6, 45].
Como forma de solução para o problema apresentado, neste trabalho, investigamos o
uso de redes previamente treinadas em um corpora geral e de forma não supervisionada.
Estas redes se popularizaram por atingirem o estado da arte em diferentes tarefas de
processamento de linguagem natural [8,23,46]. Dentre os modelos propostos, o modelo de
destaque é o BERT (Bidirectional Encoder Representations from Transformers) proposto
por Devlin et al. [8]. Este modelo tem sido utilizado como base em alguns trabalhos
como o de Lee et al. [20], por exemplo. Em seu trabalho, os autores verificaram que
esse modelo pode obter um bom desempenho, mesmo em cenários onde o vocabulário é
bastante específico e difere do cenário geral no qual ele foi pré-treinado. Ao pré-treinar o
modelo no novo domínio, utilizando como inicialização os pesos já aprendidos no domínio
geral, foi observado que o modelo consegue obter resultados estado da arte no domínio o
qual é adaptado.
A literatura apresenta diferentes arquiteturas para a obtenção de melhorias em tarefas
de linguagem natural. Contudo, grande parte do que foi proposto para essas tarefas ainda
não foi aplicado ao problema de triagem de bugs. Os trabalhos que sugerem a utilização de
redes neurais profundas para a triagem de bugs utilizam arquiteturas baseadas em redes
convolucionais e redes bidirecionais recorrentes combinadas com módulos de atenção. Isso
nos dá a oportunidade de investigar a aplicação de modelos previamente treinados nesse
contexto. Assim, a hipótese do trabalho é que o modelo BERT é um bom baseline e, ao
pré-treinarmos o modelo para o domínio de relatórios de bugs assim como foi feito por
Lee et al. [20], Alsentzer et al. [2] e Betalgy et al. [5], conseguiremos melhores resultados
em ambos os tópicos explorados neste trabalho (atribuição de componente e rotulação de
relatórios).
Durante o desenvolvimento desta pesquisa, colaboramos com a equipe da Motorola no
projeto CR Triage: Smartphone Logs Data Mining. A colaboração permitiu que pudés-
semos ter contato direto com triadores e líderes da equipe de triagem da Motorola. O
contato direto com a equipe nos permitiu entender nuances da aplicação e como determi-
nados componentes eram agrupados. Essas informações foram úteis no desenvolvimento
da pesquisa e inspirou boa parte dos experimentos realizados, levando a melhorias em
nosso método. O trabalho conjunto entre o grupo de pesquisa e a equipe da Motorola foi
essencial para que pudéssemos obter uma solução que atendesse às demandas do projeto
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e que gerasse contribuições de pesquisa em processamento de relatórios de bugs.
1.1 Descrição do Problema
A tarefa de atribuir um desenvolvedor apropriado para a resolução de um bug, chamado
de Bug Triage, é um dos gargalos no processo de resolução dos mesmos. Essa tarefa
é considerada crítica, pois atrasos na resolução de bugs podem resultar em atrasos na
data de lançamento de um determinado produto e, assim, perdas de oportunidades de
negócios [21]. Isso faz com que sejam esses os fatores que mais contribuem para o alto
custo na resolução de bugs [3].
A Figura 1.1 ilustra o fluxo do processo de triagem de bugs, onde um usuário U
encontra uma falha e gera um relatório sobre a falha encontrada. Um triador T acessa o
gerenciador para analisar os relatórios e, com base no que é descrito no relatório, o triador
deve preencher campos como a prioridade do bug e seu status. O triador também deve
verificar se o bug reportado é único, não havendo relatórios duplicados. Tendo preenchido
as informações, o triador deve atribuir a tarefa de resolução a um desenvolvedor D. O
desenvolvedor então pode aceitar a tarefa de resolução do bug ou devolver para o triador










Figura 1.1: Processo de criação do relatório de bug, triagem, atribuição e reatribuição.
Fonte: Figura elaborada pelo próprio autor
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1.2 Motivação e Desafios
Em cenários como o apresentado na Figura 1.1, um sistema automatizado de triagem
de bugs é um passo natural em direção à redução do tempo de trabalho manual e maior
confiabilidade nas atribuições feitas pelo triador. Um estudo feito por Xia et al. [44] afirma
que 80% dos relatórios de bugs têm seus campos alterados pelo menos uma vez antes de sua
resolução. Esse estudo concluiu que relatórios que têm seus campos alterados levam mais
tempo para serem corrigidos do que os que não passam por reatribuições. Como observado
por Lee et al. [21], um modelo com boa acurácia pode auxiliar no apoio à decisão a ser
tomada pelo triador, aumentando assim a eficácia dos processos de rotulação e triagem.
Dentre os desafios presentes neste problema, podemos destacar que os campos dos
relatórios de erros podem conter informações textuais, imagens ou trechos de código.
Neste trabalho, focamos na utilização apenas de informações dos campos textuais. Os
campos que contêm informações sobre o bug geralmente possuem uma combinação de
texto não estruturado livre, trechos de código e texto em diferentes línguas (Ex.: Inglês
e Mandarim). Isso torna estes dados altamente ruidosos. Um outro fator que deve ser
levado em consideração na avaliação de modelos automatizados de triagem é que, em um
cenário real, as equipes dos projetos passam por mudanças. Essas mudanças constantes
tendem a tornar o modelo automático obsoleto, como afirmam Lee et al. [21], estes modelos
precisam passar por um re-treino regular, para se adaptar às mudanças que ocorram nos
diferentes projetos.
1.3 Objetivo e Questões de Pesquisa
O objetivo deste trabalho é obter um modelo de aprendizado profundo que auxilie nas
tarefas de rotulação e atribuição de relatórios de bugs. Para tal, dois modelos foram
avaliados. O BERT, um modelo pré-treinado em um corpora de textos genéricos e o
BugBERT, um modelo baseado no BERT mas que teve seu pré-treino realizado com um
corpora de relatórios de bugs.
Assim, pudemos verificar se modelos adaptados para o domínio específico da tarefa
de triagem são realmente necessários, ou se é possível obter bons resultados a partir de
modelos treinados em corpus genéricos. Este trabalho teve como contribuição o desenvol-
vimento de um modelo para a triagem automatizada de bugs e a rotulação de relatórios
de bugs a partir de um modelo pré-treinado para o domínio de relatório de bugs.
Para nos guiar ao longo do desenvolvimento deste trabalho, propomos algumas ques-
tões de pesquisa (QP):
• QP1: O que é melhor, um modelo específico, pré-treinado para o domínio de bugs
ou um modelo genérico, treinado sobre um corpora de texto genérico, na tarefa de
triagem?
• QP2: O BugBERT tem potencial para ser o novo estado da arte em triagem?
• QP3: O BugBERT é o melhor na tarefa de rotulação de bugs?
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• QP4: É possível obter um modelo que generaliza bem para diferentes bases de
dados do domínio de triagem?
Os experimentos propostos nos Capítulos 3 e 4 visam responder a essas questões de
pesquisa.
1.4 Organização do Texto
O restante do texto está organizado da seguinte forma. O Capítulo 2 descreve sucinta-
mente conceitos fundamentais e trabalhos relacionados ao tema de triagem de bugs. O
Capítulo 3 descreve a metodologia, as bases de dados, as métricas de avaliação e os recur-
sos computacionais que foram empregados no desenvolvimento do projeto e na concepção
do modelo BugBERT. O Capítulo 4 descreve as tarefas relacionadas a rotulação de rela-
tórios, as bases de dados e os resultados obtidos da comparação entre os modelos BERT
e BugBERT. O Capítulo 5 apresenta alguns comentários finais, resposta as questões de
pesquisa e possibilidades de trabalhos futuros. As referências bibliográficas associadas ao
tema sob investigação são apresentadas no final do documento.
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Capítulo 2
Conceitos e Trabalhos Correlatos
O processamento de linguagem natural (NLP, do inglês Natural Language Processing) é
definido por Goodfellow et al. [10] como o uso da linguagem humana por um computador.
Contudo, Ruder et al. [30] definem NLP como o ensino da linguagem natural de forma
que computadores possam entendê-la. Como a linguagem é abstrata, adotamos uma
visão mais concreta ao definir NLP por meio de suas tarefas, que geralmente mapeiam
um texto para estruturas linguísticas que codificam seu significado [34]. Um exemplo de
tarefa nesta área é a de tradução, que consiste em uma tarefa do tipo sequência para
sequência (seq2seq). O modelo recebe uma sequência de palavras em determinada língua
e retorna o seu equivalente em uma outra língua [10].
Dentre o conjunto de tarefas existentes em NLP, a classificação de texto consiste em
uma tarefa supervisionada que tem por objetivo atribuir categorias predefinidas a uma
determinada sequência de texto. Atualmente existem dois tipos de estratégias utilizadas
na classificação de texto. Uma delas é baseada em características, onde vetores de ca-
racterísticas são extraídos do texto e utilizados como entrada para o treinamento de um
classificador e a outra é baseada em redes pré-treinadas que fazem uso da transferência
de aprendizado, utilizando os pesos do modelo pré-treinado como inicialização da rede e
adaptando o modelo para uma nova tarefa.
Este capítulo, apresenta conceitos e técnicas que compõem o repertório das abordagens
mais tradicionais para o processamento de linguagem natural e aprendizado profundo que
auxiliam no entendimento deste trabalho. Primeiro, apresentamos como as palavras são
quebradas através da tokenização e, depois, como representamos estas palavras levando
em consideração o contexto no qual estão inseridas como vetores numéricos.
2.1 Bugs de Software
Um bug de software é um erro, que significa qualquer resultado incorreto ou inesperado,
falha em um programa ou sistema de computador, que resulte na redução significativa




O processo de tokenização consiste em quebrar o texto em tokens conhecidos que perten-
çam a um vocabulário pré-definido. Um token pode ser mapeado para uma única palavra,
assim como múltiplos tokens podem corresponder a uma única palavra. Em alguns casos,
diferentes tokens estão relacionados a uma mesma palavra, isto ocorre pois a quebra pode
ocorrer em diferentes níveis:
• Nível de Palavras: A nível de palavra, o vocabulário é composto por palavras
inteiras. Neste cenário, palavras que estão fora do vocabulário (Out-of-Vocabulary
(OOV)) são mapeadas para um token desconhecido (Unknown).
• Nível de Caracteres: A nível de caracteres, o vetor que representa uma palavra
é formado pela combinação de vetores dos seus caracteres. Este cenário permite
a produção de modelos menores já que os vetores armazenados são apenas os de
caracteres presentes no alfabeto.
• Nível de Sub-palavras: Para lidar com o problema de palavras OOV, uma al-
ternativa é o uso de sub-palavras, onde o tokenizador quebra as mesmas em sub-
unidades, reduzindo a quantidade de palavras fora do vocabulário, tornando mais
fácil a generalização do mesmo [16]. Como exemplo de tokenizador temos o WordPi-
ece [41], que é uma abordagem orientada a dados e garante gerar uma segmentação
determinística para qualquer sequência possível de caracteres.
2.3 Modelo de Linguagem
A modelagem de linguagem, visa prever para cada token em uma sequência qual o próximo
token, atendendo a uma distribuição de probabilidades. Um modelo de linguagem (LM) a
partir de um token, ou uma sequência, deve ser capaz de estimar o token subsequente [9].
Como a linguagem possui uma ordem sequencial, é comum fatorar as probabilidades
conjuntas sobre uma sequência de tokens como o produto das probabilidades condicio-
nais [29]. Assim, formalmente definimos um LM conforme descrito na Equação 2.1. Para
uma sequência de tokens, (w1, ..., wn), ao receber um subconjunto dos tokens no intervalo
de [1, t− 1] o modelo deve estimar o próximo token da sequência, wt.
P (W ) =
n∏
t=1
P (wt|w1, ..., wt−1) (2.1)
Essa forma de LM é uma abordagem unidirecional, onde o modelo considera a sequên-
cia da esquerda para a direita. Uma outra abordagem faz uso do mesmo processo só que
de forma inversa, da direita para a esquerda. A fusão das duas abordagens resulta em um
modelo bidirecional.
Modelos bidirecionais utilizam informações de um LM que se move do início da sequên-
cia até o final, e de um segundo LM que se move em sentido contrário, partindo do final
da sequência até o começo. A combinação das características resultam em um vetor de
características que reúne informações das duas perspectivas de uma mesma entrada [10].
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2.4 Embedding de Palavras
Para que a máquina entenda as palavras de um documento/texto a ser processado, é
necessário uma maneira de codificar as palavras de uma forma que seja possível a inter-
pretação por um modelo de aprendizado de máquina. Assim, a motivação por trás do
embedding de palavras é justamente representá-las de uma forma vetorial.
Um embedding é um mapeamento de uma variável discreta, categórica, para um vetor
de números contínuos. No contexto das redes neurais, os embeddings são representações
vetoriais contínuas e de baixa dimensionalidade de variáveis discretas. Diferente das for-
mas tradicionais -como one-hot-encoding- os embeddings gerados por redes neurais são
úteis por reduzirem a dimensionalidade de variáveis categóricas e representar significati-
vamente essas variáveis em um espaço transformado [25].
Para gerar um modelo de embedding que leva em consideração o contexto, é necessária
a observação de quais palavras do vocabulário ocorrem conjuntas. Assim, estas palavras
são mapeadas para um espaço de embedding. As palavras que possuem valores semelhantes
(conforme determinado por uma função de custo apropriada) são agrupadas, enquanto as
que raramente ocorrem juntas devem devem estar distantes neste espaço.
A seguir exemplificamos o treinamento de um modelo de embedding de palavras base-
ado em redes neurais.
“O aplicativo travou ao abrir a câmera”
Suponha que tenhamos uma janela deslizante de tamanho fixo movendo-se ao longo da
sentença no quadro acima. A Tabela 2.1 exemplifica o funcionamento da janela deslizante
que percorre a sentença e qual palavra está sendo capturada a cada passo e, também,
as palavras capturadas no contexto. A palavra do meio da janela é o “alvo” e aquelas à
sua esquerda e direita, dentro da janela deslizante, são as palavras de contexto. Neste
exemplo, a palavra "aplicativo" está associada às palavras "travou" e "O", formando as
tuplas (aplicativo, travou) e (aplicativo, O). Durante o treinamento do modelo, estes pares
serão treinados para estarem próximos no espaço de palavras.
Tabela 2.1: Exemplo de como ocorre a associação de palavra e contexto em uma janela
deslizante de tamanho 5. As palavras sublinhas indicam o centro da janela deslizante.
Janela deslizante (5) Palavra Contexto
[O aplicativo travou] O aplicativo, travou
[O aplicativo travou ao] aplicativo O, travou, ao
[O aplicativo travou ao abrir] travou O, aplicativo, ao, abrir
... ... ...
[ao abrir a câmera] a ao, abrir, câmera
[abrir a câmera] câmera abrir, a
Um exemplo de arquitetura que pode ser utilizada como um modelo de embbeding de
palavras pode ser visto na Figura 2.1. Seja um vocabulário de dimensão V , queremos
aprender a representar este mesmo vocabulário com vetores de dimensão N . O modelo
recebe como entrada uma palavra e tenta predizer as palavras de contexto atreladas a
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palavra de entrada. Para um vetor de entrada x e uma saída y onde ambos são uma
representação codificada de uma palavra. A saída da camada oculta é o embedding da







Figura 2.1: O modelo recebe o vetor de entrada x e uma saída y onde ambos são uma
representação codificada de uma palavra. A saída da camada oculta é o embedding da
palavra x de tamanho N .
Fonte: Figura adaptada de https:
//lilianweng.github.io/lil-log/2017/10/15/learning-word-embedding.html
2.5 Mecanismo de Atenção
Mecanismos de atenção se baseiam no funcionamento do cérebro humano e tem sua fun-
damentação na neurociência cognitiva. Estes mecanismos, assim como o cérebro, não
processam todas as informações que recebem como entrada/estímulo. Eles consideram
apenas uma parcela do que é fornecido como entrada, sendo essa parcela considerada
informações relevantes para o contexto [48].
Em seu trabalho, Luong et al. [24] utilizam o mecanismo de atenção, melhorando o
desempenho de seu modelo na tarefa de tradução de máquina. A tarefa de tradução de
máquina tem por objetivo obter um vetor de contexto, que capta informações relevantes
do lado da fonte, ajudando a prever as palavras alvo. O mecanismo, faz com que o modelo
foque de forma seletiva em partes da sentença fonte durante a tradução, e assim consiga
extrair melhores informações sobre o contexto.
O mecanismo de atenção tem em seu núcleo uma camada de atenção, que recebe como
entrada uma query, e tem como saída uma soma ponderada de valores. Resultando na
Equação 2.2, a saída desta equação é dada pela soma ponderada dos valores computados,
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Seja q uma query, a camada de atenção retorna uma saída baseada em uma memória.
Essa memória é formada por um conjunto de n pares chave-valor (key-value), na forma
(k1, v1), ..., (kn, vn). Para cada key computamos uma função de similaridade α - Equa-
ção 2.3 - em relação a query recebida e aplicamos a função softmax sobre esse valor para
obter os pesos de atenção, como mostrado nas Equações 2.4 e 2.5.





β = softmax(s) (2.5)
A função base α determina a similaridade entre a query e a key. A escolha da função
α determina o tipo de similaridade que está sendo computada, onde diferentes funções
levam a diferentes formas de atenção.
2.5.1 Atenção scalled dot-product
Uma função de similaridade utilizada na camada de atenção é o produto por escalar, como
pode ser visto na Equação 2.6.
α(q, k) = qkT (2.6)
No entanto, podemos generalizar as queries e keys de uma forma multidimensional.
Suponha um conjunto Q ∈ Rm×d contendo m queries e um conjunto K ∈ Rn×d, tal que q





Nessa equação, Vaswani [38] adiciona o fator escalar
√
d. A justificativa para a adição
deste termo é que, para grandes valores de profundidade o produto cresce em magnitude,
empurrando a função softmax, que possui gradientes pequenos, resultando em um softmax
rígido. Reescrevemos então a Equação 2.2 na forma da Equação 2.8.





A atenção multi-head consiste na execução de funções de atenção em paralelo para uma
quantidade h de cabeças. Para cada cabeça, antes de alimentar a camada de atenção,
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projetamos as queries, keys e values com três camadas densas com tamanhos ocultos
dq, dk e dv, respectivamente. As saídas dessas cabeças de atenção são concatenadas e
processadas por uma camada densa final como mostra a Equação 2.9.






i , V W
V
i ) (2.10)
As matrizes de projeção são escritas na forma WQi ∈ Rdi×dqWKi ∈ Rdi×dk ,W Vi ∈
Rdi×dv ,WO ∈ Rhdv×do
2.6 Transformers
Como uma alternativa às redes neurais recorrentes, Vaswani et al. [38] propuseram o
Transformer, uma arquitetura baseada em mecanismos de atenção, que descarta o uso de
recorrências e convolução, mas que mantém as características desejáveis destes módulos.
A seguir, apresentamos algumas das características dessas redes:
• Rede Neural Convolucional (CNN): Redes baseadas em convolução tem a van-
tagem de serem facilmente paralelizáveis por conta da operação de convolução, con-
tudo como ponto negativo estas redes não conseguem capturar a informação de
dependência de entradas de tamanho variável.
• Rede Neural Recorrente (RNN): Rede recorrentes possuem a vantagem de
conseguir lidar com entradas grandes e de tamanho variável mantendo informações
de dependência entre a sequencia, contudo para manter essa relação de dependência
entre os elementos da entrada perdem a característica de paralelização.
O transformer conserva as características de ser paralelizável das CNN’s e a carac-
terística das RNN’s de lidarem com entradas de tamanho variável e a manutenção de
dependência de informações sequenciais. O custo de manter estas características é o
impacto no tempo de processamento e de memória utilizada por este módulo.
A Figura 2.2 apresenta a arquitetura do transformer. Em sua arquitetura o trans-
former incorpora técnicas como conexões residuais, normalização de camadas, dropout,
codificações posicionais e outros.
2.6.1 Codificação Posicional
Como não há nenhum componente na arquitetura do Transformer que preserve a infor-
mação sequencial dos dados, como camadas recorrentes, é necessário inserir informações
sobre a posição relativa ou absoluta dos tokens na sequência de entrada. Essa é a tarefa
do módulo de codificação posicional.
O codificador posicional mantém a informação das posições da sequência de entrada.



























Figura 2.2: Arquitetura do transformer [38]
Fonte: Adaptado de Vaswani et al. [38].
cia, tamanho j do embedding e profundidade d do modelo, as Equações 2.11 e 2.12 apre-











A Figura 2.3 exemplifica o codificador posicional. O codificador é uma matriz que
possui as mesmas dimensões que a matriz de entrada e que tem seus valores somados aos
valores da matriz de entrada.
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Figura 2.3: O codificador posicional. A matriz de entrada é somada a matriz do codifi-
cador posicional, resultando em uma entrada codificada que mantém informações sobre a
sequência.
Fonte: reproduzido de [48]
2.7 BERT
Bidirectional Encoder Representations from Transformers (BERT), é uma arquitetura
proposta por Devlin et al. [8] para ser utilizada como modelo base previamente treinado e
que pode ser facilmente ajustado para criar diferentes modelos estado da arte em diferentes
tarefas de processamento de linguagem natural. Este modelo se baseia no uso do encoder
do transformers proposto por Vaswani et al. [38]. O BERT apresenta duas versões uma
base (BERT-base) e uma large (BERT-large). O BERT-base conta com 12 camadas de
atenção de 12 cabeças e uma camada oculta com 768 neurônios totalizando 110M de
parâmetros, o BERT-large conta 24 camadas de atenção com 16 cabeças cada e uma cada
oculta de 1024 totalizando 340M de parâmetros. Em nosso trabalho, por não possuirmos
o poder de processamento necessário para o uso da versão large, utilizamos o BERT em
sua versão base.
2.7.1 Representação da Entrada
Uma característica interessante sobre o funcionamento do BERT é a forma como ele
lida com as sequências de entrada, com o objetivo de aumentar o número de tarefas
que o modelo pode trabalhar. A entrada é formada pela concatenação de três vetores,
um vetor contendo o embedding dos tokens da sentença, a segmentação e a codificação
posicional. O modelo de embedding utilizado é o WordPiece [41] com um total de 30000
palavras em seu vocabulário. A Figura 2.4 exemplifica a forma como é tratada os dados
de entrada. O E simboliza embedding, o token especial ([CLS]) é o token utilizado para
tarefas de classificação, já o token ([SEP]) é utilizado para demarcar a separação de duas
sentenças em tarefas do tipo Question-Answering. Na segmentação temos um embedding
que informa se o token pertence a sentença A ou B. Por último o codificador posicional
dos tokens na sentença.
A Figura 2.5 ilustra o funcionamento do BERT na tarefa de classificação. A saída
gerada pelo modelo relacionada ao token de entrada [CLS] é utilizada para alimentar um
classificador. Como o BERT é sensível ao contexto, para lidar com sentenças de tamanho
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Figura 2.4: Representação de entrada do modelo BERT. Os embeddings de entrada são a
soma dos embeddings de tokens, da segmentação e da posição.
Fonte: Adaptada de Devlin et al. [8]
onde 1 simboliza os tokens que fazem parte da sentença e 0 os tokens de padding que
devem ser ignorados pelo modelo.
2.7.2 Pré-Treino
O modelo BERT é pré-treinado utilizando duas tarefas, masked language model (MLM)
e next sentence prediction (NSP) em um corpus de texto da Wikipedia em inglês e o
BookCorpus. O modelo segue uma estratégia de aprendizado multi-task (MTL), onde
tem seus parâmetros treinados de forma compartilhada entre as duas tarefas de forma
simultânea, através de uma loss compartilhada.
• MLM: Essa tarefa consiste em predizer os tokens que estão marcados com o token
especial [MASK].
• NSP: Essa é uma tarefa de classificação binária, que utiliza a saída do token especial
[CLS] para informar se a sentença B é continuação da sentença A que é passada como
entrada no modelo.
2.7.3 Transferência de Aprendizado
A transferência de aprendizado é uma técnica já bastante utilizada em tarefas que envol-
vem a classificação de imagens, onde redes previamente treinadas sobre grande conjuntos
são utilizadas e retreinadas para um novo domínio diferente do original e não necessaria-
mente relacionado.
Um aspecto importante desses modelos de aprendizagem profunda é que eles podem
aprender automaticamente representações hierárquicas de características. Isso significa
que as características computadas pela primeira camada são gerais e podem ser reutili-
zadas em diferentes domínios de problemas, enquanto as características computadas pela
última camada são específicas e dependem do conjunto de dados e da tarefa escolhidos.
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Figura 2.5: Representação do modelo BERT para a tarefa de classifição. O modelo utiliza
o vetor de características referente a saída do token especial [CLS].
Fonte: reproduzido de https://mccormickml.com/2019/07/22/BERT-fine-tuning/
De acordo com Yosinski et al. [47], se as características aprendidas nas primeiras cama-
das são gerais e as características aprendidas nas últimas camadas são específicas, então
deve haver uma transição do geral para o específico em algum lugar da rede. Isso indica
que inicializar os pesos do modelo com pesos previamente treinados de características
gerais pode ajudar no aprendizado de características específicas da tarefa para a qual o
modelo está sendo treinado.
Dentre as vantagens da transferência de aprendizado utilizando o BERT, podemos
citar três pontos principais:
• Desenvolvimento rápido: Primeiro, os pesos pré-treinados do modelo BERT já
codificam muitas informações textuais. Como resultado, leva muito menos tempo
para treinar nosso modelo aperfeiçoado - é como se já tivéssemos treinado extensi-
vamente as camadas de nossa rede e só precisamos ajustá-las suavemente enquanto
usamos sua saída como entrada para nossa tarefa de classificação. De fato, os autores
recomendam apenas 2-4 épocas de treinamento para ajustar o BERT em uma tarefa
específica de NLP (em comparação com as centenas de horas de GPU necessárias
para treinar o modelo BERT original ou um LSTM do zero).
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• Pouca quantidade de dados: Além disso, e talvez igualmente importante, por
causa dos pesos pré-treinados, esse método nos permite ajustar nossa tarefa em um
conjunto de dados muito menor do que seria necessário em um modelo construído a
partir do zero. Uma grande desvantagem dos modelos de NLP criados a partir do
zero é que muitas vezes precisamos de um conjunto de dados grande para treinar
nossa rede com desempenho razoável, o que significa que muito tempo e energia tive-
ram que ser colocados na criação do conjunto de dados. Ao ajustar o BERT, agora
podemos treinar um modelo para obter um bom desempenho em uma quantidade
muito menor de dados de treinamento.
• Melhores resultados: Por fim, o procedimento de fine-tuning (FT), normalmente
adicionando uma camada totalmente conectada ao BERT e treinando por algumas
épocas, demonstra alcançar resultados estado da arte com ajustes mínimos de ta-
refas específicas para uma ampla variedade de tarefas: classificação , inferência de
idioma, similaridade semântica, resposta a perguntas etc. Em vez de implementar
arquiteturas personalizadas e às vezes não bem documentadas, mostradas para fun-
cionar bem em uma tarefa específica, o simples FT fino do BERT é uma alternativa
melhor (ou pelo menos igual).
2.8 Trabalhos Correlatos
A triagem de bugs é uma tarefa comum em ambientes de desenvolvimento de software,
tanto em projetos open source como em projetos comerciais. Esta tarefa, quando não feita
de forma automática, exige o esforço de uma equipe especializada em triagem. Para cada
novo relatório de bug recebido, a equipe de triagem deve analisá-lo e enviá-lo de forma
apropriada a uma equipe que será responsável por sua resolução. Devido ao grande volume
de dados diários que devem ser processados pelos triadores, diversos trabalhos foram
propostos na literatura com o intuito de automatizar esta tarefa [1, 3, 7, 12, 13, 25, 26, 42].
Apesar da vasta literatura referente à automação de triagem de bugs, nesta seção focamos
na apresentação de trabalhos recentes que consideramos de maior relevância e que utilizam
técnicas de aprendizado profundo.
O atual estado da arte encontrado na literatura é o modelo DeepTriage [26]. Neste
trabalho, os autores levantam questões de pesquisa sobre o tema de triagem de bugs
utilizando aprendizado profundo, sendo uma delas a relevância do uso de aprendizado
profundo na tarefa em questão. As principais contribuições desse trabalho são o benchmark
para avaliação de modelos de triagem e a metodologia por eles proposta.
O benchmark possui relatórios de bugs de três projetos distintos, com suas amos-
tras divididas em dados rotulados e não rotulados, onde o rótulo são os desenvolvedores
responsáveis pela resolução do bug. A metodologia proposta pelos autores utiliza como
embedding de entrada um modelo word2vec treinado a partir dos dados não rotulados,
um para cada conjunto de dados. Para aprender as características do texto, uma ar-
quitetura de aprendizado profundo é apresentada. Esta arquitetura se baseia no uso de
células LSTM de forma bidirecional que tem suas saídas concatenadas e passadas para
um módulo de atenção. O uso do módulo de atenção é justificado como uma forma de
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dar ênfase em características que pareçam se mostrar mais importantes para a camada
de classificação. Dentre os experimentos realizados pelos autores, a influência dos campos
do relatório de bug utilizados (sumário e descrição) e a influência do número mínimo de
amostras por classe também foram avaliados.
A análise dos resultados destaca a importância da utilização desses campos como
texto de entrada, assim como o impacto gerado pela remoção de classes que apresentem
uma quantidade mínima de amostras abaixo do threshold estabelecido, resultando em
um melhor desempenho do modelo. Os autores partem do pressuposto que modelos de
aprendizado profundo necessitam de um grande volume de dados para aprenderem. Dada
essa informação o autores tem como hipótese que bases de dados de projetos diferentes
de relatórios de bugs podem ser utilizadas no aprendizado de características de modelos
de triagem de bugs.
Alguns experimentos foram conduzidos utilizando um modelo que aprendeu carac-
terísticas de um conjunto A e depois foi utilizado para inferência um conjunto B, esse
experimento mostrou que o modelo obtém acurácia igual ou superior a treinar o modelo
com o mesmo conjunto. Vale destacar que os autores também fizeram uso de métodos
tradicionais em aprendizado de máquina, como bag-of-words combinado a quatro classi-
ficadores: Softmax [32], Support Vector Machine (SVM) [40], Multinomial Naive Bayes
(MNB) [15] e distância baseada no cosseno [27]. Estes métodos tradicionais tiveram seus
resultados comparados com o método proposto. Os resultados apresentados mostram que
o método proposto tem desempenho superior em relação aos métodos de aprendizado de
máquina tradicionais. Apesar do artigo propor o uso deste módulo de atenção, o código
fonte disponibilizado pelos autores não utiliza o módulo proposto.
Lee et al. [21], propuseram o CNN Triage. A arquitetura do CNN Triage combina um
modelo word2vec para a geração do embedding de palavras e uma rede neural convoluci-
onal. O método foi aplicado em um ambiente industrial em projetos da LG, e o modelo
foi avaliado na triagem automática e também como ferramenta de auxílio aos triadores.
Como conclusão os autores, destacam a melhora na redução de re-atribuições (quando um
triador atribui um bug a um desenvolvedor não apropriado), reduzindo o tempo necessário
para a resolução.
Xi et al. [42], utilizam o SeqTriage. Diferente dos demais trabalhos apresentados, os
autores inserem um token inicial na entrada do modelo identificando quem reportou o
bug. O modelo então prediz a sequência de desenvolvedores possíveis para a resolução do
bug.
Para a tarefa de rotulação de relatórios, os trabalhos que identificamos foram os de
Lyubinets et al. [25] e Xia et al. [43]. Contudo apenas o trabalho de Lyubinets et al. [25]
utiliza aprendizado profundo, em seu trabalho os autores propõem uma arquitetura base-
ada em atenção hierárquica e a utilizam para a classificação de prioridades e separação de
relatórios entre bugs e não bugs. Em nossa busca por trabalhos relacionados ao tema de
rotulação, não conseguimos identificar um trabalho que seja considerado o estado da arte,




Neste capítulo, apresentamos os conhecimentos básicos sobre NLP e aprendizado profundo
necessários para os capítulos seguintes. As últimas seções falam sobre o modelo BERT,
discutem alguns trabalhos correlatos para as tarefas de triagem e rotulação de relatórios
de bugs e definem o cenário para os próximos capítulos, onde trataremos da transferência
de conhecimento na tarefa de triagem de bugs e rotulação de relatórios de bugs.
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Capítulo 3
BugBERT na Triagem de Relatórios de
Bugs
O processamento de relatórios de bugs consiste em um conjunto de tarefas (pipeline) com
o objetivo de alcançar a resolução final de um bug. Dentre as tarefas que compõem esse
pipeline, a triagem é considerada uma das tarefas mais importantes. Nessa etapa, o triador
deve extrair informações do relatório que possam auxiliá-lo na decisão de atribuição do
bug a um determinado componente/desenvolvedor, o qual será responsável pela resolução
do problema reportado. Essa tarefa de triagem é comumente feita de forma manual, o
que a torna cansativa para o triador, necessitando muito tempo do profissional.
Para reduzir o tempo gasto por triadores e obtermos uma melhor estimativa de acerto
durante a etapa de triagem, alguns trabalhos propõem o uso de métodos baseados em
aprendizado de máquina para auxiliar o triador em sua decisão. Esses modelos fornecem
uma lista de candidatos possíveis para a resolução do relatório analisado, reduzindo o
leque de busca do triador e auxiliando na decisão a ser tomada. Em seu trabalho, Lee
et al. [21] apresentam uma análise sobre o uso de redes neurais profundas na tarefa de
triagem. Em sua análise, a experiência do triador juntamente as sugestões da rede neural
fazem com que a triagem seja executada de forma mais rápida e mais eficiente, pois reduz
o número de reatribuições feitas ao longo da triagem, principalmente em projetos com um
grande volume de componentes/desenvolvedores.
Assim, como uma proposta de automação da tarefa de triagem, alguns trabalhos
recentes propõem o uso de redes neurais profundas para a tarefa de triagem de bugs.
Essas redes são o estado da arte em diversas tarefas de NLP [8,23,46]. Estes trabalhos se
concentram, em sua maioria, baseados no uso de redes neurais recorrentes bidirecionais
com módulos de atenção e em redes neurais convolucionais [21, 25, 26, 42]. Os resultados
reportados são bons quando comparados a trabalhos que utilizam métodos de aprendizado
de máquina considerados tradicionais. Por exemplo, a utilização de embedding como o
método bag-of-words unido a algum classificador como SVM ou Softmax.
Neste trabalho, utilizamos uma técnica bastante difundida na comunidade de visão
computacional, mas que só obteve destaque recente em NLP: a transferência de aprendi-
zado. A transferência de aprendizado é possível devido às redes neurais profundas serem
baseadas em transformers e seus modelos pré-treinados em grandes conjuntos de dados
de forma não supervisionada. O modelo baseado em transformers que empregamos em
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nosso trabalho é o BERT, o qual é descrito na Seção 2.7 e considerado estado da arte
em diferentes problemas [2, 5, 20] que possuem domínio diferente do qual o modelo foi
originalmente treinado.
Beltagy et al. [5] apresentam o modelo Scibert. Os autores realizam o pré-treino do
modelo de linguagem considerando duas variações. Na primeira variação, o pré-treino do
modelo de linguagem utiliza como inicialização os pesos originais do BERT. Na segunda
estratégia, o BERT é pré-treinado do zero com um novo vocabulário - o qual é próprio
do domínio - mas que mantém o mesmo tamanho do vocabulário original. Esta segunda
estratégia apresenta bons resultados, em comparação à primeira, quando comparada ao
pré-treino sem alterações do vocabulário, essa é uma estratégia mais custosa computaci-
onalmente. Assim, a segunda estratégia torna-se uma alternativa inviável de ser aplicada
em nosso trabalho.
De forma semelhante, Lee et al. e Alsentzer et al. pré-treinam o modelo de linguagem
adaptando o BERT para o domínio de sua aplicação, porém sem adaptar o vocabulário.
Ambos os trabalhos constroem a base de dados utilizada para o pré-treinamento do modelo
de linguagem, misturando diferentes conjuntos e obtendo uma maior variabilidade dos
dados. Fazemos uso da mesma estratégia na construção do nosso conjunto de relatórios
de bugs, utilizado dados proveniente de diferentes projetos no pré-treino de nosso modelo.
Nas próximas seções apresentamos os passos realizados para a elaboração da metodo-
logia proposta. Os experimentos realizados e uma análise dos resultados obtidos.
3.1 Metodologia
A metodologia descreve o processo adotado durante a execução deste trabalho, o qual
brevemente ilustramos na Figura 3.1. O protocolo adotado está dividido em duas etapas
principais: pré-treino do modelo e refinamento (fine-tuning). Em ambas as etapas, o texto
de entrada passa pelos procedimentos descritos a seguir.
Para cada relatório na base de dados, extraímos dois campos para utilizar como entrada
do modelo: o sumário e a descrição. O sumário possui um breve resumo do que está
contido no relatório e a descrição detalha o bug em texto livre. Na descrição, é comum
encontrarmos trechos de código, mensagens de erro, além de uma descrição de como
reproduzir o referido erro.
Concatenamos o texto advindo do sumário e da descrição e realizamos o procedimento
padrão esperado pela entrada do BERT. No procedimento padrão, o texto concatenado
é tokenizado e é neste momento que adicionamos os tokens especiais e definimos a quan-
tidade de tokens utilizada na entrada, o qual não deve ultrapassar 512 tokens, pois é o
tamanho máximo da entrada. Os tokens especiais são ([CLS], [MASK] e [SEP]) e, como
apresentado na Seção 2.7, cada token exerce uma função na entrada a fim de adequar
essa entrada para a tarefa na qual o modelo está sendo treinado. A entrada tokenizada









O aplicativo da câmera falhou
'o', 'ap', '##lica', '##tiv', '##o', 'da', 'camera', 'fa', 
'##lho', '##u'
1051, 9706, 19341, 29068, 2080, 
4830, 4950, 6904, 28061, 2226
Pré-Treino/FT
Figura 3.1: Fluxograma de etapas da metodologia utilizada neste trabalho.
Fonte: Elaborada pelo próprio autor
3.2 Base de Dados
Durante o desenvolvimento deste trabalho, colaboramos com a equipe de triagem da
Motorola. Essa colaboração foi de grande importância, pois uniu esforços de pesquisa
e conhecimento do domínio por parte dos membros da Motorola, trazendo contribuições
e ideias a serem exploradas. A Motorola cedeu um conjunto de dados privados para
que pudéssemos realizar parte de nossos experimentos. Assim obtivemos uma solução
de triagem automatizada para a empresa. Além da base privada da Motorola, também
utilizamos uma base de dados pública, que foi coletada e disponibilizada por Mani et
al. [26]. Essa base nos permitiu ter uma maior variabilidade em nosso conjunto de dados,
e tornou parte de nossos resultados reprodutíveis e nosso método comparável.
3.2.1 Motorola
Como parte da colaboração que existiu durante o desenvolvimento deste trabalho junta-
mente à equipe da Motorola, uma base de dados privada foi fornecida para o desenvolvi-
mento da pesquisa. Esta base é formada por dados que foram extraídos de um sistema de
rastreamento de bugs, o JIRA1. Durante a etapa de pré-processamento da base de dados,
alguns filtros foram aplicados sobre o conjunto para remover relatórios considerados ruí-
dos, como relatórios de projetos inativos, relatórios que não são bugs e que não tenham
seus status atribuído com ‘resolved’, ‘closed’ ou ‘fixed’.
Para o treinamento do modelo, é necessário conhecer o responsável pela resolução de
cada relatório de bug. Essa informação é extraída do campo componente, que representa
a equipe de desenvolvedores responsável pela resolução. Durante a seleção dos relatórios
também levamos em consideração a quantidade mínima de amostras por classe presente no
1https://www.atlassian.com/br/software/jira
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conjunto de treino. Esse critério de filtragem é sugerido em diferentes trabalhos [21,26,42],
aplicar esse filtro auxilia na remoção de componentes inativos e melhora a acurácia do
modelo. Optamos por utilizar, como amostragem mínima por classe, as classes que contém
no mínimo 10 amostras.
Os dados foram então ordenados temporalmente e alinhados em uma janela de 1 ano e
meio, onde cada mês é representado por 28 dias e um ano totaliza 336 dias. O conjunto de
teste é composto por relatórios de bugs dos últimos seis meses, que é dividido em 6 folds
de 28 dias cada. O conjunto de treinamento é definido pelos 12.000 relatórios de bugs mais
recentes, excluindo o conjunto de testes. Dentro do conjunto de treinamento, utilizamos
a última versão do relatório de bugs quando este foi marcado como corrigido. Por outro
lado, todos os relatórios de bugs no conjunto de teste são revertidos para sua versão de
abertura, sem qualquer edição. Estas alterações são feitas com o objetivo de simular o
que acontece em um ambiente real, vital para fornecer resultados mais realísticos. Isso é
possível graças à existência de dados históricos no JIRA, que contém todas as alterações
feitas no relatório de erros desde a sua abertura.
3.2.2 DeepTriage
A base de dados pública que utilizamos para conduzir parte de nossos experimentos é
disponibilizada por Mani et al. [26]. Escolhemos essa base pois ela segue as características
temporais que exploramos com os dados da Motorola, onde dados que são utilizados no
treinamento e dados do conjunto de teste não se misturam. Isso impede que treinemos com
dados do futuro e testemos em dados remetentes ao passado, além do que, por ser uma
base pública, ela permite que nosso método seja reprodutível e nossos resultados sejam
comparáveis. Esta base contém uma grande quantidade de relatórios de bugs advindos
de três sistemas populares de código aberto: Google Chromium2, Mozilla Core3 e Mozilla
Firefox4. A Figura 3.2 apresenta dois exemplos de relatório extraídos da base de dados do
Chromium. Em ambos os relatórios do exemplo, os campos contêm o título do relatório e
a descrição. No relatório #1 temos um trecho de código na descrição, onde nota-se que o
texto não segue uma estrutura (é texto livre). Isso ressalta a importância de um modelo
de linguagem que possa capturar esse tipo de informação.
Os autores disponibilizam os três conjuntos particionados em dados rotulados e dados
não rotulados. A disponibilidade destes dados é importante para que os não rotulados
possam ser utilizados no pré-treino do modelo de linguagem e os rotulados no FT do
modelo. A Tabela 3.1 contém a quantidade de amostras disponíveis em cada um dos
conjuntos públicos, a quantidade de amostras rotuladas e não rotuladas, e o total de





Relatório de erro #1 a ser triado: 634446
Corrigido por: brettw@chromium.org
Título: GN toolchain_args should be a scope rather than a function
Descrição: Currently in a toolchain args overrides are:
toolchain_args() { 
foo = 1
bar = "baz" }
We're transitioning this to be a scope type: 
toolchain_args = { 
foo = 1
bar = "baz"}
which will allow the gcc_toolchain template to forward values from the invoker without it having to 
know about all build args ever overridden in the entire build.
Relatório de erro #2 a ser triado: 616034 
Corrigido por: machenb@chromium.org 
Título: GN toolchain_args should be a scope rather than a function 
Descrição: Can v8_use_external_startup_data be overridden in a chromium build? On the one 
hand, there is the default, declared as a gn arg, which is true. On the other hand, there is 
“v8_use_external_startup_data = !is_ios” as a build override in chromium. There is no logic to not 
override if the user changes the gn arg. The same would hold for v8_optimized_debug. This would 
mean that the declared arg cannot be overwritten via command line.
Figura 3.2: Exemplo de relatórios de bugs extraídos da base de dados do Chromium.
Tabela 3.1: Dados rotulados e não rotulados disponibilizados por Mani et al. [26].
Base de dados Chromium Core Firefox
Dados rotulados 263 936 186 173 138 093
Dados não rotulados 118 643 128 215 24 214
Total 383 104 314 388 162 307
3.3 Avaliação de Desempenho
Apresentamos a seguir as métricas que foram utilizadas para avaliação do desempenho
da metodologia proposta. Assim como a forma de avaliação através de folds que já é
consolidada na literatura [31,42].
3.3.1 Métricas de Avaliação
O desempenho da metodologia proposta foi avaliado por meio de métricas quantitativas,
que foram aplicadas durante a etapa de teste. A acurácia é a métrica de avaliação mais
comum para problemas de classificação e também a mais comumente empregada. Seu
valor pode ser calculado pela equação 3.1, em que P é o número de casos positivos e N
o número de casos negativos, e TP são os casos verdadeiros positivos e TN verdadeiros
negativos. A acurácia da classificação é o número de previsões corretas feitas com relação
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A acurácia top-k é uma métrica de avaliação onde são considerados os k maiores
valores preditos pelo modelo. Assim, se a resposta esperada para determinada amostra
está entre os k maiores valores, esta predição contará como um acerto para o modelo.
Os resultados obtidos por meio dessa métrica quantitativa foram analisados de forma a
implementar melhorias no modelo. A Equação 3.2 apresenta o cálculo da acurácia top-k
onde Q é a quantidade de amostras do conjunto e a é o rótulo da amostra i. Se o valor









1, ai ∈ RKi
0 C.c
(3.3)
3.3.2 Conjunto de Avaliação
Para avaliar quão bem nosso método realiza a triagem de bugs, usamos uma avaliação de
divisão de tempo incremental comum na literatura [42]. Para simular os cenários reais,
dividimos os relatórios em K folds não sobrepostos e executamos iterações de K−1 vezes
para cobrir todos os folds, como mostrado na Figura 3.3. Por exemplo, no fold 1, usamos
o fold 1 como dados de treinamento e o fold 2 como dados de teste. No fold 2, usamos os
dois primeiros folds como dados de treinamento e o fold 3 como dados de teste e assim
por diante. Para cada iteração, calculamos a acurácia de cada fold de teste e reportamos
a acurácia média entre os folds.
O modelo aprendido em folds anteriores pode se tornar obsoleto e não obter bons
resultados nos folds posteriores. A estratégia de treinamento e avaliação por fold, nos
permite entender como os resultados obtidos pelo modelo evoluem ao longo do tempo e
como seria o seu comportamento em um ambiente de produção real ao longo de K meses.
Utilizamos o modelo treinado para predizer todas as amostras do conjunto de testes
e usamos como métrica a acurácia top-k. Sendo que em nossa avaliação com os dados
provenientes do conjunto Motorola dois valores de K são relevantes: o top-1 e o top-5.
No conjunto DeepTriage, estamos interessados no top-10, o qual é o resultado reportado
pelos autores permitindo comparação com outros métodos. O top-1 nos informa sobre
o acerto real do modelo, uma boa acurácia indica que o modelo está generalizando bem
para o conjunto treinado. Para a Motorola, obter uma boa acurácia no top-5 é um bom
resultado em nosso conjunto, pois é o que precisamos para dar apoio à decisão do triador.
Essas métricas nos auxiliam na melhoria do modelo e nos mostram em quais classes o









Figura 3.3: Configuração K-fold. Dividimos o conjunto de dados em K folds. Para cada
fold K, escolhemos os primeiros K folds como dados de treinamento e o K + 1 como
dados de teste. Os folds marcados em cinza são o conjunto de teste selecionado a cada
fold.
Fonte: Elaborada pelo próprio autor
3.4 Pré-treino
Usamos o código de pré-treino do BERT da biblioteca Transformers para pré-treinar o
BugBERT em nosso corpus com a mesma configuração e tamanho que o BERT-Base.
Usamos como pesos de inicialização os disponibilizados por Devlin et al. [8].
Uma modificação discutida por Liu et al. é o MLM dinâmico, onde os dados utilizados
no treinamento do modelo são gerados a cada época, trazendo diversidade ao modelo.
Essa modificação faz com que o modelo demore mais épocas antes de atingir o overfitting,
tornando-se mais robusto no domínio do problema que está sendo adaptado. No código
que utilizamos para o pré-treino do modelo essa modificação é implementada.
3.5 Ajuste Fino
Seguimos as mesmas opções de arquitetura, otimização e hiper parâmetro usados por
Devlin et al. [8]. Para tarefas de classificação de texto, o BERT utiliza a saída da cama
oculta h referente ao primeiro token [CLS] como a representação de toda a sequência. Um
classificador softmax simples é adicionado ao topo do BERT para prever a probabilidade
do rótulo c e W são os pesos aprendidos pelo classificador.
p(c|h) = softmax(Wh) (3.4)
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A Figura 3.4 apresenta a metodologia que utilizamos para o FT do BERT. O FT é
feito de duas maneiras, a partir dos pesos disponibilizados por Devlin et al. [8] e um FT
realizado a partir de pesos pré-treinados para o domínio de bugs.
Pré-treino Ajuste fino
Figura 3.4: Maneiras de fazer o FT do BERT.
Fonte: Figura adaptada de Sun et al. [35]
3.6 Experimentos
Nesta seção, descrevemos os experimentos realizados ao longo deste trabalho. O primeiro
experimento tem como inspiração os trabalhos de Beltagy et al. [5], Lee et al. [20] e
Alsentzer et al. [2], que pré-treinam o BERT para um novo domínio. O segundo experi-
mento avalia se assim como o FT do modelo o pré-treino deve ser feito a cada fold. O
terceiro experimento é inspirado no aprendizado contínuo, onde conhecimentos que foram
aprendidos em folds anteriores devem ser repassados para o modelo de folds futuros.
A arquitetura utilizada foi a BERT-base, a qual contém um codificador com 12 blocos
Transformer, 12 cabeças de atenção e uma camada oculta de 768 neurônios. Utilizamos
uma versão implementada em PyTorch da biblioteca Transformers do grupo Hugging-
Face 5. A biblioteca é implementada em PyTorch e possui uma boa documentação, além
disso o grupo disponibiliza o código fonte para o pré-treino do modelo, o qual também
utilizamos em nossos experimentos.
Todos os experimentos aqui descritos foram realizados no conjunto de dados da Mo-
torola, o qual foi o foco deste trabalho. Além disso, validamos nossos resultados através
do teste estatístico não paramétrico de Wilcoxon [39].
3.6.1 Experimento 1: Pré-treinando o BERT, nasce o BugBERT
O BERT é pré-treinado em um domínio geral, que possui uma distribuição de dados
diferente do domínio de nossa aplicação. Assim, como mostrado em diferentes trabalhos [5,
11,20,35] é importante realizarmos o pré-treino do modelo adaptando-o para o domínio de
5https://github.com/huggingface/transformers
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bugs, para que o mesmo consiga aprender as características textuais referentes ao domínio
o qual está sendo adaptado.
Para o pré-treino do BERT [8], fizemos uso de 3 conjuntos de dados públicos disponi-
bilizados por Mani et al. [26]. Estes conjuntos estão separados em dados rotulados e não
rotulados. Mani et al. [26], utilizou os dados não rotulados do conjunto para treinar seu
modelo de extração de características. Assim como Mani, usamos os dados não rotulados
no pré-treino do BERT e inicializamos o modelo com os pesos disponibilizados por Devlin
et al. [8]. A Tabela 3.1 contém a quantidade de amostras não rotuladas disponíveis em
cada um dos conjuntos.
Diferentes estratégias de pré-treino do modelo de linguagem foram avaliadas. Cada
uma delas foi baseada em características específicas do problema. Listamos as estratégias
a seguir:
• Pré-treino utilizando apenas o conjunto de dados do primeiro fold de dados da
Motorola. Nesta abordagem avaliamos o impacto em utilizar somente dados do
conjunto, a qual desejamos realizar o FT, e analisar se os dados são suficientes para
obtenção de melhorias significativas na tarefa alvo;
• Pré-treino do modelo de linguagem a cada novo fold. Essa abordagem busca repro-
duzir o que seria um aprendizado contínuo. Ao longo do desenvolvimento de um
projeto é comum que novas tecnologias sejam utilizadas e que a linguagem utilizada
pelas pessoas que reportam os erros mude com o tempo. Esse experimento simula
o processo de adaptação da linguagem a cada novo fold. Mais detalhes sobre essa
abordagem são adicionados na Subseção 3.6.2.
• Pré-treino do modelo de linguagem utilizando proporção 1:1 de dados da Motorola e
dos dados públicos de Mani et al.. Ao adicionar dados de diferentes projetos, quere-
mos ampliar a diversidade dos dados utilizados e inserir características linguísticas
que possam ser comuns no domínio de relatórios de bugs ;
• Pré-treino do modelo de linguagem utilizando proporção 1:2 de dados da Motorola
e dos dados públicos de Mani et al.; Como nosso conjunto de dados privado não
é tão grande quando comparado aos dados públicos, resolvemos manter uma certa
proporção ao adicionar novas amostras ao conjunto de dados, ou seja, para cada
relatório da Motorola adicionamos 2 relatórios dos conjuntos públicos. Esta versão
do conjunto denominamos superconjunto versão 2;
• Pré-treino do modelo de linguagem executado em duas etapas, uma de 128 tokens
e outra de 512 tokens utilizando o superconjunto versão 2. Nessa forma de pré-
treino, a primeira etapa é feita com menos tokens devido ao custo computacional
de treinar com sequencias mais longas, na segunda etapa o modelo é treinado com
uma sequencia maior por menos steps para que o mesmo aprenda o embedding
posicional [5, 8]. A esta última abordagem denominamos o modelo resultante de
BugBERT.
Nos experimentos, executamos o FT do modelo BERT utilizando os pesos previamente
treinados em um corpus geral como forma de inicialização do modelo. O modelo criado
serviu como baseline para o conjunto de experimentos realizados posteriormente.
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O objetivo destes experimentos é investigar o impacto da quantidade de dados utilizada
durante o pré-treino e qual o seu impacto no FT do modelo quando treinado para uma
tarefa específica, no caso, a classificação de relatórios de bugs.
Excetuando a última estratégia de pré-treino, em todas as demais utilizamos 128 tokens
e um total de 100000 steps, seguindo as recomendações de valores ótimos para o pré-treino
descrita por Sun et al. [35].
3.6.2 Experimento 2: Pré-treino a cada Fold
Nesse experimento, resolvemos avaliar o impacto do pré-treino ao realizá-lo a cada novo
fold. A inspiração para este experimento se deve ao fato de que, mesmo em um ambiente
sênior de desenvolvimento de programas, a forma de interagir muda ao longo do tempo. As
interações, ou se especializam mais ou tendem a seguir um padrão, consequência própria
da dinâmica das interações sociais. Pré-treinamos o modelo no conjunto de treino da
Motorola, e depois realizamos o FT do modelo para a tarefa no mesmo conjunto a cada
fold.
3.6.3 Experimento 3: Aprendizado Contínuo
Embora, as pesquisas em aprendizado de máquina geralmente assumam a existência de
um conjunto de dados fixo de treinamento, os sistemas de aprendizado de máquina da
vida real enfrentam situações mais complicadas. Um cenário particularmente comum é
onde um sistema de aprendizado de máquina em produção deve se manter constantemente
atualizado com novos dados [4].
O aprendizado contínuo (do inglês continual learning, CL) é um método onde simula-
mos um aprendizado contínuo para que assim o modelo possa acompanhar as mudanças
que ocorrem com o tempo em uma distribuição de dados [28] e assim, se mantenha atu-
alizado. Durante o FT, a cada novo fold, ao invés de reinicializar os pesos do modelo,
utilizamos os pesos aprendidos ao final do FT do fold anterior como inicialização do
modelo do fold atual.
3.7 Resultados e Discussão
Nesta seção, apresentamos os resultados obtidos em nossos experimentos. A Tabela 3.2
apresenta o resultado comparativo entre os diferentes métodos avaliados. Os resultados
do pré-treino apenas com dados da Motorola (M), pré-treino com dados da Motorola e
superconjunto (M+DT), se referem aos experimentos descritos na Subseção 3.6.1. O pré-
treino com aprendizado contínuo (CL), se refere a Subseção 3.6.3. E o pré-treino a cada
fold (PF), se refere a Subseção 3.6.2.
O FT do modelo BERT se mostra um bom baseline de comparação entre as estratégias
avaliadas. Ao compararmos o BERT com o BERT-M, observamos que a quantidade de
dados utilizada durante o pré-treino do BERT-M não foi o suficiente para causar uma
melhoria no desempenho do modelo. Contudo, ao adicionarmos o conjunto DeepTriage
no pré-treino dos modelos BERT-M+DT e BERT-M+DT2, esses modelos apresentam
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Tabela 3.2: Tabela comparativa entre os experimentos. Pré-treino apenas com dados da
Motorola (M), pré-treino com dados da Motorola e superconjunto (M+DT), pré-treino
com com aprendizado contínuo (CL), pré-treino a cada fold (PF). Nossos melhores resul-











melhor desempenho que o modelo BERT-M, com um ganho percentual de 1% para uma
entrada de tamanho 256. Esse comparativo indicou que precisávamos de mais amostras
de relatórios em nosso conjunto de dados de pré-treino, como já havia sido observado por
Lee et al. [20] em seus experimentos.
Ao compararmos os modelos BERT-PF, BERT-CL e BugBERT-CL observamos que ao
pré-treinar o modelo a cada novo fold, esse obtém melhor acurácia do que quando usamos
CL junto ao modelo BERT. No entanto, o modelo BugBERT-CL, que é pré-treinado
apenas uma vez, tem desempenho semelhante ao do BERT-PF que precisa realizar o pré-
treino a cada novo fold. Quando pensamos em custo computacional e acurácia, pré-treinar
o modelo a cada fold é altamente custoso quando comparado a pré-treinar apenas uma vez.
Então, apesar do ganho do BERT-PF em relação ao nosso baseline e ao BugBERT-PF, esse
é um método custoso quando comparado aos demais que obtém resultados semelhantes
ou superiores sem o mesmo custo computacional.
Ao utilizar o método CL, esperávamos obter algum ganho em desempenho, o que
não foi verdade para o modelo BERT-CL. Para entender o comportamento do modelo
durante o treinamento de forma contínua, resolvemos analisar o erro dos modelos. As
Figuras 3.5 e 3.6 apresentam o histórico de erros de treino e teste ao longo de cada fold.
As Figuras 3.5(a) e 3.6(a) apresentam os valores de erro de treino e validação dos modelo
BERT e BugBERT ao longo dos 6 folds. As Figuras 3.5(b) e 3.6(b) apresentam os valores
de erro de treino e validação dos modelo BERT-CL e BugBERT-CL ao longo dos 6 folds.
Conforme observamos o erro dos modelos no conjunto de validação referente ao pri-
meiro fold, vemos que todos seguem um comportamento semelhante, Figuras 3.5(a),
3.6(a), 3.5(b) e 3.6(b). Contudo, a partir do segundo fold, os modelos que utilizam
CL atingem um erro mínimo com menos steps que o FT de forma tradicional. Reduzir
a quantidade de steps necessárias para a convergência do modelo é um benefício que ob-
servamos no uso do CL. Mesmo assim, esse método não apresentou ganhos de acurácia
em relação aos modelos treinando sem uso de CL. Por exemplo, o modelo BugBERT-
CL acaba tendo desempenho inferior quando comparado ao BugBERT sem treinamento
contínuo.
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Por último, temos o BugBERT, um modelo pré-treinado com o superconjunto 2 -
definido na Subseção 3.6.1 - e que teve seu pré-treino realizado em duas etapas. Esse
modelo conseguiu bater o resultado de todos os outros modelos propostos. Acreditamos
que seu ganho é advindo da utilização de um conjunto maior de dados durante o pré-
treino juntamente a estratégia de pré-treino em duas etapas proposta por Devlin et al. [8]
e Beltagy et al. [5].
3.8 BugBERT contra os Dados Abertos
Nesta seção, avaliamos o modelo BugBERT em um benchmark, apresentado na Subse-
ção 3.2.2, para avaliar o desempenho do modelo proposto e permitir que nossos resultados
sejam comparáveis com trabalhos futuros.
As Tabelas 3.3, 3.4 e 3.5 apresentam os resultados comparativos entre o trabalho de
Mani et al., o modelo BERT e o nosso modelo BugBERT. A coluna Threshold indica a
quantidade mínima de amostras por classe no conjunto de treinamento. Reportamos a
acurácia top-10 obtida pelos modelos a cada fold e uma média dos folds.
Observando os resultados é possível interpretar alguns fatores que contribuem para
o desempenho dos modelos avaliados. Os limiares estabelecidos de número mínimo de
amostras por classe, quando analisados, permitem concluir que quanto menos classes com
poucas amostras, melhor o resultado obtido pelos modelos e de melhor qualidade são os
dados utilizados. Esse limiar permite por exemplo filtrar componentes que podem não
estar mais ativos e que poderiam enviesar as predições do modelo.
Ao analisarmos acurácia dos modelos por fold, observamos que, em folds iniciais, Deep-
Triage e BugBERT não apresentam valores de acurácia discrepantes. Contudo, o modelo
BERT nos primeiros folds apresenta resultados em grande maioria inferiores aos otbidos
pelos demais modelos. Os primeiros folds contêm poucos dados no conjunto de treina-
mento, ao fazer a transferência de aprendizado de um modelo que não foi pré-treinado
no domínio de bugs os dados fornecidos podem não ser suficientes para o aprendizado do
modelo. Acreditamos que como o DeepTriage e o BugBERT já possuem características
sobre o domínio de relatórios de bugs, faz com que sua acurácia não seja afetada nos folds
iniciais.
O BERT, na média, consegue apresentar resultados competitivos em relação ao método
de Mani et al. [26]. O BugBERT apresenta resultados superiores em todos os casos,
quando comparado ao método de Mani et al. [26]. Quando comparamos os resultados entre
os modelos BERT e BugBERT, também temos um resultado estatisticamente superior por
parte do BugBERT. Assim concluímos que o BugBERT é um modelo que possui potencial
para se tornar estado da arte em triagem de relatórios de bugs para o benchmark proposto
por Mani et al. [26], assim que publicado.
3.9 Recursos Computacionais
A implementação deste trabalho foi realizada na linguagem de programação Python, visto
o grande número de ferramentas desenvolvidas para a linguagem e a existência de boa
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documentação. Os experimentos foram realizados no laboratório Reasoning for Com-
plex Data (RECOD), do Instituto de Computação (IC), em uma máquina equipada com
processador Intel i7-3770, 3.50 GHz e duas GPU’s GeForce GTX 1080TI, com memória
padrão DDR5 de 11176 MB.
3.10 Considerações Finais
Os experimentos realizados tiveram o objetivo de obter um modelo que generalizasse bem
em termos de acurácia para o problema de triagem de bugs. O modelo resultante, chamado
de BugBERT, é o novo estado da arte em triagem de bugs no benchmark proposto por
Mani et al. [26]. Acreditamos que podemos melhorar o desempenho do BugBERT em uma
outra versão ampliando a quantidades de dados utilizadas em seu pré-treino. Contudo,
devido a restrições de recursos computacionais não foi possível obter este modelo em
tempo hábil.
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(a) Histórico do erro de treino e teste para cada fold sem continual learning
(b) Histórico do erro de treino e teste para cada fold com continual learning
Figura 3.5: A subfigura 3.5(a) apresenta o erro do modelo BERT para os 6 folds. A
Subfigura 3.5(b), apresenta o erro do modelo BERT-CL para os 6 folds. Ao comparar o
erro de ambos os modelos observamos que o modelo que utiliza CL atinge overffiting em
menos steps que o modelo sem CL
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(a) Histórico do erro de treino e teste para cada fold sem continual learning
(b) Histórico do erro de treino e teste para cada fold com continual learning
Figura 3.6: A subfigura 3.6(a), apresenta o erro do modelo BugBERT para os 6 folds. A
Subfigura 3.6(b), apresenta o erro do modelo BugBERT-CL para os 6 folds. Ao comparar
o erro de ambos os modelos observamos que o modelo que utiliza CL atinge overffiting


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Rotulação Automática de Relatórios de
Bugs utilizando o BugBERT
A rotulação de relatório de bugs é composta por diferentes atribuições de informações que
auxiliam na resolução de um bug. Essas atribuições envolvem tarefas como a classificação
do novo relatório gerado, verificação se o que foi reportado é realmente um bug ou uma
nova feature do sistema em desenvolvimento, e a definição de prioridade ou estimativa de
tempo para a resolução do bug. Por exemplo, quando o relatório analisado é classificado
como um bug, comumente este receberá um valor de prioridade maior do que um relatório
que é classificado como uma nova feature a ser inserida no sistema em desenvolvimento.
Esse conjunto de tarefas é ineficiente quando feito de maneira totalmente manual,
tornando interessante realizá-las de forma automática. Em geral, os métodos presentes
na literatura tratam cada um desses problemas de forma separada, propondo um método
para cada tarefa [6, 25,43].
Em nosso trabalho, propomos o modelo BugBERT que descrevemos no Capítulo 3, o
qual foi pré-treinado de forma não supervisionada com relatórios de bugs não rotulados
provenientes da base de dados proposta por Mani et al. [26]. Assim, considerando o
BugBERT descrito, realizamos um conjunto de experimentos de comparações e, quando
possível, comparamos os resultados com o modelo BERT. Além disso, validamos nossos
resultados através do teste estatístico não paramétrico de Wilcoxon [39].
Com esses experimentos, queremos validar nossa hipótese que, tendo um único modelo
pré-treinado, podemos reutilizá-lo nas demais tarefas que compõem o processamento de
relatórios de bugs, como as tarefas de rotulação de relatórios de bugs.
Cada tarefa de rotulação é descrita a seguir:
• Bug vs Nonbug: esta tarefa compreende a primeira etapa no processamento de
relatório de bugs. Nela o triador irá distinguir se aquele relatório está reportando
um bug no sistema, se a equipe de desenvolvedores adicionou uma atividade que
envolve a inserção de uma nova feature, ou se o bug reportado pertence à terceiros.
Esse último se refere à problemas que ocorrem no sistema, mas que não foram
ocasionados por uma falha de implementação dos desenvolvedores e sim de uma
empresa terceira. Um exemplo seria um erro de reprodução de um aplicativo de
streaming de música, onde o problema está no aplicativo de streaming.
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• Atribuição de prioridade: tendo o relatório sido identificado como um bug, um
valor de prioridade deve ser atribuído à ele. Comumente a escala de valores vai de
P1 até P5, sendo P1 a prioridade mais baixa e P5 a mais alta e de maior urgência.
Esse atributo é importante pois informa a equipe de desenvolvimento o quão rápido
aquele bug deve ser resolvido, ajudando a resolver bugs importantes no tempo certo.
Vale destacar que essa atribuição exige um grande conhecimento do domínio em
questão, e atribuições erradas podem comprometer funcionalidades importantes do
sistema.
• Atribuição de componente: esta tarefa consiste na atribuição da equipe que será
responsável pela resolução do bug reportado. No Capitulo 3.1 já tratamos de forma
ampla desse problema e aqui expandimos para alguns outros conjuntos de dados
sem utilizar a abordagem de folds temporais.
• Bug duplicado: um problema comum encontrado em um sistema de controle de
bugs é quando uma mesma falha é reportada por diferentes usuários. Quando isso
ocorre, os relatórios que reportam a mesma falha são chamados de relatórios du-
plicados. Os relatórios duplicados precisam ser identificados para que não sejam
atribuídos à diferentes desenvolvedores, e estes acabem resolvendo o mesmo pro-
blema. Isso evitaria o uso desnecessário da mão de obra em um único problema.
Existem na literatura diferentes categorias de automatização da tarefa de detecção
de duplicatas. Lin et al. [22] e Kang et al. [14] propuseram uma divisão em três
categorias.
– Ranking: nesta categoria, o relatório de bug é utilizado como entrada na forma
de uma query e a saída é uma lista ranqueada com os relatórios candidatos a
duplicados da entrada existentes no sistema de controle de bugs.
– Binário: nesta categoria, o modelo recebe como entrada um relatório de bug
e deve classificar se este relatório é duplicado ou não.
– Decisão: nesta categoria, o modelo recebe como entrada um par de relatórios
A e B, e determina se o relatório A é um relatório duplicado do relatório B.
Esse é o protocolo que utilizamos neste trabalho.
4.1 Metodologia
A metodologia deste capítulo está dividida em duas grandes etapas, seleção das bases de
dados a serem utilizadas e a transferência de aprendizado a partir dos modelos BERT e
BugBERT. Foi necessário estabelecer um conjunto de critérios para a escolha das bases
de dados utilizadas. De maneira geral, a literatura propõe diferentes bases de dados, mas
poucas são disponibilizadas pelos autores da forma em que foram utilizadas nos trabalhos
o que dificulta o processo de comparação entre os métodos. A Figura 4.1 apresenta o
fluxo de pré-treino do modelo BugBERT. Para o pré-treino, foi utilizado um corpora,
composto por bases de dados públicas de Mani et al. [26] descritas na Subseção 3.2.2, o
modelo foi inicializado com os pesos disponibilizados por Devlin et al. [8] e pré-treinado
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Figura 4.1: Fluxo de pré-treino do BugBert
Fonte: Figura adaptada de Lee et al. [20]
O conjunto de experimentos aqui apresentados tem como objetivo validar a hipótese
que o modelo BugBERT, que teve seu modelo de linguagem pré-treinado, pode obter re-
sultados melhores quando utilizado como peso inicial para o FT das diferentes tarefas em
comparação com o modelo BERT. Além disso, podemos ressaltar um importante aspecto,
onde um único modelo pré-treinado pode ser utilizado em todas as etapas do processa-
mento de bugs. Isso indicaria uma vantagem em relação a outros métodos presentes na
literatura que são construídos pensando em uma única tarefa do processamento de bugs.
4.2 Bases de Dados
O principal desafio na comparação entre os modelos existentes e o proposto é a falta de
um conjunto de dados de benchmark público e a implementação do código fonte das pes-
quisas existentes. Em nossos experimentos, avaliamos o desempenho do nosso modelo em
diferentes tarefas que fazem parte da rotulação de relatórios de bugs. As bases seleciona-
das foram a BugRepo1, a base fornecida por Lyubinets et al. [25] em seu trabalho2, e a
base de dados para avaliar as duplicadas, um benchmark proposto por Lazar et al. [18].




de treino e teste previamente separados. Além disso, a base Google Chromium por eles
disponibilizada foi a única que a conter o campo informando se o relatório era ou não um
bug, que atribuímos na coluna Tipo da Tabela 4.1. Além disso, os autores disponibilizaram
os códigos dos trabalhos que realizam as filtragens necessárias para comparação entre os
métodos.
Para cada um dos conjuntos de dados do BugRepo foi necessário filtrar a base de
dados, selecionando apenas os relatórios com o status ‘resolved’, ‘closed’ e ‘fixed’, seguindo
a filtragem já feita por diferentes trabalhos [12, 17, 33, 36, 37, 43]. Assim, separamos cada
conjunto em treino e teste, dedicando 15% para teste e, em alguns casos, foi necessário
remover relatórios que não possuíam o campo prioridade devidamente preenchido.
O benchmark proposto por Lazar et al. [18] fornece os relatórios completos, com di-
ferentes campos como prioridade, severidade, descrição curta e descrição longa do bug
e um conjunto contendo os dados agrupados em pares rotulados de duplicados ou não
duplicados. Para ter acesso a esse benchmark, foi necessário entrar em contato com os
autores, que prontamente forneceram os dados. Essa base possui uma separação de con-
junto de treino e teste para a tarefa de identificação de duplicados na forma de decisão
mas, também pode ser utilizada para a estratégia de ranking.
A Tabela 4.1 exibe as bases de dados utilizadas neste trabalho, a quantidade de rela-
tórios e em quais tarefas cada uma foi utilizada.
Tabela 4.1: Resumo das bases de dados utilizadas neste trabalho e quais as tarefas avali-
adas com cada uma.
Dataset Qtd. Rel. Prioridade Duplicados Componente Tipo
Google Chromium 58 871 •
Eclipse Platform 85 156 • •
Mozilla Firefox 115 814 • •
JDT 45 296 • •
Mozilla Core 205 069 • •
Thunderbird 32 551 • •
Eclipse 271 098 •
NetBeans 238 584 •
OpenOffice 152 872 •
4.3 Resultados
Os resultados apresentados nesta seção tem por objetivo validar a hipótese de que um
modelo pré-treinado em dados de relatórios de bugs (BugBERT), serve como uma melhor
inicialização para problemas do domínio de bugs quando comparado aos pesos do BERT.
4.3.1 Configuração dos Experimentos
Para cada experimento fizemos o FT de dois 2 modelos, BERT e BugBERT, variando a
quantidade de tokens. Relatórios de bugs geralmente contem textos longos. Por causa
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disso, ao tokenizar estes documentos sempre excedemos a quantidade máxima de 512
tokens. Para adequar nossa entrada à limitação suportada pelo modelo e diminuir o
custo de treinamento, optamos por avaliar nossos modelos truncando a entrada para os
tamanhos 128 e 256. A taxa de aprendizado utilizada foi de 2e−5 e o modelo foi treinado
por 2 épocas, utilizamos os hiper parâmetros sugeridos por Sun et al. [35]. Os autores
argumentam que os valores apresentados são ideais para serem utilizados em classificação
de texto genéricos, de acordo com seus experimentos. Para obter os melhores resultados
em cada tarefa, o ideal seria fazer uma busca dos hiper parâmetros ótimos para cada uma,
contudo essa busca não faz parte do escopo deste trabalho.
4.3.2 Bug vs NonBug
Na tarefa de Bug vs NonBug, utilizamos a base de dados disponibilizada por Lyubinets
et al. [25] que possui três classes (Bug, Features e Concat). A classe de interesse nessa
tarefa é a classe de bug, queremos que o modelo consiga diferenciar bem essa classe das
demais.
Tabela 4.2: Resultado comparativo entre os modelos BERT e BugBERT na tarefa de




A Tabela 4.2 apresenta os resultados obtidos no experimento de classificação entre
Bug vs NonBug. Nesse experimento o modelo BugBERT se mostrou melhor que o BERT.
Através de teste estatístico concluímos que a diferença de 1% sobre o modelo BERT, não
apresenta um ganho significativo.
4.3.3 Prioridade
Na tarefa de atribuição de prioridade, o modelo deve classificar o bug dentre os 5 níveis
de prioridade disponíveis (P1, P2, P3, P4, P5). O nível P1 é o menor dentre os níveis de
prioridade e P5 o mais alto. Uma boa estimativa da prioridade de um bug faz com que
problemas que realmente precisam de resolução imediata sejam resolvidos primeiro.
A Tabela 4.3 apresenta os resultados comparativos entre os modelos na tarefa de
atribuição de prioridade. De maneira geral, o BugBERT se mostrou melhor em grande
parte dos conjuntos avaliados. Contudo, em alguns conjuntos como o Thunderbird onde
os valores já são expressivamente altos com o BERT, o modelo BugBERT não conseguiu
se destacar.
4.3.4 Componente
A tarefa de atribuição de componente se assemelha à tarefa de triagem de bugs. Neste
caso, avaliamos a tarefa de maneira diferente da realizada no Capitulo 3.1 onde, ao invés
de uma avaliação temporal, realizamos um teste único.
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Tabela 4.3: Resultado comparativo entre BERT e BugBERT na tarefa de classificação de
prioridade
Dataset BERT BugBERT
128 256 128 256
EclipsePlatform 86,34% 86,36% 86,38% 86,16%
Firefox 79,24% 79,19% 79,71% 80,03%
JDT 84,54% 84,88% 85,15% 85,08%
MozillaCore 87,06% 86,59% 87,26% 87,38%
Thunderbird 96,01% 96,01% 96,01% 96,01%
Tabela 4.4: Resultados comparativos entre os modelos BERT e BugBERT na tarefa de
atribuição de componente
Dataset BERT BugBERT
128 256 128 256
EclipsePlatform 80,81% 82,23% 82,78% 83,22%
Firefox 60,91% 63,95% 65,73% 68,25%
JDT 86,16% 85,89% 86,63% 86,84%
MozillaCore 63,72% 65,53% 66,90% 68,27%
Thunderbird 48,53% 51,99% 54,65% 57,57%
A Tabela 4.4 apresenta o resultado comparativo entre os dois modelos avaliados na
tarefa de atribuição de componente. O BugBERT apresentou uma grande diferença em
relação ao modelo BERT. Acreditamos que o BugBERT consegue lidar melhor com pro-
blemas que possuem semelhança com a triagem, onde a separação entre as classes parece
ficar mais evidente no modelo.
Dentre as bases utilizadas nesta tarefa, as que apresentaram melhores resultados pos-
suem um menor número de classes a serem separadas. Acreditamos que isso influenciou
no desempenho do modelo. Para validar essa informação, resolvemos reduzir o número
de classes de um novo experimento, onde parte dos componentes foram agrupados em
um único componente maior. O critério utilizado foi o agrupamento de subcomponentes
em um único componente específico. Por exemplo, Networking, Networking: Cache,
Networking: Cookies e Networking: DNS foram agrupados em um único componente
Networking. Isso reduz o número de classes de 130 para um total de 73 classes no dataset
MozillaCore. A Tabela 4.5 apresenta os resultados obtidos pelos modelos no conjunto
com as novas classes agrupadas. Agrupar estas classes trouxe uma diferença no resultado
obtido pelos modelos. Contudo, a diferença entre os resultados obtidos pelo BERT e
BugBERT permanece.
4.3.5 Duplicado
Para a tarefa de identificação de duplicados, utilizamos a base de dados fornecidas por
Lazar et al. [18]. Nesta base, os dados estão organizados em pares e, para cada par,
devemos identificar se o documento A é uma duplicata do documento B. Como descrito
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Tabela 4.5: Resultado comparativo entre os modelos no conjunto Mozilla Core com um
novo agrupamento de classes.
Dataset BERT BugBERT
128 256 128 256
MozillaCore 71,86% 73,19% 74,13% 75,44%
MozillaCore 63,72% 65,53% 66,90% 68,27%
na Seção 2.7, a entrada do BERT consegue lidar com duas sentenças em sua entrada.
Tabela 4.6: Resultado comparativo entre os modelos BERT e BugBERT na classificação
de relatórios duplicados
Dataset BERT BugBERT
128 256 128 256
Eclipse 95,5% 96,5% 95,9% 95,2%
OpenOffice 97,3% 96,4% 97,5% 97,0%
NetBeans 94,3% 94,6% 94,1% 94,7%
A tarefa de identificação de relatórios duplicados como uma classificação de sentenças
se mostrou uma tarefa bem resolvida para ambos o modelos. A Tabela 4.6 apresenta o
resultado comparativo entre os modelos BERT e BugBERT. Por ser um problema binário
de fácil separação, os resultados entre os modelos ficaram bem próximos. Assim, o modelo
parece extrair características importantes que ajudam na identificação das duplicadas. O
próximo passo em relação a esta tarefa seria utilizar este modelo em uma abordagem de
recuperação de relatórios, utilizando um texto como entrada e recuperar quais são suas
duplicadas.
4.4 Considerações Finais
Os experimentos deste capítulo tiveram como objetivo validar a hipótese que o BugBERT
é um modelo que pode generalizar bem para as tarefas que envolvem o processamento de
relatórios de bugs. Em nossa abordagem, fizemos uso de um único modelo que apresenta
bom desempenho em algumas das tarefas avaliadas, contrariando a literatura, onde são
propostos métodos específicos para cada uma das tarefas.
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Capítulo 5
Conclusões e Trabalhos Futuros
Neste capítulo, revisamos nossas descobertas, cobrindo os principais tópicos discutidos
nesta dissertação de mestrado. Embora os principais objetivos tenham sido satisfeitos,
deixamos algumas áreas de interesse a serem exploradas no futuro devido a limitações
de tempo e escopo. Além disso, discutimos orientações futuras para melhorar nossos
resultados e a área de triagem de bugs e rotulação de relatórios de bugs como um todo.
5.1 Contribuições
• Triagem de bugs: Neste trabalho, propomos o BugBERT, um modelo de lingua-
gem pré-treinado para a tarefa de triagem de relatórios de bugs baseado no BERT.
Avaliamos o BugBERT em um benchmark proposto por Mani et al. para a tarefa
de triagem de bugs. O BugBERT superou significativamente os resultados obtidos
pelo BERT e alcançou novos resultados estado da arte nessa tarefa, mesmo em
comparação com alguns resultados reportados do DeepTriage (Mani et al. [26].
• Rotulação de relatórios de bugs: Na tarefa de rotulação de bugs, não possuímos
um benchmark que pudesse avaliar nosso modelo. Contudo, selecionamos algumas
bases públicas para que pudéssemos avaliá-lo. Por não possuir um benchmark não
é possível afirmar que nosso modelo é estado da arte nesse conjunto de tarefa, mas
o BERT e o BugBERT apresentaram resultados expressivos. Nos experimentos
realizados nesse conjunto de tarefas, em grande parte das tarefas o BugBERT tem
desempenho igual ou superior ao do BERT.
Recapitulamos as principais descobertas organizadas em três questões de pesquisa.
• QP1: O que é melhor, um modelo específico ou um modelo genérico
para triagem? Como mostrado através dos resultados das Tabelas 3.3, 3.4 e 3.5, o
BugBERT apresenta ganhos significativos quando comparado ao BERT, um modelo
pré-treinado em um conjunto de texto genérico.
• QP2: O BugBERT é o novo estado da arte em triagem? O antigo estado
da arte na tarefa de triagem era o modelo DeepTriage proposto por Mani et al. [26].
Em nossos experimentos, mostramos que o BugBERT é uma alternativa melhor para
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esta tarefa, apresentado resultados superiores ao do DeepTriage, com uma diferença
percentual média de 15% acima do resultado obtido por Mani et al. [26].
• QP3: O BugBERT é o melhor nas tarefa de rotulação de bugs? Como
apresentado no Capítulo 4 o BugBERT tem desempenho igual ou levemente superior
ao BERT. Não podemos afirmar que o BugBERT é o melhor no conjunto de tarefas
de rotulação de texto mas nossos resultados são um baseline para trabalhos futuros
que queiram explorar essa área do processamento de relatório de bugs.
• QP4: É possível obter um modelo que generaliza bem para diferentes
bases de dados do domínio de triagem? Observando os resultado do BugBERT,
nas mais diferentes tarefas em que foi utilizando como peso inicial para FT, foi
possível concluir que ele é um bom modelo para se ter como base e que apresenta
uma boa generalização sobre o domínio de triagem.
5.2 Trabalhos Futuros
Como trabalhos futuros, observamos que uma linha promissora de pesquisa é a de re-
cuperação de relatórios duplicados através de técnicas de recuperação de informação.
Acreditamos que o BugBERT seja um bom baseline como extrator de características para
esse domínio. A abordagem de recuperação também permitiria uma melhor interpretabili-
dade do modelo. Analisando o texto dos documentos, recuperados poderíamos interpretar
quais características textuais o modelo tem aprendido sobre o domínio.
Uma outra possível linha de pesquisa seria o aprendizado de múltiplas tarefas (multi-
task learning) para a de rotulação de bugs. Para um mesmo relatório de entrada, um
modelo teria seus pesos compartilhados entre as tarefas de rotulação com saídas específicas
para cada uma das tarefas propostas.
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