Abstract. Motivated by a few preceding papers and a question of R. Longo, we introduce super-KMS functionals for graded translation-covariant nets over R with superderivations, roughly speaking as a certain supersymmetric modification of classical KMS states on translation-covariant nets over R, fundamental objects in chiral algebraic quantum field theory. Although we are able to make a few statements concerning their general structure, most properties will be studied in the setting of specific graded-local (super-) conformal models. In particular, we provide a constructive existence and partial uniqueness proof of super-KMS functionals for the supersymmetric free field, for certain subnets, and for the super-Virasoro net with central charge c ≥ 3/2. Moreover, as a separate result, we classify bounded super-KMS functionals for graded-local conformal nets over S 1 with respect to rotations.
Introduction
In the 1950s, Kubo, Martin and Schwinger studied certain thermodynamical equilibrium states of many-particle quantum systems [MS59] , enabling later on several physical applications, e.g. in black hole dynamics or phase transitions. Haag, Hugenholtz and Winnink then used their construction to formulate an abstract algebraic-analytic relation which led to the notion of KMS states for arbitrary C*-dynamical systems. The probably most famous C*-dynamical systems with an immediate quantum field theoretical meaning are the C*-algebra of the canonical commutation (or anticommutation, respectively) relations on a given Hilbert L 2 -space, in short CCR (or CAR), equipped with translation actions. Roughly speaking, they describe bosonic (or fermionic) free fields, and are therefore of fundamental interest in mathematical physics. A detailed discussion of the KMS condition for CCR and CAR algebras together with other specific situations can be found in [BR97] . A more direct and specific study and classification of KMS states for the CCR and CAR algebras over a real infinite-dimensional Hilbert space with respect to a given symmetry group has been achieved in [RST69, RST70] . In this context it was shown that they are quasi-free, a property extensively investigated in [Ara70, Ara71, AM71] for the CCR and CAR algebras.
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Given the importance of KMS states to quantum field theoretical systems, it seems natural to study them also in the context of algebraic quantum field theory, the general axiomatic formulation of quantum field theories over arbitrary spacetimes by means of nets of quantum fields, cf. [Haa92] for an overview. The first steps in that direction were taken in [BJ89] . In later years quantum field theories with conformal symmetries on low-dimensional spacetimes became more and more interesting, due to their beautiful mathematical structure related to modular theory and subfactor theory of von Neumann algebras on the one hand, and to their physical meaning on the other hand, cf. e.g. [FG93] . An extensive study of KMS states for chiral conformal nets over the real line R with respect to translations has been recently performed in [CLTW12a, CLTW12b] , dealing in detail with several important models and providing a complete classification of KMS states for completely rational nets.
Supersymmetry is an important aspect of many quantum field theory models. Although its actual presence in nature is unclear, it nevertheless carries along a deep mathematical and physical structure. Combining supersymmetry with the above KMS property means in some sense to combine (thermo-) dynamics and supersymmetry into supersymmetric (thermo-) dynamics and corresponding supersymmetric phase transitions. Supersymmetric versions of conformal nets have been introduced mainly in [CKL08] , while a few relations to supersymmetric (or sometimes called "graded") KMS functionals were studied in [BL00, Lon01] . Apart from supersymmetric dynamics and general structural interest in those functionals, one of the main motivations and applications is the construction of certain entire cyclic cocycles [JLW89, Kas89] and thus noncommutative geometric invariants [Con94] . However, those constructions do only work for bounded super-KMS functionals, which cannot exist in the natural setting of superconformal nets over R [BL00] . Furthermore, apart from this last negative statement, not much is known so far about the structure of such functionals for superconformal nets, we are even lacking examples so far. One first example of algebraic supersymmetry with unbounded but locally bounded super-KMS functionals and associated local-entire cyclic cocycle has been constructed for the supersymmetric free field [BG07] , which, however, still has to be put into the framework of superconformal nets of von Neumann algebras.
From this introduction, several questions seem to emerge quite naturally:
(1) Can we provide a suitable definition of super-KMS functionals for graded translationcovariant nets over R of von Neumann algebras and determine abstract properties, extending the results in [BL00] ? (2) Can we find examples of super-KMS functionals for some explicit (say, superconformal) nets on R? (3) Can we formulate a general classification of super-KMS functionals for graded translationcovariant nets, in analogy to [CLTW12a, CLTW12b] ? (4) Do super-KMS functionals for graded translation-covariant nets give rise to generalized homotopy-invariant entire cyclic cocycles and geometric invariants of the original net, generalizing [CHL13] ?
In the present paper, we shall deal with some of these questions. Regarding the first one, we start in Section 2 with a definition of super-KMS functionals which seems suitable in general and in the context of graded translation-covariant nets over R. This permits us to make a few general statements, e.g. that a usual KMS functional on a completely rational conformal net has to be unbounded and nonpositive if it does not coincide with the unique KMS state, or that the Jordan decomposition of a super-KMS functional cannot be obtained as an inductive limit. We also outline general motivations and applications of super-KMS functionals.
As our original motivation comes from graded-local conformal or superconformal nets, we turn in Section 3 to the second question, dealing with some important superconformal models: mainly the fermionic and the supersymmetric free field nets, briefly general conformal subnets of the fermionic free field net, and finally the super-Virasoro nets with central charges c ≥ 3/2. We explicitly construct super-KMS functionals with respect to translations on the quasi-local C*-algebra of those nets and show uniqueness for some of them under certain additional regularity assumptions. As an essential ingredient and byproduct independent of the context of conformal nets, we find a sort of generalization of Araki's criterion on quasi-equivalence of quasi-free states on the CAR algebra [Ara70] to a well-behaved class of (nonpositive but bounded) quasi-free functionals on the CAR algebra, cf. Theorem A.3.
As evident from the preceding discussion, question 3 will be impossible to answer. Concerning the last question, however, we can say quite a lot. Since this turns out to be a deep issue, too, we placed it in [Hil14] and rephrase here just that the answer is a "conditional yes".
Our final section deals with super-KMS functionals for graded-local conformal nets over S 1 with respect to the rotation group action. With a suitable and natural definition of the underlying global algebra for those nets, we shall see that there bounded super-KMS functionals do exist and they are actually all combinations of super-Gibbs functionals. Hence to them one can apply the constructions in [JLW89, Kas89] , and in special cases this has in fact been exploited in the recent articles [CHL13] and [CHKLX13] .
In order to keep this paper as concise as possible, we have postponed a lot of material to the appendix. In Appendix A we prove the above-mentioned quasi-equivalence criterion, and in Appendix B we collect several lengthy and technical proofs of statements made in Section 3.
One final important remark: In the present paper, we deal with nets over R, whose physical meaning is that of a light-ray in two-dimensional Minkowski spacetime, especially interesting for so-called chiral theories (cf. [Wei05] for a good overview). We restrict to this "spacetime" setting since our results in Sections 2 and 3 treat that quite ample case. However, most of the initial definitions here make sense also for nets over more general spacetimes with a designated (fixed) "translation direction".
General aspects of super-KMS functionals
Preliminaries and notation. Let I stand for the set of nonempty bounded open intervals in R and I S the set of nonempty nondense open intervals of the unit circle S 1 (sometimes regarded as being embedded in C). By means of the Cayley transformation, R may always be identified with the subset S 1 \ {−1} of S 1 , and hence I with a subset of I S . We write
for the standard closed strip in the complex plane. A graded translation-covariant net A over R is a map I → A(I) from the set I to the set of von Neumann algebras acting on a common infinite-dimensional separable Hilbert space H satisfying the following properties:
-Isotony. A(I 1 ) ⊂ A(I 2 ) if I 1 , I 2 ∈ I and I 1 ⊂ I 2 .
-Grading. There is a fixed selfadjoint unitaryΓ = 1 (the grading unitary) on H satisfyingΓA(I)Γ = A(I) for all I ∈ I. We write γ = AdΓ and define the usual graded commutator
), x, y ∈ A(I).
-Translation-covariance. There is a strongly continuous unitary representation on H of the translation group R with infinitesimal generator P , commuting withΓ and inducing a one-parameter automorphism group t → α t := Ad(e i tP ) on B(H) such that α t restricts to *-isomorphisms from A(I) to A(t + I), for every t ∈ R and I ∈ I; moreover α is asymptotically graded-abelian in the norm topology of the quasi-local C*-algebra A introduced below in (2.1):
-Positivity of the energy. P is positive. Although the general statements in the present section make use only of this general framework of nets, our original interest and all our studies in the subsequent sections deal with the special case of superconformal nets over R or S 1 . To this end, let Diff(S 1 ) be the group of orientation-preserving diffeomorphisms of S 1 and Diff(S 1 ) (∞) its universal covering group; then recall from [CKL08, CHKL10, CHL13] that a graded-local conformal net A S over S 1 is a map I ∈ I S → A S (I) satisfying the above axioms but with I replaced by I S and with the following additional properties:
-Diffeomorphism-covariance. There is a strongly continuous projective unitary representation U : Diff(S 1 ) (∞) → B(H) extending the unitary representation of the translation group and such that
and
I , I ∈ I S , where Diff(S 1 ) (∞) I denotes the 1-connected component of {g ∈ Diff(S 1 ) (∞) : gz = z ∀z ∈ S 1 \ I} and I ′ the interior of I c .
-Existence and uniqueness of the vacuum. There exists a translation-invariant vector Ω ∈ H which is unique up to a phase and cyclic for I∈I S A S (I). -Graded locality. The grading unitaryΓ satisfies additionally
where
Notice that this is stronger than asymptotic graded-abelianess. We shall treat super-KMS aspects of these nets in Section 4, but throughout the rest of the article they shall play no role. Moreover, if the grading is trivial, then the above definition becomes that of (diffeomorphism-covariant) local conformal nets (cf. e.g. [Car04, FG93, Wei05] ).
Finally, a graded-local conformal net A over R is the net obtained by restricting A S to I, and covariance is now with respect to the stabilizer subgroup of Diff(S 1 ) (∞) for the point −1. It forms a special case of a graded translation-covariant net. It is called superconformal if it contains the super-Virasoro net A SVir,c (defined first in [CKL08, Sec.6], cf. also Appendix B below) as a diffeomorphism-covariant subnet with the same central charge c and the projective representation U of Diff(S 1 ) (∞) making A diffeomorphism-covariant satisfies
There are several examples of such nets, cf. [CHL13, Sec.6], and we discuss some of them from the super-KMS point of view in Section 3.
The quasi-local C*-algebra corresponding to a (graded) net A over R is defined as the C*-direct limit A := lim → A(I) (2.1) over I ∈ I, cf. also [BR97, CLTW12a, Haa92] , noting that I is directed (in contrast to I S ). For all I ∈ I, A(I) is naturally identified with a subalgebra of A. When referring to particular models for A, we shall say so explicitly. Throughout this paper we use gothic letters for the quasi-local C*-algebra of the nets with corresponding calligraphic letter.
As in [CLTW12a, Sec.2], which shall serve as guideline for many aspects of our setting, we write α again for the induced one-parameter group of automorphisms of A, and we denote its infinitesimal generator by the derivation (δ 0 , dom(δ 0 )), which is locally (i.e., on every A(I)) σ-weakly densely defined and formally given there by the commutator with P . Furthermore, we write A α ⊂ A for the *-subalgebra of analytic elements of α: the elements x ∈ A such that t ∈ R → α t (x) ∈ A extends to an entire analytic function, denoted z ∈ C → α z (x), cf. [BR97, Sec.3.2].
Let A be a graded translation-covariant net. A superderivation on A with respect to the grading γ and translation group α is a linear map δ : dom(δ) ⊂ A → A such that:
(i) dom(δ) ⊂ A is an α-γ-invariant (i.e., globally invariant under the action of every α t , t ∈ R, as well as γ) unital *-subalgebra, with
(ii) δ(xy) = δ(x)y + γ(x)δ(y), for all x, y ∈ dom(δ); (iii) δ I := δ ↾ dom(δ)∩A(I) is a (σ-weakly)-(σ-weakly) closed σ-weakly densely defined map with image in A(I), for every I ∈ I; (iv) C ∞ (δ I ) := n∈N dom(δ n I ) ⊂ A(I) is σ-weakly dense, for every I ∈ I. By dom(·) I we always mean dom(·) ∩ A(I) and thus dom(δ I ) = dom(δ) I ; dom(·) c stands for the union over I ∈ I of dom(·) I , which in some cases may actually be equal to dom(·). We then call (A, γ, α, δ) a graded quantum dynamical system. We shall be interested in modifications of the usual KMS condition on (A, α) [CLTW12a] , and for simplicity we consider only the case of inverse temperature β = 1; the other cases of β = 0, ∞ can be treated analogously. We shall deal with several examples of this setting in Section 3. Convention. All *-algebras in this paper are understood to be unital and all Hilbert spaces separable if not stated otherwise.
Super-KMS functionals. Super-KMS functionals are the core objects of this paper and we choose the following definition, which was motivated by the corresponding ones in [BG07, BL00] but is actually much stronger and more suitable for the theory and examples developed in the present paper and [Hil14] . Definition 2.1. A super-KMS functional (in short sKMS functional) φ on a graded quantum dynamical system (A, γ, α, δ) is a linear functional defined on a *-subalgebra dom(φ) ⊂ A such that: (S 0 ) Domain properties: φ(x * ) = φ(x), for all x ∈ dom(φ); dom(φ) I ⊂ A(I) is σ-weakly dense, for all I ∈ I, and dom(φ) is globally α-γ-invariant. (S 1 ) Local normality: φ I := φ ↾ dom(φ)∩A(I) is bounded and extends to a normal (i.e., σ-weakly continuous) linear functional on A(I), denoted again φ I , for all I ∈ I. (S 2 ) sKMS property: for every x, y ∈ dom(φ), there is a continuous function F x,y on the strip T 1 which is analytic on the interior, satisfying
and there are constants C 0 > 0 and p 0 ∈ 2N depending only on x, y, φ such that
(S 5 ) Weak supersymmetry: for every x, z ∈ dom(φ) c and y ∈ dom(δ 2 ) c , we have
(S 6 ) Local-exponential boundedness: there are constants C 1 , C 2 > 0 such that φ ↾ dom(φ) I ≤ C 1 e C 2 |I| 2 , for every I ∈ I. Here and throughout this paper we write |I| := sup{|x| : x ∈ I}.
Sometimes we will dispense with certain of these properties and still call the functional sKMS, but we shall say so explicitly whenever this is the case.
Let B be a local conformal net with quasi-local C*-algebra B and one-parameter automorphism group α corresponding to translations. A KMS functional φ on (B, α) is a (possibly unbounded) linear functional defined on a *-subalgebra dom(φ) ⊂ B satisfying (S 0 )-(S 3 ) with γ = id B and possibly without (2.3).
Some general properties. The theory of usual KMS states motivates the following proposition:
Proposition 2.2. Let (φ, dom(φ)) be a functional on the graded quantum dynamical system (A, γ, α, δ) with properties (S 0 , S 1 , S 3 ). Let A α,φ ⊂ A α ∩ dom(φ) be an α-γ-invariant *-subalgebra such that, for every x, y ∈ A α,φ and z ∈ T 1 , we have α z (y) ∈ dom(φ) and the function z ∈ T 1 → φ(xα z (y)) is continuous on T 1 and analytic on the interior of T 1 . Consider the following condition:
and there are constants C 0 > 0 and p 0 ∈ 2N such that
If moreover (S 6 ) holds and A α,φ ∩ A(I) ⊂ A(I) is σ-weakly dense, for all I ∈ I, then (S ′ 2 ) implies (2.2) actually for every x, y ∈ I∈I A(I) and hence in dom(φ) c . Furthermore, (S 2 ) implies:
− if moreover (S 6 ) holds then (2.2) holds for every x, y ∈ I∈I A(I).
Let us postpone the main part of the proof to Appendix B but instead drop a few remarks here. Properties (S 7 ) and (S 8 ) are proved in [BG07, Prop.5.3] and are in fact almost immediate consequences of (S 2 ), obtained basically by studying the functions F x,1 and F 1,x in (S 2 ). It follows in particular from that proof that (S 7 ) and (S 8 ) hold on any given α-γ-invariant *-subalgebra A ⊂ dom(φ) instead of dom(φ) if (S 2 ) holds on A, a fact used in the proof of (S 2 ) on dom(φ). The analyticity condition (2.2) on I∈I A(I) is crucial when restricting to subnets, which might have trivial intersection with the original dom(φ). In general, (2.3) need not hold on I∈I A(I) and thus neither on such a subnet, but it will be needed only on the original dom(φ). It is well-known [BR97, Prop.5.3.7] that in the case of states and trivial grading, property (S ′ 2 ) is equivalent to (S 2 ), while in the present setting apparently this is no longer true, owing to the unboundedness of φ and the fact that A α,φ ∩ A(I) may therefore be trivial. Proposition 2.3. Let (A, γ, α) be a graded translation-covariant net and (φ, dom(φ)) a functional on A satisfying (S 0 )-(S 3 ). Then:
(1) (φ, dom(φ)) is neither positive nor bounded.
(2) The functionals |φ I | and φ ± I := 1 2 (|φ I | ± φ I ) obtained through restriction are individually well-defined, bounded and positive, but they do not form a directed system with respect to restriction, so they do not give rise to positive (unbounded) functionals on A.
In particular, we have to point out that because of (2) the interesting construction of |φ| suggested in [Sto07, Sec.4] does not work here.
Before entering the proof, recall (e.g. from [KR86, Th.4.3.6]) that every bounded functional φ on a C*-algebra has a unique Jordan decomposition φ = φ + − φ − with φ ± mutually orthogonal positive functionals such that φ = φ + + φ − .
Proof. (1) is given in [BL00, Lem.2&Cor.8].
(2) By assumption (S 1 ), the local restrictions φ I are bounded, so |φ I | and φ ± I are welldefined bounded positive functionals on A(I). Suppose (φ ± I ) I∈I forms a directed system, i.e., for every inclusionĪ 1 ⊂ I 2 we have φ
. Then
since 1 ∈ I∈I A(I). But this would imply that φ I does not depend on I, hence the boundedness of φ on A as an inductive limit of functionals of the same norm -a contradiction to part (1). So φ ± I do not satisfy isotony, and neither do |φ I |, for I ∈ I, and we cannot define unbounded positive functionals φ ± on A as inductive limits such that φ = φ + − φ − .
Let us drop for a moment the grading assumption and look at completely rational local conformal nets over R, cf. [KLM01] , which provide a large class of examples of conformal nets. Let B be such a net with quasi-local C*-algebra B. The KMS states on B with respect to translations were determined in [CLTW12a] , and it turned out that in this case, the so-called geometric KMS state (defined e.g. in [CLTW12a, Sect.2.8]) is the unique KMS state. One might ask what happens if one asks only for bounded KMS functionals, i.e., functionals φ on B satisfying (S 0 )-(S 3 ) with dom(φ) = B and γ = id B ; the answer is Proposition 2.4. Suppose B is a completely rational local conformal net over R. Then every bounded KMS functional on its quasi-local C*-algebra B with respect to translations is automatically positive and coincides with the geometric KMS state.
Proof. Let φ be a bounded KMS functional on B; then we have a well-defined decomposition φ = φ + − φ − . As shown in [BL00, Lem.2], |φ| = φ + + φ − satisfies the KMS condition on B; the positivity of |φ| implies moreover that it is a multiple of the unique (geometric) KMS state on B, cf. [CLTW12a] . Since φ ± = 1 2 (|φ| ± φ) is the convex combination of two nonnormalized KMS functionals, it has to be a (not necessarily normalized) KMS functional again; by construction it is bounded and positive although not necessarily faithful, so it has to be a multiple of the geometric KMS state, too, by the same reasoning as above. Thus φ, which is normalized, coincides with a multiple of the geometric KMS state.
Remark 2.5. (1) Notice that the situation is completely different for completely rational graded-local conformal nets over the circle S 1 and sKMS functionals with respect to the periodic rotation action, like those treated in [CHKL10, CHL13, CHKLX13] . In that case, there are in fact bounded though nonpositive sKMS functionals on the universal C*-algebra of the net (in its universal locally normal representation) as explained in Section 4.
(2) The nonpositivity of sKMS functionals on graded translation-covariant nets makes it difficult or even impossible to extend fundamental constructions on single algebras like those by Moriya [Mor10, Mor11] to the present setting of nets. He considers supersymmetric states φ on C*-algebras, i.e., satisfying φ • δ = 0, and in this case the GNS construction gives rise to supercharges for δ. An extension to the setting of nets of von Neumann algebras should be natural, but compatibility with the sKMS property cause problems like those mentioned above (nonpositivity) with which we cannot deal here in further detail.
(3) A classification of sKMS functionals in general seems to be out of reach without further specifications and without a general theory of unbounded linear functionals on C*-algebras. Already in the non-graded special case where B is a completely rational local net over R, the question of existence and uniqueness of unbounded nonpositive KMS functionals on B is not clear, whereas we know from Proposition 2.4 that there exists a unique bounded KMS functional on B namely the geometric KMS state. An example of an unbounded KMS functional for a completely rational local conformal net will be encountered in Corollary 3.7 in the setting of the chiral Ising model, the even subnet of the free fermion net.
3. Model analysis of super-KMS functionals for superconformal nets over R Fermions and quasi-free functionals. Let K be a complex Hilbert space with an antiunitary involution Γ. Then the selfdual CAR algebra CAR(K, Γ) is the C*-algebra generated by elements F (f ), for all f ∈ K, which are linear in f and satisfy the canonical anticommutation relations
These relations define, in particular, the C*-norm on CAR(K, Γ). A quasi-free state on CAR(K, Γ) is a state which vanishes on all odd degree monomials in F and on those of even degree it satisfies
It is thus completely determined by its 2-point function, a certain sesquilinear map which in turn corresponds to a unique operator
for further information. By a quasi-free functional on CAR(K, Γ) we shall mean a linear functional φ whose domain dom(φ) ⊂ CAR(K, Γ) contains the *-algebra generated by monomials F (f 1 ) · · · F (f n ), with f i ∈ K 0 and n ∈ N 0 (where K 0 ⊂ K is a certain dense vector subspace); moreover, φ has to vanish on all odd degree monomials and its value on even degree monomials is defined as in (3.2) but with 2-point function
. In case θ is bounded and dom(θ) = K × K, there is clearly a corresponding operator S ∈ B(K) such that S * = S = 1 − ΓSΓ and θ = ·, S· . The other way round, any such S uniquely determines a bounded quasi-free functional on CAR(K, Γ), which we denote by φ S ; it is a state iff moreover 0 ≤ S ≤ 1.
, and let S(R, C d ) and S(R, R d ) be the corresponding Schwartz spaces (of C d or R d -valued rapidly decreasing smooth functions on R), dense vector subspaces of K and K Γ , respectively. For X = C d or R d , we write C ∞ c (R, X) for those smooth X-valued functions which have actually compact support, C ∞ c (I, X) for those with compact support in a given I ∈ I, and shortly C ∞ c (R) := C ∞ c (R, R) and S(R) := S(R, R). We define the operator
wheref , f ∨ ∈ K denotes the Fourier transform (inverse Fourier transform, respectively) of f ∈ K. Then φ P + is a quasi-free state, the vacuum state, and we call its GNS representation π φ P + the vacuum representation of CAR(K, Γ). We fix the grading automorphism γ and the translation automorphism group α by
Let us consider (an adaptation of) the sKMS property (S 2 ) on (CAR(K, Γ), γ, α):
with two-point functions θ(f, g) and satisfying properties (S 0 ), (S 2 ), (S 3 ), (S 6 ) with norm instead of σ-weak denseness.
The proof is deferred to Appendix B. The operators F (f ) ∈ CAR(K, Γ) define the d-fermion free field net F over R, namely
which is a graded-local conformal net, with grading and translation automorphisms the ones induced by γ and α, cf. [Böc96, CKL08] for further information. Following our above convention, we write F for the quasi-local C*-algebra of the net F.
) and (S 6 ). Furthermore, requiring quasi-freeness and
The proof is again deferred to Appendix B.
Supersymmetric free field net. Consider the space S(R, R d ) and write L for the complex Hilbert space obtained by complexifying with the imaginary unit i L defined by i L f := (− i sgn ·f ) ∨ and completing with respect to the complex scalar product
Let L I be the analogous complex completion of C ∞ c (I, R d ). Consider the C*-algebra generated by {W (f ) : f ∈ L}, satisfying the relations
We denote its Fock space representation by (π 0,B , H B ). The d-bosonic free field is generated by the Weyl operators W (f ) in the vacuum representation π 0,B , namely
and it is a local conformal net (i.e., with trivial grading) with translation automorphisms defined through
is a strongly continuous one-parameter group of unitaries, and we write J(f ) for its (unbounded selfadjoint) infinitesimal generator. All J(f ) are linear in f with a common invariant core as discussed below, on which they satisfy the canonical commutation relations
cf. [BR97, Sec.5.2] and [CLTW12b, Sec.4]. Following our above convention, we write B for the quasi-local C*-algebra corresponding to the net B.
We let A := B ⊗ F denote the supersymmetric free field net for the rest of this subsection, and we usually identify 1 ⊗ F with F, B ⊗ 1 with B, 1 ⊗ F (f ) with F (f ) and J(f ) ⊗ 1 with J(f ). Moreover, we write F (f ) for π φ P + (F (f )) henceforth and W (f ) for π 0,B (W (f )), all of them acting on the vacuum Hilbert space H = H B ⊗ H F . Moreover, they all have a common invariant core D ∞ (cf. e.g. [CLTW12b] ). Grading and translation automorphisms on A are given by tensor product of the corresponding ones on B and F, and we denote them again by γ and α t .
It is well-known that A is a superconformal net over R. The interested reader may find the standard procedure described in [CHL13, Prop.6.2], which in turn is based on the superSugawara construction in [KT85] and on ideas in [BSM90, Sec.2]; he only has to regard the involved formulae for fields over R instead of S 1 there, and moreover the involved Lie groups U(1) d instead of a simple simply-connected Lie group G of dimension d there. Some more details are provided also here below in the proof of Lemma 3.3.
We would like to have a superderivation δ on A satisfying formally
or more precisely
on the generators of the *-subalgebra
Lemma 3.3. There is a family (Q I ) I∈I of (unbounded) odd selfadjoint operators on H such that: -there is a corresponding family of linear maps (δ Q I ) I∈I , namely dom(δ Q I ) is the *-algebra given by all x ∈ A(I) for which there is y ∈ A(I) with
and in this case δ Q I (x) := y; -δ Q I satisfies (3.6), for all f ∈ C ∞ c (I, R d ), and δ Q I 2 ↾ dom(δ Q I 1 ) = δ Q I 1 , for all I 1 ⊂ I 2 , and A 0 ∩ A(I) ⊂ dom(δ Q I ); -every δ Q I is (σ-weak)-(σ-weakly) closed and satisfies
The proof, in Appendix B, is based on the fact that A is diffeomorphism-covariant and contains the super-Virasoro net as conformal subnet, which gives rise to the elements Q I .
Lemma 3.4. Given the above family (Q I ) I∈I , an interval I ∈ I symmetric w.r.t. 0, x ∈ A 0 ∩ A(
) ∩ dom(δ 0 ), for every m ∈ N, and we have
The proof is placed again in Appendix B.
For certain reasons to be explained later in the proof of Theorem 3.6, dom(δ Q I ) is too large for our purposes, while A 0 ∩ A(I) is too small since it intersects possibly trivially with C ∞ (δ Q I ). A suitable domain is given by the following intermediate one, namely: setting which is clearly a *-algebra, since every dom(δ I ) is so and dom(δ
Proposition 3.5. The family (δ I ) I∈I from (3.9) induces a unique superderivation δ on dom(δ) satisfying conditions (i)-(iv) and coinciding with δ I on dom(δ I ). Moreover, A 0 ⊂ dom(δ), and
, and δ 2 I ⊂ δ 0 . Since we find the proof quite instructive, we do not postpone it to the Appendix as usual.
Proof. Since δ I 1 ⊂ δ I 2 if I 1 ⊂ I 2 , and every element x ∈ dom(δ) lies in some local algebra A(I), δ acts on x as the corresponding graded commutator δ Q I with Q I , for which the general theory in [CHKL10, Prop.2.1] applies. Thus, once we have shown the global α-γ-invariance of the *-algebra dom(δ), properties (i) and (ii) of superderivations follow immediately.
To this end, α-invariance of A 0 and its image δ(A 0 ) is clear from (3.7) and the global translation invariance of
( 1 2 I) and t ∈ R, let J ∈ I contain I and t + I; then using the invariance of A 0 , we find from the definition of
and analogously for the elements δ(x) h in A(I), so that we obtain the statement for all elements in the *-algebra A(I). Finally, let x ∈ dom(δ I ), for some I ∈ I, and consider a sequence x n ∈ A(I) converging σ-weakly to x and such that δ I (x n ) converges σ-weakly to some element in A(I), which has to be δ I (x) due to (σ-weak)-(σ-weak) closedness of δ I , and in particular they converge σ-weakly. Then σ-weak continuity of α t and γ implies
for all η, ξ ∈ D ∞ , which means that α t (x) ∈ dom(δ) and δ(α t (x)) = α t (δ(x)). This proves α-invariance of dom(δ); γ-invariance is proved analogously. Let us prove property (iv), i.e., the σ-weak denseness of C ∞ (δ I ) ⊂ A(I). Owing to inner continuity, A(I) = J ⊂I A(J), and by definition of A it is clear that A 0 ∩ A(J) is σ-weakly dense in A(J), for every J. Thus it suffices to show that every x ∈ A 0 ∩ A(J) can be approximated σ-weakly by a sequence in C ∞ (δ I ). To this end, let h n ∈ C ∞ c (− 1 n , 1 n ) be a sequence of nonnegative functions such that the measures h n (t) d t converge *-weakly on C b (R) to the Dirac measure d δ t in 0. Then σ-weak continuity of t → α t (x) implies
and every x hn , with n sufficiently large, lies in C ∞ (δ I ) according to Lemma 3.3. Since δ(x hn ) = δ(x) hn → δ(x), this proves, moreover, that x ∈ dom(δ), so A 0 ⊂ dom(δ).
Property (iii) holds by definition of δ I in (3.9) and owing to the fact that the σ-weak closures of A(I) and A 0 ∩ A(I) coincide according to the second paragraph and are in fact equal to A(I).
Finally, Lemma 3.4 showed that δ 2 I (x h ) = δ 0 (x h ) for x h ∈ A(I), so the final statement is a consequence of taking the closure.
In order to make uniqueness statements for sKMS functionals in the present example, let us introduce now the following concept. Let us call a functional ψ on B ⊗ F δ-regular if it splits into a quasi-free product functional ψ B ⊗ ψ F , its domain contains the algebraic tensor product B 0 ⊙ F 0 , where
cf. Proposition 3.1, and t ∈ R n → ψ(W (t 1 f 1 ) · · · W (t n f n )) is analytic, for every f i ∈ C ∞ c (R, R d ) and n ∈ N. More precisely, ψ can be extended to the unbounded monomials of the
and analogously
We come now to the main result of the present section:
Theorem 3.6. There is a unique nontrivial δ-regular sKMS functional for the supersymmetric free field net A = B ⊗ F with domain B 0 ⊙ F 0 . Furthermore, it satisfies (S 6 ) and is given by the product of the geometric KMS state φ B on B and the quasi-free functional φ F with two-point functions (3.4) on F.
Proof. We first consider existence. Let ψ = φ B ⊗φ F with dom(ψ) := B 0 ⊙F 0 be the product of the unique geometric KMS state φ B on B and the functional φ F constructed above on F. Let us turn to derivation invariance (S 4 ). In Appendix B we prove that
for every I ∈ I. On elements of the form x 1,h 1 · · · x n,hn , with x i ∈ B(I) and h i ∈ C ∞ c (I) such that x i,h i ∈ A(I), we find then by straight-forward calculation (since α t i (x i ) ∈ B(I)):
Thus ψ I δ I = 0 on the (σ-weak)-(σ-weak) closure dom(δ I ) owing to normality of ψ I , so ψδ = 0 on dom(δ) c . Concerning (S 5 ), recall from Proposition 3.5 that
so (S 5 ) holds on every dom(δ m I ), I ∈ I and m ∈ N, thus on C ∞ (δ) c . Uniqueness is more involved. The requirement of ψ being a δ-regular sKMS functional ψ B ⊗ ψ F forces the restriction to 1 ⊗ F 0 to be a densely defined functional ψ F with F 0 ⊂ dom(ψ F ) satisfying (S 0 )-(S 3 ), so it has to be φ F constructed in Theorem 3.2 as shown there. We have to determine ψ B . Owing to δ-regularity we get
and by iteration
where P 2n = {σ ∈ S 2n : σ(1) < ... < σ(n), σ(j) < σ(j + n), j = 1, ..., n}. By an analogous reasoning
so ψ B vanishes on all monomials with an odd number of factors J(f ). Thus, together with the above expression, we see that ψ B is quasi-free, i.e., for all f i ∈ S(R, R d ),
with 2-point function
The functional ψ B is now completely determined on the unbounded smeared fields. By δ-regularity (in particular analyticity), this defines a quasi-free functional ψ B on the algebra generated by all W (f ), which is uniquely defined through its 2-point functions (3.12). Since the latter coincide with those of the (quasi-free) geometric KMS state φ B on B (cf. again [CLTW12b, Sec.4]), we conclude that ψ B is bounded and extends to the geometric KMS state φ B on B; therefore, ψ = φ B ⊗ φ F and dom(ψ) ⊃ B 0 ⊙ F 0 .
Examples through restriction. Given the d-fermion free field F from above, let G ⊂ F be an arbitrary conformal subnet. Recall from Proposition 2.2 that φ F ↾ dom(φ)c in Theorem 3.2 extends to a locally normal functional on the *-algebra I∈I F(I), on which (2.2) still holds. Then one obtains a nontrivial unbounded functional on I∈I G(I) simply by restriction (φ F , dom(φ F )). It satisfies properties (S 0 )-(S 3 ) and (S 6 ) except possibly for (2.3) by construction, in the same way as for the free fermion field.
However, if we want compatibility with respect to a superderivation δ on G, note that δ has in general nothing to do with φ F but depends instead only on the subnet; hence, we cannot expect the compatibility conditions (S 4 )-(S 5 ) to hold in this case.
The most important and fundamental (ungraded) local conformal nets are the Virasoro nets A Vir,c with certain central charges c > 0 because every conformal net contains a copy of one of them, cf. e.g. [Car04] ; their KMS states are discussed in [CLTW12b, Sec.5]. For c < 1, A Vir,c is completely rational, and for the particular value c = 1/2, it coincides with the fixed point subnet F γ of the d-fermion free field with d = 1. In this case we do not have to pass to I∈I F(I) but instead from Theorem 3.2 we immediately obtain Corollary 3.7. Besides the unique (geometric) KMS state, the completely rational local conformal net A Vir,1/2 has a nontrivial nonpositive unbounded KMS functional.
Proof. Let d = 1 and restrict the functional φ F in Theorem 3.2 to F γ ∩dom(φ F ) = A Vir,1/2 ∩ dom(φ F ). It is unbounded and nonpositive and satisfies (S 0 )-(S 3 ), as can be easily checked based on the preceding results and local normality of φ F . In restriction to even elements, the sKMS condition becomes the KMS condition. Since F γ = A Vir,1/2 is completely rational, it has a unique KMS state φ geo (cf. [CLTW12a] ), but furthermore, as just seen, at least one nontrivial (locally bounded and locally normal) unbounded KMS functional φ F ↾ F γ = φ geo .
Super-Virasoro nets. (Sketch).
Returning to superconformal nets, consider the supersymmetric free field net A = B ⊗ F discussed above, with d = 1 here, and as always on the vacuum space H. As mentioned before, A is superconformal, i.e., it contains the superVirasoro net A SVir,c with central charge c = 3/2 as diffeomorphism-covariant subnet, with super-Virasoro generators L(f ), G(f ), for f ∈ C ∞ c (R), as introduced in (B.6) and (B.7) in Appendix B. The construction in [BSM90, (4.6)] and [CLTW12b, p.793] inspires moreover to the following modification: for every s ≥ 0 and
Since this example is not of our main interest, we skip the lengthy analytical details, and just keep on record that the new fields L s , G s satisfy again the super-Virasoro commutation relations (B.6), but now with central charge c s = 3/2 + 12s 2 . They give in fact rise to the super-Virasoro net A SVir,cs . It has the same grading γ and translation action α as A and A SVir,cs (I) ⊂ A(I), for every I ∈ I, but for s = 0 it is not rotation-covariant, hence not a conformal subnet of A in the strict sense. All A SVir,cs (I) inherit from A(I) the superderivation δ Q I constructed in Lemma 3.3 with Q I = G(ϕ I ). It follows from the graded commutation relations (B.7), (B.6) and the definition of L s and G s that, for every f ∈ C ∞ c (I),
where X stands for L, G. Thus replacing Q I with G s (ϕ I ) leads to the same superderivation in restriction to dom(δ Q I ) ∩ A SVir,cs (I); this in turn enables us to apply the procedure in [CHKL10, Sec.5] in order to show that dom(δ Q I ) ∩ A SVir,cs (I) ⊂ A SVir,cs (I) is σ-weakly dense. However, recalling (3.9), we cannot even say whether dom(δ I ) ∩ A SVir,cs (I) = C1. Since ψ I is constructed w.r.t. δ I and not δ Q I , we have to choose for the superderivation δ SVir,cs the restriction of δ to the super-Virasoro net, i.e., dom(δ SVir,cs ) = I∈I dom(δ SVir,cs ) I , dom(δ SVir,cs ) I = dom(δ I ) ∩ A SVir,cs (I), whence (S 4 ) continues to hold but the denseness properties in (iii) and (iv) might unfortunately fail for the present model. Alternatively, one might construct a superderivation out of δ Q I as in (3.9) but with respect to a different algebra A(I) which lies in A SVir,cs (I) so that (iii) and (iv) are verified; then, however, compatibility with ψ I , i.e., (S 4 ) might become a problem. We expect this to be a very technical issue, which we have not been able to treat so far. Nevertheless, we can say Theorem 3.8. Let A SVir,c be the super-Virasoro net, with c ≥ 3/2. Then the corresponding restricted quantum dynamical system (A SVir,c , γ, α, δ SVir,c ) constructed above has at least one nontrivial sKMS functional, namely the restriction of the unique δ-regular sKMS functional ψ of the free field, satisfying (S 0 )-(S 6 ) but possibly not (2.3) and δ SVir,c may not satisfy (iii) and (iv).
Proof. Given c ≥ 3/2, there is a unique s ≥ 0 such that c = c s and we can carry out the above construction. Let ψ be the sKMS functional of the free field net A from Theorem 3.6, and notice that we may replace dom(ψ) by I∈I A(I) according to Proposition 2.2, possibly dispensing with (2.3). Owing to local normality and local boundedness of ψ, it restricts to a nontrivial locally normal and locally bounded functional on A SVir,c . Since the translation action α and the superderivation δ SVir,c are just restriction to that subnet, we have im(δ SVir,c,I ) ⊂ dom(ψ ↾ A SVir,c (I) ); the remaining properties of sKMS functionals are also a trivial consequence of the restriction procedure.
One might also try to use the above ideas in order to construct examples in higher dimensions, e.g. as restrictions of product nets with product functionals. However, this will be quite involved and goes definitely beyond the scope of the present article.
Super-KMS functionals for graded-local conformal nets over S 1
Let B S be a completely rational [KLM01] local conformal net over S 1 and C * ln (B S ) its locally normal universal C*-algebra [CCHW13, Sec.3]. It was shown in [CCHW13, Th.3.3] that C * ln (B S ) ≃ B(H) ⊕n , where n is the number of equivalence classes of irreducible locally normal representations of B S . We write ι I : B S (I) → C * ln (B S ) for the natural inclusions, but often drop the symbol ι I when no confusion is likely. A natural symmetry group action here comes from the rotation group T, whose lift to R ≃ T (∞) has as generator the conformal Hamiltonian L 0 . Its action by *-automorphisms, however, is periodic and not asymptotically graded-abelian, so we cannot expect any clustering property here. Suppose that e −βL π 0 is trace-class, for every β > 0 and every irreducible locally normal representation π of B S . It is known that in this setting and for every such π, every KMS state on π(C * (B S )) = B(H π ) has to be the Gibbs state µ π tr Hπ (· e −L π 0 ) (with µ π a normalization factor), cf. [Haa92, Sec.V.1] together with [CCHW13, Th.2.11].
In the case of a graded-local net A S over S 1 , we shall find a similar result, with a similar but more involved argument, which we would like to present here. The representation structure of A S in relation to A Suppose henceforth A S is a graded-local conformal net over S 1 such that A γ S is completely rational and e −βL π 0 is trace-class, for every β > 0 and every π ∈ ∆. This is the case for many models, e.g. the supercurrent algebra and discrete series super-Virasoro models studied in [CHL13, Sec.6] and [CHKLX13] . Restricting a π ∈ ∆ to A γ S , we obtain either a direct sum of two inequivalent irreducible representations ρ and ργ of A S and of C * ln (A S ). Notice that π ln is quasi-equivalent to the direct sum of irreducible GNS representations with only one representative for each equivalence class, i.e., of m mutually inequivalent elements in ∆. We then obtain the following modification of [CCHW13, Th.3 
.3(3)]:
Proposition 4.1. Let A S be a graded-local conformal net as above. Then C * ln (A S ) is weakly closed and hence C * ln (A S ) ≃ B(H) ⊕m , with m the number of equivalence classes in ∆. Proof. Let π ∈ ∆, so H π ≃ H. If it is ungraded, then ρ := π ↾ A γ S on H ρ = H π is irreducible again and
decomposes into the direct sum ρ ⊕ ργ of two irreducible representations, so
Furthermore, given I ∈ I , and s(ρ) ∈ C * ln (A γ ), so s(π ′ ) ∈ C * ln (A S ). We have to show that
S )). To this end, notice that, for the odd selfadjoint v ∈ C * (A (2) S ) from above and any even w ∈ C * (A (2) S ), we have v 2 , w 2 ∈ B(H π ) such that
Since the image of 
We would now like to study bounded sKMS functionals on C * ln (A S ) with respect to the rotation group action α, i.e., locally normal bounded selfadjoint functionals φ on A := C * ln (A S ) satisfying properties (S 0 )-(S 3 ) except for possibly (2.3), with dom(φ) = A, with I S instead of I and with α the canonical rotation action on A S , and dispensing with (S 4 ) and (S 5 ) for the moment.
Notice that the obstruction in Proposition 2.3 does not hold here since the rotation group action is not asymptotically graded-abelian, so bounded sKMS functionals may exist here, and in fact they do! For the proof we shall need Lemma 4.2. Let B S be a completely rational local conformal net and ψ a locally normal KMS state on C * ln (B S ) w.r.t. rotations α. Then ψ is normal. Proof. In order to show normality of ψ, it suffices to prove separability of the GNS representation (H ψ , π ψ , ξ ψ ) [Tak79, Th.5.5.1].
To this end, given I ∈ I S , consider H ψ I := π ψ I (B S (I))ξ ψ = π ψ (B S (I))ξ ψ ⊂ H ψ , which is separable because ψ is locally normal by assumption. If we suppose H ψ I = H ψ then we are done, so let us show the separability of H ψ assuming it is strictly larger than H ψ I . Then there is η ∈ H ψ ⊖ H ψ I , implying that, for every I 0 ∈ I S withĪ 0 ⊂ I and for every x ∈ B S (I 0 ) and every s ∈ R in a connected 0-neighborhood such that s + I 0 ⊂ I, we have
The KMS condition for ψ implies that this is the boundary value of a function analytic on the strip and continuous on the closure of the strip, which must therefore be identically 0. This means that, for every ζ ∈ I ′ and with I ζ := {J ∈ I S : ζ ∈J} and B ζ S the quasilocal C*-algebra generated by {B S (J) : J ∈ I ζ }, the subspace H We write π i , i = 1, . . . , m 1 , for an arbitrary fixed family of mutually inequivalent representatives of the m 1 equivalence classes in ∆ γ andΓ π i ∈ π i (C * (A (2) S )) for the grading unitary of π i . Proposition 4.3. Let A S be a graded-local conformal net as above. Then the bounded sKMS functionals on C * ln (A S ) with respect to the rotation group are precisely those of the form
with any µ in the hyperplane
Proof. Let φ be an sKMS functional on C * ln (A S ) (so by definition bounded and locally normal). Let us write φ i for the restriction of φ to the i-th graded direct summand in C * ln (A S ). Given the structure of C * ln (A γ S ) and C * ln (A S ) determined above (in particular in the proof of Proposition 4.1), it follows that φ restricts to a locally normal KMS functional on C * ln (A γ S ), whose GNS representation according to Lemma 4.2 is separable, thus the GNS representation
that the GNS representation of φ is separable, so φ i on π i (C * (A 
Choosing for x e.g. the standard system of matrix units in B(H π i ), we find v i = ±Γ π i , so φ i is a super-Gibbs functional.
Suppose instead π ∈ ∆ is ungraded, then πγ is a different ungraded irreducible representation which restricts to the same representation of A γ , and π ′ := π ⊕ πγ becomes a reducible graded representation with grading unitaryΓ π ′ = 0 1 1 0 . Following then an analogous argument as above based on the sKMS condition and with the restriction of φ to π ′ (C * (A
S )), we get normality and find that the corresponding isometry v π ′ ∈ B(H π ′ ) must beΓ π ′ ; but since this is traceless, it follows that φ vanishes on π ′ (C * (A (2) S )), hence on π(C * (A (2) S )) and likewise on all ungraded direct summands of C * ln (A S ). These two parts together prove that φ has the form (4.1). The hyperplane structure and the condition on µ follow from the requirement that φ(1) = 1 which is possible since all tr Hπ i (Γ π i e −L Appendix A. A generalization of Araki's criterion on quasi-equivalence Let K be a complex Hilbert space with selfadjoint involution Γ and use the notation for quasi-free states as at the beginning of Section 3, and write L 1 (K) ⊂ B(K) for the ideal of trace-class operators on K. Recall that two representations π 1 , π 2 of a C*-algebra A are called quasi-equivalent if there is a *-isomorphism Ψ :
Theorem A.1 (Araki [Ara70] ). Given two selfadjoint operators R, S ∈ B(K) such that 0 ≤ R ≤ 1, 0 ≤ S ≤ 1 and R + ΓRΓ = S + ΓSΓ = 1, assume that
Then the GNS representations π φ R and π φ S of the two quasi-free states φ R and φ S are quasiequivalent, and we also say φ R and φ S are quasi-equivalent, denoted π 1 ≃ π 2 .
Recall the following useful reformulation of [KR86, Prop.10.3.13]:
Lemma A.2. Let A be a C*-algebra. If φ, ψ are two states on A such that π φ and π ψ are quasi-equivalent, then ψ is normal in the GNS representation π φ , and vice versa. More precisely, there exists a normal stateψ of
The last part of this lemma makes also sense when ψ is no longer a state. We may then ask whether it is also possible to adapt Theorem A.1 to the case when ψ = φ S is no longer a state. In a weak (but for our purposes sufficient) version this is in fact possible: Theorem A.3. Given two selfadjoint operators R, S ∈ B(K) such that 0 ≤ R ≤ 1 and R + ΓRΓ = S + ΓSΓ = 1, assume that
Then the quasi-free functional φ S on CAR(K, Γ) is bounded and normal in the GNS representation of the quasi-free state φ R .
We shall use and prove Theorem A.3 in the following equivalent formulation:
Then the quasi-free functional φ R+T on CAR(K, Γ) is bounded and normal in the GNS representation of the quasi-free state φ R .
Proof.
(1) Decomposition of K. Let S := R + T ∈ B(K); it is selfadjoint and thus gives rise to a decomposition of K into spectral subspaces: letting
the projections P i are mutually orthogonal and P 0 + P 1 + P 2 = 1. We set K i := P i K, so K = K 0 ⊕ K 1 ⊕ K 2 and split S accordingly into the sum of
The operatorS := ΓSΓ = 1 − S has the same spectrum as S and gives therefore rise again to spectral projectionsP i = ΓP i Γ. We find
and analogously ΓP 1 Γ = P 1 , so ΓK 0 = K 2 and ΓK 1 = K 1 . Moreover,
We set X := S 1 + P 2 , Y := S 0 + S 2 − P 2 = S − (S 1 + P 2 ) and note that they are selfadjoint, 0 ≤ X ≤ 1, ΓXΓ = 1 − X and ΓY Γ = −Y . X may be regarded as a "truncation of S between 0 and 1".
(2) Claim:
where the first term on the RHS is positive and the second one therefore negative; in other words 0
so P 0 RP 0 being dominated by a trace-class element is trace-class, too, and so is S 0 = P 0 RP 0 + P 0 T P 0 . Since S 0 and S 2 − P 2 are selfadjoint and trace-class, they can be assumed to be diagonal in a certain fixed basis, and thus also S 2 . Write S ′ 0 for the diagonal operator which coincides with S 0 on the spectral subspaces of spectrum ⊂ [−1/2, 0] and equals (−1/2)1 on the (finitedimensional) orthogonal complement in K 0 . Analogously define S ′ 2 −P 2 and Y ′ := S ′ 0 +S ′ 2 −P 2 , which has spectrum in [−1/2, 1/2]. Clearly they are again trace-class and X − Y ′ gives rise to a quasi-free state on CAR(K, Γ).
(3) Claim:
2) In particular, φ X−Y ′ is a state and normal with respect to the representation defined by φ R according to Lemma A.2. In order to show the quasi-equivalence of the quasi-free states, we just have to check Araki's criterion in the present case. We have using (2) in the last step and the Powers-Størmer inequality in the first step, which says
(4) Eigenspaces of Y . Write P 02 := P 0 + P 2 and consider the orthonormal basis (e j ) j∈J of P 2 K of eigenvectors of S 2 − P 2 , with eigenvalues λ j > 0. Then {e j , Γe j : j ∈ J} forms an orthonormal basis for P 02 K of eigenvectors of Y with eigenvalues ±λ j , respectively. Clearly they are also eigenvectors of the truncation Y ′ . We remark that P 0 and P 2 are basis projections on P 02 K in the sense of [Ara70, Sec.2].
(5) Reduction to subalgebras. We have to show that φ X+Y is bounded and that it is normal in π φ R or, equivalently according to (3), in π φ X−Y ′ . To this end, it suffices to show that there is a constant c > 0 such that
Notice that the *-algebra
is dense in CAR(K, Γ), so B + ⊂ CAR(K, Γ) + is dense, and it suffices to show
We define the *-subalgebra
From the canonical anticommutation relations one deduces that A is isomorphic to the algebraic tensor product
while B as a vector space is isomorphic to the tensor product of all * -alg{F (e j )} ≃ M 2 (C) and * -alg{F (f ) : f ∈ K 1 }, and φ X+Y ↾ B and φ X−Y ′ ↾ B split as product functionals according to this tensor product decomposition of B.
We would like to construct a projection from B onto the subspace A ⊂ B compatible with this factorization. Fix the orthogonal projections p j,0 := F (e j ) * F (e j ) and p j,1 := F (e j )F (e j ) * = 1 − p j,0 in * -alg{F (e j ) * F (e j )}. Given any b ∈ B, we can always write it as a finite sum of elements of the form b 1 b 2 · · · b n b ′ owing to the tensor product property, with some finite n and with b j ∈ * -alg{F (e j )} and b ′ ∈ * -alg{F (f ) : f ∈ K 1 }. For all n ∈ N, we then define
It is obvious from this definition that η extends to a completely positive map on B, that all p j,k mutually commute, and
so η factorizes according to the tensor product decomposition, and on every single component it is a projection, thus η 2 = η on all of B with η(B) = A. Now, letting for a moment φ stand for either of the two φ X+Y ↾ B or φ X−Y ′ ↾ B , we have
for all µ i ∈ C and j ∈ N, and, since φ splits as a product functional,
Therefore φη = φ and we can write
and η is positive, it suffices to check boundedness and (A.3) for x ∈ A + . Finally, write A = A 02 ⊙ A 1 , with the commutative *-algebra A 02 := * -alg{F (e j ) * F (e j ) : j ∈ J}, so
Since P 1 (X + Y ) = P 1 (X − Y ′ ), which gives rise to a state, φ X+Y ↾ A and φ X−Y ′ ↾ A coincide on the second factor A 1 . Thus we just have to check that φ P 02 (X+Y ) ↾ A 02 is bounded and satisfies (A.3) for b ∈ A 02,+ , namely:
(6) Claim: there is a constant c > 0 such that
We prove this on monomials of the form
which implies that it holds for arbitrary elements in A 02,+ , which can always be written as linear combinations of such monomials with positive coefficients due to commutativity of A 02 . Let J 2 (a) = {k 1 , ..., k n } and J 0 (a) = {k n+1 , ..., k n+m } be the set of indices j occurring in the product expansion of a; let J ′ 0 (a) ⊂ J 0 (a) and J ′ 2 (a) ⊂ J 2 (a) be the subsets of those j with 0 < λ j < 1/2. Moreover, independently of a, define the constants c + := j∈J:λ j ≥1/2 (1 + λ j ) 2 and c − := j∈J:λ j ≥1/2 2 2 , which are finite since the products contain only finitely many factors (owing to the trace-class condition on Y ). With these premises, we get
The one but last inequality is true because (1 + λ) ≤ e 4λ (1 − λ), for all 0 ≤ λ ≤ 1/2, and 4 j∈J λ j = 2 tr(|Y |) < ∞. Setting c := e 2 tr(|Y |) c + c − , claim (6) is proved.
(7) Conclusion. According to (3), φ X−Y ′ and φ R are relatively normal. On the other hand, (5) and (6) show that 1 c φ X+Y is normal with respect to φ X−Y ′ and bounded by the latter on B + , so that it extends to a bounded functional on CAR(K, Γ) which is normal with respect to φ X−Y ′ . Thus φ S = φ X+Y is normal in the GNS representation of φ R .
Appendix B. Some technical proofs
In the following proofs, we keep the notation used in the corresponding theorems and sections. Proof of Proposition 2.2. (S 2 ) ⇒ (S ′ 2 ). Given x, y ∈ A α,φ , define H x,y (t) := φ(xα t (y)) − F x,y (t), t ∈ T 1 .
Then H x,y is continuous on T 1 , analytic on the interior of T 1 , and 0 on R, so H x,y = 0 owing to the edge-of-the-wedge theorem [BR97, Prop.5.3.6]. This implies in particular
. By definition of A α,φ , for every x, y ∈ A α,φ , the function F x,y (t) := φ(xα t (y)), t ∈ T 1 , (B.1) satisfies the conditions in (S 2 ), for every x, y ∈ A α,φ ∩ A(I). Consequently, also (S 7 ) and (S 8 ) hold on A α,φ so far, cf. [BG07, Prop.5.3]. In order to prove (2.2) on dom(φ) c assuming (S 6 ), we have to work a bit more. Given arbitrary x, y ∈ A(I) with x = y = 1, choose sequences x n , y n ∈ A α,φ ∩ A(I) such that
which is possible due to Kaplansky's density theorem if A α,φ ∩A(I) ⊂ A(I) is σ-weakly dense. Define G x,y (t) := e −4C 2 (1+|I|)t 2 φ(xα t (y)), t ∈ T 1 , (B.3) and analogously G xn,yn . They are continuous and bounded on T 1 owing to the exponential damping factor (S 6 ) and local normality of φ, and all G xn,yn moreover are analytic on the interior of T 1 by definition of A α,φ .
According to Phragmen-Lindelöf's three-line theorem [BR97, Prop.5.3.5], all |G xn,yn − G xm,ym |, with m, n ∈ N, attain their maximum on ∂T 1 . Moreover owing to condition (S 6 ) they tend to zero uniformly for large t because on ∂T 1 we have
with C 1 , C 2 > 0 as in (S 6 ) depending only on I and φ, not on x n , y n , t, as is shown in detail in [Hil14, (3. 3)], or with some additional effort [BG07, p.742]. For any ε > 0, choose I ε ∈ I symmetric around 0 and sufficiently large such that |I ε | > 1 and C 1 e 4C 2 (1+|I|) 2 e −2C 2 (1+|I|)|Iε| 2 < ε/4 and such that I ⊂ I ε . Then, for every t ∈ T 1 :
(B.4) where we made use of (S 7 ) and (S 8 ), which held on A α,φ ∩ A(I) so far. Combining this with (B.2) and the normality (S 1 ) of |φ 2Iε |, we see that the second summand is less than ε/2 for n, m sufficiently large, and the whole RHS is independent of t ∈ T 1 ; in other words G xn,yn converges uniformly to a bounded continuous function G on T 1 . According to Weierstrass' convergence theorem (e.g. [Rem91, 8.4 .1]), G is actually analytic on the interior of T 1 . Moreover, since pointwise, for every t ∈ R,
as n → ∞, and these values define a continuous function on ∂T 1 , it coincides with G there. Hence the function F x,y : t ∈ T 1 → e 4C 2 (1+|I|)t 2 G(t) is analytic on the interior of T 1 and satisfies F x,y (t) = φ(xα t (y)), F x,y (t + i) = φ(α t (y)γ(x)), t ∈ R, which proves (2.2) for all x, y ∈ I∈I A(I), thus in particular in dom(φ) c . Finally, the proof of (S 7 ) and (S 8 ) on dom(φ) is found in [BG07, Prop.5.3].
Proof of Proposition 3.1. Let
Thus θ is densely defined and sesquilinear and completely defines a quasi-free functional (φ, dom(φ)). Since dom(φ) I ∩ CAR(K, Γ) ⊂ CAR(K I , Γ) is norm-dense, for every I ∈ I, and φ is hermitian there, (S 0 ) is satisfied. (S 2 ) including its growth condition and (S 6 ) are proved in [BG07, Th.5.7& Th.5.9] (adapted here to C d -valued functions), while (S 3 ) is seen as follows: for every f ∈ S(R, R d ),
by Plancherel's identity. We remark that (B.5) is the definition used in [BG07, Eq.(18)] and we always refer to that form henceforth.
Proof of Theorem 3.2. Let us write P I for the orthogonal projection onto the subspace
Note that the vacuum state restricted to the subalgebra CAR(K I , Γ) is in fact given by the quasi-free state is an unbounded operator with form domain S(R, C d ) and such that P I T P I extends to a selfadjoint trace-class operator on K, for every I ∈ I. Fix one such I and let S :=P + +T withP + := P I P + P I andT the closure of P I T P I ; these are all bounded selfadjoint operators on K that will be naturally identified with selfadjoint operators on K I , and P + + ΓP + Γ = P I (P + + ΓP + Γ)P I = P I 1P I = P I , 0 ≤P + = P I P + P I ≤ P I , T + ΓT Γ = P I (T + ΓT Γ)P I = P I 0P I = 0,T ∈ L 1 (K I ), as follows easily from the definition of P + in (3.3) and of T = −ΓT Γ in [BG07, Th.5.6(i)], using the obvious fact that P I commutes with the complex conjugation operator Γ. Then we infer from Theorem A.4 that φ S = φP + +T is bounded and normal in the GNS representation of φP + . Letting φ F be defined through dom(φ F ) := * -alg{π φ P + (F (f )) : f ∈ S(R, R d )} ⊂ π φ P + (dom(φ)) and the condition φ F • π φ P + = φ with φ from Proposition 3.1, the algebraic statements and growth conditions in (S 0 ), (S 2 ), (S 3 ) follow from the corresponding ones of φ by construction, with respect to the induced welldefined grading and translation automorphisms π φ P + (F (f )) → π φ P + • γ(F (f )), π φ P + (F (f )) → π φ P + • α t (F (f )), f ∈ K Γ , denoted again by γ and α t for simplicity. Concerning local normality and boundedness, we have just seen that φP + +T defines a bounded normal functional φ F ,I on the C*-algebra π φP + (CAR(K I , Γ)) through φ F ,I • π φP + = φP + +T , coinciding with φ F on dom(φ F ) ∩ F(I). Thus φ F ,I extends to a unique bounded normal functional on the σ-weak closure F(I) = {π φ P + (F (f )) : f ∈ K Γ I } ′′ . (S 6 ) is shown in [BG07, Th.5.9], and it holds on I∈I F(I) owing to local normality and boundedness (S 1 ).
Concerning uniqueness, consider the Clifford C*-algebra A generated by all F (f ), f ∈ K Γ , which is a subalgebra of CAR(K, Γ). Let
which can be checked to be again dense in K Γ . We follow the lines of [RST69] , but instead of the KMS condition we consider the sKMS condition. Notice that the C*-dynamical system (A, α) is independent of the grading, so, as explained in [RST69, Prop.1], t ∈ R → α t (F (f )) extends uniquely to an analytic function on C, for every f ∈ S 0 (R, R d ), and the monomials in Suppose there exists a functional ψ on A satisfying (S 0 ), (S 2 ), (S 3 ) and dom(ψ) = * -alg{F (f ) : f ∈ S(R, R d )}. We have to show that ψ = φ ↾ dom(ψ) , which then yields the uniqueness of φ F . Since ψ is defined on monomials (by assumption), we obtain an (unbounded) hermitian sesquilinear form θ on S 0 (R, R d ) × S 0 (R, R d ) ⊂ dom(θ) ⊂ K × K by θ(f, g) = ψ(F (f ) * F (g)).
Using hermiticity, the canonical anticommutation relation (3.1) and normalization ψ(1) = 1, such a θ must satisfy θ(g, f ) = θ(f, g) = −θ(g, f ) + f, g , f, g ∈ S 0 (R, R d ).
It is useful to introduce the antisymmetric real bilinear form η := i(2θ − ·, · ). Let us choose The rest of the proof goes along the lines of [CHKL10, Prop.5.6], except that we are now over R instead of S 1 , and α implements translation instead of rotation, namely: given x ∈ A 0 ∩ A( 1 2 I) and h ∈ C ∞ c ( 1 2 I) and Q I := G(ϕ I ) as in the proof of the preceding lemma, we see that Q I α t (x)ξ = α t (Q I−t x)ξ = α t (γ(x)Q I−t )ξ + α t (δ Q I−t (x))ξ = γα t (x)Q I ξ + α t (δ Q I (x))ξ, for all t ∈ 1 2 I. Thus x h ∈ dom(δ Q I ), with δ Q I (x h ) = (δ Q I (x)) h using simply the definition of x h , and analogously as above, we obtain x h (L(ϕ 2 I ) − P ) ⊂ (L(ϕ 2 I ) − P )x h . But since
x h lies in the domain of the commutator with P , whose closure is given by δ 0 (x h ) = i x h ′ , cf.
[CHKL10, Lem. Moreover, since x h ξ, δ Q I (x h )ξ ∈ D ∞ , for all ξ ∈ D ∞ , we may compute as follows: 
