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A DETAILED AND DIRECT PROOF OF SKOROHOD-WICHURA’S THEOREM
GANE SAMB LO †, †† ALADJI BABACAR NIANG, AND LOIS CHINWENDU OKEREKE †††
Abstract. The representation Skorohod theorem of weak convergence of random variables
on a metric space goes back to Skorohod (1956) in the case where the metric space is the
class of real-valued functions defined on [0,1] which are right-continuous and have left-hand
limits when endowed with the Skorohod metric. Among the extensions of that to metric
spaces, the version by Wichura (1970) seems to be the most fundamental. But the proof of
Wichura seems to be destined to a very restricted public. We propose a more detailed proof
to make it more accessible at the graduate level. However we do far more by simplifying it
since important steps in the original proof are dropped, which leads to a direct proof that
we hope to be more understandable to a larger spectrum of readers. The current version is
more appropriate for different kinds of generalizations.
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1. introduction
1.1. An easy entry. Let us begin by the simplest form of the Skorohod
theoremwhich is the object of our study. By the Portmanteau Theorem (see
Lo et al. (2016), Corollary 3, page 72), the weak convergence of probability
measures on R is reduced to the convergence of cumulative distribution
functions (cdf ). Precisely, the sequence of probability measures (Pn)n≥1 on
the Borel space (R,B(R)) associated with the cdf ’s
1
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Fn(x) = Pn(]−∞, x]), x ∈ R, n ≥ 1,
weakly converges to the probability measure P∞ associated with the cdf
F∞(x) = P∞(]−∞, x]), x ∈ R, denoted by Pn  P∞, in the sense that for all
f : R→ R continuous and bounded
(1.1)
∫
f dPn →
∫
f dP∞, as n→ +∞
if and only if, for any continuity point x of F∞ (denoted x ∈ C(F∞)),
(1.2) Fn(x)→ F∞(x), as n→ +∞.
The convergence in Formula (1.2) is still denoted by Fn  F∞. That formula
itself becomes a definition of weak convergence and the notion is general-
ized to convergence of sequences of non-decreasing functions to another
non-decreasing function. By using the generalized inverse (see Lo et al.
(2016), page 112) of a non-decreasing function F defined by
(1.3) F−1(y) = inf{x ∈ R, F (x) ≥ y}, y ∈ R,
which is non-decreasing too (and is the inverse function of F if F is invert-
ible), Billinsgley (1968) proved that
(1.4) Fn  F∞ ⇒ F
−1
n  F
−1
∞ .
When applied to random variables (Xn)n≥1 and X∞ taking values in R, we
consider the probability laws and the cdf ’s of those probability laws de-
noted by FX∞ and (FXn)n≥1. Then Formula (1.2) becomes
(1.5) ∀x ∈ C(FX∞), FXn(x)→ FX∞(x),
and we still write Xn  X∞.
The objective of the Skorohod problem is the following. In Formula (1.5),
only the probability laws of X∞ and the Xn’s matter. So the probability
space on which X∞ or each Xn, n ≥ 1, is defined has no importance for the
convergence. They may even be pair-wise distinct. As a result, we neither
A DETAILED AND DIRECT PROOF OF SKOROHOD-WICHURA’S THEOREM 3
have access to the paths of the random variables, nor can we make coher-
ent numerical operations on them. On the other hand, it is also known
that if X∞ and all the Xn’s are on the same probability space, the almost-
sure convergence and the convergence in probability imply the weak con-
vergence. The following question arises :
(Q) Given (1.5), can we construct a probability space (Ω,A,P) holding a
modification {Y∞, Yn, n ≥ 1} of {X∞, Xn, n ≥ 1}, in the sense that each Yn
has the same law as Xn for n ∈ N∪ {+∞}, such that the weak convergence
of Yn to Y∞ is an almost-sure convergence?
A successful answer to this question allows to treat problems of weak con-
vergence as almost-sure convergences and to use analysis tools such as
expansions, delta-methods, etc., in solving weak convergence problems.
The answer is relatively easy on R due to Formula (1.4) based on Renyi’s
representations of real valued random variables (see Lo et al. (2016), page
127). Indeed we may take (Ω,A,P) = ([0, 1],B([0, 1]), λ), where λ is the
Lebesgue measure which actually is a probability measure on [0, 1]. Let
U : [0, 1]→ [0, 1] be the identity mapping. It is a real-valued random variable
defined on [0, 1] which is uniformly distributed on (0, 1). By the Renyi rep-
resentation, {F−1X∞(U), F
−1
Xn
(U), n ≥ 1} is a modification of {X∞, Xn, n ≥ 1}.
Using (1.4), we have
P({ω ∈ Ω, F−1Xn (U(ω))9 F
−1
X∞
(U(ω))}
= λ({u ∈ [0, 1], F−1Xn(u)9 F
−1
X∞
(u))}
≤ λ(C(F−1∞ )
c) = 0,
since F−1∞ is non-decreasing and hence has at most a countable number
of discontinuity points and countable sets are null sets for the Lebesgue
measure.
This is the Skorohod theorem on R.
1.2. More general versions. The Skorohod theorem as well as the Sko-
rohod topologies go back to the paper by Skorohod (1956) in which the
theorem is stated on the class D([0, 1]) of real-valued functions defined on
[0, 1] which are right-continuous and have left-hand limits, endowed with
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the topology he created and that is named after him. Since then, many
authors have tried to extend it to general metric spaces, at least separable.
(see Dudley (1966) for non-separable spaces).
The version given by Wichura (1970) can be considered as of the most fun-
damental, from which further versions can be done. The proof of Wichura
(1970) is indirect and certainly reserved to a very restricted public.
Given the importance of that theorem in weak convergence, we think that
it deserves to have a more direct and pedagogical version. We want to make
the proof available to readers coming first from courses of Topology, Mea-
sure and Integration, Mathematical Probability Theory but mastering the
product of measurable spaces and product of measures, the beginners of
graduate studies in summary. This what we intend to do here.
Before we proceed, we advise readers not familiar with arbitrary products
of probability spaces, complete probability spaces and/or Caratheordory
extensions of measures on semi-algebra to read about them in appropriate
books, possibly in Chapter 9 in Lo (2018), Chapter 5 in Lo (2017b) (see
part II on Outer measures and Doc. 04-02, Exercise 8).
Here, we mainly follow the ideas in the proofs of Wichura (1970), which
is valid in any metric space, when the probability measure limit is tight.
However, our modifications are significantly interesting in terms of new re-
sults concerning a number of assertions. We tried to clarify many details
at a cost of a few more pages. The organization of the proofs is radically
different. We will comment on the key points of our methods compared to
the initial proof.
Here is the general statement of the main theorem.
Theorem 1. (Skorohod-Wichura)LetD be an upwardwell-directedset, (Pα)α∈D
be a family of probability laws on ametric space (S, d) endowedwith its Borel
σ-algebra S = B(S) and let P∞ be a tight probability law on (S, d). Suppose
that we have
(1.6) Pα  P∞ on D.
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Then, there exists a probability space (Ω,A, ν) holding a family of random
variables (Xα)α∈D and a random variable X∞ taking values in S such that :
(a) νX∞ = νX
−1
∞ = P∞,
(b) ∀α ∈ D, νXα = νX
−1
α = Pα
and
(c) the field (Xα)α∈D almost surely converges to X∞.
We will need some preliminary tools and remarks.
2. Preliminary tools
By assumption, P∞ is tight. So for any integer n ≥ 1, there is a compact
subset Kn of S such that P∞(Kn) ≥ 1− 1/n. By taking S∞ as the closure of
∪n≥1Kn, we have
P∞(S∞) = 1.
This means that S∞ a σ-compact set (a countable union of compacts sets)
and that S∞ is a separable. We may replace the weak limit Pα  P∞ by
Pα(◦ ∩ S∞) P∞(◦ ∩ S∞), meaning that the convergence holds on S∞.
So we can do proceed to the proof when S is a separable and complete set
(Polish space) on which each probability measure is tight. To begin, we
give the following first tool.
Proposition 1. Let P∞ be a probability measure on the separable space
(S, d). Let ∆ > 0 and ε > 0. Then for any k ≥ 1, there exists a finite partition
Cj,k, 0 ≤ j ≤ q(k) of P∞-continuous borel set such that
∀(k ≥ 1), P∞(C0,k) ≤ 2
−kε =: εk
and
∀(k ≥ 1), (∀1 ≤ j ≤ q(k)), diam(Cj,k) ≤ 2
−k∆.
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Moreover, for all k ≥ 1, any element of the partition Cj,k+1, 0 ≤ j ≤ q(k + 1) is
the sum of P∞-continuous sets, each of them being included in one element
of the partition Cj,k, 0 ≤ j ≤ q(k).
Proof of Proposition 1. Since S is separable, by the Lindelo˝f property, any
open cover can be reduced to one of its countable sub-covers (See Choquet
(1966)). Let D be a dense subset of S. For a fixed real number ∆ > 0, we
may cover S by a countable number of balls centered on points forming a
subset D0 of D with radius ∆/2. For each s ∈ D0, the borders of the balls
B(s, δ + ∆/4), 0 ≤ δ ≤ ∆/4 are disjoint. Thus, we can find a value δ such
that P∞(∂B(s, δ + ∆/2)) = 0 (See Lo (2017b) ). So S may be covered by a
countable P∞-continuous balls of diameters at most equal to ∆1 = ∆. If we
denote these balls by D1,n, n ≥ 1, we have
S =
⋃
n≥1
D1,n.
By the continuity of the probability measure, there exists n(1) ≥ 1 such
that
P∞
( ⋃
1≤n≤n(1)
D1,n
)
≥ 1− ε1.
Now we can use the classical method to transform the union of the D1,n,
1 ≤ n ≤ n(1) into a sum of sets, that is
S1 =
⋃
1≤n≤n(1)
D1,n =
∑
1≤n≤n(1)
Cn,1,
with
C1,1 = D1,1, C2,1 = D
c
1,1D1,2 ⊂ D1,2, Cj,1 = D
c
1,1...D
c
1,j−1D1,j ⊂ D1,j , j ≥ 3,
(with q(1) = n(1)). By the following properties [where int(A) and ext(A) stand
for the interior and of the exterior of a set A, respectively],
∂(A) = (intA ∩ ext(A))c, intAc = ext(A) and ext(Ac) = int(A),
we can see that a set and its complement has the same border and we
already know that the border of a countable union of sets is included in the
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union of the borders of the sets. When combined, the two points say that
intersections and unions of sets are included in the union of the borders
of those sets. So all the Cn,1, 1 ≤ n ≤ n(1), are disjoint and P∞-continuous
measurable sets of diameters at most equal to ∆1 = ∆. By putting
C0,1 = S \
⋃
1≤n≤n(1)
D1,n,
we still get a P∞-continuousmeasurable set. So we get that S is partitioned
into the disjoint measurable sets Cn,1, 0 ≤ n ≤ n(1), all P∞-continuous and
having diameters at most equal to ∆1 = ∆ such that
P∞(C0,1) ≤ ε1.
In a second step, let us say that each D1,j, 0 ≤ j ≤ n(1), may be covered (in
S) by a countable of balls centered on elements of some D2(j) ⊂ D∩D1,j (we
do not forgot that D1,j is an open ball) with radius at most ∆/4. We repeat
the argument in the first step by using the balls B(s, δ + ∆/8), s ∈ D2(j),
0 ≤ δ ≤ ∆/8 and choose δs such that B(s, δs + ∆/8) is P∞-continuous and
we get
D1,j = D1,j
⋂ ⋃
s∈D2(j)
B(s, δs +∆/4) ≡
⋃
s∈D2(j)
Ds,j,
where the Ds,j ’s are P∞-continuous of diameter at most equal to ∆/2. Se
have
S1 =
⋃
1≤j≤n(1)
⋃ ⋃
s∈D2(j)
Ds,j =:
⋃
n≥1
D2,n,
where the D2,n are open sets, all P∞-continuous of diameter at most equal
to ∆/2. From there, we proceed as in the conclusion of the first step to get
measurable sets Cn,2, 1 ≤ n ≤ n(2) = q(2), all P∞-continuous of diameter at
most equal to ∆/2 such that for
C0,2 = S1 \

 ⋃
1≤n≤q(2)
D2,n

 ,
we have
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P∞(C0,2) ≤ ε2,
and surely, for each j ∈ {1, · · · , q(2)}, Cj,2 is in one of the Ch,1’s.
From this the proof of the proposition is completed by induction. 
We will also need the following result.
Proposition 2. Let (ΩD =
∏
α∈D Sα, SD = ⊗α∈DSα, ν) be a non-countable
product space holding a σ-finite measure which takes finite values on each
element of a countable partition of
∏
α∈D Sα consisting of cylinders. Let A ∈
⊗α∈DSα be a measurable set.
Then A is a subset of a measurable set B depending only on a countable
number of factors α ∈ D.
Proof of Proposition 2. It is enough to do the proof with a finite measure
ν since the extension to a σ-finite measure is straightforward. Hence ν is
a measure on the algebra CD of finite sums of cylinders. A measurable set
A is of the form
A =
∏
α∈V
Aα ×
∏
α/∈V
Sα ≡ AV × S
′
V , (P1)
where V is a finite subset of D and Aα ∈ Sα. We already suggested the
reader to read Chapter 8 in Lo (2018) about product σ-algebras and rel-
evant notation. Now, cylinders, as denoted in Formula (P1), depends only
on a finite number of indices, since x = (xα)α∈D is in A if and only if
xV = (xα)α∈V is in AV .
Let us recall the projections on sub-products space of ΩD. Define for any
subset D1 ⊂ D, the projection πD1 of
∏
α∈D Sα on
∏
α∈D1
Sα, defined by
∀x = (xα)α∈D ∈
∏
α∈D
Sα, πD1(x) = (xα)α∈D1 .
Let us proceed to the extension of the measure ν from the algebra CD to
the measure ν˜ on σ-algebra SD it generates by the outer-measure method.
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But ν˜ and ν are equal on SD. So by the exterior measure definition (See Lo
(2017b), Chapter 5, Doc 04-10), we have
ν(A) = inf
{
ν(B), A ⊂ B =
⋃
n≥1
Bn, Bn ∈ CD
}
.
There is nothing to do when A = ΩD. If ν(A) < ν(Ω), for ε < (ν(Ω)− ν(A))/2,
there exists a countable number of finite sums of cylinders, denoted by Bn,
n ≥ 1 such that, for B being the unions of the Bn’s,
A ⊂ B and ν(A) ≤ ν(B) < ν(A) + ε.
To conclude, we take as D0 the set of indices α involved in the cylinders
forming the finite sums of cylinders Bn, n ≥ 1. We have that B is of the
form
B = BD0 × S
′
D0
. .
Now we give the complete proof of the main theorem.
Proof of Theorem 1. Now, let us describe the space on which holds
our construction. We replicate the measurable space (S,S) into (S∞,S∞),
(Sα,Sα), α ∈ D, in sense that each (Sα,Sα) is identical to (S,S) for α ∈
{∞} ∪D. We consider the measurable product space
Ω =
∏
α∈{∞}∪D
Sα = S∞ ×
∏
α∈D
Sα
and endow it with the product σ-algebra
A = ⊗α∈{∞}∪D Sα = S∞ ⊗⊗α∈D Sα.
We take (βk)k≥1 an arbitrary sequence such that each βk > 0,
β1 > β2 > · · · > βk ↓ 0 as k ↑ +∞ and
∑
k≥1
βk = 1,
(we may take βk = 2
−k, k ≥ 1, for example) and we denote β⋆k = β1 + · · ·+ βk,
k ≥ 1. We denote elements of Ω as
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ω = (ω∞, (ωα)α∈D).
The simple projections π∞ and πγ, for γ ∈ D, are defined as
π∞(ω) = π∞(ω∞, (ωα)α∈D) = ω∞.
and
πγ(ω) = πγ(ω∞, (ωα)α∈D) = ωγ
We adopt the usual notation like in Lo (2018) (Chapter 9). For example,
for a non-empty subset D1 ⊂ {∞} ∪D, for
AD1 ⊂
∏
α∈D1
Sα
the cylinder of base AD1 is denoted as
AD1 ×
∏
α/∈D1
Sα = {(ω∞, (ωα)α∈D), (ωα)α∈D1 ∈ AD1},
and we denote
AD1 ×
∏
α/∈D1
Sα = AD1 × S
′
D1.
When we consider the measurable space (Ω,A), the identity mapping
X : (Ω,A)→
(
S∞ ×
∏
α∈D
Sα, S∞ ⊗⊗α∈D Sα
)
is measurable and by the way, for any ω = (ω∞, (ωα)α∈D) ∈ Ω,
X(ω) = (Xα(ω))α∈{∞}∪D .
In the current case of the identity function, we have
X∞(ω) = ω∞ and Xα(ω) = ωα for α ∈ D
and for A∞ ⊂ S∞ and Aα ⊂ Sα for α ∈ D, we have by the same notation,
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X−1∞ (A∞) = A∞ × S
′
{∞} and X
−1
α (Aα) = Aα × S
′
{α}
Later, we will create a probability measure ν on (Ω,A) such that νX−1α = Pα,
α ∈ {∞} ∪ S.
After this important notation, we begin by exploiting the partitions and
facts in Proposition 1 on each Sα = S (for α ∈ {∞} ∪ D) and we denote
∆k = ∆/2
k, εk = 2
−kε. For each k ≥ 1, we denote
I(k) = {0 ≤ j ≤ q(k), P∞(Cj,k) 6= 0}.
By the weak convergence of Pα to P∞, and by the P∞-continuity of the Cj,k’s,
we have for all j ∈ {0, · · · , q(k)}, that
Pα(Cj,k)→ P∞(Cj,k).
So, for a fixed c ∈]0, 1[, for any k ≥ 1, there exists αk such that for α ≥ αk,
for all j ∈ I(k),
P∞(Cj,k) > 0 and 1− c ≤
Pα(Cj,k)
P∞(Cj,k)
≤ 1 + c. (G1)
We may suppose (G1) holds for all α ∈ D for k = 1. Now let us define
(2.1) Hα,k(◦) =
1
1− β∗k
Pα(◦)−
∑
j∈I(k)
β∗k
1− β∗k
Pα(◦/Cj,k)P∞(Cj,k).
It is clear that each Hα,k is σ-additive and Hα,k(Sα) = 1. Further, for any
Aα ∈ Sα, we have
Hα,k(Aα) =
∑
p∈I(k)
Hα,k(Aα ∩ Cp,k),
and for all p ∈ I(k),
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Hα,k(Aα ∩ Cp,k) =
1
1− β∗k
Pα(Aα ∩ Cp,k)−
β∗k
1− β∗k
Pα(Aα/Cp,k)P∞(Cp,k)
=
1
1− β∗k
Pα(Aα ∩ Cp,k)−
β∗k
1− β∗k
Pα(Aα ∩ Cp,k)
P∞(Cp,k)
Pα(Cp,k)
.
Thus
Hα,k(Aα ∩ Cp,k) = Pα(Aα ∩ Cp,k)
(
1
1− β∗k
−
β∗k
1− β∗k
P∞(Cp,k)
Pα(Cp,k)
)
,
and the term between the parentheses is non-negative if and only if
β∗k ≤
Pα(Cp,k)
P∞(Cp,k)
≡ ηα,k,p. (G2)
Hence Hα,k is non-negative whenever Formula (G2) holds for all p ∈ I(k).
From there, we re-use the method of the first part. We consider sequences
1− c = ε1,0 < ε1,1 < · · · < ε1,r ↑ 1, as r ↑ +∞
and
ε2,r < ε2,r−1 < · · · < ε2,1 < ε2,0 = 1 + c, ε2,r ↓ 1, as r ↑ +∞.
For any fixed k ≥ 1, we define a mapping ℓ1 : D → N
∗ ∪ {+∞} case by case.
Case 1 : Let us denote ηα,k = minp∈I(k) ηα,k,p. For α ∈ D fixed, if all the ηα,k’s,
are less that 1− c, we put ℓ1(α) = +∞.
Case 2 : if all the ηα,k’s are greater that 1 + c, we take ℓ1(α) = +∞.
Case 3 : if one of the two cases above fails, we may define
J1(α) = {j ≥ J, ∃(k ≥ 1), ηα,k ∈]ε1,j, ε1,j+1]}
and
J2(α) = {j ≥ 1, ∃(k ≥ 1), ηα,k ∈]ε2,j+1, ε2,j]}.
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For i ∈ {1, 2}, if Ji(α) is empty or non-empty but unbounded, we put ℓˆ(i, α) =
+∞ and if it is non-empty and bounded we set ji(α) = max Ji(α) (for τi =
1(i=2))
ℓˆ(i, α) = Argmax
β∗
k
≤εi,ji(α)+τj
β∗k .
In all cases, we take
ℓ1(α) = min(ℓˆ(1, α), ℓˆ(2, α))
Conclusion, the function ℓ1(◦) is well-defined. Let us construct a second
mapping ℓ2 as follows. We know that for any fixed k ≥ 1, we have
δα,k = max
0≤h≤q(k)
|Pα(Ch,k)− P∞(Ch,k)| → 0 on D.
From the the ranking β1 > β2 > · · · > βj ց 0, we define the non-empty set
J3(α) = {j ≥ 1, (∃k ≥ 1), δα,k ∈]βj+1, βj]}
and take ℓ2(α) = +∞ if J3(α) is unbounded and ℓ2(α) = max J3(α) otherwise.
Finally, we take
ℓ = min(ℓ1, ℓ2).
Let us show that ℓ(α) → +∞ on D. Let k0 > 0, and consider the unique
value j1 of j such that β
∗
k0
∈]ε1,j , ε1,j+1]. All the ηα,k0,p’s converge to one and
all the δα,k0 ’s converge to zero. So, for some α∞, for all α ≥ α∞, we have that
ηα,k0 is in some interval ]ε1,r, ε2,r], where r ≥ j1, and all the δα,k0 ’s are in some
interval ]βs+1, βs], s ≥ k0. By definition of ℓ1, in Case 3, and by definition of
ℓ2, we get ℓ(α) ≥ min(r, s) ≥ k0. We have :
∃ ℓ : D → N∗ ∪ {+∞}, lim
D
ℓ(α) = +∞.
Moreover, by construction, we have that, for all α ∈ D such that ℓ(α) < +∞,
Hα =: Hα,ℓ(α),
is non-negative and hence is a probability measure such that (by inverting
the formula)
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(2.2) Pα(◦) = (1− β
∗
ℓ(α))Hα(◦) + β
∗
ℓ(α)
∑
p∈I(ℓ(α))
P∞(Cp,ℓ(α))Pα
(
◦/Cp,ℓ(α)
)
holds and we also have
|Pα(Ch,ℓ(α))− P∞(Ch,ℓ(α))| ≥ βℓ(α). (AP0)
Let us point out that Hα is used in all this chapter only if ℓ(α) < ∞. Now
we may construct the space on which the almost-sure limit will holds.
For any α ∈ D, for s ∈ S, by the decomposition of S into the Cp,ℓ(α)’s, 0 ≤ p ≤
q(ℓ(α)), there exists a unique p(s, α) such that s ∈ Cp(s,α),ℓ(α). We define for
α ∈ D, 1 ≤ j < +∞, 0 ≤ p ≤ q(ℓ(α)),
νj,s,α =
{
Hα if j > ℓ(α)
Pα(◦/Cp(s,α),ℓ(α)) if j ≤ ℓ(α).
,
for ℓ(α) < +∞, and νj,s,α = δs for ℓ(α) = +∞ and next, we define
νj,s = δs
⊗⊗
α∈D
νj,s,α.
We have to prove that for any j ≥ 1, for A ∈ A, the mapping
s 7→ νj,s(A), (F1)
is measurable. Let us show this in three steps. (i) We first show that for
Aα ∈ Sα fixed, for α ∈ D, for j ≥ 1,
s 7→ νj,s,α(Aα) (F2)
is measurable. For ℓ(α) = +∞, this mapping is the indicator function of Aα.
For ℓ(α) < +∞, it is a constant function for j > ℓ(α) or, for 1 ≤ j ≤ ℓ(α), it is
an elementary function associated to the subdivision of S into the Cp,ℓ(α)’s.
So the function in (F2) est measurable (in s ∈ S). (ii) Next, we know that
the product σ-algebra A is generated by the class C of all cylinders of the
form
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A = A∞ ×
p∏
r=1
Aαr × S
′
{∞,α1,··· ,αp}
,
(where p is finite, A∞ ∈ S∞, Aαp ∈ Sαp, 1 ≤ r ≤ p). For such cylinders, we
have, for j ≥ 1 fixed,
νj,s(A) = 1A∞(s)×
p∏
r=1
νj,s,α(Aαr),
and hence, the mapping in (F1) is measurable for all A ∈ C. (iii) But C is a
π-system containing the full space Ω. By Lo (2017b), Chapter 2, Exercise
4 in Doc 01-04), it is enough that show the class
{A ∈ A, s 7→ νj,s(A) is measurable}
is a λ-system containing C. But this is quite direct and left as an exercise.
So we may integrate νj,s(A) over s ∈ S and define
A ∋ A 7→ νj =
∫
S
νj,s(A) dP∞(s),
so that, just by the monotone convergence theorem, νj is a probability
measure on (Ω,A) for each j ≥ 1. Finally, we define
ν =
∑
j≥1
βjνj .
We got the probability measure ν and the random variables X∞ and Xα we
were searching and we have :
Lemma 1. ν is a probability measure and :
(i) νX−1∞ = P∞.
(ii) For all α ∈ D with ℓ(α) < +∞, νX−1α = Pα.
(iii) For all α ∈ D with ℓ(α) = +∞, νX−1α = P∞ (on Sα). ♦
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Proof of Lemma 1. The mapping ν is a probability measure as a non-
negative linear combination of probability measure associated to constants
which add up to one. Further, we have :
(i) We have for all A∞ ∈ S∞,
νX−1α (A∞) = ν
(
A∞ × S
′
{∞}
)
=
∑
j≥1
βj
∫
S
(1A∞(s)) dP∞(s)
=
∑
j≥1
βjP∞(A∞)
= P∞(A∞).
(ii) If ℓ(α) < +∞, we have for all Aα ∈ Sα,
νX−1α (Aα) = ν
(
Aα × S
′
{α}
)
=
∑
j≥1
βj
∫
S
νj,s,α(Aα) dP∞(s)
=
∑
j>ℓ(α)
βj
∫
S
νj,s,α(Aα) dP∞(s)
+
∑
j≤ℓ(α)
βj
∫
S
νj,s,α(Aα) dP∞(s),
which, when combined with the definition of νj,s,α for ℓ(α) < +∞, νX
−1
α (Aα)
leads to
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νX−1α (Aα) =
∑
j>ℓ(α)
βj
∫
S
Hα(Aα) dP∞(s)
+
∑
j≤ℓ(α)
βj
∑
)≤p≤q(ℓ(α))
∫
Cp,ℓ(α)
νj,s,α(Aα) dP∞(s)
= (1− β∗ℓ(α))Hα(Aα)
+
∑
j≤ℓ(α)
βj
∑
1≤p≤q(ℓ(α))
∫
Cp,ℓ(α)
Pα(Aα/Cp,ℓ(α)) dP∞(s)
= (1− β∗ℓ(α))Hα(Aα) + β
∗
ℓ(α)
∑
0≤p≤q(ℓ(α))
Pα(Aα/Cp,ℓ(α))P∞(Cp,ℓ(α)).
By comparing the later line and Formula (2.2), we get that νX−1α = Pα.
Finally for ℓ(α) = +∞, we have
νX−1α (Aα) = ν
(
Aα × S
′
{α}
)
=
∑
j≥1
βj
∫
S
νj,s,α(Aα) dP∞(s)
=
∑
j≥1
βj
∫
S
1Aα(s) dP∞(s)
=
∑
j≥1
βjP∞(Aα)
= P∞(Aα).
We are ready to conclude. Let us defined for k ≥ 1,
A ≡
⋂
k≥1
Ak ≡
⋂
k≥1
⋃
ℓ(α)≥k
(d(Xα, X∞) > ∆k).
For a fixed α ∈ D, ℓ(α) ≥ k, we define Gk,α = (d(Xα, X∞) > ∆k). We do not
know whether A or the Ak’s are measurable or not. But, by Proposition 2,
there exists a measurable set A∗k which includes Ak and depends only on
a countable set D0,k of indices, so that for D0 being the union of the D0,k’s
to which we add {∞} if needed , we have
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Ak ⊂ A
∗
k = A
∗
k,D0 × S
′
D0, k ≥ 1 (CC1)
and by applying ΠD0 to that formula, we have
ΠD0(Ak) ⊂ A
∗
k,D0
. (CC2)
We also have by taking complements in (CC1),( ⋂
ℓ(α)≥k
(
A∗k,D0
)c)
× S ′D0 ⊂ A
c
k. (CC3)
But we have, as a general rule
Ak ⊂ πD0(Ak)× S
′
D0
. (CC4)
The combination of Formulas (CC1)-(CC4) leads to
(
A∗k,D0
)c
× S ′D0 ⊂ πD0(A
c
k)× S
′
D0 ⊂ A
c
k.
Besides, it is clear that
πD0(A
c
k)× S
′
D0 =
( ⋂
ℓ(α)≥k,α∈D0
Gck,α
)
× S ′D0 .
The combination of the two later facts yields
Ak ⊂
( ⋃
α∈D0
Gk,α
)
× S ′D0 ⊂ A
∗
k.
Let us study
A∗∗k ≡
⋃
ℓ(α)≥k, α∈D0
(d(Xα, X∞) > ∆k). (F1)
Let us fix k ≥ 1 and α ∈ D and set Gk,α = (d(Xα, X∞) > ∆k). We have, for
any h ≥ ℓ(α) ≥ k
A DETAILED AND DIRECT PROOF OF SKOROHOD-WICHURA’S THEOREM 19
νj(Gk,α) =
∫
S
νj,s(Gk,α) dP∞(s)
=
∑
0≤p≤q(ℓ(α))
∫
Cp,ℓ(α)
νj,s(Gk,α) dP∞(s)
=
∑
0≤p≤q(ℓ(α))
∫
Cp,ℓ(α)
νj,s((X∞ ∈ C0,h) ∩Gk,α) dP∞(s)
+
∑
0≤p≤q(ℓ(α))
∑
1≤u≤q(h)
∫
Cp,ℓ(α)
νj,s((X∞ ∈ Cu,h) ∩Gk,α) dP∞(s)
=: T1 + T2.
We have
T1 ≤
∑
0≤p≤q(ℓ(α))
∫
Cp,ℓ(α)
νj,s(X∞ ∈ C0,h) dP∞(s)
=
∑
0≤p≤q(ℓ(α))
∫
Cp,ℓ(α)
δs(C0,h) dP∞(s)
=
∑
0≤p≤q(ℓ(α))
∫
Cp,ℓ(α)
1C0,h(s) dP∞(s)
=
∑
0≤p≤q(ℓ(α))
P∞(Cp,ℓ(α) ∩ C0,h)
= P∞(C0,h)
≤ εh.
Next, we can use Fubini’s theorem to see that
T2 =
∑
0≤p≤q(ℓ(α))
∑
1≤u≤q(h)
∫
Cp,ℓ(α)
∫
S∞
1Cu,h(x∞)
(∫
Sα
νj,s,α(B
c(x∞,∆k))dδs(x∞)
)
dP∞(s)
=
∑
0≤p≤q(ℓ(α))
∑
1≤u≤q(h)
∫
Cp,ℓ(α)
1Cu,h(s)νj,s,α(B
c(s,∆k))dP∞(s).
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By construction, each Cu,h is in some Cp,ℓ(α). Hence, we may define for
0 ≤ p ≤ q(ℓ(α)),
I(p, h) = {u, u ∈ {1, · · · , q(h)} and Cu,h ⊂ Cp,ℓ(α)}.
So for u /∈ I(p, h), Cu,h ∩ Cp,ℓ(α) = ∅. Thus, for
B(p, h) =
∑
u∈I(p,h)
Cu,h,
the last equation reduces to
T2 =
∑
0≤p≤q(ℓ(α))
∫
B(p,h)
νj,s,α(B
c(s,∆k))dP∞(s).
Let
T2 =
∑
0≤p≤q(ℓ(α))
T (2, p) with T (2, p) =
∫
B(p,h)
νj,s,α(B
c(s,∆k))dP∞(s).
We have
T (2, p) =
∫
B(p,h)
νj,s,α(B
c(s,∆k) ∩ Cp,ℓ(α))dP∞(s)
+
∫
Cp,ℓ(α)
νj,s,α(B
c(s,∆k) ∩ C
c
p,ℓ(α))dP∞(s)
= T (21, p) + T (22, p).
Now, in what follows, we may do the computations of the probability space
(S2,A⊗2,P∞ × νj,s,α) since the measurable spaces S∞ and Sα are identical.
So, by Tonelli’s theorem, se have
T (21, p) =
∫
S
1B(p,h)(s1)
∫
S
1Cp,ℓ(α)(s2)1Bc(s1,∆k)(s2) dP∞(s1) dνj,s1,α(s2)
=
∫
S×S
(
1B(p,h)(s1)1Bc(s1,∆k)(s2) dP∞(s1)
)
1Cp,ℓ(α)(s2) dνj,s1,α(s2),
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in which the expression between the big parentheses is zero since the di-
ameter of Cp,ℓ(α) is less or equal to ∆ℓ(α)) ≤ ∆k and for (s1, s2) ∈ C
2
p,ℓ(α). So
T (21, p) = 0.
Next, by Tonelli’s theorem again,
T (22, p) =
∫
S
1B(p,h)(s1)
(∫
S
1Cc
p,ℓ(α)
(s2)1Bc(s1,∆k)(s2)dνj,s1,α(s2)
)
dP∞(s1).
Either ℓ(α) = +∞ and in that case, νj,s1,α = δs1 and hence, the integral
between the big parentheses, is
1Cc
p,ℓ(α)
(s1)1Bc(s1,∆k)(s1) = 0,
and hence T (22, p) = 0. Or ℓ(α) <∞ and in that case, νj,s1,α(◦) = Pα(◦/Cp,ℓ(α))
(we recall that B(p, h) ⊂ Cp,ℓ(α)) and hence, the integral between the big
parentheses, is
Pα({B
c(s1,∆k) ∩ C
c
p,ℓ(α)}/Cp,ℓ(α)) = 0.
We conclude that T2 = 0 and thus νj(Gk,α) ≤ εh and finally, for any α ∈ D,
for any k ≥ 1, for any h ≥ ℓ(α) ≥ k,
ν(Gk,α) ≤ εh.(CC)
We need a little extra-work to do before concluding. For k ≥ 1 fixed, we
denote the countable set {α ∈ D0, ℓ(α) ≥ k} by {α1, α2, · · · }.
We are going to use the construction that let Formula (CC) in an induction
reasoning. For r = 1 we choose h(1) such that
ν(Gα1,k) ≤ εh(1).
Next for r = 2, we choose h(2) > max(h(1), ℓ(α2)) to get
ν(Gα2,k) ≤ εh(2)
By induction, we get k < h(1) < · · · < h(2) < · · · such that for any r ≥ 1,
ν(Gαr ,k) ≤ εh(r).
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We conclude that
ν
( ⋃
ℓ(α)≥k, α∈D0
(d(Xα, X∞) > ∆k)
)
≤
∑
r≥1
εh(r),
i.e.,
ν
(
A⋆⋆k
)
≤
∑
j≥k
εj.
Since the series
∑
εj converges, we get that
ν (A⋆⋆) = 0,
where
A⋆⋆ =
⋂
k≥1
A⋆⋆k .
By definition, the set (Xα → X∞) includes A
c, and we have
A ⊂ A⋆⋆.
So the exterior measure of (Xα → X∞)
c is given by
ν⋆(Xα 9 X∞) = 0.
In a last move, we may extend (ΩD,SD, ν) to a complete probability measure
(ΩD, S˜D, ν˜) (See Lo (2017b), Chapter 5, Doc 04-02, Exercise 8). We will have
ν˜
(
lim sup
k→+∞
⋃
ℓ(α)≥k,α∈D
(d(Xα, X∞) < ∆k)
)
= 0.
Since the mappings Xα, α ∈ {∞} ∪ D, do not change and all the previous
laws concern SD-measurable mappings or sets (for the handling of which,
ν and ν˜ are equivalent), we conclude that
d(Xα, X∞)→D 0, a.s..
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The proof is over. 
Remarks.
(R1) For interested readers who want to compare with the original proof
in Wichura (1970), the given proof is more direct in the sense that we did
not use the step where D is countable and S is a finite metric space in Sec-
tion 2. Neither we did require the existence of the mapping k(γ) of γ ∈ D in
Formula (e) therein. In our approach, such a sequence came to birth itself.
(R2) We recall a very simple proof of the Skorohod theorem for Rd with
d = 1. It would be interesting to either find out if simple proofs are avail-
able or can be done for d ≥ 2.
(R3) The present contribution is the result of a Msc Dissertation at Uni-
versity Gaston Berger (SENEGAL).
References
Choquet G.(1966). Topology (translated by Amiel Feinstien). Academic
press, New-York and London.
Billingsley, P.(1968). Convergence of Probability measures. John Wiley,
New-York.
Dudley, R.M.(1966). Weak convergence of probability measures on non-
separable metric spaces and empirical measures on Euclidean spaces.
Ill. J. Math. 10, 109-126
Lo, G.S.(2018). Mathematical Foundation of Probability Theory.
SPAS Books Series. Saint-Louis, Senegal - Calgary, Canada.
Doi : http://dx.doi.org/10.16929/sbs/2016.0008. Arxiv :
arxiv.org/pdf/1808.01713
Lo, G.S.(2016). Weak Convergence (IA). Sequences of random vectors.
SPAS Books Series. Saint-Louis, Senegal - Calgary, Canada. Doi :
10.16929/sbs/2016.0001. Arxiv : 1610.05415. ISBN : 978-2-9559183-
1-9
Lo, G. S. (2017) Measure Theory and Integration By and For the Learner.
SPAS Books Series. Saint-Louis, Senegal - Calgary, Canada. Doi :
http://dx.doi.org/10.16929/sbs/2016.0005, ISBN : 978-2-9559183-5-
7.
Skorohod A. V.(1956) Limit Theorems for Stochastic processes. Theor.
probability Appl. 1, 261-290
24 GANE SAMB LO †, †† ALADJI BABACAR NIANG, AND LOIS CHINWENDU OKEREKE †††
Wichura M.J. (1970) On the Construction Of Almost sure Uniformly Con-
vergent Random Variable with Given Weakly Convergent Images laws.
Ann. Math. Statist., 41 (1), pp. 284-291
