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Abstract
A skew partition is a partition of the vertex set of a graph into four nonempty parts A; B; C; D such that there are all
possible edges between A and B, and no edges between C and D. A stable skew partition is a skew partition where A
induces a stable set of the graph. We show that determining if a graph permits a stable skew partition is NP-complete.
We discuss limits of such reductions by adding cardinality constraints.
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1. Introduction
A skew partition is a partition of the vertex set of a graph into four nonempty parts A; B; C; D such that there are all
possible edges between A and B, and no edges between C and D. Note that a skew partition of a graph G is also a skew
partition of its complement.
A skew partition was de9ned by Chv:atal [5], who thought it might be the key for solving the Strong Perfect Graph
Conjecture and recognizing perfect graphs. This belief was based on the fact that this notion generalized most of the
known perfection preserving decompositions (homogeneous set, star cutset, etc.) and is self-complementary. The belief
turned out to be correct, the Strong Perfect Graph Conjecture was proven recently with skew partitions being a crucial
element of the proof. Polynomial-time algorithms have recently been developed for recognizing perfect graphs, again skew
partitions are crucial to this result.
A lemma proved by Roussel and Rubio [10], and rediscovered by Chudnovsky et al. [3], who called it the “Wonderful
Lemma” was the key to developing an understanding of skew partitions. Roussel and Rubio used the lemma to prove that
no minimal imperfect graph contains a stable skew partition. A stable skew partition is a skew partition A; B; C; D where
A induces a stable set of the graph.
Determining if a graph permits a skew partition is in P, as proven by de Figueiredo et al. [8]. In the present paper,
we show that determining if a graph permits a stable skew partition is NP-complete.
In earlier related work, two of the authors [9] showed that it is NP-complete to test for the existence of a complete
multi-partite cutset related to a previous work of Cornu:ejols and Reed [6], where they prove that no minimal imperfect
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graph contains a complete multi-partite cutset. The NP-completeness of complete multi-partite cutset includes the special
case of stable cutset and is in fact a corollary of a result due to Chv:atal [4].
An alternative proof of the NP-completeness of stable cutset was given by BrandstKadt et al. [1]. The results of the
present paper use a construction from their paper.
2. List stable skew partition problem
Feder et al. [7] were the 9rst to introduce and investigate the list version of graph partition problems as a convenient
way to express additional constraints by specifying for each vertex (as part of the input) a “list” of parts in which the
vertex is allowed to be. They described a quasi-polynomial algorithm for testing whether a graph admits a skew partition,
which strongly suggested that this problem was not NP-complete. Subsequently, in [8] a polynomial-time algorithm for
List Skew Partition was presented, which implies that determining if a graph permits a skew partition is in P.
On the other hand, the NP-completeness of Stable Cutset implies the NP-completeness of List Stable Cutset. Actually,
as discussed below, the NP-completeness of List Stable Cutset easily implies the NP-completeness of List Stable Skew
Partition. Consider the two decision problems:
C,D-LIST STABLE CUTSET (C,D-LSC)
Instance: A graph G = (V; E), two vertices c; d∈V .
Question: Is there a partition of V into three nonempty parts A, C and D such that there is no edge between C and
D, set A is a stable set in G, and c∈C, d∈D?
C,D-LIST STABLE SKEW PARTITION (C,D-LSSP)
Instance: A graph G = (V; E), two vertices c; d∈V .
Question: Is there a partition of V into four nonempty parts A, B, C and D such that there is no edge between C and
D, all edges between A and B, set A induces a stable set in G, and c∈C, d∈D, |A|¿ 1?
The particular instance G′ of C,D-LSSP constructed from a generic instance (G = (V; E); c; d) of C,D-LSC contains a
copy of the graph G=(V; E) and a pair of auxiliary vertices x and y, such that there is no edge between y and V \{c; d},
all edges between x and V , and y is adjacent to x, c and d. Clearly, a stable cutset of G placing c∈C, d∈D gives a
stable skew partition placing c∈C, d∈D, y∈A, x∈B. Conversely, a stable skew partition with |A|¿ 1, placing c∈C,
d∈D gives a stable cutset of G. This stable skew partition must place x and y in A ∪ B. Since |A|¿ 1, we cannot have
x placed in A, which implies x∈B and y∈A, which in turn implies that B contains only the auxiliary vertex x.
Recent results of Cameron et al. [2] consider all list partitions of the vertex set of a graph into at most four parts
subject to constraints within the parts and between the parts. Clearly, the NP-completeness of List Stable Skew Partition
imply the NP-completeness of the corresponding list partition of the vertex set of a graph into at most four parts.
The NP-completeness of List Stable Skew Partition does not immediately imply the NP-completeness of Stable Skew
Partition. This justi9es the more elaborate approach which has been taken in this paper in establishing Theorem 1.
3. Stable skew partition problem
In this section we prove that the STABLE SKEW PARTITION problem is NP-complete by reducing the NP-complete problem
1-IN-3 3-SATISFIABILITY to STABLE SKEW PARTITION problem. These two decision problems are de9ned as follows.
1-IN-3 3-SATISFIABILITY (1-IN-3 3SAT)
Instance: Set X = {v1; : : : ; vn} of variables, collection C = {c1; : : : ; cm} of clauses over X such that each clause c∈C
has |c|= 3 and no negative literals.
Question: Is there a truth assignment for X such that each clause in C has exactly one true variable?
STABLE SKEW PARTITION (SSP)
Instance: A graph G = (V; E).
Question: Is there a partition of V into four nonempty parts A; B; C and D such that there is no edge between C and
D, all edges between A and B, and A induces a stable set in G?
Theorem 1. The SSP problem is NP-complete.
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Fig. 1. Gadget G(Ci).
3.1. Construction of particular instance of SSP
The particular instance G of SSP contains two copies of a graph G(C) de9ned by BrandstKadt et al. [1] as follows.
The vertex set V (G(C)) contains: an auxiliary set of vertices: {r1; r2; r3; t1; t2}; for each variable vj ∈X , 16 j6 n, a
labelled vertex vj; for each clause ci = (ci1 ∨ ci2 ∨ ci3), 16 i6m, a set {ai1; ai2; ai3; bi1; bi2; bi3; ci1; ci2; ci3}.
The edge set E(G(C)) contains: edges between auxiliary vertices: {r1r2; r1r3; r2r3; t1t2}; for each variable vj , 16 j6 n,
vjcik , where cik is the variable vj , 16 k6 3, and edges vjr1, vjr2; for each clause ci, 16 i6m, the set
{ai1ai2; ai1ai3; ai2ai3; bi1bi2; bi1bi3; bi2bi3; ci1ci2; ci1ci3; ci2ci3; ai1bi1; ai3ci1; bi3ci1; ai2ci2; bi2ci3}, and the set {r1ai1; r2bi1;
r3ai1; r3bi1; t1ci1; t1ci2; t2ci1; t2ci3}.
In Fig 1 we depict the labelled graph G(Ci) induced by {ai1; ai2; ai3; bi1; bi2; bi3; ci1; ci2; ci3}.
The particular graph G(C) = (V (G(C)); E(G(C))) is used by BrandstKadt et al. [1] to prove:
Lemma 2. There is a truth assignment that satisDes (X;C) such that each clause in C has exactly one true variable if
and only if G(C) has a stable cutset.
The desired special instance G of SSP is now obtained by taking two copies G1, G2 of G(C) and by adding all edges
between G1 and G2.
For technical reasons, we impose that C has at least two clauses (m¿ 2). Clearly, Lemma 2 should be still applied
since a bounded version of 1-In-3 3Sat is polynomially solvable. Lemmas 3 and 6 prove the required equivalence for
establishing Theorem 1.
Lemma 3. If there exists a truth assignment that satisDes (X;C) such that each clause in C has exactly one true
variable, then the particular instance G = (V; E) of SSP constructed above admits a partition of V into four nonempty
parts A; B; C and D such that there is no edge between C and D, all edges between A and B, and A induces a stable
set in G.
Proof. Suppose there is such a truth assignment that satis9es (X;C). By Lemma 2, G(C) has a stable cutset A, C and
D, where A is a stable set, C one connected component of G(C)− A, and D is the rest of the graph. Place all G2 in B
to get a stable skew partition of G.
In order to establish the converse of Lemma 3, stated as Lemma 6, we need to prove 9rst Propositions 4 and 5 below:
Proposition 4. There is no partition of G(C) into two nonempty sets A and B such that A induces a stable set and
there are all edges between A and B.
Proof. We claim that for every 16 i6m, G(Ci) intersect both A and B. Indeed, since G(Ci) has an edge it cannot
be included in A. Moreover there is no vertex in G(C) − G(Ci) which is adjacent to all vertices of G(Ci). Hence if
G(Ci) ⊆ B, then A is empty, a contradiction.
Now it is easy to check that G(Ci) cannot be partitioned into A and B which implies that G(C) cannot be partitioned
into A and B, and this completes the proof of Proposition 4.
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Secondly, we have:
Proposition 5. G(C) has no Stable Skew Partition.
Proof. By way of contradiction, assume that G(C) admits a stable skew partition into four nonempty sets A, B, C, D,
such that A induces a stable set, there are all edges between A and B, there are no edges between C and D.
Claim 1. For every i, G(Ci)− (A ∪ B) is connected.
Proof. Let K be a cutset of G(Ci). We will prove that K * A ∪ B. For we will prove below that either K contains
the complement of a P3 as an induced subgraph, or K contains two non-adjacent vertices with no common neighbor. In
case K contains the complement of a P3 induced by x, y and z, clearly if K ⊆ A ∪ B, then x, y and z must be all in
B. Assume x and y are adjacent, and z is not adjacent to x and not adjacent to y. We consider the possibilities for the
edge xy and for z in G(Ci). If x and y are b′i s, say x = b1, y = b3, then A = {b2} and B = {b1; b3; c3}, a contradiction,
as G(C) − (A ∪ B) is connected. Similarly, if x and y are a′i s, say x = a1, y = a3, then A = {a2} and B = {a1; a3; c2},
a contradiction. If x = a3 and y = b3, then A = ∅, a contradiction. Similarly, if x = bi and y = cj . The remaining case
has x and y being c′i s. hence z is aj or bi. The only common neighbour with respect to two c
′
i s and aj is the other ck .
The possibilities are: A= {c1} and B = {a3; c2; c3}, or A= {c1} and B = {b3; c2; c3}, or A= {c2} and B = {a2; c1; c3},
or A = {c3} and B = {b2; c1; c2}. All possibilities lead to a contradiction. In case K contains two non-adjacent vertices
with no common neighbor, clearly if K ⊆ A∪B, then since these two vertices are non-adjacent, they are either both in A
or both in B. This, together with the fact that these two vertices have no common neighbor, gives again a contradiction.
Therefore, in both cases we have K * A ∪ B.
If {ci1; ci2; ci3} ∩ K = ∅ then either {ai3; ai2} ⊂ K and bi1 ∈K , or {bi3; bi2} ⊂ K and ai1 ∈K . In any case, this will
contain an induced P3.
If {ci1; ci2; ci3} ⊂ K then K must contain a vertex x among {ai1; bi1}. So {x; ci1; ci2} induces a P3.
If {ci1; ci2} ⊂ K and ci3 ∈ K then K must contain a vertex x∈{bi1; bi2; ai1}. And thus K contains an induced P3.
If {ci2; ci3} ⊂ K and ci1 ∈ K then K must contain a vertex x∈{bi1; bi3; ai1; ai3}. And thus K contains an induced P3.
If {ci2; ci3}∩K=∅ and ci1 ∈K then K must contain a vertex x∈{bi2; ai2}. By symmetry, we may assume that ai2 ∈K .
The vertex bi2 cannot be in K (respectively bi3 ∈ K) because ai2 is not adjacent to bi2 (resp. bi3) and N (ai2)∩N (bi2)= ∅
(resp. N (ai2)∩N (bi3) = ∅). The vertex bi1 ∈ K , because it is not adjacent to ci1 and N (ci1)∩N (bi1) = {bi3} ∈ A∪B. But
now K must contain ai1. And so {ci1; ai1; ai2} induces a P3.
If {ci1; ci3} ∩ K = ∅ and ci2 ∈K then bi1 ∈ K because is not adjacent to ci2 and N (bi1) ∩ N (ci2) = ∅. Now, K must
contain ai3 or bi3 for otherwise G(Ci) − K will be connected. If ai3 ∈K then ai1 ∈ K since {ai3; ai1; ci2} induces a P3.
The vertex bi2 ∈ K because is not adjacent to ai3 and N (ai3)∩N (bi2) = ∅. Thus G(Ci)−K is connected, a contradiction.
If ai3 ∈ K and bi3 ∈K , then bi2 ∈K . And so {bi2; bi3; ci2} induces a P3.
Claim 2. For every i, we have ai1 ∈ A ∪ B or bi1 ∈ A ∪ B.
Proof. In the opposite case, assume that there exists some i such that {ai1; bi1}∈A ∪ B. Without loss of generality, we
may assume that ai1 ∈A and bi1 ∈B since N (ai1) ∩ N (bi1) = {r3}.
Observe that (A ∪ B) ∩ G(Cp) = ∅, for all p = i, since these vertices are not adjacent to neither ai1 and bi1. Similarly,
we have vj ∈ A ∪ B, for every 16 j6 n, {ci1; ci2; ci3} ∩ (A ∪ B) = ∅ and T ∩ (A ∪ B) = ∅.
Now, since r1, r2 and r3 are adjacent to ai1 or bi1, for all values of i, and since m¿ 2, we obtain that G(C)− (A∪ B)
is connected, a contradiction.
Claim 3. R ∩ (A ∪ B) = ∅.
Proof. Suppose, by way of contradiction, that R ∩ (A ∪ B) = ∅. Thus T ∩ (A ∪ B) = ∅.
If for some i, we have {ci1; ci2; ci3}∩(A∪B) = ∅ then r3 ∈ A∪B because r3 is not adjacent to cik and N (cik)∩N (r3)=∅,
16 k6 3.
Let Z=
⋃
i∈{1; :::;m} {ci1; ci2; ci3}∩ (A∪B) and, by symmetry, assume that r2 ∈A∪B. Remark that since r2 is not adjacent
to every cik , then either {r2} ∪ Z ⊆ A or {r2} ∪ Z ⊆ B.
Therefore we claim that every c∈ Z correspond to only one variable vj . For otherwise let c and c′ be two elements of
Z which correspond to two distinct variables then N (c) ∩ N (c′) ∩ N (r2) = ∅ which implies that A= ∅ or B = ∅.
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Let vj be the variable corresponding to cik ∈X in the clause ci. Since N (r2) ∩ N (cik) = {vj}, for all cik ∈ Z , we obtain
that either A = {vj} or B = {vj}. In addition, no other vj′ , with j′ = j belongs to A ∪ B and it is easy to check that
G(C)− (A∪B) is connected, a contradiction. Hence, r2 ∈ A∪B, similarly r1 ∈ A∪B, and we get the desired conclusion:
R ∩ (A ∪ B) = ∅.
Assume now (T ∪⋃i∈{1; :::;m} {ci1; ci2; ci3}) ∩ (A ∪ B) = ∅. Clearly, G(C)− (A ∪ B ∪ R) is connected.
Claim 4. T ∩ (A ∪ B) = ∅.
Proof. Suppose, by way of contradiction, that T ∩ (A∪ B) = ∅. This implies (R∪⋃i∈{1; :::;m} {ai1; bi1})∩ (A∪ B) = ∅. So,
G(C)− (A ∪ B ∪ T ) is connected, a contradiction.
Claim 5. There exists some i such that ci1 ∈ A ∪ B.
Proof. In the opposite case, assume that for all i, we have ci1 ∈A∪B. Since m¿ 2, we have ⋃i∈{1; :::;m} N (ci1) ⊆ V ∪ T .
By Claims 3 and 4, R∩ (A∪ B) = ∅ and T ∩ (A∪ B) = ∅ which implies A∪ B ⊆ ⋃ i∈{1; : : : ; m} ci1 ∪ V . Since every vj
is adjacent to r1, and t1 is adjacent to ci2, we have that G(C)− (A ∪ B) is connected, a contradiction.
Now to complete the proof of Proposition 5, recall that by Claim 1, G(Ci)− (A∪B) is connected. By Claims 2 and 3,
for any pair i; p, we have that G(Ci)− (A∪ B) and G(Cp)− (A∪ B) are connected by r3. Every vertex vj ∈V − (A∪ B)
is connected to r3 (they are both adjacent to r2) in G(C)− (A ∪ B). Finally remark that by Claims 4 and 5, we get that
t1, t2 are connected to some G(Ci)− (A ∪ B). Therefore G(C)− (A ∪ B) is connected, a contradiction.
Now we are ready to prove:
Lemma 6. If the particular instance G = (V; E) of SSP constructed above admits a partition of V into four nonempty
parts A, B, C and D such that there is no edge between C and D, all edges between A and B, and A induces a stable
set in G, then there exists a truth assignment that satisDes (X;C).
Proof. Suppose there exists a partition of V into four nonempty parts A, B, C and D such that there is no edge between
C and D, all edges between A and B, and A induces a stable set in G. We are going to show that A de9nes a stable
cutset in G(C) which in turn, by a result of BrandstKadt et al. [1], de9nes the required truth assignment.
Recall that G is composed of two copies G1 and G2 of G(C) with the addition of every edge between G1 and G2.
Without loss of generality, assume G1 ∩ C = ∅. This implies D ∩ G2 = ∅ and D ⊆ G1, which in turn, says that C ⊆ G1.
Thus G2 ⊆ A ∪ B.
Since A is a stable set and there are all edges between G1 and G2, we have A ⊆ G1 or A ⊆ G2. Suppose that A ⊆ G2.
By Proposition 4, we have B∩G2 =∅. So, A=G2 which is a contradiction because G2 is not a stable set. Finally, suppose
A ⊆ G1. By Proposition 5, we have B∩G1 = ∅ and B=G2. Thus A de9nes a stable cutset in G1 ≡ G(C). So by Lemma
2, there exists a truth assignment that satis9es (X; C).
4. Limits of such reductions
We have proved that SSP is NP-complete. Note that if we add a cardinality constraint on B, by asking B to have at
most k vertices, then a simple reduction from Stable Cutset shows this variation is also NP-complete. Given an instance
G of Stable Cutset, construct G′ by adding k auxiliary vertices to G, and by making these auxiliary vertices universal in
G′. Now any stable skew partition of G′ has these k auxiliary vertices in set B. Therefore, G′ has a stable skew partition
with |B|6 k if and only if G admits a stable cutset. Nevertheless if we add some cardinality constraints in the sets A; C
or D then we are able to show that the problem becomes polynomially solvable:
(6 k)-Stable Skew Partition
Input: A graph G = (V; E).
Question: Is there a stable skew partition of V into four nonempty parts A, B, C and D such that |A|6 k or |C|6 k
or |D|6 k?
Indeed, to obtain a (6 k)-Stable Skew Partition for a given graph G = (V; E) with |A|6 k it is enough to consider
each subset A of size k among V , as follows:
1. check if A induces a stable set;
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2. setting B to be the subset of V such that every vertex v∈B satis9es A ⊆ N (v), verify that B = ∅;
3. check if the graph G(V \ (A ∪ B)) is not connected.
Clearly, operations 1–3 de9ne a polynomial-time algorithm to solve Stable Skew Partition problem whenever |A|6 k.
Similarly, we can de9ne such procedure to solve Stable Skew Partition problem whenever |C|6 k or symmetrically
|D|6 k.
Such algorithms may be also used to solve analogous problems of stable cutset with cardinality constraints as de9ned
above. In fact, BrandstKadt et al. in [1] use a special case of this algorithm to prove that stable cutset problem is polynomially
solvable for K3-free graphs.
These considerations, and Theorem 1, suggest that the investigation of the boundary between NP-complete problems
and polynomially solvable problems should be approached by considering the following family of problems (given here
in terms of stable skew partition but we can consider also stable cutset version):
Large Stable Skew Partition ((k1; k2; k3)-SSP)
Input: A graph G = (V; E) of order n.
Question: Is there a stable skew partition of V into four parts A; B; C and D such that A is a stable set of G, satisfying
|A|¿ n=k1, |C|¿ n=k2 and |D|¿ n=k3?
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