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ABSTRACT 
 
Liquefied Natural Gas (LNG) pool fires pose a major risk to LNG facilities. The 
radiant energy from a LNG pool fire can be sufficiently high to threaten the structural 
integrity of the facility, plant personnel, fire fighters and potentially people beyond the 
boundaries of the facility. Safety analysis for LNG consequence modeling requires 
protection of the public against hazards caused by LNG pool fires. Current safety analysis 
involves the use of empirical models to assess the effects of a pool fire. Application of 
these models to pool fires of different size pose significant uncertainty in terms of 
underestimation of key parameters.  
In this study, a CFD (Computational Fluid Dynamic) software is used to advance 
the knowledge of LNG pool fire modeling.  The Fire Dynamic Simulator (FDS) code is 
used to simulate pool fire of a small scale experiment to study the sensitivity of different 
pool fire characteristics on turbulence models. 
Comparative study of Deardorff turbulence model and constant coefficient 
Smagorinsky turbulence model was done to see its dependence on combustion model 
which eventually affects the radiation. Numerical approach used for determining flame 
geometry was validated by comparing the results with the experiment. Transient 
fluctuations of the fire were studied to understand the accuracy of fire dynamics captured 
by FDS. A visual estimation of extents of a three zone representation of pool fire structure 
was done by observing temperature and vertical velocity profile. 
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This work provides information on sensitivity of pool fire on turbulence model and 
showed that the use of Deardorff turbulence model gave predictions of radiation, flame 
length and height closer to experimental values than the constant coefficient Smagorinsky 
turbulence model. Iso-surface of 450 ̊C was found to describe the flame geometry of the 
experiment considered. Pulsation frequency obtained from FDS was compared with 
experimental data and thus shows the accuracy of FDS in capturing transient fluctuations 
of fire. 
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NOMENCLATURE 
LNG  Liquefied Natural Gas 
RPT  Rapid Phase Transition 
CFD  Computational Fluid Dynamics 
FDS  Fire Dynamic Simulator 
AGA  American Gas Association 
SFM  Solid Flame Model 
SEP  Surface Emissive Power 
RANS  Reynolds Averaged Navier – Stokes 
LES  Large Eddy Simulation 
DNS  Direct Numerical Simulation 
EDC  Eddy Dissipation Concept 
SGS  Sub Grid Scale 
HRR  Heat Release Rate 
HRRPUV Heat Release Rate Per Unit Volume 
FFT  Finite Fourier Transform 
MEM  Maximum Entropy Method 
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1 INTRODUCTION 
 Liquefied Natural Gas (LNG) background 
Liquefied Natural Gas (LNG) is an odorless, clear, non-corrosive liquid at 
cryogenic temperatures. It is a growing commodity used all over the world. LNG is a 
mixture of light hydrocarbons which mostly consist of methane (>85%, depending on the 
type of natural gas used for processing) liquefied to facilitate clean energy source and cost 
effective transportation of energy across different regions of the world.  
Gas production and gathering, liquefaction of gas and storage, transportation and 
regasification are the four crucial steps in LNG production chain. [25] After removal of acid 
gas, dehydration, natural gas is liquefied by cooling the gas to its boiling point, -2620F (-
1630C). This increases the density from around 0.7 kg/m3 to around 425 kg/m3. This 
reduction in volume by a factor of 600 and increase in fuel per unit volume makes LNG 
convenient for transportation. However, storage at cryogenic temperatures is required to 
maintain the liquid phase. Therefore, LNG is stored in double-walled tanks with cryogenic 
nickel/steel inner tank surrounded by outer shell of insulated or pre-stressed concrete.[25] 
Transportation of LNG is carried out in four types of double hulled ships, viz. Membrane 
type, Moss type, IHI SPB type and Cylindrical type, each having its own economic and 
structural advantages.[25] Transfer of LNG from LNG tankers to storage tanks at 
regasification terminals is done by several unloading arms. Once the LNG is ready to be 
regasified, it is passed through vaporizers which warms the gas to 50C by using seawater, 
air, natural gas or external heat source. [25] 
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As explained by Institute of Gas Technology, LNG transportation is more 
economical than natural gas after 700 miles of offshore distance and 2000 miles onshore 
transportation.[17] 
 Hazards of LNG 
LNG, being primarily methane, is flammable in its vapor form. The cryogenic 
temperature at which the LNG is stored may pose hazards due to extremely low 
temperatures. High density of LNG can also result in hazards associated with volume 
expansion. Understanding these hazards is necessary because they could lead to a potential 
mishap at any point in the life cycle of LNG industry. Hazards associated with LNG can 
be broadly classified into three types based on its characteristics. 
1.2.1 Low temperature hazards 
LNG can displace oxygen in the air if the vapor concentration is more than 28%. 
The oxygen concentration may drop below 15% which can be fatal for breathing causing 
asphyxiation. Higher concentration of LNG can further displace oxygen with higher 
threats like vomiting or even death if the concentration is as high as 71%. However, such 
a scenario is observed only near the release/leak source.[60] 
Freeze burns can be another possible hazard due to cryogenic temperature of LNG. 
Although there has been only one reportable incident of freeze burn in 1977 where an 
aluminum valve failed and 1500 m3 LNG spilled on the worker. [11] 
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1.2.2 Liquid expansion hazards 
Rapid Phase Transition (RPT) is a characteristic phenomenon where the cryogenic 
LNG rapidly vaporizes to vapor. Localized overpressure is created due to rapid and 
spontaneous vaporization. This is possible when LNG spills on water. The magnitude of 
energy release is 1780 times less than methane combustion on per unit mass basis and 
thus, the overpressures are assumed to be negligible and localized during risk 
assessments.[41] 
Roll over hazard[60] can cause complete tank failure. Temperature of the bottom 
layers in an LNG tank rise due to hydrostatic pressure. Boil off from upper layer may 
eventually lead to accumulation of heavier components raising the density of the top 
layers. Inversion of layer may follow the density increase. The lighter hydrocarbons at the 
bottom rising to the top due to inversion of layers may flash due to sudden release of 
hydrostatic pressure. The pressure due to large volume of vaporized liquid may exceed the 
capacity of relief devices, eventually leading to tank failure. 
1.2.3 Fire and explosion hazards 
LNG spill on land or water will lead to a formation of a liquid pool. Evaporation 
of the pool will form a flammable mixture over the liquid spill, which upon immediate 
ignition can lead to a pool fire. The heat feedback from the fire will cause more fuel to 
evaporate until the entire fuel is burnt out. 
The delayed ignition of the vapor above the pool may flash back to the pool if the 
vapor dispersed is not confined in a congested region, causing a flash fire. Although it is 
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fatal for people inside the fire, the total radiation on an object resulting from a flash fire is 
very low as compared to pool fire or jet fire. 
Congestion due to equipment such as pipes and pumps can form a high density 
obstacles, resulting in a potential vapor cloud explosion. Detonation explosion of LNG is 
not possible due to low reactivity (or laminar burning velocity).[60] 
Pressurized release of LNG to start a jet fire is unlikely since LNG is not stored 
under high pressure. 
 LNG pool fires 
When a fuel spills on a horizontal surface, the fuel starts evaporating. The rate at 
which it evaporates is usually denoted as mass burning flux (kg/m2.s). The mass burning 
flux of a LNG pool fire (or other fuel) is low and depends on factors such as the diameter 
and the surface of spill.[60] Since the air is not premixed, combustion takes place only when 
surrounding air diffuses into the fuel, forms a stoichiometric mixture and ignites. 
As the fuel evaporates, it creates a toroidal vortex due to its momentum near the 
base. This vortex helps in the entrainment of air, causing upward acceleration and creation 
of low pressure zone behind it. The evaporating fuel occupies this low pressure zone, 
causing a bulge and a toroidal vortex which tend to stretch the plume outwards. At the 
same time, the earlier vortex stretches the plume inward. The resulting rotational motion 
causes more air entrainment with elevation and form larger eddies. Excess stretching of 
the vortices may cause some of the vortices to separate from the fire intermittently. 
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The upward motion is due to low density of the fire plume, making the buoyant 
forces govern the movement of the plume. The density of the plume is around 0.318 
kg/m3[60] and is often neglected for momentum calculations. 
 Motivation 
The recent “shale-gas revolution” has contributed to almost 50% of the U.S natural 
gas domestic production in less than a decade.[12] With increase in the number of LNG 
terminals in the United States of America, there are growing concerns about the hazards 
posed by LNG import/export terminals and its potential impacts on the public.  
Different regulatory bodies in the USA are responsible for ensuring design, 
environmental, public impacts of such facilities. Federal Energy Regulatory Commission 
(FERC) is responsible for licensing of these facilities. National Fire Protection Agency 
(NFPA) prescribes a standard for production, storage and handling of LNG, NFPA 59A. 
49 CFR 193 requires NFPA 59A compliance.[29] Two important hazards to be evaluated 
to define an “exclusion zone” are  
 Determining the worst case potential release of LNG and distance up to which 
the LNG cloud spread until it reaches ½ LFL. 
 Thermal exclusion zones evaluation outside which the thermal radiation from 
potential fire should not exceed 5kW/m2. 
It is of utmost importance to predict the radiation hazard from the fires to ensure 
safety of public outside these exclusion zones. Such analysis also helps in better planning 
for siting and emergency response. 
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Modeling of pool fires for radiation predictions have been under development 
since 1970s. Most widely used approach is use of empirical modeling, which is based on 
the experimental observations of pool fire characteristics. Empirical correlations 
developed over the years, such as the work of Thomas[53], Ris[51], Raj[1, 46], Becker and 
Liang[6], Moorhouse[42] and many more, however, simplify the dynamics of pool fire. Such 
approach, although widely used, is limited due to several parameters such as inability to 
account for interaction with the surrounding environment. Extrapolation of such models 
can lead to varying predictions due to its validity against experiments used for their 
development. FERC[16] reported how change of Surface Emissive power (SEP) in an 
empirical model, LNGFIREIII, can lead to overestimation of radiation for small scale pool 
fires while fitting the radiation predictions for large scale fires. 
A more robust approach include the use of field models, which consider the 
underlying physics governing the fires. Pioneering work by Launder and Spalding[28], 
Bilger[8], Magnussen[30], Rehm and Baum[49] and others established the basis of field 
modeling approach.  Application of these concepts to fire modeling was realized by 
researchers such as Cox[13], Woodburn[59], McGrattan[37, 38]. Field models have shown 
promising future for hazard analysis for pool fires. 
 Objective 
It is important to understand how accurate field model approach describe the 
dynamics of pool fires. However, every model requires validation against experimental 
data for its applicability to different scenarios. Thus, this research will address the 
capability of field model, i.e. Computational Fluid Dynamics (CFD), and validate it 
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against a small scale pool fire, as a step towards better hazard predictions. Objectives of 
this work are: 
 Study small scale pool fires using CFD by looking at the pool fire structure 
 Study transient pulsation characteristics of the fire. 
 Compare effects of two small scale eddy turbulence models, viz. Smagorinsky 
model and Deardorff model, on radiation prediction at a distance and the shape 
of the flame. 
 Study different numerical approaches to determine flame geometry such as 
flame length, height and tilt predicted by FDS. 
Experimental data of pool fire experiment performed by a former Mary Kay 
O’Conner Process Safety Center (MKOPSC) graduate student[21] will be used to fulfill the 
above objectives. The pool fire was a confined fire in a dike having burning surface area 
of 1m x 1m. 
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2 LNG POOL FIRES 
The complexity of pool fire discussed in Section 1.3 is condensed into a definition 
of pool fire by TNO Yellow Book. 
“A pool fire is defined as turbulent diffusion fire burning above a horizontal pool 
vaporizing flammable material under conditions where the flammable material has zero 
or very low initial momentum.”[14] 
 Pool fire structure 
The pool fire structure is usually simplified into three zones, as shown in Figure 1: 
Zone 1 being the visible luminous region, Zone 2 being the combustion zone and Zone 3 
is the smoky region, where burning may occur intermittently. 
 
Figure 1: Schematic of pool fire[47] 
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Luminous Zone 1 is the region which is rich in fuel and in a fire with large 
diameter, this zone is optically thick.[46] This region is normally 20% of the average flame 
height or around distance D/2 to D (Diameter) above the base of the fire, relatively cool 
as small amount of oxygen has penetrated to the center.[20, 47] The toroidal vortex which 
causes air entrainment is accelerated upward, decreasing the diameter of the plume until a 
point called as necking point. The height of this zone is almost constant throughout the 
burning and is anchored to the base of the fire.  
The flame in Zone 2 is attached to the luminous zone. As the fuel rises upwards 
due to buoyancy in a rotational motion, more air is entrained. This causes large eddies of 
size as big as the diameter.[31] These eddies may have unburnt fuel or partially burnt fuel 
from Zone 1. Since air in convected radially into the fire, efficient combustion may take 
place with little formation of intermediates such as carbon monoxide (CO) and soot.[20] 
This zone is seen from 20-40% of the average flame height.[47] 
Zone 3 is a fluctuating region where some fuel/partially burnt fuel with soot or 
other products may depart from the flame. The separation of these puffs is attributed to 
excessive stretching of large eddies.[31] Formation of smoke is observed in this region due 
to reduction in rate of chemical reaction since colder air is entrained and the temperature 
drops.[20] This region substantially affects the radiation from the fire incident on the 
surrounding.[46] 
 Geometry 
The shape of the flame of a pool fire is not steady throughout the burning phase 
and thus approximation by assuming time-averaged shape is necessary for quantification. 
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The extents of a pool fire are described by assuming the time-averaged flame takes a 
cylindrical shape.  
Froude number, Fr, is defined as the average of ratio of inertial to buoyant force. 
Froude number is found to dictate the structure of the fire. Combustion Froude number is 
the form of Froude number expressed in terms of mass burning flux of the pool fire and 
the ambient air density[60], 
𝐹𝑐 =
𝑚"̇
𝜌𝑎√𝑔 𝐷𝑒
 
( 1 ) 
where, ?̇?”=Mass burning flux, 𝑘𝑔/(𝑚2. 𝑠) 
𝜌𝑎 = Ambient air density, 𝑘𝑔/𝑚
3  
De = Equivalent pool diameter, m. 
Early works of Ris [51] and Thomas[53] led to the inception of “Froude number 
modeling”. Low Froude number mean the buoyant forces are dominant and larger 
variation of flame boundary with time is observed in the necking-in region.[20] Ambient 
air density was used by Thomas due to unknown value for the density of wood volatiles 
during his wood crib fire experiments.[53] Since the density of the plume is very low, 
neglecting the density of the plume does not affect the desired ratio.[6] Equivalent pool 
diameter is calculated in case of a pool fire which is not circular in diameter.[14] 
𝐷𝑒 =
4𝐴𝑝
𝑆𝑝
 
( 2 ) 
where Ap  is the pool surface area and Sp is the perimeter of the pool. 
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 Flame length 
Flame length of the pool fire is considered as the visible luminescent flame. Visual 
observation of average flame height is usually taken as the flame height. However, 
Zukoski and Cetegen[63] proposed objective way to determine flame height. It is the height 
where at least part of the flame is above the horizontal plane at an elevation, z above the 
burning surface, 50% of the time. Heskestad[22] based on the data from Zukoski et al.,  
proposed that the length to diameter ratio is dependent on non-dimensional group, N, 
which is expressed in the form of total heat release rate of the fire. 
𝑁 = [
𝐶𝑝𝑇𝑎
𝑔𝜌𝑎2(𝐻𝑐/𝑟)3
] (
𝑄2
𝐷5
) 
( 3 ) 
𝐿
𝐷
= −1.02 + 15.6𝑁
1
5 
( 4 ) 
where, 𝑄 = ?̇?𝐻𝑐 = Total heat release rate, W 
𝐻𝑐 = Heat of combustion per unit mass, J/kg. 
?̇? = Mass burning rate, m/s. 
𝐷 = √4𝐴𝑝/𝜋 = Effective diameter of the pool, m 
r  = stoichiometric mass ratio of air to volatiles 
Ta = Temperature of ambient air, K 
Cp = Specific heat capacity of ambient air, J/(kg.K) 
 L = Flame length, m 
Thomas[53] based on the wood crib fire experiments in 1963, proposed that length 
to diameter ratio is proportional to the combustion Froude number. A modified equation 
included the effect of wind on the flame length. 
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𝐿
𝐷𝑒
= 𝐴𝐹𝑐
𝑝(𝑈∗)𝑞 
( 5 ) 
where U* is the dimensionless wind speed given as, 
𝑈∗ =  
𝑈𝑤𝑖𝑛𝑑
[
𝑚"̇
𝜌𝑎
𝑔𝐷]
1/3
 
( 6 ) 
The constants A, p and q are suggested to be 42, 0.61 and 0 respectively by Thomas 
for the Froude number between 10-2 and 10-1. Modified equation suggested the use of 55, 
(2/3) and -0.21 respectively, to take into account the effect of wind on the flame length.[53] 
Moorhouse[42] suggested the values 6.2, 0.254 and -0.044 for A, p and q respectively based 
upon curve fitting for an LNG fire test series.  
The flame height is the vertical height from the base of the fire, when the flame 
tilts due to the wind. 
 Flame tilt 
The flame tilt is considered as the angle made by flame centerline with the vertical. 
American Gas Association (AGA) [1] developed a correlation for estimating the flame tilt, 
θ, which relates the tilt with the non-dimensional wind speed given in equation ( 6 ). 
𝑐𝑜𝑠𝜃 =
1
√𝑢∗
𝑓𝑜𝑟 𝑢∗ > 1 
= 0 𝑓𝑜𝑟 𝑢∗ ≤ 1 
( 7 ) 
Welker and Sliepcevich [58] also developed a correlation for the tilt as a function 
of ratio of density of fuel vapor to ambient air, Reynold’s number and Froude number.  
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However, the Welker and Sliepcevich correlation is insensitive to wind speed as 
wind velocity is related only through Reynolds number which has a very low power 
dependence of 0.07. 
 Fire characteristics 
Fire characteristics indicate the inherent characteristics of the pool fire that affect 
the physical aspects of the fire. Radiation from pool fire is a complex phenomenon due to 
the turbulent nature of the fire. Owing to the non-linearity of the Planck’s law, small 
uncertainties in temperature estimation disseminate into large radiation estimation 
uncertainties. Atmospheric absorption adds further to this uncertainty.[20] 
2.5.1 Mass burning rate 
Mass burning rate is expressed in terms of regression rate, 𝑚"  (kg/s), or burning 
flux, 𝑚"̇   (kg/m2s). Burning flux is the product of regression rate and the density of liquid. 
Burning flux can be estimated theoretically by using the following equation,[60] 
𝑚"̇ =
10−3∆𝐻𝑐
∆𝐻𝑣∗
 
( 8 ) 
Here, ∆𝐻𝑐 is the heat of combustion of the fuel, J/kg, and ∆𝐻𝑣
∗ is the modified heat 
of vaporization, J/kg, which includes the heat required to raise the temperature of the fuel 
to its boiling point. Heat of combustion of LNG vary from 50MJ/kg to 55MJ/kg. [15] 
Estimation of mass burning rate was represented by using an empirical non-linear 
curve fitting correlation, 
𝑚′′̇ = 𝑚′′̇ ∞(1 − 𝑒
−𝜅𝛽𝐷) 
( 9 ) 
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Here, κ is the absorption coefficient, m-1, β is mean beam length corrector and D 
is the effective pool diameter. Babraskaus[4], based on the above correlation developed by 
Zabetakis and Burgess[10] suggested values for 𝑚′′̇ ∞, κ and β for different fuels.  
2.5.2 Surface Emissive Power (SEP) 
The radiant energy flux emitted from the fire is characterized by the Surface Emissive 
Power (SEP), W/m2. The mean SEP of a fire is measured using Wide Angle Radiometer 
(WAR) and correction for atmospheric interference and view angle of WAR is applied.[60] 
The SEP of a flame can be estimated by using the  
𝐸 = 𝑆𝐸𝑃 = 𝑆𝐸𝑃𝑚𝑎𝑥(1 − 𝑒
−𝜅𝐷) ( 10 ) 
where, 𝑆𝐸𝑃𝑚𝑎𝑥   = Maximum Surface Emissive Power, 
𝑘𝑊
𝑚2
 
𝜅  = Extinction coefficient, 𝑚−1 
D = Pool diameter, m 
The extinction coefficient or attenuation coefficient is inverse of the optical depth of 
the fire, which is found to be approximately equal to pool diameter for small diameter 
fire.[60] The SEPmax is either obtained from experiments by using WAR or is estimated by 
assuming the flame surface to be a black body emitter. 
𝑆𝐸𝑃𝑚𝑎𝑥 = 𝜎𝑇𝐹
4 ( 11 ) 
The SEP averaged over the flame surface uses the dimensions of the cylinder 
describing the flame obtained from empirical correlations as described in Section 2.2. 
Equation ( 11 ) assumes that the fire is a black body emitter. However, Malvos and Raj[32] 
showed that the fire is a band emitter of radiation and not a continuous emitter. Large 
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radiation decrease is observed during the CO2 and water vapor absorption bands in 
Infrared (IR) region of the spectrum. 
Becker and Liang[7] showed large dependence of soot yield on Richardson number, 
the ratio of buoyancy of flame to momentum flux of the source. Methane pool fires were 
observed to be non-sooty at small diameters, and carbon monoxide yield was unrelated to 
the soot yield, unlike expected.[27] Effect of soot formation on SEP was reported during 
several large scale experiments. Notorianni et al.[44] studied the soot mass fraction yields 
for crude oil fires, ranging from 0.053m to 17.2m effective diameter. Soot yield (Y), in 
terms of mass, kg, formed per unit mass of fuel burnt, is correlated to the pool diameter 
by Raj[46] based on the soot yield data from Notrianni.  
𝑌 = 9.412 + 2.758 log10 𝐷 ( 12 ) 
2.5.3 Flame pulsation 
Shedding of vertical structures by the flame is an inherent property of pool fire. 
Flame bulges observed due to buoyancy and volume expansion due to combustion above 
the surface of the pool fire propagate downstream. This causes the flame length to vary 
with time.[20] This oscillatory behavior of the flame is called ‘puffing’ phenomenon. 
The frequency of oscillation, as shown by Hamins[20], McCaffrey[34] and other 
researchers,  vary proportionally to inverse square root of pool diameter. Malalasekara and 
Versteeg[31], based on the experiments of burner diameter ranging from 0.05 m to 0.14 m 
for propane fuel and data from previous studies, proposed a correlation for predicting 
pulsation frequency for different effective pool diameter. 
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𝑓 =
1.68
√𝐷
 
( 13 ) 
Where f is the frequency of oscillations in Hz. Tieszen et al. performed experiments 
to measure the puffing frequency of a 1 m diameter pool fire.[54] The puffing frequency 
measured by using PIV technique was 1.64 Hz, which is close to the frequency predicted 
by the above empirical equation. 
 Pool fire modeling 
Prediction of radiation from the pool fire is an important part of the hazard analysis. 
Pool fire models can be broadly classified into three types. 
a) Semi Empirical Models – Developed using experimental data and mostly involve 
empirical correlations for defining pool fire characteristics. Their application may 
be limited due to specific type of experiments through which they were developed. 
b) Integral models – They include underlying principles of Physics thus can be used 
for wider range of scenarios. The accuracy and computation of such models lie 
between the empirical models and the field models. However, no such model exist 
for pool fire.[14] 
c) Field Models – Complex models which form the solution to partial differential 
equations governing the conservation of mass, momentum and energy for accurate 
representation of real life fire. 
 Point source model 
Point source model is the simplest semi-empirical model for predicting the thermal 
radiation from the fire. It assumes that all the radiation from the fire originates from a 
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point source and uniform radiation at an imaginary hemisphere, radial distance, x, from 
the point is estimated by the following equation.[60] Figure 2 shows schematic of Point 
Source model. 
 
Figure 2: Schematic of point source model 
 
𝐸(𝑥) =
𝜒𝑟𝑄
4𝜋𝑥2
 =
𝜒𝑟𝐴𝑝𝑚"̇ Δ𝐻𝑐
4𝜋𝑥2
 ( 14 ) 
where 𝐸 (𝑥) = Radiant energy flux incident from the point source at distance x,𝑘𝑊/𝑚2 
𝜒𝑟      = Fraction of combustion energy radiated from the fire. 
In reality, the fire emits energy from its surface and not just a point, so such 
representation of fire could be practical if the radiant heat is to be found in far – field. 
Raj[48] suggest use of point source model with precaution and only if 
 Radiation fraction of the fire is known. 
 Radiation level of interest at a distance x is low (1 – 5 kW/m2) 
 Equivalent diameter of fire is small (D<5m) 
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 Solid flame model 
Solid Flame model is a more in-depth semi-empirical model than point source 
model. The fire is represented as a cylinder. The thermal radiation received by an object 
at distance, d, can be expressed as, 
𝑞𝑟" = 𝐸𝐹𝜏𝑎𝑡𝑚 ( 15 ) 
where, 𝐸     = Surface Emissive power of estimated cylindrical surface of the fire. 
𝐹      = View factor of the object at distance d. 
𝜏𝑎𝑡𝑚 = Transmissivity, function of distance and relative humidity 
 
Figure 3: Schematic of solid flame model 
 
Schematic of Solid Flame model is given above in Figure 3. LNGFIREIII[3], 
developed by Gas Research Institute and POOLFIRE6[50], developed by Rew and Hulbert, 
are examples of solid flame model used as a part of regulatory purposes.  
Correlations used in LNGFIREIII will be used in this study. The SEP, E, is 
modeled using the equation ( 10 ) with attenuation coefficient, κ, as 0.3 m-1, and SEPmax 
for pool fires on land as 190kW/m2. [16] Experimental data indicate variation of SEP from 
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20 kW/m2 to 300 kW/m2. Sandia National Laboratory Phoenix test series suggested SEP 
during the 56m pool fire experiment had an uncertainty range of 248-326 kW/m2. [9] 
MKOPSC white paper[33] lists all the recommended changes by Sandia National 
Laboratory and other research groups. Comparison with Montoir test (35 m land based 
pool fire), indicated under prediction of SEP when SEPmax is considered 190kW/m
2. 
Increasing SEPmax to fit the Montoir test data will result in much more conservative results 
for small scale fires.[16, 43] 
As shown by Raj[46], length correlations used to determine mean SEP from 
experimental data should not be changed for hazard assessment from pool fires of different 
size as it may lead to significant deviations. LNGFIREIII uses Thomas correlation, 
equation ( 5 ) with A=42, p=0.61, q=0.[3] 
Atmospheric transmissivity, τ, is important due to significant absorption from 
CO2 and water vapor in the infrared spectrum as described earlier in section 2.5.1. 
LNGFIREIII neglects the effect of CO2 absorption.
[3] 
τ = 1 − 𝛼𝑤 ( 16 ) 
where αw is transmissivity due to water vapor, which is a function of relative 
humidity and vapor pressure of saturated water vapor. The equations used for calculating 
absorption from water vapor are shown in Appendix A. 
View Factor, F, is obtained by considering either cylindrical or rectangular shape 
of the fire. In case of cylindrical tilted fire, the tilt angle, θ, obtained from equation ( 7 ), 
is positive for target downwind and negative for upwind target. Vector sum of horizontal 
and vertical view factors is taken to determine maximum view factor. 
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𝐹𝑚𝑎𝑥 = √𝐹𝑣2 + 𝐹ℎ
2 ( 17 ) 
where Fv and Fh are vertical and horizontal view factors respectively. Equations to 
determine Fv and Fh are shown in Appendix A 
LNGFIREIII uses empirical correlation as described in equation ( 9 )[3] for 
estimating mass burning flux. For circular diameters, 𝑚∞
′′  is taken as 0.11 kg/m2s and the 
κβ value as 0.46. This value is based on pool fires of diameter ranging from 0.15m to 
20m.[16] 
A correlation for rectangular fires used in LNGFIREIII relates aspect ratio (AR) 
defined as ratio of length to width, and modified Froude number.[3] 
𝑚"̇ = 0.043 + 0.068(𝐴𝑅. 𝐹𝑟)0.872  if AR.FR>1 
𝑚"̇ = 𝑚𝑚𝑎𝑥
′′      if AR.FR≤1 
( 18 ) 
Estimation of flame tilt is done in LNGFIREIII by A.G.A correlation, shown by 
equation ( 7 ), with wind speed at desired elevation obtained from power law, to include 
Pasquill stability class.[3] 
Raj developed a probabilistic approach for describing this variability of SEP with 
height which predicts the SEP along the height to be in agreement within the uncertainty 
of measurements of Montoir test.[46]  
 Field models (Computational Fluid Dynamics) 
Computational Fluid Dynamics (CFD) is an advanced computational method 
which solves the problem by using underlying principles of conservation. Pool fires, being 
buoyant turbulent diffusion flames, need inclusion of turbulence modeling, radiation and 
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combustion for accurate predictions. Field models consider interactions with surrounding 
environment and could be modeled for irregular shaped pool fire. [23] 
2.9.1 Turbulence 
Random structure of turbulent flows is attributed to eddy which have wide ranges 
of length, time and velocity scales. The large eddies, which are dominated by inertial 
forces than viscous forces (Re>>1), extract energy from the mean flow causing eddies to 
stretch, a phenomenon called as ‘vortex stretching’. Small eddies are stretched due to 
comparatively larger eddies. This results in the kinetic energy being ‘cascaded’ to smaller 
eddies. The fluctuating properties have energy across a range of wavenumbers (κ = 2π/l, 
l is the length scale of eddies).  
Spectral energy, E(κ), a function of wavenumber, κ, decreases as the wavenumber 
increases, indicating that smallest eddies (large wavenumber) have lowest energy. 
Smallest eddies, having the length scale ranging from 0.1 to 0.01 mm and frequencies of 
about 10kHz, are dominated by viscous forces and the Reynolds number based on their 
length and length scale is 1. The work is performed against viscous stresses at these small 
scales, and thus the energy is dissipated in the form of thermal energy. 
Large scale eddies are dominated by inertial forces and their spectral energy 
content, E(κ), is proportional to υ2Ɩ (υ is velocity scale and l being the length scale). Large 
scale eddies are anisotropic (variating fluctuations in different directions) as the length 
scale depends on turbulence producing properties like the obstacle length, roughness of 
surface. 
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On the other hand, small scale eddies, suggested by Kolmogorov, depend only on 
rate of dissipation of turbulent energy ε (m2/s3), are isotropic as directional diffusivity of 
viscosity do not exist at the length scale of small eddies.[57] 
2.9.2 Turbulence modeling 
Solving Navier – Stokes equation to assess all the eddy scales need the spatial and 
temporal distribution to be at the scale of length, time scale of smallest eddies in order to 
accurately obtain the behavior of the flow, both of which being very small, would be 
computationally very expensive due to large time and memory requirements.  
Turbulence modeling approaches can be classified into three types, each of which 
have characteristic way/s to model turbulence and small scale eddies. 
a) Reynolds Averaged Navier – Stokes (RANS) – This approach uses the principle 
of describing the fluctuating property, φ, as summation of mean value (Φ) and 
fluctuating component (φ’). Time averaging the Navier – Stokes equation give rise 
to time averaged equations of conservations which contain extra turbulent stresses 
called as Reynolds stresses. The mean flow is solved and these extra turbulent 
stresses are solved using different approaches, κ-ε two equation model being one 
of them. κ is the turbulent kinetic energy and ε is dissipation rate of turbulent 
kinetic energy.[57] 
b) Large Eddy Simulation (LES) – This approach applies spatial filtering to the 
Navier – Stokes equations and the resulting equations can resolve the interactions 
between all eddies having length larger than the spatial filter. Effect of eddies 
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smaller than the filter width are modeled using sub grid scale (SGS) models, 
Smagorinsky SGS model being one of them.[57] 
c) Direct Numerical Simulation (DNS) – This approach is direct numerical solution 
of Navier – Stokes equations by using fine spatial mesh and temporal steps 
sufficient enough to accurately describe the smallest eddies in the flow. Huge 
computation time and power is required to solve for such a small time and length 
scale.[57] 
Figure 4 shows a graphic of energy cascade to smallest eddies and different 
approaches of turbulence modeling. 
 
Figure 4: Energy cascade and different CFD approaches 
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RANS does not solve any scale of turbulence, while LES resolves large scale 
eddies.[57] Since buoyancy plays an important role in describing pool fires, the large 
density variation due to temperature result in increased turbulence. The turbulent 
rotational characteristics of a fire are lost due to isotropic assumption for all eddies in 
RANS approach.  However, LES solves directly for the turbulent anisotropic eddies 
present in the fire. Thus, LES provides deeper insight into the time varying phenomenon 
inside the fire, making it a promising future for fire modeling.[57] Therefore, LES was the 
choice of approach for this study. 
2.9.3 Commercial software 
Flame ACcelator Simulator (FLACS) is developed, maintained and supported by 
Christian Michelsen Research (CMR) since 1992. FLACS uses RANS methodology and 
κ-ε model for describing turbulence.[18] FLACS-Fire uses Eddy Dissipation Concept 
(EDC) for combustion and ray tracing model for radiation transport. 
Kameleon (KFX), owned by ComputIT, is another CFD model which uses κ-ε 
model.[56] Ansys FLUENT, is another licensed CFD solvers which have wide range of 
turbulence models to choose for RANS and LES, and uses grey gas and spectral radiation 
solver.[2] OpenFOAM [19], an open source software, has flexibility to select from LES and 
RANS methodology with range of turbulence models. 
Fire Dynamic Simulator (FDS), an open source tool developed for low Mach number, 
thermally driven flows by National Institute of Standard and Technology (NIST), uses 
LES methodology and the version 6 uses default Deardorff model for describing 
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turbulence.[40] FDS, like FLACS, also uses EDC to describe combustion, but uses Grey 
Gas assumption or 6 band model for radiation transport. 
FDS, developed specifically for describing low speed fires governed by buoyancy, has 
been validated against small scale pool fires and is gaining importance in application in 
industries.[35] Thus, FDS was selected for study during this project. 
 Previous relevant research 
Rehm and Baum in 1978[49] developed governing equations for thermally driven 
buoyant flows. These equations called as low Mach number equations form the basis of 
the Large Eddy Simulation (LES). 
McGrattan, with Rehm and Baum, in 1994[37], first used these equations for 
transient 2D simulation to track smoke species on an inclined surface. Baum[5], in 1997, 
used same equations for 3D transient plume simulation. Lagrangian approach, where large 
number of particles introduced in the domain are convected due to buoyancy. The heat 
release rate of these particles was given as a constant heat source. These two works led to 
the inception of LES in modeling of fire. 
Similar LES approach used by Baum and McGrattan along with other models such 
as mixture fraction combustion model and radiation model was incorporated in the open 
source software Fire Dynamic Simulator (FDS) in 2000[39]. 
Hostikka and McGrattan[24], in 2003, studied the radiation transport for methane 
fire of diameter ranging from 0.1 m to 1 m using the 6 band model and single wide band 
model. The heat fluxes are highly over predicted for higher mass burning flux (4 g/m2.s) 
for lower diameter (0.1 m) and low burning flux (3 g/m2.s) for 1 m diameter. The rest of 
 26 
 
the heat flux is in good agreement with the experimental values and the 6 band model is 
sufficient for radiation transport. Owing to this accuracy of the six band model and more 
realistic division into smaller bands, six band model will be used for this study. 
Xin et al.[62], in 2005, performed FDS simulation for 7.1cm methane pool fire and 
compared the experimental measurements with horizontal and vertical velocity, and 
temperature. Temperature was compared for validating the mixture fraction model for 
describing buoyant flames. Temperature predictions near the burner exit were over-
predicted (~500 K), but temperature was in agreement further downstream of the burner.  
Xin et al.[61], in another research work in 2008, performed similar validation work 
for 1m methane pool fire simulated at the FLAME facility in New Mexico  and compared 
the results with experiments performed by Tieszen[54] for validating puffing frequency 
predictions and turbulent characteristics predicted by FDS5. 
LES was used later for predictions of Surface Emissive Power (SEP) from the fire 
such as the work of Schälike[52]. 
Constant coefficient Smagorinsky turbulence model is the most widely used 
turbulence approach. However, Smagorinsky model is dissipative[45] due to its dependence 
on mean resolved strain rate of turbulent flow. Even with the fine mesh, the modeled 
turbulence does not decrease because of its dependence on mean strain. This is avoided 
by case by case assessment of Smagorinsky coefficient or with the use of dynamic 
Smagorinsky model which adjusts for these changes based on the local flow conditions.[57] 
Adrian Kelsey[26], in 2014, performed a global sensitivity which involved 
sensitivity of pool fire characteristics on turbulence model. The Deardorff turbulence 
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model and constant Smagorinsky model were studied to find that the pool fire geometry 
such as height is affected by the turbulence model used. The entrainment rate was 
concluded to be severely affected. 
Deardorff model derived from Prandtl mixing length model assumes dependence 
of Deardorff model on sub-grid kinetic energy[31, 36], thus, smaller mesh sizes result in less 
energy dissipation to smaller turbulent scales. 
A more recent study by Yujie Lin1  in Mary Kay O’Conner Process Safety Center 
(MKOPSC) performed simulation of 1m x 1m pool fire for validation study for the small 
scale pool fire using Deardorff model.  
                                                 
1 Yujie Lin, Depeng Kong, Monir Ahammad, M.Sam.Mannan,, Use of FDS for the prediction of medium-scale 
LNG pool fires. This paper has been submitted to Journal of Safety Health & Environmental Research at the time of 
writing this document. 
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3 DESCRIPTION OF EXPERIMENT 
A small scale experiment was conducted at Brayton Fire Training Field (BFTF) in 
December 2009 by Carolina Herrera, a former graduate student of Texas A&M 
University.[21] The experiments were conducted to simulate pool fire on land and the pool 
was restricted by a concrete dike. The LNG composition was about 99.5% for this test.[21] 
The dimensions of the pool formed in the dike was 1m x 1m x 0.2m. Objective of this 
experiment was to measure parameters such as temperature, liquid level, evaporation rate, 
radiative heat, atmospheric conditions to study mass burning rates. Instruments used to do 
so are described below in Table 1. 
 
Table 1: Instrumentation used in the experiment[21] 
Equipment/Instrument Function Comments 
Thermocouples at 0.5” 
separation until 19” above 
the center of the pool 
Measure liquid regression 
rate, flame temperature 
Higher of 4% or ±1.1 0C 
uncertainty of 
measurement. 
Four radiometers with two 
located away from fire at 
different locations and two 
above the fire at different 
heights. 
Radiative heat flux and 
radiative feedback 
±3% uncertainty of 
measurement, view angle 
of 1500. 
Differential pressure 
transducer 
Measure change in liquid 
level 
Very small uncertainty 
 
All the measurements were recorded every second, except for the weather stations 
which recorded ambient conditions every minute at elevation of 2m. The schematic of 
layout of the radiometers away from the pool is shown below. 
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Figure 5: Schematic of setup of experiment. 
 
Three tests were performed and only the third test was selected for the present 
study. Third test was chosen due to negligible solar radiation and wind direction. The wind 
direction was perpendicular to length of the dike (as shown above), making it easier for 
its setup in FDS. Ambient conditions used for the simulation are shown below in Table 2. 
 
Table 2: Ambient conditions for experiment[21]. 
Temperature 
(C) 
Average wind speed 
(m/s) 
Wind direction Relative humidity 
(%) 
7.2±0.12 0.5±0.35 S 55.16±0.93 
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4 METHODOLOGY USING FDS 
This section describes models used for present study for the simulation and brief 
methodology used for determining different parameters. The Experiment described in 
Section 3 has been simulated with the help of a methodology as described below. A 
uniform staggered grid of cubic cells is used in FDS version 6.3.2 for all the simulations. 
A mesh sensitivity study was performed. This was done by looking at the effect of mesh 
size on temperature, velocities, oxygen and methane mass fraction above the fire at the 
center.  
The radiation solver used for this study is finite volume method for Radiation 
Transport equation (RTE). Finite Volume Method uses approximately 100 discrete angles 
to discretize the complex radiation transport equation[36]. 6 band model is used so that 
absorption due to water vapor and carbon-di-oxide are considered in their respective 
dominant infrared bands.  
 Turbulence and combustion models 
FDS uses filter width of size equal to the cube root of the volume of the cell, 
Δ=Vc1/3 where Vc is the volume of the control volume.  The filter is applied to the transport 
equations to obtain the LES equations for mass, momentum and energy. When the filter 
is applied to a continuous field, Φ, the filtered field can be expressed as 
Φ̅(𝑥, 𝑦, 𝑧, 𝑡) =
1
𝑉𝑐
∫ ∫ ∫ 𝜙(𝑥′, 𝑦′, 𝑧′, 𝑡)𝑑𝑥′𝑑𝑦′𝑑𝑧′
𝑧−𝛿𝑧/2
𝑧−𝛿𝑧/2
𝑦−𝛿𝑦/2
𝑦−𝛿𝑦/2
𝑥+𝛿𝑥/2
𝑥−𝛿𝑥/2
 ( 19 ) 
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This filtering process gives set of N-S equations which is solved numerically to 
resolve the turbulence of scales higher than the filter size. The turbulent eddies of scales 
smaller than the filter size are modeled using turbulence models. Only details of 
combustion model and conservation of momentum and details of other models can be 
found in FDS Technical Reference Guide.[36] 
4.1.1 Conservation of momentum 
Conservative form of momentum equation is expressed as, 
𝜕𝜌𝑢𝑖
𝜕𝑡
+
𝜕(𝜌𝑢𝑖𝑢𝑗)
𝜕𝑥𝑗
= −
𝜕𝑝
𝜕𝑥𝑖
−
𝜕𝜏𝑖𝑗
𝜕𝑥𝑗
+ 𝜌𝑔𝑖 ( 20 ) 
LES filter as shown in equation ( 19 ), is applied to equation ( 20 ) to obtain the 
LES momentum equation 
𝜕𝜌𝑢𝑖̅̅ ̅̅̅
𝜕𝑡
+
𝝏(𝝆𝒖𝒊𝒖𝒋̅̅ ̅̅ ̅̅ ̅̅ )
𝝏𝒙𝒋
= −
𝜕?̅?
𝜕𝑥𝑖
−
𝜕𝜏𝑖𝑗̅̅ ̅
𝜕𝑥𝑗
+ ?̅?𝑔𝑖 ( 21 ) 
The term 𝜌𝑢𝑖𝑢𝑗̅̅ ̅̅ ̅̅ ̅ cannot be computed in time directly. A Favre filter, equation ( 22 
) needs to be used. 
?̃? =
𝜌𝑢̅̅̅̅
?̅?
 ( 22 ) 
Favre averaging method is based on density weighted averaging procedure. This 
reduces the extra terms arising from use of Reynolds decomposition of variables.[57] The 
instantaneous velocity in terms of Favre average is given as 
𝑢 = ?̃? + 𝑢" =  
𝜌𝑢̅̅̅̅
?̅?
+ 𝑢" ( 23 ) 
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Unlike Reynolds decomposition, the term 𝑢" also includes effect of density, and is 
equal to 𝑢′ and ?̃? = ?̅? if the flow is incompressible. Similar to characteristics of Reynolds 
decomposition, 𝑢"̅̅̅ = 0 or 𝜌𝑢"̅̅ ̅̅ ̅ = 0, thus the term 𝜌𝑢𝑖𝑢𝑗̅̅ ̅̅ ̅̅ ̅ can be decomposed as 
𝜌𝑢𝑖𝑢𝑗̅̅ ̅̅ ̅̅ ̅ = 𝜌(𝑢?̃? + 𝑢𝑖")(𝑢?̃? + 𝑢𝑗") 
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = ?̅?𝑢?̃?𝑢?̃? + 𝜌𝑢𝑖"𝑢𝑗"̅̅ ̅̅ ̅̅ ̅̅ ̅ ( 24 ) 
The term 𝜌𝑢𝑖"𝑢𝑗"̅̅ ̅̅ ̅̅ ̅̅ ̅ is the sub-grid stress which can be expressed as equation ( 25 ), 
is substituted in equation ( 21 ). 
𝜏𝑖𝑗
𝑠𝑔𝑠 = ?̅?(𝑢𝑖𝑢𝑗̅̅ ̅̅ ̅ − 𝑢?̃?𝑢?̃?) ( 25 ) 
𝜕?̅?𝑢?̃?
𝜕𝑡
+
𝜕(?̅?𝑢?̃?𝑢?̃?)
𝜕𝑥𝑗
= −
𝜕?̅?
𝜕𝑥𝑖
−
𝜕𝜏𝑖𝑗̅̅ ̅
𝜕𝑥𝑗
−
𝜕𝜏𝑖𝑗
𝑠𝑔𝑠
𝜕𝑥𝑗
+ ?̅?𝑔𝑖 ( 26 ) 
Once sub-grid stress 𝜏𝑖𝑗
𝑠𝑔𝑠
 is computed, all variables in the equation ( 26 ) can be 
computed. This closure is done by applying Newton’s law of viscosity (or Boussinesq 
approximation) as a constitutive relationship for the entire viscous stress which can be 
written as, 
𝜏𝑖𝑗
𝑑𝑒𝑣 = 𝜏𝑖𝑗̅̅ ̅ + 𝜏𝑖𝑗
𝑠𝑔𝑠 −
1
3
𝜏𝑘𝑘
𝑠𝑔𝑠𝛿𝑖𝑗 = −2(𝜇 + 𝜇𝑡) (𝑆𝑖?̃? −
1
3
(∇. ?̃?)𝛿𝑖𝑗) ( 27 ) 
where 𝛿𝑖𝑗 is the Kronecker delta (𝛿𝑖𝑗 = 1 if 𝑖 = 𝑗, 𝛿𝑖𝑗 = 0 if 𝑖 ≠ 𝑗) 
𝜇𝑡 = Turbulent viscosity 
𝑆𝑖?̃? =
1
2
(
𝜕𝑢?̃?
𝜕𝑥𝑗
+
𝜕𝑢?̃?
𝜕𝑥𝑖
) 
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This turbulent viscosity, 𝜇𝑡 (Pa.s), is modeled using turbulence models. Two 
turbulence models are described below. Both the models mentioned below for calculating 
SGS Reynolds stress are based on Boussinesq eddy viscosity hypothesis which assumes 
that the change of resolved flow takes place slow enough for the SGS eddies to adjust 
instantaneously to the rate of strain of the resolved flow. [57] 
A. Constant coefficient Smagorinsky model 
The Smagorinsky model is based on the Prandtl’s mixing length model and 
assumes that the kinematic SGS viscosity, 𝜐𝑡, ( 𝑚
2/𝑠) , can be expressed in terms of 
length and velocity scale.[57] 
The size of the SGS eddy is determined by the filter width, which in case of FDS 
is ∆= 𝑉𝑐
1
3 = (𝛿𝑥𝛿𝑦𝛿𝑧)
1
3. Thus, the length scale, according to Smagorinsky theory, is the 
filter width.  
The velocity scale, 𝜗, is expressed as the product of length scale and average rate 
of resolved strain, |𝑆| 
𝜐𝑡 = 𝐶𝑠𝑙𝜗 ( 28 ) 
ϑ = Cs∆|S| ( 29 ) 
𝜇𝑡 = 𝜌(𝐶𝑠∆)
2|𝑆| ( 30 ) 
where, 𝐶𝑠 is Smagorinsky Constant, and resolved strain is written as, 
|𝑆| = (2𝑆𝑖𝑗𝑆𝑖𝑗 −
2
3
(∇. 𝑢)2)
1
2
 ( 31 ) 
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Default value of 𝐶𝑠 is 0.2 in FDS. Lilly
[57] suggested the value between 0.17 and 
0.21. The difference in 𝐶𝑠 is attributable to effect of mean flow strain or shear, suggesting 
a case-by-case assessment of its value for specific scenario. The drawback of Smagorinsky 
model is that it is dissipative.[57] The modeled eddies are dependent on resolved strain rate 
and thus finer mesh does not lead to disappearance of this term.  
B. Deardorff model 
The Deardorff model also called higher-order SGS model considers the length 
scale same as the filter width, ∆, similar to the Smagorinsky model. However, the velocity 
scale is considered as square root of SGS turbulent kinetic energy.[35] 
𝜐𝑡 = 𝐶𝑣lϑ ( 32 ) 
𝜗 = √𝜅𝑠𝑔𝑠 ( 33 ) 
𝜇𝑡 = 𝜌𝐶𝑣√𝜅𝑠𝑔𝑠 ( 34 ) 
where, 𝜅𝑠𝑔𝑠 =
1
2
((?̅? − ?̂?)2 + (?̅? − 𝑣)2 + (?̅? − ?̂?)2) 
?̅?       = average value of u at the center of the grid cell 
?̂?       = weighted average of u over adjacent cells  
The value of 𝐶𝑣 is 0.1 in FDS.
[35] The velocity scale used for this model represents 
the velocities of small scale turbulent eddies rather than the its dependence on the mean 
flow.[57] 
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4.1.2 Combustion 
FDS uses lumped species approach to track each of the modeled species. Table 3 
shows example of lumped and primitive species used by FDS for single combustion 
reaction of methane, which is represented by Equation ( 35 ). 
9.52(0.21𝑂2 + 0.79𝑁2) + 𝐶𝐻4 → 10.52(0.095𝐶𝑂2 + 0.19𝐻2𝑂 + 0.715𝑁2) ( 35 ) 
 
Table 3: Lumped and primitive species. 
Lumped Species 
(Zα=mass fraction of α) 
Primitive Species 
(Yα= mass fraction of species α) 
Fuel (F) CH4 
Air (A) O2,N2 
Products (P) CO2, H2O, N2 
 
Transport equation for all but one less primitive species has the form of 
𝜕(𝜌𝑍𝛼)
𝜕𝑡
+ ∇. (𝜌𝑍𝛼𝑢) = ∇. (𝜌𝐷𝛼∇𝑍𝛼) + 𝑚𝛼′′′̇  
( 36 ) 
where 𝑍𝛼   = mass fraction of lumped species,α 
𝑚𝛼′′′̇ = mass production rate of species, α. (kg/ (m
3.s)) 
𝐷𝛼=Diffusivity of species, α 
The mass production rate, 𝑚𝛼
′′′, required for solving the mass conservation 
equation ( 36 ) is determined by the combustion model. The combustion model in FDS 
uses the Eddy Dissipation Concept (EDC), which assumes infinitely fast chemistry for 
non-premixed combustion such as pool fire.[57] [35]  
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Based on the above lumped species approach, 9.52 moles of Air react with 1 mole 
of Fuel and produce 10.52 moles of Products. Mass fraction of lumped species is denoted 
as 𝑍𝑖, with NZ tracked species. The background lumped species (Air) with mass fraction 
𝑍0 is found by simple balance, 𝑍0 = 1 − ∑ 𝑍𝑖
𝑁𝑍
𝑖=1 . Two transport equations for lumped 
species Fuel and Product will be solved in this case. 
Yield, mass produced per unit mass of fuel burned, of Carbon monoxide (CO) and 
soot in case on incomplete combustion needs to be defined by the user. [40] 
The chemical source term for Fuel is modeled using EDC which is given as 
𝑚𝐹
′′′̇ = −
𝜌 min (𝑍𝐹 ,
𝑍𝐴
𝑠 )
𝜏𝑚𝑖𝑥
 ( 37 ) 
Where s is the mass stoichiometric coefficient of Air and  𝜏𝑚𝑖𝑥 is the time scale of 
mixing which is modeled depending on the filter width, Δ. The locally fastest process 
among diffusion, sub-grid scale advection and buoyant acceleration is considered as the 
time scale controlling process.  
The mixing time scale can be mathematically expressed as,[36] 
𝜏𝑚𝑖𝑥 = max(𝜏𝑐ℎ𝑒𝑚, 𝑚𝑖𝑛(𝜏𝑑, 𝜏𝑢, 𝜏𝑔, 𝜏𝑓𝑙𝑎𝑚𝑒)) ( 38 ) 
𝜏𝑑 =
∆2
𝐷𝐹
 ( 39 ) 
𝜏𝑢 =
∆
√2𝑘𝑠𝑔𝑠
 
( 40 ) 
𝜏𝑔 = √
2∆
𝑔
 ( 41 ) 
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where 𝜏𝑑 is the diffusion time scale which characterizes the DNS solution when 
the grid size is smaller than the Kolmogorov scale, η. 𝜏𝑢 is the time scale at higher 
Reynolds number dominated by turbulent convection transport. 𝜏𝑔 is the time scale where 
mixing time is controlled by buoyancy.  𝜏𝑓𝑙𝑎𝑚𝑒 denote the upper limit of time scale and 
suggests that all the reaction shall take place before the flame extinction. DF, is the 
diffusivity of the fuel and 𝑘𝑠𝑔𝑠 is the sub-grid scale kinetic energy modeled as per either 
Deardorff or Smagorinsky turbulence model.  
The heat release rate per unit volume is found as a product of the heats of formation 
of species and respective mass production rate.  
𝑞′′′̇ = − ∑ 𝑚𝛼′′′̇
𝛼
∆ℎ𝑓,𝛼
0  
( 42 ) 
 Burner size 
Cell size Δx is related to the characteristic diameter, D*,  of the fire, which is 
proportional to characteristic heat release rate, Q*.[40]  
𝐷∗ = (𝑄∗)
2
5𝐷 = 1.55 m ( 43 ) 
Q∗ =
Q̇
ρ∞Cp T∞√gD
5
2
= 2.25 ( 44 ) 
where ?̇? is the Heat Release Rate (HRR) of the fire. The theoretical heat release 
rate of the fire can be found by using the mass burning flux and the burning surface area. 
?̇? = 𝑚′′̇ 𝐴𝑝∆𝐻𝑐 = 3.23 MW ( 45 ) 
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The ratio (D*/Δx) is number of computational cells across the characteristic fire 
diameter.[40] The more the number of cells across the characteristic fire diameter, better 
the resolution of turbulence and small scale eddies, approaching DNS at high numbers.  
The cell size, Δx,, was varied and cell size of 10 cm, 5 cm, 4 cm, 3 cm and 2.5 cm 
were studied whilst the ratio, D*/dx, were 15, 30, 40, 50 and 60 respectively. 
 Source term 
The mass burning flux obtained from differential pressure transducer in the 
experiment was used as the source term of the fuel (methane) in the simulations. The mass 
burning flux for small scale experiment under consideration described was 0.06446 
kg/(m2.s).[21] The orange area in Figure 5 represents the burning surface. 
 Boundary conditions 
The “OPEN” boundary condition in FDS applied on the sides and the top of the 
fire to simulate atmospheric conditions. The domain of simulation was decided based on 
the coarse grid simulation. The domain was increased so that no visible eddies were 
observed on the edges of the domain. The domain selected for mesh sensitivity study was 
2m x 2m x 6m. This domain is called as “fire mesh” for further references. 
Once the mesh independent study was performed, the domain was scaled to a 
larger domain so as to facilitate inclusion of wind. The same domain of the size of “fire 
mesh” for analyzing wind effect result in undesirable effect due to complex interaction 
between the “OPEN” boundary condition. The “OPEN” boundary condition in FDS 
indicate atmospheric pressure condition outside the geometry to which it is applied.[40] 
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Figure 6 below illustrates the effect of domain on the velocity contour in a 3m x 
3m plane at 1m above the floor surface. The wind of velocity 0.5m/s flows in the domain 
from the left side of the graph.  
 
(a) 
 
(b) 
Figure 6: Effect of domain on velocity.  
(a) Small domain (b) Wider domain 
 
Figure 6 (a) shows velocity contour when the wind boundary condition is applied 
to the same “fire mesh”. The “OPEN” boundary condition on the remaining three sides of 
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the domain result in complex velocity contour which does not setup a desired velocity 
field. Figure 6 (b) shows the velocity contour in the “fire mesh” when the domain is 
stretched and wind boundary condition is applied on the boundary of the new domain. The 
dimensions of the domain in this case are 5m x 5m x 6m. 
 Time for simulation 
Puffing frequency of the fire is used to determine the time for simulation. Equation 
( 13 ) is used for preliminary estimation of puffing frequency. For the small scale 
experiment, the puffing frequency using equation ( 13 ) is 
𝑓 =
1.68
√1.12
= 1.58 𝐻𝑧 ( 46 ) 
The expected time period for oscillation is 0.61 sec. The duration of simulation 
was decided to be 30 times the time period of oscillation. This was based on the 
observation that it takes approximately 5 seconds for the transient ire to reach a steady 
oscillation state. So, 30 cycles of oscillations were simulated to ensure steady state 
fluctuations of desired parameters. 
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5 RESULTS AND DISCUSSION 
The methodology discussed in previous section is applied to the experiment 
discussed in Section 3. 
 Mesh sensitivity study 
Mesh size used for mesh sensitivity study are shown in the Table 4. The 
dimensions of the computational domain were 2m x 2m x 6m. The mesh sensitivity 
analysis was performed for no wind conditions.  
Last 15 steady cycles of fluctuations were used for time averaging of quantities 
such as temperature and the vertical (W) velocity.  
 
Table 4: Mesh sizes for mesh sensitivity analysis. 
dx (cm) D*/dx Number of cells 
10 15 24,000 
5 30 192,000 
4 40 312,500 
3 50 832,320 
2.5 60 1,536,000 
 
Figure 7 shows temperature variation along the Y axis of the fire at 50cm above 
the base of fire. A similar profile is expected for the temperature variation along the X axis 
of the fire due to symmetry and absence of wind. As the mesh size is reduced and smaller 
eddies are resolved, the underlying physics are better resolved.  
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Figure 7: Temperature variation along Y axis at 50cm above the fire. 
 
An interesting observation from the above figure is that lower the mesh size, less 
the temperature profile is affected. This could be due to the EDC for modeling mass 
production rate at small scale and the flame extinction methodology used in FDS. 
Combustion in FDS is suppressed if the potential heat release from combustion is not 
capable to raise the temperature of the reactant mixture above the critical flame 
temperature.[36] For a small mesh size, the combustion at the edge of the burner might not 
be sufficient to raise the temperature locally as high as compared to higher mesh sizes, 
which have more fuel and air in one cell and spans larger area of the burning surface.  
Lower the entrainment, lower will be the combustion of methane in the fuel rich zone of 
the fire, and thus, lower the temperature of the flame. However, since the temperature 
profile for 2.5 cm and 3 cm mesh are very close, it appears that the entrainment of air 
reaches a steady point.  
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Oxygen mass fraction and methane mass fraction variation with mesh size was 
observed along the height, Z, at X = 0 m and Y = 0 m. The existence of unburnt fuel at 
lower elevations is observed for lower mesh sizes.  
 
Figure 8: Methane mass fraction vs height for different mesh sizes. 
 
 
Figure 9: Oxygen mass fraction vs height for different mesh sizes. 
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In Figure 8 and Figure 9, the mass fraction at Z = 0 m is zero or equivalent to initial 
ambient values because of their location on the boundary cell, where the default FDS value 
is that of the initial surrounding environment. This is not a computation error. 
The mass fraction of each species is obtained from the solution of conservation of 
mass for the lumped species. The Sub Grid Scale (SGS) kinetic turbulence energy (m2/s2) 
change with mesh size since eddies smaller than the filter width (mesh size) are modeled 
using the turbulence models. The SGS turbulence kinetic energy is computed from the 
turbulent viscosity modeled by using the Deardorff model, as discussed in section 4.1.1.  
The mixing time scales for diffusion, convection and buoyancy for elevation of 50 
cm is calculated, as explained in section 4.1.2, using the equations ( 39 ), ( 40 ) and ( 41 ) 
respectively. Variation of sub-grid kinetic energy and mixing time scales with the mesh 
size is shown in  Table 5 for this specific point, Y = 0 m, X = 0 m, Z = 50 cm. 
 
Table 5: SGS kinetic turbulence energy vs mesh size. 
 2.5cm 3cm 4cm 5cm 10cm 
𝜿𝒔𝒈𝒔, Z = 50cm (m
2/s2) 0.054 0.048 0.075 0.107 0.18 
𝜿𝒔𝒈𝒔, Z = 100cm (m
2/s2) 0.169 0.177 0.195 0.352 0.377 
𝝉𝒅 (sec) 3.7 5.3 9.4 14.7 58.8 
𝝉𝒖, 𝒁 = 𝟓𝟎 𝒄𝒎 (sec) 0.076 0.097 0.103 0.108 0.167 
𝝉𝒖, 𝒁 = 𝟏𝟎𝟎 𝒄𝒎 (sec) 0.043 0.05 0.064 0.06 0.115 
𝝉𝒈 (sec) 0.07 0.078 0.09 0.1 0.14 
 
As seen from the above table, the local mixing controlling time scale at Z = 50 cm 
for the reaction is buoyancy time scale, 𝝉𝑔 (sec). Thus, the mixing time scale, which 
directly contributes to the mass production rate via EDC, as given by equation ( 37 ),  
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decreases with decrease in mesh size. All the oxygen is consumed by the time the air can 
reach the center of the fire at this elevation. Thus, the oxygen mass fraction and methane 
mass fraction are directly affected by the mesh size. 
Above analysis of mixing time scale and effect on temperature profile indicate 
lower entrainment rate with decrease in the mesh size. Average horizontal velocity 
determined at Z = 30 cm for the above mesh sizes studied is shown below in Figure 10. 
Figure 10: Average U – Velocity along X (m), Y = 0 m. 
The entrainment rate decreases with the mesh size, approaching 0 m/s at the X = 0 
m, Y = 0 m for finer mesh size of 2.5 cm and 3 cm. This is reasonable and depicts 
mechanism of entrainment that happen in real fire scenario. Resolution of smaller eddies, 
thus, seem to capture the entrainment phenomenon with more precision. 
RMS value of W-Velocity along with the mean of last 10 sec of simulation for 
three different meshes at Z = 50 cm is shown below in Figure 11. RMS value is shown 
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with the help of the error bars to observe the turbulent characteristics of the flow at each 
location for different meshes. The root mean square velocity of the W-velocity at Z = 50 
cm and Z = 100 cm at X = 0 m and Y = 0 m is shown below in Table 6 for different mesh 
sizes. 
Figure 11: Vertical velocity with RMS value. 
As the mesh size is reduced, more turbulence is resolved directly and less turbulent 
scales need to be modeled using the turbulence model. 
Table 6: Root mean square velocity vs mesh size. 
2.5cm 3cm 10cm 
W-Velocity, Z = 50 cm (m/s) (𝒘) 3.59 3.25 4.36 
RMS W-Velocity, Z = 50 cm (𝒘𝒓𝒎𝒔) 0.892 0.835 0.691 
47 
2.5cm 3cm 10cm 
Turbulence intensity (𝒘𝒓𝒎𝒔/?̅?) 0.248 0.256 0.158 
W-Velocity, Z = 100 cm (m/s) (𝒘) 5.99 5.70 6.84 
RMS W-Velocity, Z = 100 cm (𝒘𝒓𝒎𝒔) 1.923 1.801 1.242 
Turbulence intensity (𝒘𝒓𝒎𝒔/?̅?) 0.321 0.316 0.182 
The RMS velocity is evaluated using the following formula, 
𝑢 𝑟𝑚𝑠 = √
∑ (𝑢𝑖 − 𝑢𝑚𝑒𝑎𝑛)2
𝑛
𝑖=1
𝑛 − 1
( 47 ) 
The RMS value is an indication of turbulent fluctuation. Thus, smaller the mesh 
size, the turbulent fluctuation i.e. standard deviation is higher due to better resolution of 
smaller scales than by using coarser mesh size. 
Pool fire structure 
A fuel rich zone at the bottom of the fire which constitutes unburnt fuel due to 
unavailability of enough oxygen for complete combustion can be observed in FDS for 
smaller mesh sizes. The fuel rich zone forms the base of the fire structure in the three zone 
representation of the fire. The pool fire structure described by the three zone representation 
can be studied with the help of FDS. 
Vertical velocity variation along the y-axis is evaluated at 11 different heights 
above the base of the fire. The extent of y-axis that spans the burning surface is from Y = 
-0.5 m to Y = 0.5 m. Figure 12 shows the variation of W-Velocity at each of these 
elevations along the burning surface at X = 0 m. The W-Velocity is averaged for the last 
10 sec of the simulation time. Some interesting observations can be made based on the 
figure. 
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First, the fuel rich zone of the fire which is fixed to the base of the fire is observed 
until the height between Z = 80 cm and Z = 100 cm where the w-velocity at the center is 
maximum indicating combustion due to sufficient mixing with air. The W-velocity at the 
edge indicate separation from the base, thus a possible start of the second zone of pool 
fire. 
Figure 12: Vertical velocity describing pool fire structure. 
The vertical velocity profile at Z = 400 cm and Z = 500 cm along the y – axis of 
the fire is almost the same which could be due to completion of combustion approximately 
between these elevation. Thus, a visible flame height can be expected to lie somewhere 
around this elevation. 
Temperature profile for flame is shown below in Figure 13 resembles a better 
insight into the pool fire structure. Necking phenomenon due to air entrainment near the 
Flame front 
detachment
Similar velocities 
due to fluctuation
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base of the fire can be clearly seen to exist around 0.5 m elevation. The fuel rich zone is 
observed to be anchored to the base until around 0.8 m elevation. 
Once the flame separates from the fire and combustion takes place, random puffs 
separate from the fire. The zone 2 stretches from around 0.8 m until 2.5 m where the 
temperature is maximum and then starts falling, indicating less combustion due to puff 
separation. 
 
Figure 13 : Temperature describing pool fire structure. 
 
Above analysis illustrates how results from CFD be used to describe the flame 
structure. However, the pulsation of the fire was not studied in depth during the above 
analysis. Since the pulsation of the fire is governed by a transient phenomenon, a more in 
depth study is performed for evaluating the oscillatory movement of fire. 
Necking 
Fuel Rich Zone 
End of zone 2 
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 Pulsation frequency 
Lower the mesh size, the less turbulence needs to be modeled using the turbulence 
models, as shown in Table 5 and Table 6. Thus, the oscillation frequency of the fire 
simulated in FDS was computed using the 2.5 cm mesh for accuracy. Observing the 
transient variation of vertical velocity at height 50 cm above the base of the fire at X = 0 
m and Y = 0 m it is seen that, as the simulation proceeds in time, the velocity fluctuations 
reach a steady region where it fluctuates about its mean steadily.  
Figure 14 shows the transient behavior of W-velocity superimposed on w-velocity 
field recorded by Tieszen et al.[54] at same location above the base of the 1m diameter fire, 
obtained by using PIV technique recorded every 5 ms. Transient state in FDS reaches 
steady state fluctuating state in around 5 seconds (around 10 time puffing time period), 
after which the oscillations are very close to the experimentally measured value. 
 
Figure 14: Transient W-Velocity behavior. Reprinted with permission from 54. 
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The experimental puffing frequency computed was 1.64 Hz using the W-velocity 
profile. Constant oscillations in FDS about 3.5 m/s indicate the pulsating nature of the fire 
and the ability of FDS to capture these oscillations. Visual inspection of the above graph 
indicate approximately 11 puffs over the period of 7 seconds. Thus, the expected 
frequency of oscillation is 1.57 Hz, or the puffing time period of 0.64 sec.  
𝑓 =
𝑛
𝑡
=
11
7
= 1.57 𝐻𝑧 ( 48 ) 
where n is number of oscillation cycle observed and t is the time over which n 
oscillation are observed.  
The four points, A, B, C and D shown in the Figure 15 are chosen to describe one 
cycle of oscillation of the fire. The velocity contours for these four points are shown in 
below in Figure 16.  
 
Figure 15: Instantaneous W-Velocity from 5 to 12 sec. 
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Figure 16 (a) shows the velocity contour at 6.96 sec, which is at the start of the 
oscillation cycle. The toroidal vortices at the edges can be seen at this instance due to 
which air entrainment begins. 
Figure 16 (b) shows the velocity contour at 7.07 sec, which is quarter time period 
into the oscillation cycle. The velocity increases in the w-direction at this time and the fire 
plume starts rising at this point. The flame expands due to combustion at around Z = 0.8 
m.  
  
(A) (B) 
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(C) (D) 
Figure 16: Instantaneous velocity contour of one oscillation cycle. 
 
(A) Velocity at 6.96 sec. (B) Velocity at 7.07 sec (C) Velocity at 7.20 sec. (D) 
Velocity at 7.58 sec 
Figure 16 (c) shows velocity contour at 7.20 sec, which is at the peak of the cycle. 
At this instance, more fuel is in contact with the air and combustion causes the plume to 
rise due to buoyancy. W-velocity is the highest at this point of time. 
The cycle completes at 7.58 sec shown in Figure 16 (d) where the fire return back 
to its original state. The fuel rich zone is observed to be anchored to the base until an 
elevation of around 80 to 100 cm where the w-velocity remains fairly low as compared to 
the surrounding region.  
Power spectrum of instantaneous vertical velocity was obtained to study the 
oscillation frequency. A Fast Fourier Transform (FFT) algorithm was used to analyze 
8192 samples from FDS for 8.5 seconds to obtain the power spectrum of the frequency. 
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The Maximum Entropy Method was applied to the 10 sec data having 9622 samples from 
FDS. The highest resolvable frequency in both the cases is 480 Hz. The experimental data 
sampled at a frequency of 1 Hz was recorded for around 880 seconds of the free burning 
period. Thus, the highest resolvable frequency from the experimental data is only 0.5 Hz. 
Since high frequency cannot be resolved from the experimental data, the puffing 
frequency obtained here cannot be compared with frequency obtained from the 
experimental data of this experiment. 
The power spectrum obtained by using FFT is shown in the Figure 17, which 
identifies maximum peak at 1.53 Hz. However, two smaller peaks are observed. The FFT 
is not able to resolve the data effectively, maybe due to the noise in the data. 
 
Figure 17: Power spectrum of W-Velocity using FFT. 
 
For better accuracy and to see if the other two peaks resemble any physical aspect 
of the fire, Burg’s method of Maximum Entropy Method (MEM) is applied. The power 
used for Burg’s method is 3000.  Higher order for Burg’s method does not show any other 
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dominant peak in the power spectrum. Lower power does not give a clear peak and higher 
power result in the peak at similar frequency.  
 
Figure 18: Power spectrum using MEM. 
The puffing frequency of the small scale fire obtained from FDS is 1.56 Hz. The 
time period of oscillation is 0.64 seconds. This frequency is in agreement with 
experimental value of 1.65 Hz by Tieszen et al.[54] The oscillation frequency predicted is 
close to frequency computed by using empirical correlation developed by Malalsekara et 
al.[31] , which is 1.58 Hz, as discussed in Section 4.5. Thus, the LES methodology in FDS 
resolves temporal fluctuation of fire to great accuracy.  
 Simulation of the experiment 
A thorough mesh sensitivity study performed earlier leads to the conclusion that 
the 3 cm mesh is sufficient to study the fire dynamics of the experiment studied here at 
affordable computational expense. 
Two turbulence models, Deardorff model and Smagorinsky model are studied 
during further analysis.  The wind condition in the experiment is included in FDS with the 
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help of velocity boundary condition in negative X direction. For doing so, the domain is 
increased to avoid complex velocity profile in the region of “fire” due to interaction with 
“OPEN” boundary condition. This phenomenon is illustrated earlier in Section 4.4. The 
resulting domain size was 9.6 m x 9.6 m x 6 m with uniform grid starting from fine mesh 
of 3 cm in the region of the fire spanning 2.4 m x 2.4 m x 6 m, coarse mesh of 12cm 
around it within 4.8 m x 4.8 m x 6m, and the coarser mesh size of 0.24 cm in the rest of 
the domain. 
A visual comparison fire at a certain time instance simulated by FDS and snapshot 
from experiment is shown below in Figure 19.  
   
(a) (b) (c) 
Figure 19: Visual comparison of experiment and the simulated fire. 
 
The Figure 19 (a) is the snapshot of the experimental fire at some time instance. 
Figure 19 (b) is the fire displayed in SmokeView which is described by the iso-surface of 
HRRPUV more than 200 kW/m3. A color map is used to describe the surfaces with 
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HRRPUV more than 200 kW/m3, thus giving it a realistic display. Figure 19 (c) is a similar 
representation without the color map to describe higher HRRPUV surfaces.  
5.4.1 Centerline temperature 
Temperature at the centerline of the fire computed by FDS was compared with the 
temperature gauges at the centerline above the surface of the liquid pool. A steady burning 
phase of the real fire was observed after about 5 minutes of free burning. Thermocouple 
data during this steady burning phase was time averaged over 120 sec. An example of 
Normal Quantile plot of thermocouple 0.2032 m (8”) above the concrete surface is shown 
below in Figure 20. The mean is 402 0C with standard error of 3.87. The QQ-Plot shows 
near normal behavior of the data indicating steady state burning of the fire. 
 
Figure 20: Example of normal quantile plot of thermocouple data. 
 
The liquid level at the time this data was extracted was around 10 cm. Since FDS 
simulation in this study does not simulate evaporation of liquid but uses the mass burning 
flux prescribed by the user at the boundary of the pool, the liquid height was neglected 
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during the comparison of flame temperature. The liquid level was assumed to be constant 
during this 120 sec time period of averaging.  
 
Figure 21: Flame temperature vs experimental data. 
 
The Squared Error (SE) is evaluated using the following formula, 
𝑆𝐸 =  ∑(𝑇𝑖,𝑚𝑜𝑑𝑒𝑙 − 𝑇𝑖,𝑒𝑥𝑝𝑡)
2
𝑛
𝑖=1
 ( 49 ) 
where Ti,model is the temperature predicted when a specific turbulence model is used 
and Ti,expt is the temperature measured by the thermocouple during the actual experiments.  
The squared error for Deardorff model and Smagorinsky model using is estimated 
to be 5.5 x104 and 6 x 104 respectively. At elevations closer to the burning surface, both 
the models predict the temperature with similar squared error with respect to experimental 
data. This could be due to the mixing time scale in EDC model, which is limited by 
buoyant time scale and independent of modeled sub-grid kinetic energy until about 1m 
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above the base of the fire at X = 0 m, Y  =0 m. The magnitude of buoyant time scale which 
controls the combustion time scale at 50 cm and 100 cm elevation is shown in Table 5. 
The turbulent convective transport time scale is inversely dependent on square root 
of sub-grid turbulent kinetic energy, thus the temperature is directly affected by the choice 
of turbulence model.  
The modeled sub-grid kinetic energy shown below in Figure 22 show how the sub-
grid turbulence energy modeled by Smagorinsky model is higher than Deardorff model at 
higher elevations.  
Table 5 shows convection time scale limits the reaction time scale above 
approximately 0.17 m2/s2 of sub-grid kinetic energy. Thus, large differences observed 
downstream are owing to the change in combustion controlling time scale from buoyant 
to the turbulent convective transport time scale. 
  
(a) (b) 
Figure 22: Sub-grid kinetic energy for two turbulence models. 
 
(a) Deardorff model and (b) Smagorinsky model 
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Figure 23: Flame temperature along Z axis, Y = 0 m, X = 0 m. 
 
Since the thermocouple data may be affected by convection, radiation and 
conduction in the fire, the FDS predictions of temperature are very promising. However, 
temperature predictions further downstream cannot be compared to experiment due to lack 
of data. Assessing the effect of these models on the flame geometry could give an insight 
into a better of these two turbulence models.  
5.4.2 Flame geometry 
Flame length, height and tilt were studied to assess flame geometry. Two methods 
were utilized for determining the flame geometry using FDS. First involved use of Heat 
Release Rate Per Unit Volume (HRRPUV) to define the visible flame boundary and the 
second involved the use of temperature. The experimental value for the studied flame 
geometry is summarized below in Table 7. Flame geometry measured from the experiment 
was computed by processing images obtained from the high speed camera. 
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Table 7: Flame geometry determined from experiment[21]. 
 Tilt (degrees) Length (m) Height (m) 
Mean 13.5 4.3 4 
Standard Error ±7.3 ±0.6 ±0.6 
Maximum (Ub) 20.8 4.9 4.6 
Minimum (Lb) 6.2 3.7 3.4 
 
Contour of time averaged HRRPUV on the Y plane at X = 0 m is evaluated when 
both turbulence models, Deardorff and the Smagorinsky model, were used. Figure 24 and 
Figure 25 represent HRRPUV contour for Deardorff and Smagorinsky model.   
 
Figure 24: Average HRRPUV contour using Deardorff model. 
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Figure 25: Average HRRPUV contour using Smagorinsky model. 
 
Flame boundary was described by using the iso-surface of 50 kW/m3 HRRPUV. 
This value was chosen after observing the instantaneous HRRPUV. Some instantaneous 
snapshot from FDS for one puffing cycle are shown below in Figure 26. Majority of the 
combustion is observed to be enclosed within this iso-surface of 52.9 kW/m3. Thus, this 
HRRPUV value ensure the visible fire is enclosed within the iso-surface.  
   
(a) 9.56 sec (b) 9.7 sec (c) 10.2 sec 
Figure 26: Instantaneous HRRPUV in SmokeView. 
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A time averaged HRRPUV contour will not show any puffs since the time for 
averaging is 10 seconds. Each point on time averaged iso-surface of 50 kW/m2 is traced 
and its distance from the center of the base of the fire is calculated. The point lying farthest 
from the center of the base is considered as the flame tip and its distance from origin as 
the flame length. The flame height is the corresponding y-coordinate. The flame tilt is the 
angle between the vertical line, X = 0 m, Y = 0 m, and the line joining the X = 0 m, Y = 0 
m and the farthest point.  The flame geometry assessed by using flame geometry enclosed 
by HRRPUV iso-surface of value 50kW/m2 is summarized below in Table 8. 
 
Table 8: Flame geometry using HRRPUV iso-surface of 50kW/m3. 
Turbulence model 
Deardorff Smagorinsky 
Mean 
Max 
error 
Min 
error 
Mean 
Max 
error 
Min 
error 
Tilt(Deg) 
9.1  
(-32%) 
11.72 2.88 11.8  
(-13%) 
9.03 5.57 
Length of flame(m) 
4.4 
 (+1.6%) 
0.67 0.53 5.0 
(16%) 
1.27 0.27 
Height(m) 
4.1 
 (+1.25%) 
0.65 0.55 4.5 
(12%) 
1.06 0.14 
 
The maximum error and minimum error is computed by using the following 
formulae. 
𝑀𝐴𝑋𝑒𝑟𝑟𝑜𝑟 = 𝑀𝐴𝑋(𝐴𝐵𝑆(𝐿𝑏 − 𝑌), 𝐴𝐵𝑆(𝑈𝑏 − 𝑌)) ( 50 ) 
𝑀𝐼𝑁𝑒𝑟𝑟𝑜𝑟 = 𝑀𝐼𝑁(𝐴𝐵𝑆(𝐿𝑏 − 𝑌), 𝐴𝐵𝑆(𝑈𝑏 − 𝑌)) ( 51 ) 
Where, Lb is the lower bound of experimental data, Ub is the upper bound of 
experimental data and Y is the predicted value using either model. Thus, closer the 
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maximum and minimum error values to each other, the closer is the predicted value to the 
experimental mean. 
The numbers in the brackets show errors with respect to the mean of experimental 
value as shown in Table 7. The Smagorinsky model over predict the length and height by 
16% and 12% respectively as compared to the Deardorff model, which over predict the 
length and height by only 1.6% and 1.25% respectively. However, the flame tilt is under 
predicted 13% when Smagorinsky model is used as compared to the 32% under prediction 
when using Deardorff model. However, both the tilt predictions are within the 
experimental uncertainty.  
Second method involved determining the flame shape by establishing a suitable 
temperature iso-surface will enclose the visible flame. Time averaged temperature contour 
on the Y plane at X = 0 m is shown in Figure 27 and Figure 28.  Due to radiation, the 
surrounding atmosphere is heated and thus iso-surface of ambient temperature will not 
describe the flame geometry.  
 
Figure 27: Temperature contour using Deardorff model. 
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Figure 28: Temperature contour using Smagorinsky model. 
 
For this reason, a sensitivity study was performed to determine adequate 
temperature so that it enclose the visible flame. Iso surface of 250˚C, 300˚C, 400˚C, 450˚C, 
500˚C and 600˚C were used to predict the flame geometry and are compared with the 
experimental data to observe the variability. The flame length, tilt and height calculations 
are performed by using the same method by finding the point farthest from origin. The 
farthest point from the origin was considered to represent the flame tip and the tilt, length 
and height were computed accordingly. 
Result of this sensitivity study obtained after using Deardorff model is shown in 
Figure 29. As the temperature of the surface defining the flame geometry is increased, the 
flame length and height decreases. This is expected as higher temperatures are observed 
closer to the base of the fire. At around 450˚C, the average flame length and height are 
close to the experimentally measured value. The values computed in this way is also close 
to the values computed by using the HRRPUV method. This validates that the flame 
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geometry is described very well when the iso-surface describing the boundary of the flame 
has average temperature profile is 450˚C. Although infrared images for the experiment are 
not available, it will be interesting to study this phenomenon. 
 
 
Figure 29: Flame tilt, length and height sensitivity with iso-surface 
temperature. 
Iso-surface of 450˚C was used to determine the flame tilt, length and height using 
the Smagorinsky model. Once these desired flame geometry parameters were evaluated 
using FDS, empirical correlations described in Section 2.2 were used to determine the 
same parameters. The A.G.A correlation was used for determining flame tilt and the 
Thomas correlation for the Flame length. These empirical correlations are used in 
LNGFIREIII and thus were chosen to compare the accuracy. 
Comparison of experimental data with FDS and empirical correlations is shown in 
Table 9. 
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Table 9: Flame geometry – Experiment vs FDS vs SFM. 
Source 
Tilt 
(degrees) 
Length 
(m) 
Height 
(m) 
Experiment 13.5 4.3 4 
Expt. Standard Error ±7.3 ±0.6 ±0.6 
FDS-Deardorff model 
8.6  
(-36%) 
4.2  
(-2.4%) 
4.2 
(+3.8%) 
FDS-Smagorinsky model 
11.8  
(-12%) 
3.9  
(-15%) 
3.8  
(-12%) 
Empirical Correlations (used in 
LNGFIREIII) 
0  
(-100%) 
3.72  
(-13.5%) 
3.72 
(-7%) 
 
The numbers in the brackets represent the error with respect to the mean of 
experimental value. The tilt of the flame predicted is zero since the A.G.A correlation 
assumes negligible tilt if the non-dimensional wind speed is less than 1. The flame length 
and height are thus the same for predictions from empirical correlations because of 
negligible tilt. The Deardorff model predicts the flame length and geometry within 3-4% 
of the experimental mean and Smagorinsky model predicts the same parameters within 
12-15% of experimental mean.  
5.4.3 Radiation from fire 
Radiation from the fire is an important aspect for hazard analysis. Radiometer 
devices to monitor radiative flux from the fire were placed in the computational domain 
of FDS. The location was decided based on the four radiometers used in the experiments. 
Location of radiometers, R3 and R4, which were at a distance away from the fire. The 
location of R3 is X = -2m, Y = -2m, Z = 0.9 m and R4 is X = -2.2 m, Y = -0.1 m, Z = 0.9 
m. The other two radiometers, R1 and R2, were placed at 11” and 19” above the base of 
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the fire at Y = 0 m, X = 0 m. The primary purpose of these was to measure the radiative 
feedback from the fire. However, the reference temperature of the sensor in R1 and R2 
changed over the duration of the test due to change in temperature of water used for 
maintaining the temperature.[21] Thus, the radiative fluxes measured by R1 and R2 are 
unreliable. All the four radiometers, have view angle of 150˚ and the radiative flux 
monitors used in FDS have view angle of 180˚. Thus, a higher prediction of the radiative 
flux from FDS is expected. 
Solid Flame Model (SFM) was used for predicting the radiation at a distance for 
locations R3 and R4. The flame length obtained by using Thomas correlation, as shown 
in Table 9, was used to describe the cylindrical geometry of the flame. The transmissivity 
and view factor were computed by using the equations as described in Appendix A. Table 
10 shows comparison of radiation obtained from different sources. The numbers in the 
brackets show the error with respect to the experimentally measured mean value 
Table 10: Flame Radiation – Experiment vs FDS vs SFM. 
Source R1 (kW/m2) R2 (kW/m2) R3 (kW/m2) R4 (kW/m2) 
Experiment 32.6 24.6 2.5 5.0 
Expt. Std. Error ±1.98 ±1.05 ±0.095 ±0.19 
FDS-Deardorff 
33.8  
(+3%) 
31.5 
(+28%) 
3.1 
(+22%) 
5.5 
(+11%) 
FDS-Smagorinsky 
38.8  
(+19%) 
36.2  
(+47%) 
3.5  
(+39%) 
6.4  
(+28% 
SFM - - 
3.8  
(+52%) 
5.7  
(+14%) 
Deardorff model results in closer prediction of radiative flux away from the fire, 
10-20% above experimental mean. On the other hand, Smagorinsky model result in higher 
prediction of radiation away from the fire, 30-40% above the experimental mean. The 
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SFM predicts radiation around 20-50% above the experimental mean. The Deardorff 
model result in prediction of the radiation closest to the experimentally measured values. 
Radiative heat fraction of the fire is defined as overall radiative cooling rate, ?̈?𝑅, 
divided by the product of mass burning rate (kg/s) and the ideal heat of combustion, ∆𝐻𝑐 
(kJ/kg).[55]  
𝜒𝑟 =
?̈?𝑅
𝑚′′̇ 𝐴𝑐∆𝐻𝑐
 
( 52 ) 
The overall radiative cooling rate,?̈?𝑅, for Deardorff and Smagorinsky model were 
0.369 MW and 0.414 MW respectively. Radiative fraction evaluated for Deardorff model 
was 11.4 % and the use of Smagorinsky model resulted in 12.8% of combustion heat to 
be radiated. The higher prediction of radiative fraction by using Smagorinsky model 
contribute to the higher radiative flux as compared to the Deardorff model. 
The wide range of error while using SFM is attributed to the calculation of view 
factor. The view factor calculation assumes the location to be at a distance along the flame 
described by the cylindrical cross section in the direction of the wind. Radiation of interest 
should be calculated only at a distance downwind of the cylindrical cross section, unless 
the view factor is calculated in a way which considers 3D location of the point of interest. 
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6 CONCLUSIONS 
This section lists a summary of important aspects studied during the analysis of 
simulation performed for a 1m x 1m LNG pool fire. 
A. Comparative study of Deardorff and Constant coefficient Smagorinsky turbulence 
model shows sensitivity of flame characteristics on turbulence model.  
 The flame length and height predicted by using Deardorff model is about 
maximum 3.8 % above the experimental mean. On the other hand, 
Smagorinsky model leads to prediction of about maximum 16 % above the 
experimental mean.  
 The flame tilt is under predicted when either of the two turbulence models is 
used. Deardorff model under predicts by around 36% and the Smagorinsky 
model leads to under prediction of around 13%. However, both these 
predictions are within the experimental uncertainty.  
 The radiation at a distance from the fire is predicted the best with the use of 
Deardorff model, which predicts the radiation away from the fire about 15% 
above the experimental mean. The Smagorinsky model predicts about 25% 
above the experimental mean. The Solid Flame Model gives a wide range of 
variability with average 35% over experimental value. 
B. Different numerical approaches were compared with the experimental values for 
determining the flame geometry of the fire. Physical shape of the flame of the fire 
under study can be described by an area enclosed by an iso-surface of 450˚C 
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temperature. This flame shape can be used for determining flame geometry such as 
flame length, height and tilt.  
C. The FDS captures the transient fluctuations of the fire with great accuracy and predicts 
the pulsation frequency close to the experimental measurements.  
D. The pool fire structure can be studied in CFD by observing the vertical velocity and 
temperature profile. 
 Future work 
This work was limited to validate FDS against small scale pool fire experiment 
and study sensitivity of pool fire on turbulence models. However, future extension of this 
work can be performed in few ways. 
 Similar validation work can be performed for medium scale fire and the effect of 
soot formation on radiation should be studied. 
 The three zone representation of the pool fire structure can be used to study average 
SEP variation with height for different diameters of fire using CFD. This could be 
used to refine/validate the model proposed by Raj[46], which considers SEP 
variation with height. This could lead to potential improvement of the empirical 
model. 
 The radiation from the sun was neglected here since the experiments were 
performed during the evening in absence of any sunlight. However, radiation level 
may be higher in presence of solar radiation.  
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APPENDIX 
This appendix shows equations for transmissivity and view factor used for the Solid Flame 
Model. 
A. Transmissivity 
LNGFIREIII neglects the absorption due to carbon dioxide. 
𝜏 = 1 − 𝛼𝑤 ( A . 1 ) 
𝛼𝑤 = 𝜀𝑤 (
𝑇𝑎
𝑇𝑓𝑙𝑎𝑚𝑒
)
0.45
 ( A . 2 ) 
when 0 atm.m <PvL≤0.00005 atm.m, 
𝜀𝑤 = 0 
when 0.00005 atm.m <PvL≤10 atm.m, 
𝜀𝑤 = 10
−0.4685+0.34729𝑃𝑙𝑜𝑔−0.0864𝑃𝑙𝑜𝑔
2
. 𝑒
ln(0.72+0.16 𝑃𝑙𝑜𝑔) ln(
𝑇𝑎
500𝑅)
ln(3)  
when 10 atm.m <PvL≤ 453 atm.m, 
𝜀𝑤 = (1.24 −
0.642
𝑃𝑙𝑜𝑔
) . 𝑒
ln
(1.24𝑃𝑙𝑜𝑔−0.72)
(1.24𝑃𝑙𝑜𝑔−0.642)
 ln(
𝑇𝑎
500𝑅)
ln(3)  
when 453 atm.m <PvL≤ 1000 atm.m, 
𝜀𝑤 = 𝑒
ln(1.24−
0.72
𝑃𝑙𝑜𝑔
) ln(
𝑇𝑎
500𝑅)
ln(3)  
when PvL> 1000 atm, 
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𝜀𝑤 = 1 
𝑃𝑙𝑜𝑔 =
ln(𝑃𝑣,𝐿)
2.302
 ( A . 3 ) 
𝑃𝑣,𝐿 = 𝑃𝑣,𝑤𝑎𝑡𝑒𝑟 .
𝑇𝑓𝑙𝑎𝑚𝑒
𝑇𝑎
(𝑋 − 𝑤𝑖𝑑𝑡ℎ) ( A . 4 ) 
𝑃𝑣,𝑤𝑎𝑡𝑒𝑟 = 𝑅𝐻. 𝑒
14.414−
9590.56
𝑇𝑎𝑅  𝑎𝑡𝑚 
( A . 5 ) 
where, τ  : Transmissivity 
αw : Absorptivity of water vapor 
εw : Emissivity of water vapor 
Ta : Ambient temperature 
Tflame : Flame temperature (1300K) 
Pv,L : Amount of water vapor along path, x 
Pv,water : Saturated water vapor pressure, atm 
RH : Relative humidity, % 
B. View factor 
View factor is calculated for a cylindrical tilted flame. The tilt angle, θ, is with respect to 
the vertical and is positive for distance downwind and negative for upwind direction. 
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𝜋𝐹𝑣 = −𝐸𝑡𝑎𝑛
−1𝐷 
    +
𝐸(𝑎2 + (𝑏 + 1)2 − 2𝑏(1 + 𝑎𝑠𝑖𝑛𝜃))
𝐴𝐵
tan−1 (
𝐴𝐷
𝐵
) 
+
cos 𝜃 
𝐶
[tan−1
𝑎𝑏 − 𝐹2𝑠𝑖𝑛𝜃
𝐹𝐶
+ tan−1
𝐹2 sin 𝜃
𝐹𝐶
] 
( A . 6 ) 
𝜋𝐹ℎ = 𝑡𝑎𝑛
−1 (
1
𝐷
) 
         +
sin 𝜃
𝐶
[tan−1
𝑎𝑏 − 𝐹2𝑠𝑖𝑛𝜃
𝐹𝐶
+ tan−1
𝐹2 sin 𝜃
𝐹𝐶
]       
         −
𝐸(𝑎2 + (𝑏 + 1)2 − 2(𝑏 + 1 + 𝑎𝑠𝑖𝑛𝜃))
𝐴𝐵
tan−1 (
𝐴𝐷
𝐵
) 
( A . 7 ) 
Base of the fire 
θ 
LF 
R 
x 
Target 
Figure A . 1: Cylindrical flame for view factor calculation. 
Fire 
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𝐹𝑚𝑎𝑥 = √𝐹𝑣2 + 𝐹ℎ
2 ( A . 8 ) 
where, 
a = L/R (Lb/R or Lf/R) 
b = x/R 
𝐴 =  √𝑎2 + (𝑏 + 1)2 − 2 × 𝑎 × (𝑏 + 1) × sin 𝜃  
𝐵 =  √𝑎2 + (𝑏 − 1)2 − 2 × 𝑎 × (𝑏 − 1) × sin 𝜃  
𝐶 =  √1 + (𝑏 − 1)2 × cos2 𝜃  
𝐷 =  √
𝑏 − 1
𝑏 + 1
 
𝐸 =
𝑎 × cos 𝜃
𝑏 − 𝑎 × sin 𝜃
 
𝐹 = √(𝑏2 − 1) 
 
