Following these general principles, we tested a large number of new charge assignment algorithms. For various reasons, some of these charge assignment algorithms worked much better than others. Of all the algorithms we tested, the algorithm with the best overall performance was selected to be the DDEC6 method. We now briefly describe the other algorithms we tested.
In some schemes, we defined a localized net atomic charge as q should differ from A q by no more than a preset allowance ('trust radius'). In fact, we publically released one such scheme called DDEC4 in the CHARGEMOL 3.1 version released on ddec.sourceforge.net September 29, 2014. (This version computed the DDEC3 NACs by default, but contained the option to compute DDEC4 NACs instead.) Nevertheless, our further testing revealed more advantageous approaches, which resulted in the DDEC4 algorithm being abandoned.
After extensive trials, we finally realized that continuously updating q does not provide a reliable reference value to prevent atoms from becoming greedy. We briefly tried setting loc A q equal to the Bader charge, but abandoned this strategy due to the presence of non-nuclear attractors in some materials.
We also tested more aggressive buried tail constraints in which     We also tried various schemes for computing the decay exponents applied to   AA wr. Ultimately, we decided to use a strategy similar to that used in the DDEC3 method plus the addition of a constraint to prevent   AA wr from becoming too contracted.
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We also tested strategies in which . This algorithm did not converge for the ozone+1 B3LYP system. This led us to believe the DDEC5 method might not converge for some materials, due to its optimization functional not being provably convex. Desiring a proof of unique convergence, we then developed the Convex functional and later the DDEC6 method that have proven unique solutions.
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We also tested schemes similar to those described above, but differing in parameter values such as the localization exponent m, the precise formulation of the   AA wr tail constraints, etc.
We also tested a few schemes that are quite different from those described above. A few additional schemes computed loc A q based on atom-atom overlap populations (computed via various schemes) instead of based on Eq. (S1) above. However, these were more computationally expensive than Eq. (S1), and we did not discern any performance improvements compared to Eq. (S1). We also While this list is not comprehensive of all of the charge partitioning algorithms we tested, it provides a general idea of the types of charge partitioning schemes we tested. In the end, we settled on the DDEC6 charge partitioning method, because it provided consistently good results across a wide range of material types.
In addition, we performed a large number of tests regarding optimization of the computational cost. In addition to computational tests on various materials, we developed iteration calculus with associated algebraic models (solved analytically) and finite difference numerical models (solved in spreadsheets) that accurately predicted and described the convergence performance of various computational algorithms. We used these mathematical models to derive the optimal parameters leading to fast and robust convergence. Using this iteration calculus, we designed efficient convergence accelerators (see Section S3.2.3 below) that optimize the convergence speed for self-consistent schemes. Our computational tests confirmed the theoretically derived optimal parameters and performance improvements associated with these convergence accelerators. These improvements ultimately led to the number of required charge cycles being reduced from <200 for the DDEC3 method to ~7 for the DDEC6 method. We believe that ~7 charge cycles is close to the minimum of what can be used to consistently obtain accurate results.
S2. Integration Routines Employed S2.1 General Overview
In the limit of an arbitrarily fine grid spacing and sufficiently large cutoff radii, the converged DDEC6 properties should be independent of the specific choice of integration routine. The choice of integration routine primarily effects the computational efficiency and precision. The optimal integration routine depends on the type of input information available. A uniformly spaced grid is a convenient choice for quantum chemistry calculations using planewave basis sets, because this type of grid naturally lends itself to computing the electron and spin density grids via Fourier transform from the planewave coefficients. In general, using a uniformly spaced grid for charge partitioning is convenient when the quantum chemistry program (VASP, ONETEP, GPAW, etc.) used to generate the electron and spin distributions also uses this same grid type. A uniformly spaced grid is not the most computationally efficient choice for quantum chemistry calculations using
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Gaussian basis sets. For quantum chemistry calculations using Gaussian basis sets, computationally efficient atom-centered overlapping S1 and non-overlapping S2 grid types have been extensively described in the literature. Nevertheless, we used a uniformly spaced grid for all DDEC6 calculations described in this work. This was motivated by the fact that atom-centered overlapping and non-overlapping grids have not yet been programmed into the CHARGEMOL program used to compute the DDEC6 properties.
When using uniformly spaced grids, it is sometimes best to integrate core-like and valencelike electron distributions separately. Here, the term core-like electron distribution refers to an electron distribution concentrated near atomic nuclei. Core-like electron distributions can have extremely high density values near atomic nuclei. The term valence-like electron distribution refers to an electron distribution that has a significant fraction of its electrons in the atomic valence regions without extreme density spikes near the atomic nuclei. Unless special precautions are taken, the extreme density spikes near atomic nuclei in core-like electron distributions can lead to inaccurate integration of the number of core-like electrons. Using an extremely fine uniform grid to integrate the core-like electron distribution is one possible strategy, but this strategy would be too computationally expensive and impractical. Instead, we integrate the core-like and valencelike electron distributions separately. Then we correct the core-like density grid to force it to integrate to the correct number of core-like electrons. With this correction in place, accurate integrations over the core-like density grid can be performed. The following Section S2.2 describes details of this core grid correction.
During DDEC analysis of VASP PAW quantum chemistry calculations, the precision of integrating valence-like electron distributions was improved using the valence occupancy correction and all-electron spin density approximation described in the Supporting Information Section E (pages S9-S10) of Manz and Sholl.
S3
During DDEC analysis of GAUSSIAN 09 generated wfx files, the precision of integrating electron and spin distributions and multipole moments was improved using the valence occupancy corrections described in the Supporting Information Section F (pages S10-S11) of Manz and Sholl. S3 In the present work, we made two additional improvements in computational efficiency. point. This produced computational savings by avoiding recomputing these terms for every Gaussian basis set product within each block. Second additional improvement in computational efficiency: We added a grid interpolation scheme to increase the computational efficiency of generating valence, core, and spin density grids from Gaussian basis set coefficients. This grid
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interpolation decreases the computational cost by a factor of approximately five or more with negligible impact on the computational precision. Specifically, we used a set of grids explicitly including every n th grid point along each lattice direction, with n = 1 (finest), 2, 3, 4, 6, 8, or 12 (coarsest) . The finest grid (i.e., n = 1) had a uniform spacing of ~0.14 bohr. Each Gaussian basis set product was assigned to one of these grids according to how diffuse it was. Specifically, a Gaussian basis set product proportional to   2 0 exp r r   was assigned to grids according to the following scheme:
(1) If  > 5 (atomic units), the Gaussian basis set product was assigned to the core-like density grid with analytic integration to compute the occupancy corrections. This grid had a uniform spacing of ~0.14 bohr. (2) If 5 0.4    (atomic units), the Gaussian basis set product was assigned to the n=1 valence density grid. This grid had a uniform spacing of ~0.14 bohr. scheme scales the coarseness of the grid in the exact same manner that  scales. This means the 'relative coarseness' of the grid remains approximately constant independent of the  value. The valence and spin density contributions for each Gaussian basis set product were computed on the corresponding assigned n th grid. For each Gaussian basis set product, a renormalization factor of up to ±5% was applied to ensure it integrated to the proper value over the grid. S3 After all Gaussian basis set products were computed over the corresponding grids, the coarser grids were interpolated back onto the finer grids in the following order: (a) the n = 12 grid was interpolated back onto the n = 6 grid, (b) the n = 8 grid was interpolated back onto the n = 4 grid, (c) the n = 6 grid was interpolated back onto the n = 3 grid, (d) the n = 4 grid was interpolated back onto the n = 2 grid, (e) the n = 3 grid was interpolated back onto the n = 1 grid, and (f) the n = 2 grid was interpolated back onto the n = 1 grid. This has the effect of interpolating the n = 12 grid onto the n = 1 grid by first interpolating the n = 12 grid onto the n = 6 grid, then interpolating the n = 6 grid onto the n = 3 grid, and finally interpolating the n = 3 grid onto the n = 1 grid. By the sequence of steps (a) to (f), all of the coarser grids were finally interpolated onto the n = 1 grid. A linear interpolation was used in each of steps (a) to (f). Such a linear interpolation yields the same integral of each Gaussian basis product over the coarser and finer grids.
In this work, we used a 5 Å cutoff radius for or other values, depending on how many core-like electrons were written to the core density grid. Core grid correction is not necessary to compute accurate NACs. (When comparing NACs computed with to without this core grid correction, the NACs typically change by up to ~0.002 e due to integration artifacts arising from the finite grid spacing.) For example, the paper introducing the DDEC3 method did not use core grid correction. If an atomic nucleus falls directly on a grid point, the density at that grid point may be very high. During integration, the number of electrons contributed by a pixel is calculated as the electron density at that pixel times the pixel volume. For a pixel centered on an atomic nucleus, the average electron density in the volume occupied by the pixel is less than the electron density exactly at the nuclear position. Therefore, grid points centered directly at atomic nuclei will produce integration errors if the density is taken to be that at the nuclear position. This error can be removed by estimating and using the average density for each pixel volume in place of the point density at the nuclear position.
S2.2.2 Design Criteria
a) The core-like density assigned to each atom should integrate to the correct number of core-like electrons within a specified convergence tolerance (e.g., 10 -5 e). For example, if a calculation is performed with 2 core electrons in Mg, the assigned core density for this atom should integrate to between 1.99999 and 2.00001 e. This is done by correcting the core density for pixels with the highest core density (i.e., the nuclear cusps). b) The core grid correction should never produce a negative core-like electron density for any grid point.
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S9 c) For a particular atom, the core grid correction should not change the relative ordering of grid point core-like densities. Specifically, if grid point 1 contains a higher core-like density assigned to atom A than grid point 2, then after the correction is applied this should still be the case. d) Because nuclear cusps contribute most of the integration error, the core grid correction should be localized to those grid points with the highest core-like densities (i.e., those closest to atomic nuclei). e) The core grid correction should not interfere with the exponential decay constraint applied to the     core AA wr. Recall that atomic core densities decay at least as fast as exp(-2rA) where rA is in bohr. This constraint is applied during the core partitioning. Consider two grid points near nucleus A such that grid point 1 is closer to nucleus A than grid point 2. Then,
where 1 r and 2 r are the distances from grid points 1 and 2, respectively, to nucleus A. 
S2.2.3 Iterative Algorithm
beginning with the second radial shell and continuing outward to the last radial shell. The calculation then repeats the sequence of steps b) to d) until it converges and exits in step c).
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S2.2.3.2 Iterations to correct the core density grid
For atoms having no core-like electrons assigned to the core grid (e.g., if over the set of all grid points. 
RSC Advances
S11
The calculation then repeats the sequence of steps a) to f) until it converges and exits in step d). A. This can be due to a nucleus falling directly on a grid point, in which case the core density near this nucleus is too high and Eq. (S27) appropriately decreases it. Alternatively, this case can arise if the assigned core density is too diffuse for any reason. The lowering of core density near this nucleus together with constraint (S3) corrects the problem of too much core density being assigned to this atom.
S2.2.4 Proof this Iterative Algorithm Satisfies the Design Criteria
S2.2.5 What features cause this scheme to converge rapidly and robustly?
a) The correction is localized to regions with highest , this means about 13 iterations are required to decrease a grid point density by a factor of 10 3 . Because the approach to convergence is smooth and the core density assigned to each grid point is never off by more than a factor of 10 6 , this means convergence is always achieved in fewer than 40 iterations. In practice, convergence is nearly always achieved in fewer than 20 iterations.
S3. Computational Algorithm for Convex Functional S3.1 Iterative Algorithm
The complex functional was optimized using the following procedure. First, 
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The fifth (i.e., i5  ) and latter charge cycles form an iterative process to achieve a selfconsistent solution. The fifth charge cycle starts with the following initial estimates:
w r r  , 5 A 0 , and 5 A C1  . These are refined to self-consistency using the following sequence of steps in the fifth and latter charge cycles:
1. In the first loop over grid points and atoms, the following sum is computed at each grid point:
2. In the second loop over grid points and atoms, the following quantities are computed: changes between successive charge cycles were less than 10 -5 e and 10 -5 e/bohr 3 , respectively, for each atom two consecutive times in a row then the calculation is considered converged. Starting with the 10 th charge cycle, the calculation breaks at this point if it is considered converged. If it is not converged or the charge cycle is less than 10, the calculation proceeds to # 4 below. This iterative process is continued until the calculation satisfies the convergence criteria and breaks in step #3 above.
We now show that convergence of The careful reader will observe the quantity uA appearing in Eq. (S37) for the Convex functional has a different form than the quantity uA appearing in Eq. (77) 
The safest approach corresponds to setting uA to its approximate upper bound. (This corresponds to estimating A  changes conservatively to minimize overshoot.) This explains the basis for the form of uA appearing in Eq. (S37).
S3.2.2 Derivation of the constant value in Eq. (S39)
To derive this constant, we construct a convergence model in which the error at charge cycle i is characterized by 
Eq. (S55) therefore implies that within overlapping atomic regions
where we have used the definition 
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Applying once more,
Combining Eqs. (S53) with (S60) and (S61) yields
Therefore, the sum of A  changes over three successive charge cycles is
The key to deriving an appropriate value for the constant is to note that eventually the   
The approximately optimal constant corresponds to the equality condition. Solving Eq. (S65) yields 
We begin by defining a set of variables that quantify the approach to convergence: Computational tests on real systems studied with the CHARGEMOL program, as well as numerical model systems studied in spreadsheet, showed that convergence in the fewest number of charge cycles is achieved when the constant m is set to the largest value giving non-oscillatory convergence. For steady non-oscillatory convergence, the errors are reduced to a nearly constant fraction between successive charge cycles: 
We optimize the convergence parameter m for the case where the val A N0  applies but is non-binding; that is, for the case where
In this case, substituting Eq. (S75) into (S76) gives
which simplifies to the characteristic equation
S22
The limiting value of f occurs when the discriminant (i.e., quantity under square root) is zero:
Substituting Eq. (S81) into (S79) yields the limiting value of f:
We chose the following form for our convergence accelerator: (S72)) and taking the logarithm yields
w r r r ln ln ln w r r 1 a r a w r
Inserting Eqs. (S70) and (S71) into (S84) and simplifying for A 0  yields
Inserting Eqs. (S74) and (S75) into (S85) yields
For small
where the rightmost side follows from Eq. (S74). For small
where the rightmost side follows from Eqs. (S72) and (S74). Using Eqs. (S87) and (S88) gives
r 1 1 r ln ln 1 a r a w r 1 a 1 1 r a 1 r
which when expanded at first-order for , respectively. A reasonable approximation is that the NACs on the fourth charge cycle are within ~±0.2 e of the final NACs. Substituting into Eq. (S93) with f 1 1/ 2  yields charge_cycles ≤ 14. Indeed, more than 99% of the materials studied in this paper converged within 14 charge cycles when using the Convex functional with the convergence accelerator.
We performed an extensive set of computational tests confirming all aspects of the theory described above. These computational tests included both tests on real materials using the CHARGEMOL code as well as numerical finite difference models in spreadsheet. All aspects of the above theory were doubly confirmed (i.e., both for the real materials and for the finite difference models), including:
1. The errors between successive charge cycles follows a nearly constant ratio f. 2. We compared f values for m = 0 and the optimal m value (i.e., also a = 0 and the optimal a value) for both  = 1/2 and 1/3. All of the computational results were in precise agreement with Eq. (S79). In these cases, the number of charge cycles required for convergence closely followed Eq. (S93). 3. As m and a are decreased below their optimal values, the calculation takes more charge cycles to converge. As m and a are increased above their optimal values, the calculations mr . S4 The DDEC spin partitioning method uses an optimized convergence algorithm that achieves convergence as rapidly as feasible. S4 For the same reasons as described above, the DDEC spin partitioning method converges at the same rate for all materials with a constant error fraction between successive spin cycles. Theoretical analysis shows the optimal f value depends only on  independent of the particulars of the optimization scheme. Specifically, the analog of 
Indeed, all of the collinear and non-collinear magnetic materials we have examined to date followed Eq. (S96). All of the DDEC methods use the same spin partitioning algorithm. S4 Thus, the spin partitioning convergence properties are equivalent whether using the DDEC3, DDEC6, or Convex functional for charge partitioning. In summary, a key advantage of our methodology is that both the charge and spin partitioning converge within a small number of cycles for all materials.  is used to compute the estimate ). Having refined the lower and upper bounds, we repeat the bisection, parabolic fitting, and linear interpolation steps in the next iteration to reach a tighter yet lower and upper bound. This process is repeated until convergence. Because this algorithm cuts the size of the search domain by better than half in each reshaping cycle, it is mathematically guaranteed to always converge to the correct solution in a few reshaping cycles. In practice, we found this process converges magnificently, with one or two cycles of parabolic fitting and linear interpolation usually sufficient to achieve a precision of 10 -10 electrons. Initialize the following quantities: , completed_steps = 3, , and charge_cycle = 4.
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Compute and store:
Compute and store for current position only: Apply constraints to ensure atom tails not too diffuse: Reshape to get as shown in Figure S3 .
Use this sequence to apply constraints ensuring atom tails not too contracted:
