Abstract. For any given natural d 1 we provide examples of rational self-maps of complex projective plane P 2 of degree d without (holomorphic) fixed points. This makes a contrast with the situation in one dimension. We also prove that the set of fixed point free rational self-maps of P 2 is closed (modulo "degenerate" maps) in some natural topology on the space of rational self-maps of P 2 .
degree of f is the number of preimages of a generic point. The goal of this note is to prove the following: Theorem 1.1. For any given integer d 1 there exist rational self-maps f : P 2 → P 2 of degree d without holomorphic fixed points.
One of the reasons for the interest in fixed points of meromorphic maps lies in the attempt to understand what should be an analog of a Lefschetz Fixed Point Formula in meromorphic case, see ex. [B] and [BK] .
In Section 4 we define a natural topology on the space M(P 2 ) of meromorphic selfmaps of the complex projective plane. Denote by F F ix(P 2 ) the set of fixed point free meromorphic self-maps of P 2 . By DF ix(X) the subset of M(P 2 ) which consists of the maps with a curve of fixed points (i.e., in some sense they are degenerate maps). DF ix(X) is a closed subset of M(P 2 ). We prove the following:
Theorem 1.2. The set F F ix(P 2 ) ∪ DF ix(P 2 ) is closed in M(P 2 ).
I.e., a sequence of fixed point free meromorphic mapping converge either to a fixed point free meromorphic map, or to a map with a curve of fixed points. Notice that by the Theorem 1.1 the set F F ix(P 2 ) ∪ DF ix(P 2 ) is a proper subset of M(P 2 ).
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Examples in the product of projective lines
We shall work first with P 1 × P 1 as a model of the complex projective plane, because in this manifold the geometric picture is particularly clear and formulas are simpler. Then we shall transfer our examples to P 2 .
Equation for the fixed points.
From what was said above in the Introduction it is clear that in order to produce mappings without fixed points one needs to produce mappings f such that Γ f intersects the diagonal D in P 1 × P 1 × P 1 × P 1 only over the points of indeterminacy of f .
Every rational self-map f :
, where f j (z 1 , z 2 ), j = 1, 2, are rational functions of two complex variables. A point p = (z 1 , z 2 ) ∈ P 1 ×P 1 is a fixed point for f if and only if both f 1 and f 2 are holomorphic in a neighborhood of p and
(2.1)
When writing (2.1) we mean always affine coordinates. If a fixed point p has one or both of its coordinates equal to ∞ then one should take an appropriate affine coordinates in a neighborhood of p and appropriately rewrite (2.1). But holomorphicity here means holomorphicity with values in P 1 . Figure 1 . Curves C 1 and C 2 are defined by equation (2.1). Points of intersection of these curves are the fixed points of our map unless they are indeterminacy points at the same time. Points, marked by asterisks, are indeterminacy points. Therefore, on this picture a is a fixed point, but b, c and d are not.
These are complex curves and their intersection C 1 ∩ C 2 contains all fixed points of f . More precisely, if by I(f ) we denote the indeterminacy set of f then F ix(f ) = (C 1 ∩C 2 )\I(f ). Here F ix(f ) stands for the set of (holomorphic) fixed points of f . Remark, finally, that a point p = (z 1 , z 2 ) is an indeterminacy point of f if it is an indeterminacy point of at least one of f 1 or f 2 .
Let us try to find rational functions f 2 such that for f 1 (z 1 , z 2 ) = z 2 z 1 the rational map
Remark that in order for F ix(f ) to be an empty set any solution λ of (2.2) should be either 0 or ∞ or, otherwise, λ should be the root of both polynomials P (z, z 2 ) and Q(z, z 2 ). More precisely the following is true:
Lemma 2.1. Let P and Q be relatively prime and suppose that every non-zero root of
is the root of both P (z, z 2 ) and Q(z, z 2 ). Then the map
has no fixed points in
Proof. Suppose that p = (z 1 , z 2 ) is a fixed point of f . Then p = (0, 0), (∞, ∞) and z 2 = z 2 1 , i.e., p = (z, z 2 ) for some non-zero complex number z. In addition we have that P (z 1 , z 2 ) = z 2 Q(z 1 , z 2 ) and this implies that P (z, z 2 ) − z 2 Q(z, z 2 ) = 0. Therefore z is the root of both P (z, z 2 ) and Q(z, z 2 ) by the assumption of the Lemma. But that means that our point p = (z, z 2 ) belong to the zero divisor of both P and Q. Since they are relatively prime, the point p is an indeterminacy point of f 2 = P Q . Remark 2.1. Two polynomials P (z 1 , z 2 ) and Q(z 1 , z 2 ) are relatively prime if their zero divisors do not have common component. This is easily checked when P and Q are simple enough.
2.2. Examples. Now let us give a list of examples following from Lemma 2.1. Let's start, for the sake of clarity, with low degrees.
Example 2.1. Consider the map
In this case P (z 1 , z 2 ) = z 2 1 − 1 and Q(z 1 , z 2 ) = z 2 − 1. P and Q are obviously relatively prime. Moreover, polynomials P (z, z 2 ) = z 2 − 1 and Q(z, z 2 ) = z 2 − 1 do satisfy the condition of Lemma 2.1. Really:
Therefore this map has no fixed points. The degree of f is 2, the indeterminacy points are: (0, 0), (∞, ∞), (±1, 1).
Example 2.2. Consider the map
Condition of Lemma 2.1 is again satisfied. The degree of f is 3, the indeterminacy points are: (0, 0), (∞, ∞), (1, 1), (2, 4) and ( 
are obviously relatively prime (think about their zero divisors). To check Lemma 2.1 write
Therefore the condition of Lemma 2.1 is satisfied. The degree of f is 2d + 2. 
(2.6)
are again relatively prime and
where
. Therefore the condition of Lemma 2.1 is again satisfied. The degree of f is 2d + 3.
More examples.
One can produce in a similar way other examples. For example one may take as f 1 (z 1 , z 2 ) = z 2 z k 1 and then look for f 2 (z 1 , z 2 ) =
with the condition that P and Q are relatively prime and every non-zero root of P (z, z k+1 ) − z k+1 Q(z, z k+1 ) should be a root of both P (z, z k+1 ) and Q(z, z k+1 ). With such f 2 the map f = (f 1 , f 2 ) will not have fixed points. Its degree will be at least k plus degree of f 2 in z 2 .
Example 2.5. Consider the following map
Thenf p has no fixed points to.
Proof. Denote by E p the exceptional divisor of the blow-up, by X p the obtained surface and by π 0 : X p → X the corresponding blow-down map which sends E p to {p}. Lift f to X p and denote by f p : X p → X p the lifted map, i.e., f p := π −1 0 • f • π 0 . Claim 1. f p has no fixed points. By q j denote the preimages of q j for j = 1, ..., d and by s that of s. Likewise denote by I(f ) the indeterminacy set of f as well as its preimage under π 0 . Then I(f p ) = {I(f ); q 1 , ..., q d }. Really, π 0 is biholomorphic near every point from I(f ) and therefore it remains an indeterminacy point also for f p . As for, say q 1 , the map f sends it to p and π −1 0 blows it up. So q 1 becomes to be an indeterminacy point of f p . For any other point r ∈ X p both π 0 is regular at r and f is regular at π 0 (r) and f (π 0 (r)) = p. Therefore π −1 0 is regular at f (π 0 (r)). Suppose r ∈ X p is a fixed point for f p . Then r ∈ {I(f ); q 1 , ..., q d }. If in addition r ∈ E p then both r and f p (r) belong to the domain where π 0 is biholomorphic. Therefore f p (r) = r would imply f (π 0 (r)) = π 0 (r) and this is not the case. The only case left is r ∈ E p . But hen π 0 sends r to p and f further to s = p. Finally π −1 (s) ∈ E p and we are done.
Let π 1 : X p → X 1 be the blow-down of l 1 and let
1 be the pulled down map. Set s 1 = π 1 (l 1 ).
Claim 2. f 1 has no fixed points as well. Start form s 1 , which is the only "new" point in X 1 . It is an indeterminacy point for f 1 . Really, π −1 1 (s 1 ) = l 1 and f p (l 1 ) is not a point because f (l 1 ) is not a point by the assumption. At the same time f p (l 1 ) ⊂ E p , because again f (l 1 ) = π 0 (f (l 1 )) should not be a point. Therefore s 1 is not a fixed point of f 1 .
Take any other point r ∈ X 1 . π 1 is biholomorphic near r and therefore would r be a fixed point for f 1 the point π −1 1 (r) would be a fixed point for f p . Which cannot happen according to the Case 1.
Let π 2 : X 1 → X 2 be the blow-down of l 2 and let f 2 := π 2 • f 1 • π −1 2 be the pulled down map. Set s 2 = π 2 (l 2 ).
Claim 3. f 2 has no fixed points to. The proof is the same as for Claim 2. But X 2 ≡ CP 2 and we are done.
The relevance of this Proposition to our task is clear: for a given map f a generic choice of p will satisfy conditions (i) , (ii) of Proposition 3.1 and therefore the lifted mapf p will be also without fixed points if such was f .
Closure of the set of fixed point free rational maps
In Theorem 1.1 we proved that the set of fixed point free rational self-maps of P 2 is not empty. Now we are going to prove that it is also closed modulo degenerate maps.
4.1. Topology on the space of rational maps. Possible notions of convergence on the space of meromorphic mappings M(X, Y ) between complex manifolds (or, spaces) are discussed in [I] . For us in this paper an appropriate one is the following. Let {f n } be a sequence of meromorphic maps from complex manifold into X a complex manifold Y . Definition 4.1. We say that f n strongly converges on compacts in X to a meromorphic map f :
(4.1)
Here by H − lim we denote the limit in the Hausdorff metric, supposing that both X and Y are equipped with some Hermitian metrics. Remark that this notion of convergency doesn't depend on a particular choice of metrics. We say that f n converge weakly, if their graphs converge i Hausdorff metric, see [I] for more details about relation between strongly and weakly converging sequences of meromorphic mappings. The definition of strong convergence agrees well with the usual notion of convergence of holomorphic mappings. Namely, in [I] we proved the following: ii) If f n are holomorphic then f is also holomorphic and f n −→ f on compacts in X.
4.2. Proof of Theorem 1.2. In the case of compact X the notion of strong convergence (and corresponding topology on the space M(X)) is also well adapted for understanding the structure of the space of meromorphic self-maps of X. We shall not discuss here the general case any more, but just turn to our case X = P 2 (or,
,s=0 of subspaces, indexed by the degree d and the "skew-degree" s. Each M d,s is infinite dimensional. If we equip P 2 with the Fubini-Studi metric form ω of total volume one then
The volume of the graph of f will be Vol(Γ f ) = d + 1 + 2s. Now if {f n } ⊂ M d,s , then by Bishop compactness theorem we know that some subsequence {Γ fn k } converge to an analytic set Γ. This Γ naturally decomposes as the union of compact components:
where Γ f is a graph of some meromorphic f , Γ δ projects to points and Γ s to curves under the natural projection π 1 : P 2 × P 2 → P 2 onto the source. Now Vol(Γ δ ) contributes to the first integral in (4.2), i.e., to the degree and Vol(Γ s ) to the second, i.e., to the skew-degree. Therefore if the Hausdorff limit of Γ fn k is different from Γ f our subsequence diverge from M d,s . Summing up we conclude that each M d,s is closed in the strong topology we introduced (and is relatively compact in the weak one). Now let us prove the Theorem 1.2 from the Introduction. Denote by F ix(P 2 ) the set of rational self-mappings of P 2 admitting at least one fixed point. Let f n have no fixed points and converge strongly to f . First of all we remark that Theorem 2 from [I] implies that a strongly converging sequence has bounded volume. From this fact and from what was said above we see that f n for n >> 1 and f belong to the same component M d,s . If f ∈ F ix(P 2 ) \ DF ix(P 2 ) then Γ f intersects the diagonal D by an isolated point p = (p, p). But then f n , converging to f , should be holomorphic in a neighborhood of p and converge to f as holomorphic mappings by Rouché's Principle. Therefore they should have their graphs intersect D by the standard version of Rouché theorem for vector functions. Contradiction.
Let us end up with an explicit example when a sequence without fixed points converge to a map with a curve of fixed points.
Example 4.1. Take θ n to be irrational modulo 2π and converging to zero. Take the following self-maps of P 2 : f n : [z 0 : z 1 : z 2 ] → z 0 z 1 : z 0 z 2 : e iθn z 1 z 2 . Then it is straightforward to check that f n have no fixed points. But the limit map f n : [z 0 : z 1 :
z 2 ] → z 0 z 1 : z 0 z 2 : z 1 z 2 has the curve {z 2 z 0 = z 2 1 } of fixed points.
