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Abstract
In this paper, we discuss subgroups of the automorphism group of the polynomial ring in n
variables over a field of characteristic zero. An automorphism F is said to be co-tame if the sub-
group generated by F and affine automorphisms contains the tame subgroup. In 2017, Edo-Lewis
gave a sufficient condition for co-tameness of automorphisms. Let ELn be the set of all automor-
phisms satisfying Edo-Lewis’s condition. Then, for a certain topology on the automorphism group
of the polynomial ring, any element of the closure of ELn is co-tame. Moreover, all the co-tame
automorphisms previously known belong to the closure of ELn. In this paper, we give the first
example of co-tame automorphisms in n variables which do not belong to the closure of ELn.
1 Introduction
Let k be a field of characteristic zero, k[x] := k[x1, . . . , xn] the polynomial ring in n variables over
k, and Autkk[x] the automorphism group of the k-algebra k[x]. We write each φ ∈ Autkk[x] as
φ = (φ(x1), . . . , φ(xn)). We say that φ ∈ Autkk[x] is affine if φ = (x1, . . . , xn)A + b for some
A ∈ GLn(k) and b ∈ kn, and triangular if
φ = (a1x1 + f1, . . . , aixi + fi, . . . , anxn + fn)
for some ai ∈ k∗ and fi ∈ k[x1, . . . , xi−1]. We denote by Affn(k) (resp. BAn(k)) the set of affine (resp.
triangular) automorphisms of k[x]. Then, Affn(k) and BAn(k) are the subgroups of Autkk[x]. Note
that τa := (x1, . . . , xn) + a is an element of Affn(k) for each a ∈ kn, and Trn(k) := {τa | a ∈ kn} is a
subgroup of Affn(k).
We say that φ ∈ Autkk[x] is tame if φ belongs to the tame subgroup TAn(k) := 〈Affn(k),BAn(k)〉.
Jung [6] and van der Kulk [7] showed that Autkk[x1, x2] = TA2(k). In fact, Autkk[x1, x2] is the
amalgamated free product of Aff2(k) and BA2(k) over Aff2(k)∩BA2(k) (cf. [8, Part I, Theorem 3.3.]).
In 1972, Nagata [8] conjectured that ψ ∈ Autkk[x1, x2, x3] defined by
ψ(x1) = x1 + 2(x1x3 − x22)x2 + (x1x3 − x22)2x3, ψ(x2) = x2 + (x1x3 − x22)x3
and ψ(x3) = x3 is not tame. In 2004, this famous conjecture was solved in the affirmative by Shestakov-
Umirbaev [9], [10]. When n ≥ 4, it is not known whether Autkk[x] = TAn(k).
In this paper, we study co-tame automorphisms defined as follows.
Definition 1.1 (Edo [2]). φ ∈ Autkk[x] is said to be co-tame if 〈φ,Affn(k)〉 ⊃ TAn(k).
No element of Autkk[x1, x2] is co-tame because of the amalgamated free product structure of
TA2(k) mentioned above (see [3]). When n ≥ 3, it is difficult to decide co-tameness of elements of
Autkk[x] in general. The first example of co-tame automorphism was gave by Derksen. He showed
that the triangular automorphism (x1, . . . , xn−1, xn + x21) is co-tame if n ≥ 3 (cf. [5, Theorem 5.2.1]).
More generally, Bodnarchuck [1] showed that every non-affine element of BAn(k) ◦ Affn(k) ◦ BAn(k)
is co-tame. In 2013, Edo showed that a certain class of non-tame automorphisms, including Nagata’s
automorphism, are co-tame. This result was recently generalized by Edo-Lewis [4] as follows.
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Theorem 1.2 (Edo-Lewis). Assume that n ≥ 3. If φ ∈ Autkk[x] \ Affn(k) satisfies the following
condition (†), then φ is co-tame:
(†) There exists a ∈ kn \ {0} such that {φ ◦ τb ◦ φ−1 | b ∈ ka} ⊂ Affn(k).
We note that Edo-Lewis proved Theorem 1.2 in the case where a is a coordinate unit vector of kn,
but it easily implies the statement above. Indeed, for any a ∈ kn, there exists α ∈ Affn(k) such that
α ◦ {φ ◦ τb ◦ φ−1 | b ∈ ka} ◦ α−1 = {ψ ◦ τc ◦ ψ−1 | c ∈ k(1, 0, . . . , 0)},
where ψ := α ◦ φ ◦ α−1. Moreover, ψ is co-tame if and only if φ is co-tame. In 2015, Edo-Lewis [3]
gave the first example of automorphisms which are not co-tame. They found such automorphisms in
TA3(k) \Aff3(k).
The purpose of this paper is to construct a co-tame automorphism φ of k[x] with the following
property:
(‡) 〈φ,Tr3(k)〉 is the free product of 〈φ〉 and Trn(k), and 〈φ,Trn(k)〉 ∩Affn(k) = Trn(k).
Here, φ satisfies (‡) if and only if φ satisfies φi1 ◦ τa1 ◦ · · · ◦ φis−1 ◦ τas−1 ◦ φis /∈ Affn(k) for any
i1, . . . , is ∈ Z \ {0} and a1, . . . ,as−1 ∈ kn \ {0} with s ≥ 1.
We claim that such co-tame automorphisms are essentially new. To explain this, we introduce a
topology which is due to S. Kuroda. In general, let G be a group, and H a subgroup of G. For each
S ⊂ G, we define SH to be the set of g ∈ G such that 〈g,H〉 ∩ S 6= ∅. Then, one can easily check that
2G 3 S 7→ SH ∈ 2G is a closure operator. We remark that, if A and T are subsets of G with H ⊂ A,
then the set of g ∈ G satisfying 〈g,A〉 ⊃ T is a closed subset of G for this topology.
Now, we consider the topology on Autkk[x] defined as above for G = Autkk[x] and H = Trn(k).
Then, the set CTn of co-tame automorphisms of k[x] is a closed subset of Autkk[x] by the remark.
Let ELn be the set of φ ∈ Autkk[x] satisfying (†). Then, we have
Affn(k) ◦ ELn ◦Affn(k) ⊂ ELn ⊂ CTn.
Since CTn is closed, we get EL
Trn(k)
n ⊂ CTn. It is notable that all the co-tame automorphisms
previously known belong to EL
Trn(k)
n (cf. [2], [4]). On the other hand, a co-tame automorphism
satisfying (‡) does not belong to ELTrn(k)n .
2 Main result
A k-linear map D : k[x]→ k[x] is called a k-derivation on k[x] if D satisfies D(fg) = fD(g) +D(f)g
for all f, g ∈ k[x]. If D is a k-derivation on k[x], then we can write
D = D(x1)
∂
∂x1
+ · · ·+D(xn) ∂
∂xn
.
We say that a k-derivation D on k[x] is locally nilpotent if there exists a positive integer l such that
Dl(f) = 0 for every f ∈ k[x]. We denote by Derkk[x] (resp. LNDkk[x]) the set of k-derivations (resp.
locally nilpotent k-derivations) on k[x]. If D ∈ LNDkk[x] and f ∈ kerD, we have fD ∈ LNDkk[x]
since D(fg) = fD(g) for all g ∈ k[x]. We say that D ∈ Derkk[x] is triangular if D(xi) ∈ k[x1, . . . , xi−1]
for all 1 ≤ i ≤ n. If D is triangular, then D ∈ LNDkk[x]. Given D ∈ LNDkk[x], we define a exponential
automorphism expD ∈ Autkk[x] by
(expD)(f) :=
∞∑
i=0
Di(f)
i!
for all f ∈ k[x].
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We define σ ∈ Autkk[x] by σ(xi) := xn−i+1 for i = 1, . . . , n, and set
D :=
n−1∑
j=1
(n− j)xj+1 ∂
∂xj
, (1)
D′ := σ ◦D ◦ σ =
n∑
j=2
(j − 1)xj−1 ∂
∂xj
. (2)
Since we can regard D as a triangular derivation by changing the ordering of variables, D and D′ are
locally nilpotent.
We define a polynomial f[n] as follows. When n = 2m− 1 with m ≥ 2, we define
f[2m−1] :=
1
2
2m−1∑
i=1
(−1)i−1
(
2m− 2
i− 1
)
xix2m−i. (3)
Then, we see that σ(f[2m−1]) = f[2m−1]. When n = 2m with m ≥ 2, we define
f[2m] := D(f[2m−1])2 − 2D2(f[2m−1])f[2m−1]. (4)
We have the following theorem.
Theorem 2.1. If n ≥ 3, then f[n] belongs to kerD ∩ kerD′.
The following is our main theorem in this paper.
Theorem 2.2. In the notation above, the following assertions hold for each l ≥ 1:
(i) φ := exp f l[n]D ◦ expD′ ◦ exp(−f l[n]D) is co-tame.
(ii) G := 〈φ,Trn(k)〉 is the free product of 〈φ〉 and Trn(k), and G ∩ Affn(k) = Trn(k). Hence, φ
satisfies (‡).
3 Proof of Theorem 2.1
(I) When n = 2m− 1 with m ≥ 2
Let f := f[2m−1]. Here, we remark σ(f) = f . Hence, if f ∈ kerD, then we have f ∈ kerD′ since
D′ := σ ◦D ◦ σ. Thus, it suffices to f ∈ kerD.
By computation, we have
D(2f) = D
(
2m−1∑
i=1
(−1)i−1
(
2m− 2
i− 1
)
xix2m−i
)
=
2m−1∑
i=1
(−1)i−1
(
2m− 2
i− 1
)
D(xi)x2m−i +
2m−1∑
i=1
(−1)i−1
(
2m− 2
i− 1
)
xiD(x2m−i)
=
2m−2∑
i=1
(−1)i−1
(
2m− 2
i− 1
)
· (2m− 1− i) · xi+1x2m−i
+
2m−1∑
i=2
(−1)i−1
(
2m− 2
i− 1
)
· (i− 1) · xix2m−i+1.
Since
(
2m−2
i−1
) · (2m− 1− i) = (2m−2i ) · i, the right-hand side of equality above is equal to
2m−2∑
i=1
(−1)i−1
(
2m− 2
i
)
· i · xi+1x2m−i +
2m−1∑
i=2
(−1)i−1
(
2m− 2
i− 1
)
· (i− 1) · xix2m−i+1 = 0.
This proves f ∈ kerD.
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(II) When n = 2m with m ≥ 2
Let f := f[2m] and f
′ := f[2m−1]. Then, we have
D(f) = D(D(f ′)2 − 2D2(f ′)f ′)
= 2D2(f ′)D(f ′)− 2D3(f ′)f ′ − 2D2(f ′)D(f ′)
= −2D3(f ′)f ′.
Thus, we show D3(f ′) = 0. By computation, we have
D(2f ′)
= D
(
2m−1∑
i=1
(−1)i−1
(
2m− 2
i− 1
)
xix2m−i
)
=
2m−1∑
i=1
(−1)i−1
(
2m− 2
i− 1
)
D(xi)x2m−i +
2m−1∑
i=1
(−1)i−1
(
2m− 2
i− 1
)
xiD(x2m−i)
=
2m−1∑
i=1
(−1)i−1
(
2m− 2
i− 1
)
· (2m− i) · xi+1x2m−i
+
2m−1∑
i=1
(−1)i−1
(
2m− 2
i− 1
)
· i · xix2m−i+1
=
2m∑
i=2
(−1)i−2
(
2m− 2
i− 2
)
· (2m− i+ 1) · xix2m−i+1
+
2m−1∑
i=1
(−1)i−1
(
2m− 2
i− 1
)
· i · xix2m−i+1
= 2x1x2m +
2m−1∑
i=2
(−1)i−1
((
2m− 2
i− 1
)
· i−
(
2m− 2
i− 2
)
· (2m− i+ 1)
)
xix2m−i+1.
Since
(
2m−2
i−2
) · (2m− i) = (2m−2i−1 ) · (i− 1) for i = 2, . . . , 2m− 1, the right-hand side of equality above
is equal to
2x1x2m +
2m−1∑
i=2
(−1)i−1
((
2m− 2
i− 1
)
· i−
(
2m− 2
i− 1
)
· (i− 1)−
(
2m− 2
i− 2
))
xix2m−i+1
= 2x1x2m +
2m−1∑
i=2
(−1)i−1
((
2m− 2
i− 1
)
−
(
2m− 2
i− 2
))
xix2m−i+1.
Thus, we know that σ(D(f ′)) = D(f ′). Next, we calculate D2(2f ′). For i = 2, . . . 2m− 1, we have
D
(((
2m− 2
i− 1
)
−
(
2m− 2
i− 2
))
xix2m−i+1
)
=
((
2m− 2
i− 1
)
−
(
2m− 2
i− 2
))
(D(xi)x2m−i+1 + xiD(x2m−i+1))
=
((
2m− 2
i− 1
)
−
(
2m− 2
i− 2
))
((2m− i)xi+1x2m−i+1 + (i− 1)xix2m−i+2)
=
(
2m− 2
i− 1
)
(2m− 2i+ 1)xi+1x2m−i+1 +
(
2m− 2
i− 2
)
(2m− 2i+ 1)xix2m−i+2.
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Thus, we have
D2(2f ′) = 2(2m− 1)x2x2m +
2m−1∑
i=2
(−1)i−1
(
2m− 2
i− 1
)
(2m− 2i+ 1)xi+1x2m−i+1
+
2m−1∑
i=2
(−1)i−1
(
2m− 2
i− 2
)
(2m− 2i+ 1)xix2m−i+2
= 2(2m− 1)x2x2m +
2m∑
i=3
(−1)i−2
(
2m− 2
i− 2
)
(2m− 2i+ 3)xix2m−i+2
+
2m−1∑
i=2
(−1)i−1
(
2m− 2
i− 2
)
(2m− 2i+ 1)xix2m−i+2
= 4x2x2m + 2
2m−1∑
i=3
(−1)i−2
(
2m− 2
i− 2
)
xix2m−i+2
= 2
2m∑
i=2
(−1)i−2
(
2m− 2
i− 2
)
xix2m−i+2 = 4σ(f ′).
Now, D′(f ′) = σ◦D◦σ(f ′) = 0 holds by (I). This implies that D◦σ(f ′) = 0. Hence, we get D3(f ′) = 0.
Finally, since
σ(f) = σ(D(f ′))2 − 2σ(D2(f ′))σ(f ′) = D(f ′)2 − 2(2f ′)
(
1
2
D2(f ′)
)
= f,
we have f ∈ kerD ∩ kerD′.
4 Proof of Theorem 2.2 (i)
We fix an integer l ≥ 1. Let D, D′, f := f[n] and φ be as in Theorem 2.2. For p ∈ kerD, q ∈ kerD′
and a, b ∈ k∗, we set d := deg(f) ∈ {2, 4},
p := exp pD, 
′
q := exp qD
′,
µa := (a
n−1x1, . . . , an−2i+1xi, . . . , a−n+1xn), νb := (bx1, . . . , bxi, . . . , bxn).
Then, φ can be written as f l ◦ ′1 ◦ −f l .
Lemma 4.1. The following equalities hold for any a ∈ k∗ and b ∈ k:
(i) µa ◦ bf l = a−2bf l ◦ µa.
(ii) νa ◦ bf l = adlbf l ◦ νa.
(iii) µa ◦ ′b = ′a2b ◦ µa.
(iv) νa ◦ ′b = ′b ◦ νa.
Proof . Since µa ◦D ◦ µ−1a = a−2D and µa(f) = f , we have
µa ◦ bf lD ◦ µ−1a = µa(bf l) · (µa ◦D ◦ µ−1a ) = a−2bf lD.
Since f l = exp f
lD, it follows that
µa ◦ bf l ◦ µ−1a = exp(µa ◦ bf lD ◦ µ−1a ) = exp a−2bf lD = a−2bf l .
This proves (i). We can prove (ii), (iii) and (iv) similarly.
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Lemma 4.2. For each a ∈ k∗, we have 1−a ◦ ′−1 ◦ 1−a−1 ◦ ′a = µa−1 .
Proof . For a ∈ k∗, we define 2× 2 matries A(a), B(a) and C(a) by
A(a) :=
(
1 0
a 1
)
, B(a) :=
(
1 a
0 1
)
and C(a) :=
(
a 0
0 a−1
)
.
Then, we have
A(1− a)B(−1)A(1− a−1)B(a) = C(a−1). (5)
Let Vn−1 be a k-vector subspace of k[x, y] generated by {xn−iyi−1 | i = 1, . . . , n}. For M(a) ∈
{A(a), B(a), C(a)}, we define a k-linear map σM(a) : Vn−1 → Vn−1 by σM(a) = (x, y)M(a), and denote
by M ′(a) the matrix representation of σM(a) with reference to {xn−iyi−1 | i = 1, . . . , n}. Then, we
have
A′(1− a)B′(−1)A′(1− a−1)B′(a) = C ′(a−1) (6)
by (5). We put
A′(a) = (a1(a), . . . ,an(a)), B′(a) = (b1(a), . . . ,bn(a)) and C ′(a) = (c1(a), . . . , cn(a)).
By computation, we get
ai(a) =
n−i∑
j=0
(
n− i
j
)
ajei+j , bi(a) =
i−1∑
j=0
(
i− 1
j
)
ajei−j and ci(a) = an−2i+1ei
for i = 1, . . . , n, where e1, . . . , en are the standard unit vectors of k
n. Now, since
a(xi) =
∞∑
j=0
aj
j!
Dj(xi) =
n−i∑
j=0
(
n− i
j
)
ajxi+j ,
′a(xi) =
∞∑
j=0
aj
j!
(D′)j(xi) =
i−1∑
j=0
(
i− 1
j
)
ajxi−j
and µa(xi) = a
n−2i+1xi for i = 1, . . . , n, we have
a = (x1, . . . , xn)A
′(a), ′a = (x1, . . . , xn)B
′(a) and µa = (x1, . . . , xn)C ′(a).
Thus by (6), we obtain 1−a ◦ ′−1 ◦ 1−a−1 ◦ ′a = µa−1 .
Now, we prove Theorem 2.2 (i). Fix u ∈ k∗ with 1− u2dl 6= 0, and define
σ1 := φ
−1 ◦ 1−u−dl ◦ µu2−1dl ◦ νu ◦ φ,
σ2 := νu−1 ◦ µu2−1dl ◦ 1−udl .
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We show that σ1 ◦ σ2 = (1−u2dl)f l . By Lemmas 4.1 and 4.2, we have
σ1 = φ
−1
:::
◦ 1−u−dl ◦ µu2−1dl ◦ νu ◦ φ:
= f l ◦ ′−1 ◦ −f l ◦ 1−u−dl ◦ µu2−1dl ◦ νu ◦ f l
::::::
◦ ′1 ◦ −f l (Lemma 4.1(ii))
= f l ◦ ′−1 ◦ −f l ◦ 1−u−dl ◦ µu2−1dl ◦ udlf l
::::::::::::
◦ νu ◦ ′1 ◦ −f l (Lemma 4.1(i))
= f l ◦ ′−1 ◦ −f l
:::
◦ 1−u−dl ◦ f l
::
◦ µu2−1dl ◦ νu ◦ ′1 ◦ −f l
= f l ◦ ′−1 ◦ 1−u−dl ◦ µu2−1dl ◦ νu ◦ ′1::::: ◦ −f l (Lemma 4.1(iv))
= f l ◦ ′−1 ◦ 1−u−dl ◦ µu2−1dl ◦ ′1
:::::::::
◦ νu ◦ −f l (Lemma 4.1(iii))
= f l ◦ ′−1 ◦ 1−u−dl ◦ ′udl
::::::::::::::::
◦ µu2−1dl ◦ νu ◦ −f l (Lemma 4.2)
= f l ◦ udl−1 ◦ µu−dl ◦ µu2−1dl
::::::::::::
◦ νu ◦ −f l
= f l ◦ udl−1 ◦ µu−2−1dl ◦ νu ◦ −f l
:::::::
(Lemma 4.1(ii))
= f l ◦ udl−1 ◦ µu−2−1dl ◦ −udlf l
:::::::::::::::
◦ νu (Lemma 4.1(i))
= f l
::
◦ udl−1 ◦ −u2dlf l
::::::
◦ µu−2−1dl ◦ νu
= (1−u2dl)f l ◦ udl−1 ◦ µu−2−1dl ◦ νu.
Therefore, we get
σ1 ◦ σ2 = (1−u2dl)f l ◦ udl−1 ◦ µu−2−1dl ◦ νu ◦ νu−1 ◦ µu2−1dl ◦ 1−udl
:::::::::::::::::::::::::::::::::::::::
= (1−u2dl)f l .
It is known that (1−u2dl)f l belongs to EL
Trn(k)
n (cf. [4, Theorem 12.]). Hence, (1−u2dl)f l is co-tame.
Since σ1 ◦ σ2 belongs to 〈φ,Affn(k)〉, it follows that
TAn(k) ⊂ 〈(1−u2dl)f l ,Affn(k)〉 ⊂ 〈φ,Affn(k)〉.
This proves that φ is co-tame.
5 Proof of Theorem 2.2 (ii)
The goal of this section is to prove the following proposition, which implies Theorem 2.2 (ii).
Proposition 5.1. For any i1, . . . , is ∈ Z \ {0} and a1, . . . ,as−1 ∈ kn \ {0} with s ≥ 1, we have
θ := φi1 ◦ τa1 ◦ · · · ◦ φis−1 ◦ τas−1 ◦ φis /∈ Affn(k). (7)
Let k[t,x] be the polynomial ring in n+ 1 variables over k, and pi : k[t,x]→ k[x] the substitution
map defined by t 7→ f . We identify k[t,x]/(t−f) = k[t,x]/ kerpi with k[x] via the isomorphism induced
from pi.
Let D˜, D˜′ ∈ LNDkk[t,x] be the extensions of D and D′ defined by D˜(t) = D˜′(t) = 0, respectively.
For each p ∈ ker D˜ and q ∈ ker D˜′, we define ˜p, ˜′q, φ˜ ∈ Autkk[t,x] by
˜p := exp pD˜, ˜′q := exp qD˜′ and φ˜ := ˜tl ◦ ˜′1 ◦ ˜−tl .
Then, φ˜ fixes t − f , since D˜ and D˜′ kill t − f . Hence, φ˜ induce an automorphism of k[t,x]/(t − f),
which is equal to φ by construction.
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For each a = (a1, . . . , an) ∈ kn, we define τ˜a ∈ Autkk[t,x] by
τ˜a := (t+ τa(f)− f, x1 + a1, . . . , xn + an)
Then, we have τ˜a(t− f) = t− f . The automorphism of k[x] induced from τ˜a is equal to τa. Therefore,
for θ in (7), we have
θ(x1) = θ(pi(x1)) = pi(θ˜(x1)), (8)
where θ˜ := φ˜i1 ◦ τ˜a1 ◦ · · · ◦ φ˜is−1 ◦ τ˜as−1 ◦ φ˜is .
Next, for p =
∑
i0,...,in≥0
ui0,...,int
i0xi11 · · ·xinn ∈ k[t,x] \ {0} with ui0,...,in ∈ k, we define
supp(p) := {(i0, . . . , in) ∈ Nn+1 | ui0,...,in 6= 0}.
For w = (w0, . . . , wn) ∈ Nn+1, we define
degw(p) := max{i0w0 + · · ·+ inwn | (i0, . . . , in) ∈ supp(p)}.
We write deg(p) := deg(1,...,1)(p). We denote by lt(p) the leading term of p for the lexicographic order,
i.e., the ordering defined by ti0xi11 · · ·xinn < tj0xj11 · · ·xjnn if im < jm for the first m with im 6= jm.
Now, we define w1,w2,w3 ∈ Nn+1 as follows:
w1 :=
n+1∑
i=1
ei, w2 := (n− 2)e1 +
n+1∑
i=2
(2n− i)ei, w3 :=
n+1∑
i=2
ei.
For each α, β ≥ 1, we define:
Pα,β := {p ∈ k[t,x] \ {0} | degw1(p) ≤ α+ β,degw2(p) ≤ (n− 2)α+ (n− 1)β, lt(p) ∈ k∗tαxβn},
Qα,β := {p ∈ k[t,x] \ {0} | degw3(p) ≤ β, lt(p) ∈ k∗tαxβ1},
Rα,β := {p ∈ k[t,x] \ {0} | degw3(p) ≤ β, lt(p) ∈ k∗tαxβn}.
We show that φ˜d(xi) belongs to P(2n−i−1)l,1 for any d ∈ Z \ {0} and i = 1, . . . , n. We have
˜−tl(xi) =
∞∑
j=0
(−tl)j
j!
D˜j(xi) =
n−i∑
j=0
(
n− i
j
)
(−tl)jxi+j .
We can easily check that ˜−tl(xi) ∈ R(n−i)l,1.
Lemma 5.2. For each α, β ≥ 1 and d ∈ Z \ {0} , we have ˜′d(Rα,β) ⊂ Qα,β.
Proof . For i = 1, . . . , n, we set Xi := ˜′d(xi) and T := ˜
′
d(t). Then, we have
Xi =
∞∑
j=0
dj
j!
D˜′
j
(xi) =
i−1∑
j=0
(
i− 1
j
)
djxi−j
and T = t. Thus, we have degw3(Xi) = 1 and degw3(T ) = 0.
Take any r ∈ Rα,β . For i = (i0, . . . , in) ∈ supp(r), we set
di,w3 := degw3(˜
′
d(t
i0xi11 · · ·xinn )) = degw3(T i0Xi11 · · ·Xinn ).
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Since i1 + · · ·+ in ≤ β, we get
di,w3 = i1 + · · ·+ in ≤ β.
This prove that degw3(r) ≤ β. Similarly, we have
lt(˜′d(t
i0xi11 · · ·xinn )) = lt(T i0Xi11 · · ·Xinn ) ∈ k∗mi,
where mi := t
i0xi1+···+in1 . If i = (α, 0, . . . , 0, β), then mi = t
αxβ1 . If i = (α, 0, . . . , 0, in) and in < β,
then mi = t
αxin1 is less than t
αxβ1 . If i = (i0, . . . , in) ∈ supp(r) satisfies i0 < α, then mi is less than
tαxβ1 . Thus, we get lt(˜
′
d(r)) ∈ k∗tαxβ1 . Therefore, ˜′d(r) belongs to Qα,β .
Lemma 5.3. For each α, β ≥ 1, we have ˜tl(Qα,β) ⊂ Pα′,β′ , where α′ := α+ (n− 1)lβ and β′ := β.
Proof . For i = 1, . . . , n, we set Xi := ˜tl(xi) and T := ˜tl(t). Then, we have
Xi =
∞∑
j=0
(tl)j
j!
D˜j(xi) =
n−i∑
j=0
(
n− i
j
)
(tl)jxi+j
and T = t. Thus, we have degw1(Xi) = (n−i)l+1, degw2(Xi) = (n−2)(n−i)l+(n−1), degw1(T ) = 1
and degw2(T ) = n− 2.
Take any q ∈ Qα,β . For i = (i0, . . . , in) ∈ supp(q) and w ∈ {w1,w2}, we set
di,w := degw(˜
′
d(t
i0xi11 · · ·xinn )) = degw(T i0Xi11 · · ·Xinn ).
Since i0 ≤ α and i1 + · · ·+ in ≤ β, we get
di,w1 = i0 +
n∑
j=1
((n− j)l + 1) · ij = i0 +
n∑
j=1
(n− j)l · ij +
n∑
j=1
ij
≤ α+ (n− 1)lβ + β = α′ + β′,
di,w2 = (n− 2)i0 +
n∑
j=1
((n− 2)(n− j)l + (n− 1)) · ij
= (n− 2)i0 +
n∑
j=1
(n− 2)(n− j)l · ij +
n∑
j=1
(n− 1) · ij
≤ (n− 2)α+ (n− 2)(n− 1)lβ + (n− 1)β = (n− 2)α′ + (n− 1)β′.
This prove that degw1(q) ≤ α′ + β′ and degw2(q) ≤ (n− 2)α′ + (n− 1)β′. Similarly, we have
lt(˜tl(t
i0xi11 · · ·xinn )) = lt(T i0Xi11 · · ·Xinn ) ∈ k∗mi,
where mi := t
i0+((n−1)i1+(n−2)i2+···+in−1)lxi1+···+inn . If i = (α, β, 0, . . . , 0), then mi = t
α′xβ
′
n . If
i = (α, i1, . . . , in) ∈ supp(q) and i1 < β, then
i0 + ((n− 1)i1 + (n− 2)i2 + . . .+ in−1)l ≤ α+ (i1 + (n− 2)(i1 + · · ·+ in))l
≤ α+ (i1 + (n− 2)β)l
< α+ (n− 1)lβ.
Hence, mi is less than t
α′xβ
′
n . If i = (i0, . . . , in) ∈ supp(q) satisfies i0 < α, then mi is less than tα
′
xβ
′
n
because i0 + ((n − 1)i1 + (n − 2)i2 + . . . + in−1)l ≤ i0 + (n − 1)lβ < α + (n − 1)lβ. Thus, we get
lt(˜tl(q)) ∈ k∗tα′xβ′n . Therefore, ˜tl(q) belongs to Pα′,β′ .
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By Lemmas 5.2 and 5.3, we have φ˜d(xi) ∈ P(2n−i−1)l,1 for each d ∈ Z \ {0} and i = 1, . . . , n. We
remark that, if p is an element of Pα,β , then one of the following holds for each i = (i0, . . . , in) ∈
supp(p− lt(p)):
(a) i = (α, 0, . . . , 0, in) and 0 ≤ in < β
(b) 0 ≤ i0 < α,
n∑
j=0
ij ≤ α+ β and (n− 2)i0 +
n∑
j=1
(2n− j − 1) · ij ≤ (n− 2)α+ (n− 1)β
Lemma 5.4. For each p ∈ Pα,β, we have deg(pi(p)) = deg(f)α+ β ≥ 3.
Proof . Note that d(i) := deg(pi(ti0xi11 · · ·xinn )) = deg(f i0xi11 · · ·xinn ) = deg(f)i0+ i1+ · · ·+ in for each
i = (i0, . . . , in) ∈ supp(p). If i is as in (a) or (b), then d(i) is less than d((α, 0, . . . , 0, β)) = deg(f)α+β.
Hence, deg(pi(p)) is equal to deg(pi(lt(p))) = deg(pi(tαxβn)) = deg(f)α+ β.
In the following, we show that θ˜(x1) belongs to Pα,β for some α, β ≥ 1. This implies that θ /∈ Affn(k)
by (8) and Lemma 5.4.
(iii) When n is an odd number
Let n be an odd number. Take any a = (a1, . . . , an) ∈ kn \ {0}, and set ψ˜ := φ˜d ◦ τ˜a,
Xi := ψ˜(xi) = φ˜
d(xi) + ai for i = 1, . . . , n and T := ψ˜(t).
By (3), we have
T ∈ k∗t+ k∗
n∑
j=1
an+1−jXj + k.
Then, we have the following, where µ := max{i | ai 6= 0}+ n− 2:
degw1(Xi) = (2n− i− 1)l + 1, degw1(T ) = µl + 1,
degw2(Xi) = (n− 2)(2n− i− 1)l + (n− 1), degw2(T ) = (n− 2)µl + (n− 1),
lt(Xi) ∈ k∗t(2n−i−1)lxn, lt(T ) ∈ k∗tµlxn.
Now, observe that φ˜d(x1) belongs to P(2n−2)l,1. Hence, we obtain from the following proposition
that θ˜(x1) ∈ Pα,β for some α, β ≥ 1 as claimed.
Proposition 5.5. For each α, β ≥ 1, we have ψ˜(Pα,β) ⊂ Pα′,β′ , where α′ := l(µα + (n − 1)β) and
β′ := α+ β.
Proof . Take any p ∈ Pα,β . For i = (i0, . . . , in) ∈ supp(p) and w ∈ {w1,w2}, we set
di,w := degw(ψ˜(t
i0xi11 · · ·xinn )) = degw(T i0Xi11 · · ·Xinn ).
Note that
n∑
j=0
ij ≤ α+β and (n−2)i0+
n∑
j=1
(2n− j − 1) · ij ≤ (n−2)α+(n−1)β. Since lt(p) ∈ k∗tαxβn
10
and µ > n− 2, we also have i0 ≤ α and µi0 +
n∑
j=1
(2n− j − 1) · ij ≤ µα+ (n− 1)β. Hence, we get
di,w1 = (µl + 1)i0 +
n∑
j=1
((2n− j − 1)l + 1) · ij
= l
µi0 + n∑
j=1
(2n− j − 1) · ij
+ n∑
j=0
ij
≤ l(µα+ (n− 1)β) + α+ β = α′ + β′,
di,w2 = ((n− 2)µl + (n− 1)) · i0 +
n∑
j=1
((n− 2)(2n− j − 1)l + (n− 1)) · ij
= (n− 2)l
µi0 + n∑
j=1
(2n− j − 1) · ij
+ (n− 1) n∑
j=0
ij
≤ (n− 2)l(µα+ (n− 1)β) + (n− 1)(α+ β) = (n− 2)α′ + (n− 1)β′.
This proves that degw1(p) ≤ α′ + β′ and degw2(p) ≤ (n − 2)α′ + (n − 1)β′. Similarly, we have
lt(ψ˜(ti0xi11 · · ·xinn )) = lt(T i0Xi11 · · ·Xinn ) ∈ k∗mi, where
mi := t
l(µi0+(2n−2)i1+(2n−3)i2+···+(n−1)in)xi0+···+inn .
If i = (α, 0, . . . , 0, β), then mi = t
α′xβ
′
n . If i is as in (a), then mi = t
l(µα+(n−1)in)xα+inn is less than t
α′xβ
′
n
because in < β. If i is as in (b), then l(µi0+(2n−2)i1+(2n−3)i2+· · ·+(n−1)in) < l(µα+(n−1)β) = α′.
Hence, mi is less than t
α′xβ
′
n . Thus, we get lt(ψ˜(p)) ∈ k∗tα
′
xβ
′
n . Therefore, ψ˜(p) belongs to Pα′,β′ .
(iv) When n is an even number
Let n := 2m with m ≥ 2. Take any a = (a1, . . . , a2m) ∈ k2m \ {0}, and set ψ˜ := φ˜d ◦ τ˜a,
Xi := ψ˜(xi) = φ˜
d(xi) + ai for i = 1, . . . , 2m and T := ψ˜(t).
Similar to (iii), we determine degw1(T ), degw2(T ) and lt(T ). We set f := f[2m] and f
′ := f[2m−1]. By
a simple calculating, we have
τa(f
′) = f ′ +
2m∑
i=2
(−1)i
(
2m− 2
i− 2
)
· a2m−i+1xi−1 + p(a1, . . . , a2m−1),
τa(D(f
′)) = D(f ′) + a2mx1 +
2m−1∑
i=2
(−1)i−1
((
2m− 2
i− 1
)
−
(
2m− 2
i− 2
))
a2m−i+1xi
+ a1x2m + q(a1, . . . , a2m),
τa(D
2(f ′)) = D2(f ′) + 2
2m−1∑
i=1
(−1)i−1
(
2m− 2
i− 1
)
· a2m−i+1xi+1 + r(a2, . . . , a2m),
where
p(a1, . . . , a2m−1) ∈ k∗
m∑
i=1
ai · a2m−i,
q(a1, . . . , a2m) ∈ k∗
m∑
i=1
ai · a2m−i+1,
r(a2, . . . , a2m) ∈ k∗
m∑
i=1
ai+1 · a2m−i+1.
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Here, we note that τ˜a(t) = t+ τa(f)− f and f = D(f ′)2 − 2D2(f ′)f ′. Hence, the total degree of τ˜a(t)
is three. We write τ˜a(t) = U0+U1+U2+U3, where Ui is a homogeneous polynomial of degree i. Then,
U3 is
2
2m−1∑
i=1
(−1)i−1
(
2m− 2
i− 1
)
· a2m−i+1(D(f ′)xi − 2f ′xi+1)
+ 2
2m∑
i=2
(−1)i−1
(
2m− 2
i− 2
)
· a2m−i+1(D2(f ′)xi−1 −D(f ′)xi). (9)
In order to determine the degree of φ˜d(U3), we calculate φ˜
d(D(f ′)xi − 2f ′xi+1) and φ˜d(D2(f ′)xi−1 −
D(f ′)xi). For p ∈ {tl,−tl}, we have
˜p(f
′xi+1) =
2m−i−1∑
j=0
pj ·
(
2m− i− 1
j
)
· f ′xi+j+1 +
2m−i∑
j=1
pj ·
(
2m− i− 1
j − 1
)
·D(f ′)xi+j
+
1
2
2m−i+1∑
j=2
pj ·
(
2m− i− 1
j − 2
)
·D2(f ′)xi+j−1,
˜p(D(f
′)xi) =
2m−i∑
j=0
pj ·
(
2m− i
j
)
·D(f ′)xi+j +
2m−i+1∑
j=1
pj ·
(
2m− i
j − 1
)
·D2(f ′)xi+j−1,
˜p(D
2(f ′)xi−1) =
2m−i+1∑
j=0
pj ·
(
2m− i+ 1
j
)
·D2(f ′)xi+j−1.
Since
(
a
b
)− (a−1b−1) = (a−1b ), we have
˜p(D(f
′)xi − 2f ′xi+1) =
2m−i−1∑
j=0
pj ·
(
2m− i− 1
j
)
· (D(f ′)xi+j − 2f ′xi+j−1)
+
2m−i∑
j=1
pj ·
(
2m− i− 1
j − 1
)
· (D2(f ′)xi+j−1 −D(f ′)xi+j), (10)
˜p(D
2(f ′)xi−1 −D(f ′)xi) =
2m−i∑
j=0
pj ·
(
2m− i
j
)
· (D2(f ′)xi+j−1 −D(f ′)xi+j). (11)
Here, we note that the polynomial D2(f ′)x2m dose not appear in the right-hand sides of (10) and (11).
From the definition of D′, we see that D′(f ′) = 0, D′(D(f ′)) = 2f ′ and D′(D2(f ′)) = 2D(f ′). Thus,
for each d ∈ Z \ {0}, we have
˜′d(f
′xi+1) =
i∑
j=0
dj ·
(
i
j
)
· f ′xi−j+1,
˜′d(D(f
′)xi) = 2
i∑
j=1
dj ·
(
i− 1
j − 1
)
· f ′xi−j+1 +
i−1∑
j=0
dj ·
(
i− 1
j
)
·D(f ′)xi−j ,
˜′d(D
2(f ′)xi−1) = 2
i∑
j=2
dj ·
(
i− 2
j − 2
)
· f ′xi−j+1 + 2
i−1∑
j=1
dj ·
(
i− 2
j − 1
)
·D(f ′)xi−j
+
i−2∑
j=0
dj ·
(
i− 2
j
)
·D2(f ′)xi−j−1.
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Since
(
a
b
)− (a−1b−1) = (a−1b ), we have
˜′d(D(f
′)xi − 2f ′xi+1) =
i−1∑
j=0
dj ·
(
i− 1
j
)
· (D(f ′)xi−j − 2f ′xi−j+1), (12)
˜′d(D
2(f ′)xi−1 −D(f ′)xi) =
i−1∑
j=1
dj ·
(
i− 2
j − 1
)
· (D(f ′)xi−j − 2f ′xi−j+1)
+
i−2∑
j=0
dj ·
(
i− 2
j
)
· (D2(f ′)xi−j−1 −D(f ′)xi−j). (13)
Here, we note that the polynomial f ′x1 dose not appear in the right-hand sides of (12) and (13). By
(9) through (13), for µ := max{i | ai 6= 0}, we get
lt(φ˜d(U3)) ≤ t(2m+µ−2)l(D2(f ′)x2m−1 −D(f ′)x2m),
degw1(φ˜
d(U3)) ≤ (2m+ µ− 2)l + 3, (14)
degw2(φ˜
d(U3)) ≤ (2m− 2)(2m+ µ− 2)l + 8m− 4.
In the following, we determine the degree of φ˜d(τ˜a(t)−U3). In considering the degree of φ˜d(τ˜a(t)−
U3), the main term of τ˜a(t)− U3 is
a22mx
2
1 +
2m−1∑
i=2
a22m−i+1(c1,i · x2i + c2,i · xi−1xi+1) + a21x22m,
where c1,i :=
((
2m−2
i−1
)− (2m−2i−2 ))2 and c2,i := 4((2m−2i−1 ) · (2m−2i−2 )). We note that c1,i, c2,i > 0 for any
i = 2, . . . , 2m−1. Now, we have φ˜d(xi) ∈ P(4m−i−1)l,1 for any i = 1, . . . , 2m. Moreover, since the signs
of lt(φ˜d(xi−1)) and lt(φ˜d(xi+1)) are the same, lt(φ˜d(c1,i · x2i + c2,i · xi−1xi+1)) belongs to k∗lt(φ˜d(x2i )).
Thus, for µ := max{i | ai 6= 0}, we get
lt(φ˜d(τ˜a(t)− U3)) ∈ k∗t2(2m+µ−2)lx22m,
degw1(φ˜
d(τ˜a(t)− U3)) = 2(2m+ µ− 2)l + 2, (15)
degw2(φ˜
d(τ˜a(t)− U3)) = 2(2m− 2)(2m+ µ− 2)l + 2(2m− 1).
Set µ := 2 max{i | ai 6= 0}+ 4m− 4. Then, we have the following by (14) and (15):
degw1(Xi) = (4m− i− 1)l + 1, degw1(T ) = µl + 2,
degw2(Xi) = (2m− 2)(4m− i− 1)l + (2m− 1), degw2(T ) = (2m− 2)µl + 2(2m− 1),
lt(Xi) ∈ k∗t(4m−i−1)lx2m, lt(T ) ∈ k∗tµlx22m.
Now, observe that φ˜d(x1) belongs to P(4m−2)l,1. Hence, the following proposition implies that
θ˜(x1) ∈ Pα,β for some α, β ≥ 1 as claimed.
Proposition 5.6. For each α, β ≥ 1, we have ψ˜(Pα,β) ⊂ Pα′,β′ , where α′ := l(µα + (2m − 1)β) and
β′ := 2α+ β.
Proof . Take any p ∈ Pα,β . For i = (i0, . . . , i2m) ∈ supp(p) and w ∈ {w1,w2}, we set
di,w := degw(ψ˜(t
i0xi11 · · ·xi2m2m )) = degw(T i0Xi11 · · ·Xi2m2m )
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and µ := 2 max{i | ai 6= 0}+ 4m− 4. Note that 2i0 +
2m∑
j=1
ij ≤ 2α+ β and
µi0 +
2m∑
j=1
(4m− i− 1)ij ≤ µα+ (2m− 1)β.
Since lt(p) ∈ k∗tαxβn, we also have i0 ≤ α. Hence, we get
di,w1 = (µl + 2)i0 +
2m∑
j=1
((4m− i− 1)l + 1)ij
= l
µi0 + 2m∑
j=1
(4m− i− 1)ij
+ 2i0 + 2m∑
j=1
ij
≤ l(µα+ (2m− 1)β) + 2α+ β = α′ + β′,
di,w2 = ((2m− 2)µl + 2(2m− 1))i0 +
2m∑
j=1
((2m− 2)(4m− i− 1)l + (2m− 1))ij
= (2m− 2)l
µi0 + 2m∑
j=1
(4m− i− 1)ij
+ (2m− 1)(2i0 + 2m∑
i=1
ij
)
≤ (2m− 2)l(µα+ (2m− 1)β) + (2m− 1)(2α+ β) = (2m− 2)α′ + (2m− 1)β′.
This proves that degw1(p) ≤ α′ + β′ and degw2(p) ≤ (2m − 2)α′ + (2m − 1)β′. Similarly, we have
lt(ψ˜(ti0xi11 · · ·xi2m2m )) = lt(T i0Xi11 · · ·Xi2m2m ) ∈ k∗mi, where
mi := t
l(µi0+(4m−2)i1+(4m−3)i2+···+(2m−1)i2m)x2i0+i1+···+i2m2m .
If i = (α, 0, . . . , 0, β), then mi = t
α′xβ
′
2m. If i is as in (a), then mi = t
l(µα+(2m−1)i2m)xα+i2m2m is less than
tα
′
xβ
′
n , since i2m < β. If i is as in (b), then
l
µi0 + 2m∑
j=1
(4m− i− 1)ij

= l
(µ− (2m− 2))i0 + (2m− 2)i0 + 2m∑
j=1
(4m− i− 1)ij

≤ l((µ− (2m− 2))i0 + (2m− 2)α+ (2m− 1)β)
< l(µα+ (2m− 1)β) = α′.
Hence, mi is less than t
α′xβ
′
2m. Thus, we get lt(ψ˜(p)) ∈ k∗tα
′
xβ
′
2m. Therefore, ψ˜(p) belongs to Pα′,β′ .
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