Abstract: The problem of selecting a linear scalar output y = Kx for a single-input nonlinear dynamic system given in input-affine form (ẋ = f (x) + g(x)u) is considered in this paper. In the general case, when the zero dynamics is hard to investigate analytically, K is suggested to be the resulting feedback gain of an LQ linear optimal control problem for the linearized model. The advantageous properties of the LQ design (gain and phase margins, etc.) known for linear systems enable to obtain an at least locally asymptotically stable, yet simple nonlinear controller if the linear output y = Kx is used for feedback linearization. With this output selection, the relative degree of the open loop system can be easily set to 1 at the desired operating point and it possesses locally (or globally) asymptotically stable zero dynamics. It is shown on examples that the resulting closed loop nonlinear system can be stable in a wide neighborhood of the operating point. The concepts are illustrated on two characteristic nonlinear systems of two different application domain: an inverted pendulum and a continuous fermenter.
INTRODUCTION
The problem of output selection for nonlinear output feedback is a general issue for all nonlinear systems (see van der Wal and de Jager (2001) ). In several cases an unstable nonlinear system can be stabilized by appropriate controls if the proper output is selected.
Not by chance, the inverted pendulum -used as a case study in this paper, too -is the most popular example of these systems. The metaphor is very general and visually highly instructive. The right performance of the jongleur's trick depends on the skill of his/her fingers' move and on the observation-perception ability. These two closely linked functions are separated, too, physically they work in different parts of the neural system. Our attention concentrates on the latter: what output is to choose for control.
The method of exact linearization (see Isidori (1995) ) provides a conceptual solution to the output selection problem but it suffers from computational difficulties and it is also difficult to implement in practice due to the complex nonlinear transformations involved.
Engineering judgement suggests the application of usual control ideas for the output transformation, first of all the linear quadratic optimal (LQ) design in the neighborhood of the zero output state, the equivalent of the upper equilibrium point of the inverted pendulum. Unfortunately, as it is true for every complex nonlinear case, the idea doesn't provide a general solution but works well in certain conditions. That consideration was the motivation for the forthcoming investigations.
The outline of the paper is as follows. In the first part, the basic notions and tools needed for the linear output selection method are presented: the basics of feedback linearization, zero dynamics and the properties of the output generated by the LQ-gain are briefly described.
The second part contains two case studies: the nonlinear control of an inverted pendulum and a bio-reactor. In the case of the inverted pendulum the zero dynamics cannot be investigated analytically due to the high (4) number of state variables, whereas the the zero dynamics of a 2-dimensional bio-reactor model can be analytically examined.
Finally, conclusions are drawn.
THE LINEAR OUTPUT SELECTION METHOD
The notations and basic results used in sections 2.1-2.3 are taken from Isidori (1995) .
Basic notions
Consider a nonlinear single-input single-output dynamical system in the following input-affine statespace formẋ
where x ∈ R n is the state vector, u ∈ R is the input, y ∈ R is the output, f and g are smooth R n -valued mappings, f (0) = 0 and h is a smooth R-valued mapping.
It is said that (1) has relative degree r at the equilib-
for all x in a neighborhood of x 0 and all k < r − 1, and L g L r−1 f h(x 0 ) = 0. Throughout this paper the aim is to find an output y = h(x) in such a way, that the relative degree of the system is r = 1.
Feedback linearization
The problem of exact linearization is to find a static feedback law with a new reference input v
and a local coordinates transformation z = Φ(x) such that the closed loop system in the new coordinates is linear and controllable. If it is possible to construct the output from the state variables and the conditions of exact linearization are fulfilled then y = h(x) has to be calculated such that the resulting system has relative degree n at x 0 .
This method has two main disadvantages: firstly, partial differential equations have to be solved to calculate h(x) and secondly, if an appropriate output is found, then it is (together with the coordinates transformation Φ) often a highly nonlinear function of the state variables, which is hard to treat practically. Therefore, from an engineering point of view, it is useful to select a linear output y = Kx with good properties (with at least locally asymptotically stable zero dynamics). If such an output is chosen, then the input-output behavior of the system can be linearized with the feedback law of the form (3) where
with the assumption Kg(x) = 0 in a neighborhood of x 0 that can be easily fulfilled in many practical cases.
With the feedback (4)-(5) the system (1) is turned to an integrator i.e.ẏ = v. This integrator can be asymptotically stabilized e.g. with an outer linear feedback
The zero dynamics
After a suitable coordinates transformation z = Φ(x)
f h(x) for 1 ≤ i ≤ r and L g φ i (x) = 0 for r + 1 ≤ j ≤ n the state-space model (1) with relative degree r can be rewritten aṡ
where
). The Problem of Zeroing the Output is to find, if it exists, pairs consisting of an initial state x * and input function u defined for all t in a neighborhood of t = 0, such that the corresponding output y(t) of the system is identically zero for all t in a neighborhood of t = 0. For any fixed initial state x * the input function u can be determined as follows. Let us set the output to be identically zero, then the system's behavior is governed by the differential equatioṅ
The dynamics (8) describes the internal behavior of the system when the output is forced to be zero and it is called the zero dynamics. The initial state of the system must be set to a value such that ξ (0) = 0, while η(0) = η 0 can be chosen arbitrarily. Furthermore, the input must be set as
where η(t) denotes the solution of (8) with initial condition η(0) = η 0 .
Output generated by stabilizing linear full state feedback
Consider a linear system given in standard state-space formẋ
where x ∈ R n , u ∈ R, A and B are real matrices of appropriate dimensions. Let us assume that all state variables are measurable. Furthermore, assume that the pair (A, B) is controllable.
Consider a full state-feedback u = −Kx (possibly resulting from a linear controller design method e.g. pole placement or LQ-design) that asymptotically stabilizes the system (10).
The controlled closed-loop system can be interpreted in such a way that the system (10) with the output equation
is fed back with the output feedback u = −y. Therefore the system (10) with the special linear output equation (11) can be a minimum-phase system (i.e. the real parts of the zeros of its transfer function are strictly negative). In the linear case, the zero dynamics is a linear dynamics with eigenvalues coinciding with the zeros of the transfer function of the system (see e.g. Isidori (1995) ). It is also true, that the linear approximation, at η = 0, of the zero dynamics of a system (1) is the same as the zero dynamics of the linear approximation of the system at the equilibrium point. These facts allow us to search for linear outputs based on the locally linearized system.
Feedback linearization using the output generated by linear controllers
Now let us use the linear output u = Kx generated by a linear stabilizing controller design method e.g. pole placement or LQ-design for a SISO input-affine system (1)-(2) with relative degree one. There are two possible different cases to consider:
(1) globally asymptotically stable zero dynamics If the zero dynamics of the system is globally asymptotically stable with the given linear input then the controller resulted from feedback linearization (3)-(6) will globally asymptotically stabilize the system. (2) locally asymptotically stable zero dynamics
In other cases the stability region is determined by the local stability region of the zero dynamics around the desired equilibrium point.
Recall that the LQ design problem for linear systems is to find a feedback law that minimizes the cost functional
where the design parameters are the positive definite quadratic weighting matrices Q and R of appropriate dimension. It is known, that the solution of (12) is a static linear feedback u = −K LQ ·x. The resulting feedback gain vector K LQ is generally a good candidate for linear output selection, since the advantageous phase and gain margins of the LQ-loop are well-known (see e.g. Maciejowski (1989) ). In particular, the infinite gain margin guarantees that the system (10) with the output K LQ will be locally mimimum-phase. The explanation of this fact is the following: it is well-known from classical root-locus analysis that as the feedback gain increases towards infinity, the closed-loop poles migrate to the positions of open-loop zeros. Thus the infinite gain margin in the linear case indicates that the closed loop system remains stable if the loop-gain is increased. It also means that the linear system (10) together with the output equation (11) where K = K LQ has stable zeros (i.e. asymptotically stable zero dynamics).
By applying the above mentioned relation between the zero dynamics of the locally linearized system and the locally linearized zero dynamics of the original nonlinear system it is found that the original nonlinear model with the same linear output will have at least locally asymptotically stable zero dynamics. Note that this property is not necessarily true in the case of the output generated by any locally stabilizing linear controller, but it is always fulfilled by the feedback gain of LQ-controllers.
CASE STUDIES
Two case studies are presented below representing two different challenging class of nonlinear systems, namely mechanical and process systems.
Inverted pendulum
The inverted pendulum system is one of the wellknown benchmark problems for testing various controller design techniques.
Newtonian equations of motion
The dynamic model of the inverted pendulum system is derived from the Newtonian equations of motion in the following form:
where M is the mass of the car and m is that of the rod, l is the rod length, θ is the rod angle and f is the external force acting on the car.
State space model in input-affine form
The above equations can be transformed into an inputaffine state-space model with four state variables:
where the constants α and β describe the motor characteristics.
The parameter values used for the simulations were the following: 
Nonlinear controller design
The output constructed from the state variables is the linear combination (11), where K is the same 'gain' vector as in Eq. (20) . It is easy to see that the nonlinear system with the output (11) has relative degree one around the operating point since
where k 3 and k 4 are the 3rd and 4th component of the gain vector (20)
Simulation results
The initial state used in the simulations was x(0) = [5 1 0.9 0] T . Figure 1 shows that the linear LQ-controller with the feedback gain (20) was not able to stabilize the system. The same initial value was used for the nonlinear controller. The value of k (see Eq. (6)) was chosen to be 50 for the simulations.
The simulation results for the nonlinear controller can be seen in Fig. 2 .
A simple bio-reactor model
The last example is a simple continuous fermentation process model where the vector fields in the state equation of the form (1) are
where x 1 is the centered biomass concentration, x 2 is the centered substrate concentration and the input u is 
the centered input feed flow rate. The function µ in (22) is defined as
The model is centered around the operating point (X 0 ,S 0 ) which is optimal from the point of view of biomass production. The control goal is to keep the system in this optimal equilibrium point which is locally asymptotically stable, but the stability region is small. The parameter values used in the simulations are listed in Table 1 .
Linearizing the linear combination of the concentrations
If the output of the system is defined as
then the function λ generating the coordinates transformation for computing the zero dynamics can be determined from:
This equation has the following analytical solution:
Then the coordinates transformation z = Φ(x) is in the following explicit form: 
The inverse transformation x = Φ −1 (z) can also be analytically computed:
With the coordinates transformation above the nonlinear zero dynamics can be analytically computed by solving the following equations:
LQ-gain output
Let us first consider the output generated by the gains k 1 = −0.9210, k 2 = 3.1783 of an LQ-design with the weighting matrices Q = I 2×2 , R = 0.1. The zero of the system is at −0.6499, i.e. the system is locally non-minimum phase. The zero dynamics can also be computed by solving Eqs. (29) 
Observe that the zero dynamics above is highly nonlinear in the form of a rational function in the new (transformed) co-ordinate z 2 . Fig. 3 shows this function, i.e. the dependence ofż 2 on z 2 . The desired equilibrium point of the zero dynamics is at z 2 = −V /Y = −8. It can be seen that the zero dynamics is not globally stable in this case and the stability region is visible in the figure.
Partial linear output If only one state variable is selected for the output, i.e. y = x 2 then the zero dy- 
Simulation results
It was shown that the fermenter model can be investigated analytically, therefore only a typical simulation run with the proposed nonlinear controller in Fig. 4 is presented. The value of the outer feedback gain k described in (6) was 0.5. The initial conditions for the simulation were x 1 (0) = −1 and x 2 (0) = −0.779.
A detailed simulation study and the comparison of the linear and nonlinear techniques for the simple fermenter model can be found elsewhere (see Szederkényi et al. (2001) ).
CONCLUSIONS
A practical method is presented for stabilizing nonlinear systems within a certain domain of operation using a linear output in the form of y = Kx with a fixed gain K. In case of SISO systems with relative degree one and globally stable zero dynamics the nonlinear controller based on feedback linearization will globally stabilize the system, as it is shown on the case of the simple fermenter with the output selection y = x 2 .
The idea of using the feedback gain of local LQ control for generating the output for a nonlinear controller offers an effective instrument for that objective. Moreover, a useful relation between linear optimal control and nonlinear systems was exploited successfully. In the case of low dimensional systems, the necessary coordinate transformation can be computed analytically, and the stability region of the closed loop system can be investigated precisely. A simple fermenter model with 2 state variables is such a system where it was visible that the offered LQ output selection is not necessarily the best solution. However, the offered method has two major advantages: firstly, it can be applied directly to high dimensional nonlinear systems without complicated calculations and secondly, the output is linear which is a quite valuable property from a practical point of view.
Further research is directed towards the possibility of computing the limits of the reliable stability region obtained by the method.
