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Introduction ge´ne´rale
Dans cette the`se sont pre´sente´s les diffe´rents travaux que j’ai effectue´s au cours des trois
dernie`res anne´es, sous la direction de Peter C.W. Holdsworth. De natures diffe´rentes, ils
couvrent certains aspects de la physique statistique des syste`mes corre´le´s.
Le premie`re partie est de´die´e a` l’e´tude des fluctuations de grandeurs globales dans les sys-
te`mes corre´le´s. Ce projet, qui consitue le sujet original de ma the`se, a e´te´ re´alise´ en col-
laboration avec Jean-Yves Fortin et Steven T. Bramwell. Il s’agit en fait de proposer une
explication a` certaines observations expe´rimentales et nume´riques, faites au cours des dix
dernie`res anne´es, selon lesquelles une distribution, de´signe´e par la suite par l’acronyme BHP,
de´crit qualitativement bien les fluctuations dans une grande varie´te´ de syste`mes. Cette e´tude
a e´te´ re´alise´e dans un e´tat d’esprit pragmatique : on se propose de de´velopper un cadre the´o-
rique permettant de comprendre une partie des observations, dans le cas particulier des
syste`mes a` l’e´quilibre, en nous basant sur des re´sultats nume´riques. Pour cela, une grande
partie du travail, qui n’apparaˆıt pas ici, a consiste´ a` identifier les bonnes questions, et a` cher-
cher le cadre naturel pour y re´pondre. Au final nous avons e´limine´ une bonne partie du cote´
“magique” de la distribution BHP, sans pour autant supprimer son inte´reˆt. Nous espe´rons
ainsi clarifier la situation et identifier des questions pre´cises encore ouvertes.
Le travail pre´ce´dent m’a naturellement conduit a` m’inte´resser au the´ore`me central limite
et a` ses conditions d’application. En effet l’obtention de distributions non gaussiennes dans
la limite thermodynamique est due a` l’existence de fortes corre´lations dans le syste`me, qui
rend le the´ore`me central limite inapplicable a` ces cas-la`. Apre`s avoir conside´re´ l’effet des
corre´lations, je me suis penche´ sur le cas des lois larges, menant ainsi au the´ore`me central
limite ge´ne´ralise´ et aux lois de Le´vy. A` la suite du cours de DEA de Pascal Degiovanni, j’ai
propose´ au groupe de travail de l’e´quipe de physique the´orique de s’inte´resser a` l’effet des lois
larges sur la de´cohe´rence. C’est ainsi que nous avons commence´ les travaux pre´sente´s dans la
deuxie`me partie, en collaboration avec Josef Schriefl, David Carpentier et Pascal Degiovanni.
En appliquant les me´thodes des marches ale´atoires a` temps continu a` la de´cohe´rence, nous
avons abouti a` une physique amusante, et dont les extensions sont nombreuses.
La troisie`me partie de cette the`se est consacre´e au de´veloppement d’une me´thode de re´so-
lution exacte du mode`le d’Ising 2d avec un champ magne´tique au bord. Ce travail est issue
des recherches bibliographiques effectue´es dans le cadre de l’e´tude des fluctuations dans les
syste`mes corre´le´s. En effet, pour cette dernie`re, nous avons choisi de travailler avec le mode`le
d’Ising, pour lequel un grand nombre de me´thodes nume´riques et analytiques sont dispo-
nibles. J’ai e´te´ particulie`rement inte´resse´ par une me´thode de´veloppe´e par V.N. Plechko
pour le mode`le d’Ising en champ nul, car elle me paraˆıssait plus simple que les autres me´-
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thodes, et qu’elle ne fait aucune hypothe`se technique interme´diaire. En collaboration avec
Jean-Yves Fortin, nous avons commence´ a` regarder, initialement par simple curiosite´, com-
ment le champ magne´tique perturbe cette me´thode. Au fur et a` mesure, il est apparu que
l’on pouvait obtenir de fac¸on assez simple des re´sultats sur le mode`le d’Ising avec champ
magne´tique au bord. En particulier, nous avons ainsi obtenu de nouveaux re´sultats exacts
sur un cas particulier de champ magne´tique inhomoge`ne. Cela permet de montrer que cette
me´thode est un outil inte´ressant, qui permet de de´crire assez facilement certains proble`mes
physiques lie´s au de´veloppement d’interfaces. Ces travaux pre´liminaires ont finalement de´-
bouche´ sur une e´tude comple`te, dont les perspectives sont riches et enthousiasmantes.
L’e´clectisme de cette the`se est donc le fruit d’une certaine curiosite´ et d’interactions avec
diffe´rentes personnes. J’espe`re parvenir a` communiquer au lecteur le plaisir que j’ai pris a`
effectuer ces travaux, et a` lui faire ainsi oublier la longueur du manuscrit.
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Premie`re partie
Fluctuations des grandeurs globales
dans les syste`mes corre´le´s
Introduction
Le travail pre´sente´ dans cette partie concerne l’e´tude des fluctuations de grandeurs glo-
bales dans les syste`mes corre´le´s. Il fait suite aux travaux de B.Portelli [Portelli 2002] et a e´te´
re´alise´ en e´troite collaboration avec J.-Y. Fortin1 et S. T. Bramwell2.
Depuis la fin des anne´es 90, une grande activite´ de recherche est consacre´e a` l’e´tude des
fluctuations de grandeurs mesurables dans les syste`mes corre´le´s, tant the´oriquement qu’ex-
pe´rimentalement. En particulier, S.T. Bramwell, P.C.W. Holdsworth et J.-F. Pinton ont
constate´ une grande ressemblance entre les distributions obtenues dans plusieurs syste`mes
pourtant a priori tre`s e´loigne´s [Bramwell et al. 1998, Bramwell et al. 2000]. La distribution
correspondante a par la suite e´te´ appele´e BHP. Cette observation a engendre´ un grand
nombre d’e´tudes, confirmant cette analogie entre diffe´rentes distributions et la distribution
BHP.
Dans cette partie, nous cherchons a` comprendre l’origine de cette “superuniversalite´” de la
distribution BHP. Pour cela nous nous limitons a` l’e´tude d’un syste`me bidimensionnel a`
l’e´quilibre, le mode`le d’Ising. Dans un premier temps une e´tude nume´rique, pre´sente´e dans
le chapitre 1, nous permet d’e´tudier pre´cisement les fluctuations du parame`tre d’ordre de
ce mode`le, afin d’en extraire des indications sur la fac¸on d’aborder ce proble`me d’un point
de vue plus the´orique. Dans le chapitre 2, ces indications sont utilise´es pour de´velopper une
description the´orique permettant de voir l’origine du lien avec la distribution BHP. Cette
description est mene´e de fac¸on pragmatique, l’ide´e e´tant plus d’expliquer un certain nombre
de faits expe´rimentaux que de de´velopper une the´orie des fluctuations critiques. C’est la
raison pour laquelle, tout au long de cette e´tude, nous garderons toujours a` l’esprit ce qui
est accessible a` l’expe´rience. En conclusion de cette e´tude, nous proposerons une extension
a` d’autres syste`mes que le mode`le d’Ising 2d, puis nous reviendrons sur les questions encore
ouvertes dans ce domaine.
1Laboratoire de Physique the´orique, Universite´ L. Pasteur et CNRS Strasbourg.
2Department of Chemistry, University College London, UK.
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Chapitre 1
Fluctuations de grandeurs globales
But du chapitre : Dans ce chapitre est pre´sente´ un rapide tour d’horizon des e´tudes
ante´rieures des fluctuations de grandeurs globales. Nous pre´ciserons ainsi la proble´matique
de´veloppe´e dans cette premie`re partie, en la replac¸ant dans le contexte ge´ne´ral. Nous
arriverons ainsi a` formuler les question que l’on se propose d’aborder dans cette partie.
1.1 Grandeurs globales et the´ore`me central limite
1.1.1 Grandeurs globales en physique
En physique, les grandeurs mesurables sont souvent des grandeurs macroscopiques ou me´-
soscopiques. Une telle grandeur, appele´e grandeur globale, est en fait la somme de grandeurs
microscopiques. Il en existe un tre`s grand nombre, dans tous les domaines de la physique.
On peut par exemple citer l’aimantation dans les syste`mes magne´tiques, la re´sistance totale
d’un re´seau de re´sistances, ou l’e´nergie totale d’un syste`me.
Lorsque les variables microscopiques sont ale´atoires, la grandeur globale devient elle aussi
une variable ale´atoire. La question qui se pose alors naturellement est de connaˆıtre la fonction
densite´ de probabilite´ (PDF) de la grandeur globale, en faisant un certain nombre d’hypo-
the`ses raisonnables sur la distribution des variables microscopiques qui est, elle, ge´ne´ralement
inaccessible. La the´orie des probabilite´s fournit a` la physique un outil tre`s puissant, le the´o-
re`me central limite (TCL), qui permet de re´pondre de manie`re ge´ne´rique a` cette question.
1.1.2 Cas de variables microscopiques inde´pendantes
L’hypothe`se la plus simple que l’on puisse e´mettre pour commencer est de supposer que
les variables microscopiques sont inde´pendantes, et d’utiliser le the´ore`me central limite. Ce
the´ore`me a e´te´ de´montre´ en 1922 par J.W. Lindeberg, qui fait suite a` d’autres mathe´maticiens
qui en avaient donne´ une forme plus faible. L’e´nonce´ est le suivant [Appel 2002] :
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The´ore`me (TCL). Soit {Xk}k∈N∗ une suite de variables ale´atoires mutuellement inde´pen-
dantes et identiquement distribue´es, d’espe´rance m et d’e´cart-type σ finis. On pose
Yn =
1
n
n∑
k=1
Xn
et
Zn =
√
n(Yn −m).
Alors la suite (Zn)n∈N∗ converge en loi vers la loi normale N [0, σ] :
N [0, σ](x) = 1√
2πσ
exp
(
− x
2
2σ2
)
.
Il existe des ge´ne´ralisations de ce the´ore`me dans le cas dans le cas ou` les variables ne sont
pas identiquement distribue´es [Feller 1971], ou, sous certaines conditions, quand il existe des
corre´lations entre les Xk [Durrett 1995].
Les utilisations de ce the´ore`me en physique sont tre`s nombreuses3. On peut par exemple
s’inte´resser a` la distribution de l’aimantation dans un mode`le de N spins sur re´seau. Dans
la phase paramagne´tique, les spins peuvent eˆtre suppose´s inde´pendants et identiquement
distribue´s. Dans le cas du mode`le d’Ising par exemple, la distribution d’un spin sk est
P (sk) =
1
2
(
δ(1− sk) + δ(1 + sk)
)
. (1.1)
L’aimantation totale du syste`me est donne´e par mN =
1
N
∑N
k=1 sk. La distribution (1.1) a
une moyenne nulle et un e´cart-type σ = 1√
2
. Le TCL nous permet de dire que la quantite´
µN =
1√
N
N∑
k=1
sk (1.2)
est distribue´e, dans la limite thermodynamique N → ∞, suivant une distribution normale
de moyenne nulle et d’e´cart-type 1√
2
. L’aimantation ve´rifiant
mN =
1√
N
µN , (1.3)
on en de´duit que pour N ≫ 1, l’e´cart-type de l’aimantation est voisin de σm ≃ 1/
√
Nσµ, et
que limN→∞ PN(m)→ δ(m). Autrement dit, dans la limite thermodynamique, l’aimantation
est nulle et ne fluctue pas. Par contre l’aimantation re´duite µN =
m
σm
a, elle, une distribution
normale dans la limite thermodynamique. Ainsi la bonne fac¸on d’e´tudier les fluctuations
d’aimantation d’un syste`me est de conside´rer non pas l’aimantation totale, mais l’aimanta-
tion re´duite.
3H. Poincare´ aurait d’ailleurs dit, au sujet du recours syste´matique a` la distribution normale : “Tout
le monde y croit : les expe´rimentateurs pensent que c’est un the´ore`me mathe´matique, les mathe´maticiens
croient qu’il s’agit d’un fait expe´rimental”.
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(a) Courants sur une sur-
face d’oxyde de Cobalt. La
courbe repre´sente le profil
de courant le long de la
ligne.
(b) Distribution des courants locaux dans une
jonction tunnel d’oxyde de Cobalt. Les symboles
sont les re´sultats expe´rimentaux, et la courbe en
trait plein est l’ajustement par une distribution
log-normale.
Fig. 1.1 – Image et distribution des courants locaux dans une jonction tunnel d’oxyde de
Cobalt. D’apre`s [Da Costa et al. 2000].
Cependant, comme tout the´ore`me, le TCL n’est valable que sous un certain nombre d’hypo-
the`ses, qui ne sont pas toujours ve´rifie´es par la physique, conduisant a` des comportements
“anormaux”. Depuis une vingtaine d’anne´es, il y a une activite´ intense en physique autour
de ces proble`mes4. L’observation de distributions anormales5 dans des expe´riences ou des
simulations nume´riques est souvent la signature d’une physique inte´ressante, comme nous le
verrons dans les deux premie`res parties.
1.1.3 De´faut de convergence vers la loi normale
La premie`re remarque que l’on peut faire a` propos du TCL est qu’il ne donne d’in-
formations que sur la distribution dans la limite thermodynamique. Il arrive parfois que
cette limite ne soit pas physiquement pertinente, meˆme pour de grands syste`mes. Ce
cas est illustre´ ici en utilisant les travaux de F. Bardou et al. sur les jonctions tunnels
[Bardou 1997, Da Costa et al. 2000, Da Costa et al. 2003, Romeo et al. 2003]. On s’inte´resse
au courant tunnel mesure´ sur des jonctions me´tal-oxide [Da Costa et al. 2000], en particulier
dans le cas ou` le me´tal est du Cobalt. Le courant tunnel local est mesure´ a` l’aide d’une sonde
de Si3N4. Les re´sultats obtenus (voir par exemple la figure 1 dans [Da Costa et al. 2000],
reproduite ici en 1.1(a)) montrent une forte he´te´roge´ne´¨ıte´ des courants tunnel sur la surface
du film. Cette observation semble eˆtre relie´e a` la topographie de la surface du film. De plus,
en e´tudiant les fluctuations des courants locaux ik, on peut de´terminer expe´rimentalement
4Par exemple, le travail pre´sente´ dans la seconde partie de cette the`se s’inscrit dans cette e´tude des
conse´quences physiques des e´carts au the´ore`me central limite (TCL), dans le cas ou` les distributions des
variables microscopiques ont au moins un de leurs deux premiers moments inde´finis.
5On qualifiera dans cette partie d’anormale toute distribution qui n’est pas une loi normale N [m,σ].
7
Chapitre 1. Fluctuations de grandeurs globales
la distribution de probabilite´ de ces courants. Les re´sultats expe´rimentaux montrent que
cette distribution peut eˆtre non gaussienne, en tre`s bon accord avec une e´tude the´orique de
ces fluctuations [Bardou 1997]. L’ide´e de cette e´tude est de voir comment une distribution
gaussienne de la distance entre la sonde et la jonction se traduit en terme de fluctuations
de courant. La relation entre courant tunnel et largeur de la jonction e´tant tre`s non-line´aire
[Bardou 1997, Messiah 1999], la distribution des courants devient non gaussienne : on obtient
une distribution log-normale [Bardou 1997, Bury 1999]
P (ik) =
1
β
√
2π
1
ik
exp
[
− 1
2β2
(
ln(ik)− α
)2]
, (1.4)
ou` α et β sont deux parame`tres de´pendant de la jonction. L’accord entre cette distribu-
tion et les donne´es expe´rimentales est tre`s bon, comme le montre la figure 1.1(b). On peut
maintenant se demander comment est distribue´e l’intensite´ du courant total I traversant la
jonction. Les N jonctions e´le´mentaires inde´pendantes e´tant en paralle`le, on a
IN =
N∑
k=1
ik. (1.5)
Ainsi le courant total est une somme de variables ale´atoires inde´pendantes et identiquement
distribue´es. Tous les moments de la distribution log-normale e´tant finis, le TCL doit s’appli-
quer et on s’attend a` ce que IN/
√
N soit distribue´ suivant une loi gaussienne dans la limite
thermodynamique. Les re´sultats expe´rimentaux montrent cependant des e´carts tre`s impor-
tants par rapport a` la loi normale. Les distributions obtenues sont en fait larges et asyme´-
triques, meˆme pour N ≫ 1. La raison de cet e´cart tient a` la tre`s faible vitesse de convergence
vers la loi normale [Romeo et al. 2003]. En effet, si les moments de la loi log-normale sont
finis, ceux-ci peuvent eˆtre tre`s grands. Les deux premiers moments de la distribution (1.4)
sont donne´s par [Bury 1999] :
〈ik〉 = eα+
β2
2 , (1.6)
〈i2k〉 = e2α+β
2
(
eβ
2 − 1
)
, (1.7)
et la valeur la plus probable par :
ityp = e
α−β2 . (1.8)
L’e´tude d’une jonction Co/CoOx donne α = 5.84 et β = 1.84, ce qui conduit a` 〈ik〉 ≃ 2×
103 i0, 〈i2k〉 ≃ 108 i20 et pour la valeur typique ityp ≃ 10 i0 ! Le fait que ces deux premiers
moments puissent eˆtre tre`s grands et la grande asyme´trie de la loi, signale´e par l’e´cart de
deux ordres de grandeur entre la valeur moyenne et la valeur typique, rendent la convergence
vers la loi normale tre`s lente. En fait pour un syste`me de taille finie, tout se passe comme si
ces moments e´taient infinis : on observe des e´carts importants au TCL, et la valeur moyenne
du courant local est tre`s diffe´rente de sa valeur typique. Cette valeur typique est par ailleurs
la grandeur la plus pertinente d’un point de vue expe´rimental, puisque c’est celle qui a la
plus grande probabilite´ d’eˆtre mesure´e. Il est ainsi possible de donner une bonne estimation
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de la valeur du courant typique traversant toute la jonction [Romeo et al. 2003], en utilisant
une analogie avec les lois de Le´vy [Bardou et al. 2002]. Dans ce cas, la distribution de IN
e´tant large et asyme´trique, on s’attend a` une grande variabilite´ des mesures de courant d’une
jonction a` l’autre. Cette irreproductibilite´ des re´sultats est en fait la signature des proprie´te´s
statistiques du syste`me, inde´pendante de la qualite´ des mesures. Notons que cela pose des
proble`mes technologiques pour la conception des jonctions, puisque le moindre de´faut de
surface a des conse´quences dramatiques sur la qualite´ de la jonction.
1.1.4 Variables corre´le´es
Une autre fac¸on d’obtenir une distribution non gaussienne est de violer une hypothe`se du
TCL, par exemple en conside´rant le cas de variables microscopiques corre´le´es. Ce cas n’est
pas traite´ de manie`re ge´ne´ral en mathe´matiques, bien qu’il existe quelques extensions du
TCL a` certains types de variables corre´le´es [Feller 1971, Durrett 1995]. Nous allons illustrer
ce point a` l’aide des phe´nome`nes critiques.
L’e´tude des phe´nome`nes critiques et la the´orie du groupe de renormalisation constitue une
des avance´es majeures en physique, tant par sa puissance que par la varie´te´ des proble`mes
qu’elle englobe. Le point crucial des phe´nome`nes critiques est la divergence de la longueur de
corre´lation entre les objets microscopiques, au point critique. Pour les fonctions de corre´lation
a` deux points, on a notamment :
G(r) ∝ 1
rd−2+η
, (1.9)
ou` d est la dimension du syste`me et η un exposant critique. Pour voir les conse´quences de
ces fortes corre´lations, conside´rons un syste`me de N spins sk, corre´le´s sur une longueur ξ,
suppose´e finie pour l’instant. On peut alors remplacer les spins locaux par des spins Sξ,k′,
moyenne´s sur une boule de rayon ξ. En faisant l’hypothe`se que les spins sont parfaitement
corre´le´s sur la boule de rayon ξ et comple`tement de´corre´le´s au-dela`, les N ′ = N×ξ−d = ( ξ
L
)−d
spins Sξ,k′ sont de´corre´le´s. L’aimantation totale du syste`me est alors :
M =
1
N
N∑
k=1
sk =
1
N ′
N
′∑
k=1
Sξ,k. (1.10)
Pour pouvoir appliquer le TCL, il faut se ramener a` des variables inde´pendantes et donc uti-
liser la seconde partie de l’expression pre´ce´dente. Dans ce cas, on obtient que la distribution
P (M
√
N ′) tend vers une distribution normale quand N
′
tend vers l’infini. Cette convergence
est en fait controˆle´e par la valeur de la longueur de corre´lation. Si ξ ≫ 1, le nombre de spins
Sξ,k est beaucoup plus petit que le nombre de spins corre´le´s sur le re´seau initial. Il est alors
possible que meˆme pour un syste`me de tre`s grande taille, la distribution n’ait pas encore
converge´ vers une distribution limite. Dans ce cas, on s’attend a` avoir des e´carts au TCL
d’autant plus importants que ξ est grand.
D’autre part, on constate que si la limite thermodynamique est prise en maintenant le rap-
port ξ/L constant, la distribution limite est en fait celle correspondant a` un syste`me de taille
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finie de meˆme rapport ξ/L [Bramwell et al. 2001, Binney et al. 1992].
Enfin, si on est au point critique, la longueur de corre´lation diverge ξ → ∞, et l’argument
pre´cedent n’est plus valable (N ′ = 0). Ce proble`me vient de ce que pour cet argument, nous
avons suppose´ que les spins e´taient parfaitement corre´le´s dans la boule de rayon ξ, ce qui n’a
pas de sens dans la limite ξ → ∞. En fait, la corre´lation entre les spins n’est pas parfaite,
ce qui peut eˆtre quantifie´ en introduisant le degre´e de corre´lation des variables. Cependant
cette correction ne change pas le fait qu’au point critique, la de´finition d’un nombre de de-
gre´s de liberte´ inde´pendants n’a pas beaucoup de sens : ce nombre e´tant toujours d’ordre 1,
N ′ = O(1), la distribution de l’aimantation est alors non gaussienne meˆme dans la limite
thermodynamique N → ∞. Elle de´pend a priori des de´tails de la distribution des spins sk
microscopiques. Le groupe de renormalisation peut eˆtre alors vue comme une me´thode pour
calculer les distributions limites dans le cas de variables fortement corre´le´es. De ce point de
vue, il est tout a` fait remarquable que des distributions microscopiques diffe´rentes conduisent
a` des limites identiques : c’est une fac¸on de voir la notion de classes d’universalite´, notion
centrale de la the´orie des phe´nome`nes critiques [Goldenfeld 1992, LB 2002].
Dans le cas d’un syste`me de taille L, les effets de taille finie se font sentir de`s que la lon-
gueur de corre´lation ξ n’est pas ne´gligeable devant la taille du syste`me. Dans ce cas, les
grandeurs thermodynamiques de´pendent de la taille du syste`me : au comportement critique
donne´ par la classe d’universalite´, on doit ajouter des corrections contenant la taille du sys-
te`me [Plischke et Bergersen 1994, Binder 1981a, Cardy 1996]. Par exemple on trouve que
l’aimantation au voisinage du point critique se comporte comme M ∝ L−β/ν , ou` β et ν sont
deux exposants critiques [Goldenfeld 1992]. L’analyse des effets de taille finie permet aussi
d’e´crire la distribution de l’aimantation, PL(M), pour un syste`me de taille L . On peut en
effet former deux nombres sans dimension a` partir de ces caracte´ristiques, MLβ/ν et ξ/L, ce
qui a conduit Binder a` proposer la forme d’e´chelle suivante :
PL(M) ∝ σΠ
(
MLβ/ν ,
ξ
L
)
.
On peut expliciter d’avantage cette expression, en notant que la susceptibilite´ magne´tique
est relie´e a` l’e´cart-type par χ ≃ Nσ2 ∝ Lγ/ν et en utilisant la relation d’e´chelle γ+2β = νd.
On obtient alors σ ∝ L−β/ν et
PL(M) ∝ σΠ
(
M
σ
,
ξ
L
)
. (1.11)
Cette expression montre que seule la distribution Π a un sens dans la limite thermodyna-
mique, et que sa forme de´pend de la valeur du rapport ξ/L. En particulier, pour avoir des
de´viations a` la loi normale dans la limite thermodynamique, il faut prendre cette limite en
maintenant le rapport ξ/L constant, si c’est possible.
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1.2 La distribution BHP
1.2.1 Distribution d’aimantation dans le mode`le XY 2d
Le calcul de la distribution Π apparaissant dans (1.11) est tre`s de´licat, et ne peut eˆtre
effectue´ que dans un tre`s petit nombre de syste`mes, parmi lesquels on trouve le mode`le XY
2d, dans la limite des ondes de spin [Bramwell et al. 2001, Portelli 2002].
Le mode`le XY 2d est un mode`le de spins sur un re´seau Λ, dans lequel les spins peuvent
tourner dans un plan. Chaque spin Si est donc ici un vecteur du plan. Le Hamiltonien du
syste`me est
H = −J
∑
〈i,j〉
Si · Sj = −J
∑
〈i,j〉
cos(θi − θj). (1.12)
La physique associe´e a` ce mode`le est tre`s riche [Berezinskii 1971, Berezinskii 1972,
Kosterlitz et Thouless 1973, Kosterlitz 1974, Jose et al. 1977], mais l’objectif ici n’est pas
de rentrer dans les de´tails de ce mode`le. Il suffira de garder a` l’esprit que ce mode`le est cri-
tique pour toute tempe´rature au-dessous de la tempe´rature de Kosterlitz-Thouless TKT, et
que la classe d’universalite´ de´pend de la tempe´rature. Enfin, dans la limite basse tempe´rature
T ≪ TKT, on peut effectuer une approximation quadratique du Hamiltonien (1.12) en ondes
de spin. Le Hamiltonien ainsi obtenu pre´sente la proprie´te´ d’eˆtre diagonal dans l’espace de
Fourier,
H = J
2
∑
q∈Λ˜
G−1q θqθ−q, (1.13)
ou` q est un vecteur de la zone de Brillouin Λ˜, θq est le transforme´ de Fourier de l’angle θi :
θq =
1√
N
∑
r∈Λ
θre
−iq·r.
Le propagateur Gq est donne´ par
G−1
q
= 2 (2− cos qx − cos qy) . (1.14)
On constate que
lim
q→0
G−1
q
= 0,
ce qui est la signature d’un mode de Goldstone [Binney et al. 1992, Goldenfeld 1992]. Le
parame`tre de ce mode`le est son aimantation, qui est un vecteur de´fini par :
M =
1
N
N∑
i=1
Si. (1.15)
A` cause de la pre´sence d’un mode de Goldstone, ce vecteur peut tourner librement, de
sorte que 〈M〉 = 0 : pour un syste`me de taille finie, le module moyen de l’aimantation est
11
Chapitre 1. Fluctuations de grandeurs globales
non nul, mais l’orientation est uniforme sur [0, 2π[. La grandeur globale qui a e´te´ e´tudie´e
pre´ce´demment [Archambault et al. 1997, Bramwell et al. 2001, Portelli 2002] est en fait le
module de l’aimantation. Pour une configuration du re´seau, l’aimantation (1.15) est non
nulle et de´finie une direction θ¯. Autrement dit on s’inte´resse aux fluctuations longitudinales
de l’aimantation totale. Le module de (1.15) est alors simplement
M =
1
N
N∑
i=1
cos(θi − θ¯). (1.16)
Dans l’approximation θi − θ¯ ≪ 1, l’expression pre´ce´dente se simplifie et on obtient le para-
me`tre d’ordre line´arise´
M = 1− 1
2N
∑
q∈Λ˜∗
θqθ−q, (1.17)
en notant θq la transforme´e de Fourier de (θi− θ¯), et Λ˜∗ la zone de Brillouin prive´e de q = 0
Par de´finition on ne prend donc pas en compte la contribution du mode de Goldstone q = 0.
Le calcul de la distribution de µ = (M − 〈M〉)/σ a e´te´ effectue´ par S.T. Bramwell et al.
[Bramwell et al. 2001], a` la fois pour le parame`tre d’ordre line´arise´ et pour le parame`tre
d’ordre non-line´aire. Dans ce dernier cas, en plus de l’approximation basse tempe´rature,on
doit faire l’hypothe`se technique supple´mentaire que seuls les graphes ferme´s a` une boucle
contribuent dans la limite thermodynamique6. Dans les deux cas, la distribution obtenue est
la meˆme que pour le parame`tre d’ordre line´aire, et elle s’e´crit :
ΠXY (µ) =
∫ +∞
−∞
dx
2π
eiµx Ψ(x), avec lnΨ(x) = −1
2
∞∑
k=1
gk
k
(
2x2
g2
)1/2
, (1.18)
et
gk =
1
Nk
∑
q∈Λ˜∗
Gk
q
. (1.19)
La transforme´e de Fourier (1.18) n’est pas calculable exactement, mais il est possible d’ob-
tenir analytiquement les comportements asymptotiques pour les larges de´viations, et une
transformation de Fourier nume´rique permet de donner l’allure comple`te de la distribution.
D’autre part, dans la feneˆtre accessible aux expe´riences et aux simulations nume´riques, cette
distribution est tre`s bien approche´e par une distribution de Gumbel, ge´ne´ralise´e pour un
parame`tre a ≃ π/2 [Bury 1999, Bramwell et al. 2001] :
G(µ) = N exp [ab(µ − s)− aeb(µ−s)] , (1.20)
avec a ≃ 1.58, b ≃ 0.93, s ≃ 0.37 et N ≃ 2.16.
La distribution que l’on obtient est asyme´trique, avec une partie exponentielle pour les
de´viations ne´gatives, et double exponentielle pour les de´viations positives, comme on le
voit sur la figure 1.3. Fait encore plus remarquable, la distribution obtenue ne de´pend pas
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Fig. 1.2 – Fluctuations de puissance injecte´e : dispositif expe´rimental.
de la valeur de la tempe´rature : autrement dit, elle est inde´pendante du jeu d’exposants
critiques choisis, et donc de la classe d’universalite´6.La distribution de Gumbel e´tant issue des
statistiques d’extreˆmes, certains auteurs [Watkins et al. 2002] ont propose´ qu’il est possible
de reformuler l’e´tude de la PDF comme un proble`me de statistique d’extreˆmes. Cependant,
comme nous venons de le dire, la distribution de Gumbel ge´ne´ralise´e n’est valable que pour la
partie de la courbe accessible expe´rimentalement, µ ∈ [−8 : 3], mais pas sur tout l’ensemble
de de´finition. En particulier les asymptotes de (1.18) ne co¨ıncident pas avec celle de la
distribution de Gumbel ge´ne´ralise´e [Bramwell et al. 2001]. C’est pourquoi il semble de´sormais
vain de chercher une formulation de ce proble`me en terme de statistique d’extreˆmes.
Comme nous allons le voir, la porte´e de ces travaux sur le mode`le XY de´passe le cadre des
syste`mes magne´tiques.
1.2.2 E´tudes experimentales
A` la fin des anne´es 90, Labbe´, Pinton et Fauve ont re´alise´ une se´rie d’expe´riences sur un
e´coulement turbulent confine´. Dans un cylindre, de l’air est mise en rotation par deux disques
contrarotatifs, comme sche´matise´ sur la figure 1.2. Les disques sont entraine´s par deux mo-
6. En fait, S.T. Banks et S.T. Bramwell ont montre´ re´cemment que d’autres graphes que ceux pris en
compte dans le calcul original contribuent a` la distribution dans la limite thermodynamique [Banks 2005].
Ces graphes induisent une le´ge`re de´pendence en la tempe´rature. Nous reviendrons sur ce point a` la fin du
chapitre 3.
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teurs, alimente´s par deux ge´ne´rateurs inde´pendants. A` l’aide d’un asservissement PID, on
maintient constante la vitesse de rotation des disques en faisant varier la puissance e´lec-
trique fournie aux moteurs. Les fluctuations de puissance e´lectrique injecte´e traduisent ainsi
les fluctuations de puissance dissipe´e au sein de l’e´coulement turbulent [Labbe´ et al. 1996].
La distribution des fluctuations re´duites ρ = P−〈P 〉
σ
est obtenue simplement en calculant
l’histogramme d’une se´rie temporelle. Les re´sultats sont repre´sente´s sur la figure 1.3 : la
comparaison avec la distribution ΠXY est impressionnante ! Il est absolument remarquable
que les distributions d’un syste`me magne´tique 2d a` l’e´quilibre et d’un e´coulement turbulent
3d soient aussi semblables. Signalons une fois de plus qu’il ne s’agit pas d’un ajustement
nume´rique. Pour expliquer cette analogie, Portelli a propose´ un mode`le statistique pour la
turbulence, en utilisant un mode`le cascade [Portelli et al. 2003].
Cette observation a amene´ S.T. Bramwell, P.C.W. Holdsworth et J.-F. Pinton a` propo-
ser que la distribution (1.18), qui sera par la suite appele´e BHP, est une bonne approxi-
mation de la distribution pour des grandeurs globales dans de tre`s nombreux syste`mes
[Bramwell et al. 1998]. Par la suite, cette proposition de l’universalite´ de la distribution BHP
a e´te´ confirme´e par un grand nombre de re´sultats, tant pour des syste`mes a` l’e´quilibre que
pour des syste`mes hors e´quilibre [Bramwell et al. 2000]. La figure 1.4 pre´sente quelques uns
des re´sultats publie´s par diffe´rents auteurs, concluant a` un bon accord avec la distribution
BHP.
Il convient de faire deux remarques a` propos de ces re´sultats. La premie`re concerne la
gamme de fluctuations relatives a` l’e´cart-type accessibles : pour la plupart des syste`mes, il
n’y a de bonnes statistiques que sur l’interval [−6; 3]. D’autre part l’accord est parfois trop
grossier pour conclure quant au caracte`re strictement universel de la distribution BHP : on
note par exemple des e´carts dans les queues de la distribution dont il est difficile de savoir
s’ils proviennent d’un manque de statistique ou s’ils signalent un de´saccord avec BHP.
1.3 Objectif du travail
Comme nous venons de le voir, la distribution BHP semble de´crire correctement une
grande varie´te´ de distributions, dans des syste`mes assez complique´s. Toutefois il est diffi-
cile de conclure sur le cote´ universel de BHP a` partir des re´sultats obtenus jusqu’a` pre´-
sent. Il ne s’agit en fait que de simulations nume´riques ou de re´sultats expe´rimentaux,
pour lesquels il est difficile, e´tant donner les incertitudes de mesures, d’assurer que l’ac-
cord avec BHP est bon. D’autre part, il n’existe pas de description the´orique satisfai-
sante pour ces syste`mes, qui permettrait de comprendre l’origine de cette analogie. Pour
le travail pre´sente´ dans cette partie, nous avons choisi de revenir a` un mode`le simple, qui
laisse espe´rer une compre´hension plus comple`te du phe´nome`ne. Des e´tudes pre´liminaires
[Bramwell et al. 2000, Zheng et Trimper 2001] signalant un comportement proche de BHP
pour le mode`le d’Ising 2d, nous avons de´cide´ d’e´tudier ce mode`le, pour lequel de nombreuses
techniques, tant nume´riques qu’analytiques, sont disponibles. D’autre part, e´tant donne´ la
richesse de ce mode`le et son omnipre´sence dans diffe´rents domaines de la physique, on pense
aussi pouvoir avoir une compre´hension qui de´passe le cadre des syste`mes magne´tiques. Le
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Fig. 1.3 – Comparaison des distributions obtenues en turbulence et pour le mode`le XY.
Les courbes en traits pleins sont obtenues pour les fluctuations de puissance injecte´e en
turbulence, pour diffe´rents nombres de Reynolds. Les symboles repre´sentent les re´sultats de
simulations Monte Carlo pour le mode`le XY 2d a` basse tempe´rature kbT/J = 0.5, pour
plusieurs tailles de syste`me (N = 100(◦), 1024(⋆), 104(△), et a` kbT/J = 1.0 pour N =
1024, (). Il ne s’agit pas d’un ajustement nume´rique. D’apre`s [Bramwell et al. 1998].
15
Chapitre 1. Fluctuations de grandeurs globales
but de cette e´tude est de comprendre les origines de l’analogie entre la distribution BHP et
celles d’autres syste`mes a` l’e´quilibre, et des e´carts observe´s.
L’e´tude reporte´e dans cette partie s’est de´roule´e en deux temps. Au moyen de simulations
nume´riques, nous avons commence´ par voir si on pouvait retrouver BHP dans les fluctuations
du mode`le d’Ising, et si oui, dans quelles circonstances. L’e´tude nume´rique n’est pas vue ici
comme une fin en soi, mais comme une e´tape pre´liminaire permettant d’isoler quelques points
importants, qui constituent le point de de´part de la seconde e´tape du travail, c’est-a`-dire une
e´tude analytique. Le but de cette e´tude est de proposer un cadre the´orique permettant de
comprendre l’origine de l’analogie, voire l’universalite´, de la distribution BHP. Nous espe´rons
ainsi obtenir un scenario ge´ne´rique, qui soit transposable dans d’autres situations.
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(a) Mode`le d’avalanches de Sneppen, e´tudie´
par [Dahlstedt et Jensen 2001]. Fluctuation de
la taille d’une avalanche moyenne´e sur T =
50(+), 500(×), 5000(⋆) pas, et de la taille
de la plus grande avalanche parmi T =
50(◦), 500(), 5000(⋄) avalanches conse´cutives. La
courbe en train plein est BHP.
(b) E´lectroconvection dans un fluide au-dela` du
seuil d’instabilite´ ǫ, e´tudie´ par Toth-Katona et
Gleeson [TK et Gleeson 2003] : fluctuations de
puissances injecte´es, en ge´ome´tries ouverte (◦) et
confine´e (•).
(c) Re´seau de re´sistances, e´tudie´ par
[Pennetta et al. 2004] : fluctuations de la
re´sistance totale, juste avant la rupture, pour un
re´seau 75 × 75(◭), 100 × 100 (◮), 125 × 125(◦).
La courbe en trait plein est BHP, et celle en
pointille´s, la distribution gaussienne.
(d) Mode`le d’Edward-Anderson 3d, e´tudie´ par C
[Chamon et al. 2004] : fluctuations la re´ponse in-
te´gre´e [Castillo et al. 2002] pour un syste`me de
taille L = 8, a` la tempe´rature T = 0.4, pour un
temps d’attente tw = 1000. La courbe en poin-
tille´s est BHP, celle en trait plein est la distribu-
tion gaussienne.
Fig. 1.4 – Distributions obtenues dans diffe´rentes e´tudes, sur plusieurs syste`mes corre´le´s,
et comparaisons avec la distribution BHP.
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Chapitre 2
Distribution du parame`tre d’ordre
dans le mode`le d’Ising 2d
But du chapitre : Dans ce chapitre, on e´tudie en de´tail les fluctuations du para-
me`tre d’ordre dans le mode`le d’Ising 2d, au moyen de simulations nume´riques. Cette
e´tude a principalement deux objectifs : clarifier les observations de´ja` faites, et obtenir des
informations pouvant guider une e´tude analytique.
2.1 Introduction
En 1922, Ernest Ising (Fig. 2.1) commence son travail de the`se, sous la direction de
Whilem Lenz. Cette the`se, soutenue a` Hamburg en 1924, portait sur une e´tude the´orique
du ferromagne´tisme au moyen d’un mode`le ad hoc [Ising 1925] . C’est ce mode`le qui est
de´sormais universellement connu sous le nom de“mode`le d’Ising”. Depuis il a e´te´ de´cline´ dans
de tre`s nombreuses variations : quantique, de´sordonne´, avec des interactions entre seconds
plus proches voisins etc. Dans tout ce qui suit, sauf mention contraire, seul le cas classique
bidimensionnel sera conside´re´. Le but du travail de the`se d’Ising e´tait de de´crire, a` partir
d’un mode`le microscopique simple, la transition ferro/paramagne´tisme observe´e dans certains
mate´riaux. Dans sa version la plus simple de ce mode`le conside`re des spins σ = ±1 situe´s aux
noeuds d’un re´seau, interagissant uniquement entre plus proches voisins par le biais d’une
constante de couplage J . Le hamiltonien du syste`me s’e´crit
H = −J
∑
〈i,j〉
σiσj , (2.1)
ou` la somme porte sur les sites plus proches voisins. Au cours de sa the`se, E. Ising a montre´
que dans le cas unidimensionnel, cet hamiltonien ne pre´sente pas de transition de phase
continue a` une tempe´rature non nulle : l’aimantation du syste`me n’est non nulle qu’a` tem-
pe´rature nulle. La question naturelle e´tait alors de savoir ce qu’il se passe en dimension
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Fig. 2.1 – Ernest Ising (1900-1998)
supe´rieure, et malgre´ la simplicite´ apparente de l’expression du hamiltonien (2.1), re´pondre
a` cette question n’a pas e´te´ e´vident. Depuis ce mode`le est devenu l’un des plus ce´le`bres de
la physique, conduisant a` de nombreux e´tudes nume´riques et the´oriques. La dernie`re partie
de cette the`se est d’ailleurs consacre´e a` la re´solution de ce mode`le pour des conditions aux
bords particulie`res.
Le parame`tre d’ordre de ce syste`me est l’aimantation totale, de´finie par
M =
1
N
N∑
i=1
σi, (2.2)
ou` N est le nombre total de spins σk du syste`me. Ce syste`me est mis en contact avec un ther-
mostat a` la tempe´rature T (on travaille donc dans l’ensemble canonique). D’un point de vue
probabiliste, le parame`tre d’ordre est donc une somme de variables ale´atoires microscopiques,
et constitue donc une grandeur globale, dans le sens pre´cise´ dans le chapitre introductif. Dans
le cas ou` les spins sont fortement corre´le´s, on s’attend donc a` trouver e´ventuellement une
distribution de l’aimantation non gaussienne. Ceci a e´te´ confirme´ [Bruce 1981], notamment a`
Tc(L)
7. Des e´tudes plus re´centes semblent montrer qu’il existe une tempe´rature, au voisinage
de Tc(L), pour laquelle la distribution de probabilite´ (PDF) de l’aimantation est proche de la
distribution BHP [Bramwell et al. 2000, Zheng et Trimper 2001, Zheng 2003]. La premie`re
e´tape de l’e´tude nume´rique a consiste´ a` confirmer et a` pre´ciser ces observations.
7Comme il est d’usage pour les syste`mes de taille finie pour lesquels il n’y a pas rigoureusement de point
critique, on de´finit la pseudo tempe´rature critique Tc(L) comme la tempe´rature donnant le maximum de la
susceptibilite´ [Cardy 1988].
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2.2 Distribution du parame`tre d’ordre
Dans un premier temps, nous avons re´alise´ des simulations Monte Carlo pour de´terminer
nume´riquement la distribution du parame`tre d’ordre du mode`le d’Ising. Comme les syste`mes
conside´re´s dans les simulations nume´riques sont toujours de taille finie, la physique statistique
me`ne a` la conclusion que la valeur moyenne de l’aimantation, de´finie par 2.2, est nulle. En
effet, pour un syste`me de taille finie, il n’y a pas en toute rigueur de transition du second
ordre, et la syme´trie Z2 du mode`le d’Ising n’est jamais brise´e, quelque soit la tempe´rature.
Ceci est illustre´ par une simulation Monte Carlo Swendsen-Wang du mode`le d’Ising a` basse
tempe´rature, repre´sente´e sur la figure 2.2. On constate cependant que la valeur typique de
l’aimantation est, elle, non nulle a` cette tempe´rature : elle correspond a` la valeur moyenne
de la valeur absolue de l’ai mantation : Mtyp = 〈|M |〉. En fait c’est cette valeur typique qui,
dans la limite thermodynamique, devient la valeur moyenne de l’aimantation. C’est la raison
pour laquelle dans les simulations nume´rique, on de´finit le parame`tre d’ordre comme
m =
1
N
∣∣∣∣∣
N∑
k=1
σk
∣∣∣∣∣ . (2.3)
Afin de pouvoir acce´der a` des syste`mes de grandes tailles, nous avons choisi d’utiliser
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Fig. 2.2 – Exemple de dynamique Swendsen-Wang, pour le mode`le d’Ising 2d de taille L = 64
dans la phase fe´rromagne´tique. La non-localite´ de cette dynamique permet de montrer qu’il
existe deux minima de potentiel, se´pare´s par un barrie`re de taille finie. Dans ce cas la valeur
moyenne de (2.2) est nulle, alors que celle de (2.3) ne l’est pas, reproduisant ainsi la transition
de phase d’un syste`me de taille infinie. On constate aussi que si 〈M〉 = 0, la probabilite´ que
M = 〈M〉 est tre`s faible : on a le plus souvent M =Mtyp = 〈|M |〉.
l’algorithme Monte Carlo de Swendsen-Wang (SW) [Swendsen et Wang 1987]. En effet la
dynamique associe´e a` cet algorithme a un exposant critique dynamique z = 0.35 beaucoup
plus faible que celui de l’algorithme Me´tropolis (z = 2). Le temps de relaxation au voisinage
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de Tc(L) divergeant avec la taille du syste`me comme L
z, l’algorithme SW permet de
thermaliser le syste`me pre`s du point critique beaucoup plus rapidement. Il est ainsi possible
d’e´tudier des syste`mes relativement grands. Le calcul nume´rique de la distribution est
simple : une fois le syste`me thermalise´, on le laisse e´voluer suivant l’algorithme SW. A`
chaque pas de temps on calcule m et on construit l’histogramme de m au fur et a` mesure de
la simulation. Afin d’obtenir suffisamment d’e´ve`nements pour avoir une bonne de´finition de
la PDF jusqu’a` des e´carts de huit e´cart-types, il est ne´cessaire d’effectuer un grand nombre
de re´alisations, typiquement de l’ordre de 106 a` 108 pas de temps Monte Carlo. Enfin, une
fois la simulation termine´e, on calcule la valeur moyenne 〈m〉 et l’e´cart-type σ, de fac¸on a`
tracer la distribution de la variable re´duite µ = m−〈m〉
σ
.
2.2.1 E´tude en champ nul
On s’inte´resse ici au mode`le d’Ising sur re´seau carre´ de coˆte´ L. Diffe´rents re´sultats obtenus
pour plusieurs valeurs de la tempe´rature sont pre´sente´s sur la figure 2.3, dans le cas d’un sys-
te`me de coˆte´ L = 64. La courbe 2.3(a) correspond a` la phase paramagne´tique, dans laquelle le
parame`tre d’ordre est tre`s petit, et les corre´lations tre`s faibles. Comme le parame`tre d’ordre
est la valeur absolue de l’aimantation, la distribution obtenue est une “demi”Gaussienne, en
bon accord avec ce que l’on attend d’apre`s le the´ore`me centrale limite. Lorsque l’on baisse la
tempe´rature pour atteindre Tc(L), on obtient la PDF repre´sente´e sur la figure 2.3(b). Cette
forme est en bon accord avec celle pre´ce´demment obtenue par Binder [Binder 1981b]. La
coupure du coˆte´ des de´viations ne´gatives vient de la contrainte 0 ≤M ≤ 1 : le support E de
la distribution est donc fixe´ par 〈m〉 et σ : E = [−〈m〉 /σ, (1 − 〈m〉)/σ]. En changeant la
tempe´rature, on change la valeur moyenne et l’e´cart-type, et donc E . En baissant davantage
la tempe´rature, le support de la distribution s’e´tend encore, et la distribution se rapproche
de BHP, puis s’en e´loigne a` nouveau (voir figure 2.3(d)), pour tendre vers une distribution
gaussienne correspondant a` la phase ferromagne´tique. La tempe´rature pour laquelle la dis-
tribution du mode`le d’Ising est en meilleur accord avec BHP est appele´e T ∗(L) dans toute
la suite de cette partie.
Les simulations pre´ce´dentes confirment donc l’existence d’une tempe´rature le´ge`rement
infe´rieure a` la tempe´rature critique, pour laquelle la distribution est proche de BHP
[Bramwell et al. 2000, Zheng et Trimper 2001, Zheng 2003]. Pour avoir un crite`re plus ob-
jectif qu’une simple estimation a` l’œil, nous de´finissons la tempe´rature T ∗(L) comme la
tempe´rature ve´rifiant :
γIsing
(
T ∗(L)
)
= γXY ± 0.01, (2.4)
ou` γ est l’asyme´trie de la distribution. Ce crite`re permet d’obtenir un erreur de l’ordre de
2% sur la valeur de T ∗. Il est e´vident que ce crite`re est arbitraire et que l’on pourrait tout
a` fait en choisir un autre. Toutefois comme l’accord entre les deux distributions est unique-
ment approximatif, choisir un autre crite`re raisonnable ne changera pas les conclusions de
cette e´tude. On trouve alors que pour le syste`me e´tudie´, T ∗(L = 64) = 2.11J , alors que
Tc(L) = 2.33J .
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(a) T = 6.7J > Tc : phase paramagne´tique.
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(b) T = 2.33J = Tc(L)
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(c) T = 2.11J = T ∗(L)
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(d) T = 1.54J < T ∗(L) : phase ferromagne´tique
Fig. 2.3 – Distributions de l’aimantation re´duite µ = m−〈m〉
σ
en l’absence de champ ma-
gne´tique, pour diffe´rentes tempe´ratures, pour un syste`me de taille L = 64. E´chelle semi-
logarithmique. La courbe en trait plein est la distribution BHP. Noter l’effet important de
la contrainte m ≥ 0 pour T ≥ T ∗(L).
Il est e´vident que meˆme a` T ∗(L) l’accord avec la distribution BHP est uniquement approxi-
matif. Cela vient du fait que dans le mode`le d’Ising en taille finie, la syme´trie n’est pas
rigoureusement brise´e, conduisant a` P (m = 0) et donc P
(
µ = −〈m〉
σ
)
n’est jamais rigou-
reusement nulle : la PDF admet force´ment une tangente horizontale en ce point. Le cas du
mode`le XY est particulier car avec le parame`tre d’ordre (1.16), il n’y a pas de syme´trie brise´e
au passage de la transition [Archambault et al. 1997] : c’est la raison pour laquelle la partie
des de´viations ne´gatives doit eˆtre concave. Il est en effet impossible de de´crire correctement
la partie des de´viations ne´gatives par rapport a` la moyenne a` l’aide d’un terme exponentiel,
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Fig. 2.4 – Distribution du parame`tre d’ordre du mode`le d’Ising a` T ∗(L) = 2.11J , pour un
syste`me de taille L = 64, en champ nul, avec des conditions aux bords pe´riodiques, dans le
gamme de valeurs de µ = m−〈m〉
σ
accessibles par une expe´rience. La courbe pleine correspond
a` la distribution BHP.
pour toute tempe´rature au-dessous de Tc. Il faut toutefois remarquer que dans les simulations
nume´riques pre´sente´es ici, nous avons de bonnes statistiques pour les fluctuations jusqu’a`
des e´carts de −8σ, ce qui serait tout a` fait exceptionnel pour des re´sultats expe´rimentaux,
comme nous l’avons signale´ dans le chapitre pre´ce´dent. D’un point de vue plus pragmatique,
l’accord obtenu est correct dans la feneˆtre accessible aux expe´riences, comme le montre la
figure 2.4. Les diffe´rences observe´es sur les donne´es nume´riques ne seraient visibles que sur
des donne´es expe´rimentales tre`s pre´cises.
2.2.2 Conditions aux bords et champ magne´tique
Pour l’instant nous n’avons fait varier qu’un seul des parame`tres a` notre disposition, la
tempe´rature. Dans cette section nous allons nous inte´resser a` d’autres parame`tres : la valeur
du champ magne´tique et les conditions aux bords. Comme nous venons de le voir en effet,
on peut penser que l’accord entre le mode`le d’Ising et le mode`le XY du point de vue des
fluctuations d’aimantation est affecte´ par la valeur de la probabilite´ d’avoir M = 0. Dans
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Fig. 2.5 – Distribution du parame`tre d’ordre du mode`le d’Ising, pour un syste`me de taille
L = 128, avec des conditions aux bords fixes σ = 1, a` la tempe´rature Tc(L), pour diffe´rentes
valeurs du champ magne´tiques : H = 10−3J (), H = 2.5 × 10−3J = H∗(L) (×), H =
3× 10−2J (•). La courbe pleine correspond a` la distribution BHP.
ce paragraphe, nous allons faire varier ce parame`tre et voir s’il est ainsi possible d’ame´liorer
significativement l’accord avec BHP.
Par exemple, en appliquant un champ magne´tique au syste`me, on brise la syme´trie M →
−M , et on modifie P (M = 0). Il en est de meˆme lorsque l’on change les conditions aux
bords pe´riodiques, et qu’on les remplace par des conditions aux bords fixes ou` tous les spins
de bord sont gele´s a` +1. La figure 2.5 pre´sente le re´sultat obtenu pour plusieurs valeurs du
champ magne´tique, avec des conditions aux bords fixes, pour un syste`me a` la tempe´rature
Tc(L). On constate alors qu’en augmentant la valeur du champ magne´tique, on passe par
une valeur H∗(L = 128) = 2.5 × 10−3J pour laquelle les de´viations ne´gatives sont proches
de BHP. Toutefois l’effet de la contrainte m ≥ 0 est encore tre`s important pour cette valeur
du champ, ce qui donne une distribution tronque´e a` µ ≃ −4. Lorsque le champ augmente
encore, la PDF e´volue lentement vers une distribution normale : un champ magne´tique fort
de´truit les corre´lations entre les spins.
Pour essayer d’e´tendre le support de la distribution, on peut e´tudier l’aimantation d’un
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Fig. 2.6 – Distribution du parame`tre d’ordre d’un sous-syste`me de taille L = 32 d’un syste`me
de taille L0 = 128, avec des conditions aux bords fixes σ = 1, a` la tempe´rature Tc(L), soumis
a` un champ magne´tique H = 3.5 × 10−3J = H∗(L) (×). La courbe pleine correspond a` la
distribution BHP.
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sous-syste`me de taille L dans un syste`me de plus grande taille8 L0. En appliquant la` encore
un champ magne´tique H au syste`me, a` la tempe´rature Tc(L), la distribution de l’aimantation
e´volue rapidement, et la coupure provenant de la contrainte M ≥ 0 se de´cale rapidement
vers les grandes valeurs ne´gatives de µ. Pour une valeur H∗(L) du champ magne´tique, la
PDF obtenue pour le mode`le d’Ising est incroyablement proche de celle de BHP, comme le
montre la figure 2.6. L’accord observe´ est confirme´ par le calcul des coefficients d’asyme´trie
γ et d’aplatissement κ [Bury 1999] :
γ = 0.890± 0.01, γBHP = 0.890,
κ = 4.495± 0.01, κBHP = 4.489.
A` l’issue de cette premie`re e´tude nume´rique, nous pouvons faire un bilan des observations.
La premie`re chose que l’on peut dire est qu’au-dessous de la tempe´rature Tc(L), la dis-
tribution du parame`tre d’ordre du mode`le d’Ising posse`de la meˆme allure ge´ne´rale que la
distribution BHP : meˆme asyme´trie, de´viations positives par rapport a` la moyenne beau-
coup moins probables, relativement a` l’e´cart-type, que les de´viations ne´gatives. Cet accord
bien qu’approximatif est toutefois remarquable, car les deux mode`les e´tant tre`s diffe´rents,
il n’est pas e´vident a priori que les deux distributions aient la meˆme allure. Nous avons
meˆme constate´ qu’il e´tait possible d’ame´liorer conside´rablement l’accord en diminuant la
valeur de P (M = 0), en jouant sur diffe´rents parame`tres, comme par exemple les conditions
aux bords et l’application d’un champ magne´tique. Autrement dit on peut contraindre le
mode`le d’Ising a` se comporter comme le mode`le XY dans le re´gime des ondes de spin, et
le parame`tre de controˆle est P (M = 0). Toutefois l’existence meˆme d’un minimum local de
probabilite´ en m = 0 indique que la distribution BHP ne de´crit pas quantitativement bien
les fluctuations d’aimantation du mode`le d’Ising 2d, ce qui atte´nue le coˆte´ “universel” de la
distribution BHP, propose´ pre´ce´demment [Bramwell et al. 2000].
2.3 Criticalite´ des fluctuations a` T ∗
Dans la partie pre´ce´dente nous avons de´fini la tempe´rature T ∗(L) donnant le meilleur
accord avec la distribution, suivant le crite`re (2.4). La tempe´rature T ∗(L) ainsi de´finie e´tant
plus basse que la tempe´rature Tc(L), on peut se demander si cette tempe´rature est encore dans
la re´gion critique, et donc si les fluctuations correspondantes sont des fluctuations critiques.
Une premie`re fac¸on de re´pondre a` cette question consiste a` e´tudier les variations de T ∗(L)
avec la taille du syste`me. En utilisant l’algorithme Swendsen-Wang pour les simulations
Monte Carlo, nous avons pu faire varier L entre 32 et 512 (en unite´ de pas de re´seau). Pour
chaque taille du syste`me, on fait varier la tempe´rature afin de trouver T ∗(L), en utilisant la
de´finition (2.4). Les re´sultats montrent que T ∗(L) se rapproche de Tc(∞) quand L augmente.
Plus pre´cise´ment, comme le montre la figure 2.7, on a la loi d’e´chelle∣∣Tc(∞)− T ∗(L)∣∣ ∝ L−1/ν , (2.5)
8Si une telle e´tude peut paraˆıtre un peu torture´e, elle n’est pas sans pertinence expe´rimentale. En effet,
dans les expe´riences de mesure d’aimantation par diffusion de neutrons, on n’acce`de qu’a` l’aimantation dans
la zone e´claire´e par le faisceau de neutrons, qui est incluse dans le syste`me total.
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Fig. 2.7 – E´volution de T ∗(L) avec 1/L. La droite est le meilleur ajustement line´aire obtenu.
avec ν ≃ 1, en bon accord avec la valeur attendue pour cet exposant pour le mode`le d’Ising
2d. Cette loi d’e´chelle montre que T ∗(L) est bien dans la re´gion critique [Cardy 1996].
Une autre confirmation de la nature critique du phe´nome`ne observe´ vient de l’e´tude des
fonctions de corre´lation spin-spin, repre´sente´es pour diffe´rentes tempe´ratures sur la figure
2.8. En utilisant l’expression des corre´lations
G(r, L) =
1
rη
e−r/ξ(L,T ), (2.6)
on peut alors estimer la longueur de corre´lation ξ(L, T ). Le tableau 2.1 pre´sente les valeurs
de ξ(L, T ∗(L)) obtenues pour un syste`me de taille L a` la tempe´rature T ∗(L).
L 32 36 40 44 52 56 64 128
ξ(L) 0.83 1.0 1.1 1.25 1.45 1.42 1.7 2.9
ξ(L)/L 0.026 0.028 0.027 0.028 0.028 0.025 0.026 0.026
Tab. 2.1 – Valeurs de ξ et ξ/L obtenues a` T ∗(L) pour diffe´rentes tailles du syste`me, avec
des conditions aux bords pe´riodiques.
La premie`re chose que l’on remarque est que la longueur de corre´lation a` T ∗(L) est pe-
tite devant la taille du syste`me. Cette observation a de´ja` e´te´ faite par Zheng et Trimper
[Zheng et Trimper 2001], qui en concluait que le syste`me ne saurait eˆtre critique a` T ∗(L)
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Fig. 2.8 – Fonctions de corre´lation spin-spin pour L = 128 et diffe´rentes tempe´ratures :
T = Tc(L) = 2.30J(+), 2.27J(×), 2.24J(∗) et T = T ∗(L) = 2.17J(). Les courbes en trait
plein sont les meilleurs ajustements, obtenus a` partir de (2.6).
avec une longueur de corre´lation si faible. Toutefois on constate que dans une bonne ap-
proximation, le rapport de la longueur de corre´lation sur la taille du syste`me est en fait
une constante ! Ainsi, dans la limite thermodynamique, la longueur de corre´lation diverge,
ce qui montre que l’on a bien affaire a` un phe´nome`ne critique, malgre´ la faible longueur de
corre´lation. Ce re´sultat est par ailleur tout a` fait compatible avec la loi d’e´chelle (2.5). Cette
quantite´ petite mais ne´anmoins divergente joue un roˆle tre`s important dans la physique du
syste`me a` T ∗(L). Ce sera en fait le point de de´part de l’approche analytique qui sera pre´sen-
te´e dans le chapitre suivant.
Nous pouvons donc conclure que les fluctuations du mode`le d’Ising a` T ∗(L) sont bien de
nature critique, comme le montrent la loi d’e´chelle ve´rifie´e par T ∗(L) et la divergence des
corre´lations dans la limite thermodynamique.
2.4 Proprie´te´s physiques du syste`me a` T ∗(L)
Apre`s avoir de´fini T ∗(L) et confirme´ la criticalite´ du syste`me a` cette tempe´rature, cette
section cherche a` caracte´riser quelques proprie´te´s physiques associe´es a` ce comportement.
L’objectif est de donner une signification physique a` T ∗(L), autre que le meilleur accord avec
la distribution BHP.
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(a) Configuration typique a` T ∗(L). (b) E´ve`nement rare a` T ∗(L), correspondant a` un
e´cart de l’aimantation de −4σ par rapport a` la va-
leur moyenne.
(c) Configuration typique a` Tc(L)
Fig. 2.9 – Diffe´rentes configurations d’un re´seau de taille L = 512. Noter la pre´sence d’un
amas de taille bien plus grande que ξ2 dans la configuration extreˆme a` T ∗(L).
2.4.1 Distribution de taille des amas
Un point important obtenu dans la section pre´ce´dente est que la longueur de corre´lation
du syste`me a` T ∗(L) diverge avec la taille du syste`me, tout en restant deux ordres de gran-
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Fig. 2.10 – Distribution de taille relative des amas s = (Nombre de sites dans l’amas)/L2,
pour un re´seau de taille L = 128, en l’absence de champ magne´tique, et pour diffe´rentes
tempe´ratures : T = 2.30J = Tc(L)(+), T = T
∗(L) = 2.25J(×), T = 2.22J(∗), T =
2.13J().
deur plus petite. Ce comportement inhabituel doit avoir des conse´quences sur les structures
pre´sentes dans le syste`me a` cette tempe´rature. Dans le cas du mode`le d’Ising, les structures
naturelles sont les amas de spins paralle`les. La de´finition pre´cise d’un amas de spins n’est
pas comple`tement e´vidente. Le plus simple est de de´finir comme amas un ensemble connexe
de spins paralle`les. Il apparaˆıt toutefois que cette de´finition n’est pas satisfaisante, car elle
surestime la taille des amas. La bonne fac¸on de de´finir les amas est de conside´rer que deux
spins paralle`les ne sont dans le meˆme amas qu’avec une certaine probabilite´, de´pendant de
la tempe´rature. Il s’agit en fait d’une conse´quence directe des travaux de Fortuin et Kaste-
leyn, qui montrent qu’il est possible de repre´senter tous mode`les de Potts par un proble`me
de percolation, ou` la probabilite´ d’occupation d’un site est relie´e au hamiltonien du mode`le
de Potts [Kasteleyn et Fortuin 1969, Fortuin et Kasteleyn 1972, Hu 1984]. L’algorithme de
Swendsen-Wang est la mise en œuvre nume´rique de cette repre´sentation du mode`le d’Ising
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comme un proble`me de percolation [Landau et Binder 2000]. L’e´tude de la statistique des
amas dans le mode`le d’Ising est donc tre`s facilement accessible en utilisant cet algorithme
pour les simulations Monte Carlo : pour chaque re´alisation on calcule la taille des amas
construits et une moyenne sur un grand nombre9 de re´alisations est effectue´e.
E´tant donne´e la valeur de la longueur de corre´lation a` T ∗(L) on pourrait s’attendre a` ce
que la gamme des tailles d’amas possibles soit tre`s resserre´e au voisinage de ξ2/L2. Les dif-
fe´rentes configurations du re´seau pre´sente´es sur la figure 2.9 montrent qu’il n’en est rien !
La figure 2.9(a) correspond a` un syste`me d’aimantation proche de la valeur typique : on y
voit clairement une grande disparite´ de tailles, avec une coupure pour une taille maximale,
plus petite que la taille du syste`me. Hormis cette coupure, il ne semble pas y avoir de taille
caracte´ristique des amas. Sur la figure 2.9(b) est repre´sente´e une configuration ou` l’aiman-
tation s’e´carte de 4σ de la valeur moyenne : cet e´cart important est duˆ a` la pre´sence d’un
amas de grande taille. Cette situation est tre`s diffe´rente de ce que l’on attendrait pour un
syste`me de´corre´le´ : dans ce cas en effet, la configuration correspondant a` un tel e´cart pre´-
senterait un grand nombre d’amas de´corre´le´s, de taille typique ξ2. Cela montre clairement
qu’a` la tempe´rature T ∗(L) la longueur de corre´lation, relie´e a` la taille moyenne des amas, est
diffe´rente de la taille typique de ces derniers, et que de grands amas ne sont pas exclus. De
tels amas sont des e´ve`nements rares, mais pas au point d’eˆtre comple`tement irrelevants pour
le syste`me. Cette situation est tre`s diffe´rente de celle observe´e a` Tc(L), comme le montre la
figure 2.9(c). Dans ce cas les structures corre´le´es de taille comparable a` celle du syste`me ne
sont pas rares.
Cette analyse est confirme´e par le calcul de la distribution de taille relative des amas, s = n
L2
,
ou` n est le nombre de sites dans l’amas. Les re´sultats obtenus pour un syste`me de taille
L = 128 sont pre´sente´s sur la figure 2.10, pour diffe´rentes tempe´ratures au-dessous de la
tempe´rature Tc(L). Dans cette gamme de tempe´ratures, l’aimantation est non nulle : le plus
grand amas est celui qui donne l’orientation de l’aimantation totale. Plus concre`tement, cet
amas correspond au fond noir des figures 2.9. Les statistiques pre´sente´es sur 2.10 incluent la
contribution de cet amas dominant. Comme on s’y attend, lorsque l’on approche Tc(L), la
probabilite´ de trouver de grands amas augmente et la distribution se rapproche d’une loi de
puissance tronque´e au voisinage de s = 1. D’autre part, pour les tempe´ratures T < T ∗(L), on
observe une se´paration d’e´chelle et l’apparition d’un gap entre l’amas dominant et le second
plus gros amas. Pour T ≥ T ∗(L), le gap se referme et les statistiques de l’amas dominant
et du second plus gros amas se me´langent. Dans ce cas les amas de spins +1 et de spins
−1 sont a` peu pre`s de la meˆme taille, et la probabilite´ d’avoir une aimantation totale nulle
devient significativement non nulle. Ceci est en accord avec les observations sur la distribu-
tion de l’aimantation, ou` l’on a remarque´ que pour T > T ∗(L), le minimum de probabilite´
correspondant a` m = 0 rentre dans la feneˆtre accessible aux simulations nume´riques et aux
expe´riences, et que l’aile de la PDF n’est plus correctement approxime´e par une exponen-
tielle.
A` T ∗(L), la distribution de la taille des amas est bien approche´e par une loi de puis-
sance, jusqu’a` s ≃ 0.02. Au-dela`, comme on peut s’y attendre, on observe des corrections
9De l’ordre de 107 re´alisations.
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Fig. 2.11 – Distribution de taille relative des amas s = (Nombre de sites dans l’amas)/L2,
a` T ∗(L), en l’absence de champ magne´tique, et pour diffe´rentes tailles de syste`me : L =
64(△), 128(⋄), 256(+), 512(×).
a` cette loi d’e´chelle. Les diffe´rentes distributions obtenues a` T ∗(L) pour diffe´rentes tailles
de syste`me entre L = 64 et L = 512 sont repre´sente´es sur la figure 2.11. On constate
que pour L = 512, la loi de puissance s’e´tend sur six ordres de grandeur de probabi-
lite´, et trois pour la taille du syste`me. D’autre part l’exposant τ de cette loi de puis-
sance de´pend de la taille du syste`me : il vaut par exemple τ = 2.1 ± 0.1 pour le plus
grand syste`me e´tudie´ ici. Ce re´sultat semble en accord avec la valeur obtenue pour l’expo-
sant des amas percolants, τ ≃ 2.1 [Stauffer et Aharony 1992, Cambier et Nauenberg 1986,
Stella et Vanderzande 1989, Duplantier et Saleur 1989], confirmant la nature critique des
fluctuations e´tudie´es.
Dans cette section nous avons montre´ que les amas dans le mode`le d’Ising a` T ∗(L) ont
un comportement de´pourvu d’e´chelle caracte´ristique, e´tonnamment associe´ a` une se´paration
d’e´chelle : si les tailles de l’amas moyen, du second plus gros amas et de l’amas dominant
sont fixe´es par la taille du syste`me, leurs amplitudes relatives sont suffisamment diffe´rentes
pour conside´rablement limiter les interactions entre ces trois e´chelles. Ce phe´nome`ne est
analogue a` ce qui se passe dans le mode`le XY a` basse tempe´rature. Dans ce re´gime en effet
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le rapport σ/ 〈m〉 est inde´pendant de la taille du syste`me, σ/ 〈m〉 = AT/J avec A ≃ 0.04
[Archambault et al. 1997] : on a des fluctuations critiques dont l’amplitude devient nulle dans
la limite ou` la tempe´rature tend vers ze´ro. Ainsi ces fluctuations critiques ne sont pas suf-
fisantes pour permettre au syste`me d’explorer tout l’espace des phases, et celui-ci n’explore
que la re´gion proche de la valeur moyenne de l’aimantation. Dans le cas du mode`le d’Ising,
les fluctuations sont critiques, mais la` encore d’amplitudes trop faibles pour que le syste`me
explore tout l’espace des phases, et que les effets de la topologie de l’espace des phases se
fassent sentir. Ce point semble essentiel pour la compre´hension de l’apparente ge´ne´ralite´ de
la distribution BHP, et sera au cœur de l’approche analytique de´veloppe´e dans le chapitre
suivant.
2.4.2 Intermittence
La figure 2.12 montre les variations de l’aimantation re´duite µ = (m − 〈m〉)/σ d’un
syste`me de taille L = 64, au cours d’une simulation Monte Carlo Me´tropolis, pour deux
tempe´ratures diffe´rentes. La grande asyme´trie du signal a` T ∗(L) est e´vidente sur la figure
2.12(a). Ce signal est par ailleurs tout a` fait semblable au signal mesure´ pour les fluctuations
de puissance injecte´e dans un e´coulement turbulent par [Labbe´ et al. 1996]. Dans ces deux
syste`mes on retrouve en effet de grandes de´viations de la grandeur globale e´tudie´e par rapport
a` l’e´cart-type, comportement qualifie´ d’intermittent. Sur la figure 2.12(b) est repre´sente´ l’e´vo-
lution Swendsen-Wang du meˆme syste`me, pris cette fois a` la tempe´rature Tc(L). On voit alors
imme´diatement que la gamme des fluctuations de l’aimantation re´duite est conside´rablement
plus petit a` Tc(L). Ceci peut paraˆıtre surprenant du point de vue de la thermodynamique.
En effet, la tempe´rature critique est de´finie comme le maximum de la susceptibilite´ ; elle
correspond donc au maximum de l’e´cart-type des fluctuations [Goldenfeld 1992]. Dans ces
conditions les grandes de´viations par rapport a` la moyenne sont coupe´es par les bords de
l’espace des phases dans lequel les fluctuations prennent place : le support de la distribution
E est alors relativement e´troit. Jusqu’a` T ∗(L) au contraire, l’e´cart-type des fluctuations est
suffisamment faible pour que le syste`me ne soit pas affecte´ par l’extension finie de E . Au-
trement dit les fluctuations ne permettent pas au syste`me d’explorer suffisamment l’espace
pour atteindre le sommet de la barrie`re de potentiel en M = 0 : pour le syste`me tout se
passe comme si cette barrie`re e´tait de hauteur infinie et que l’espace des phases n’e´tait pas
syme´trique. Le cas du mode`le XY dans la limite basse tempe´rature correspond pre´cise´ment
a` ce cas [Archambault et al. 1997].
A` l’issue de cette discussion il est possible de donner une caracte´ristique physique intrinse`que
a` la tempe´rature T ∗(L). Si l’on prend une de´finition relativement faible de l’intermittence
comme la possibilite´ pour le syste`me d’avoir des fluctuations par rapport a` la valeur moyenne
sur l’e´chelle de l’e´cart-type qui sont importantes (par rapport a` un comportement gaussien),
alors le comportement le plus intermittent est atteint pour la tempe´rature T ∗(L), et non a`
Tc(L).
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(b) Tempe´rature T = Tc(L).
Fig. 2.12 – E´volutions Me´tropolis de l’aimantation d’un syste`me de taille L = 64. On
remarque la plus grande asyme´trie du signal a` T ∗(L) qu’a` Tc(L).
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Fig. 2.13 – Re´sume´ des distributions obtenues suivant le point du diagramme de phase du
mode`le d’Ising 2d conside´re´. La zone hachure´e repre´sente la re´gion critique en taille finie.
2.5 Conclusion
L’e´tude nume´rique rapporte´e dans ce chapitre a permis de montrer qu’il e´tait possible
de retrouver, dans le cas du mode`le d’Ising 2d, une distribution des fluctuations semblable a`
la distribution BHP, comme le re´sume la figure 2.5. En ge´ne´ral cependant l’accord est loin
d’eˆtre parfait, ce qui exclut la possibilite´ que les PDFs correspondent a` la meˆme fonction.
L’universalite´ de la distribution BHP n’est donc pas e´tablie. Ce constat le´ge`rement ne´gatif ne
doit pas pour autant atte´nuer le fait que la distribution obtenue a` T ∗(L), et meˆme d’avantage
a` H∗(L) a` la meˆme allure que BHP : forte asyme´trie, de´viations ne´gatives par rapport a` la
moyenne plus proche d’une exponentielle que d’une distribution gaussienne et de´viations
positives par rapport a` la moyenne tre`s rapidement atte´nue´es. Les e´carts e´tant qui plus est
relativement limite´s dans la partie accessible expe´rimentalement, la distribution BHP peut
eˆtre conside´re´e comme une tre`s bonne approximation dans certains cas. Enfin nous avons
aussi montre´ que le point donnant le meilleur accord avec la distribution BHP correspond
au maximum d’intermittence du syste`me.
S’il semble clair que BHP n’est pas une distribution ”universelle” applicable a` toute grandeur
globale dans un syste`me corre´le´, il reste encore a` comprendre pourquoi tant de syste`mes
diffe´rents sont approximativement de´crits par cette distribution. L’e´tude du mode`le d’Ising
a permis de soulever deux points importants pour la compre´hension de ce fait remarquable.
Le premier est l’importance de la probabilite´ d’avoir une aimantation nulle, P (M = 0). Nous
36
2.5. Conclusion
avons en effet vu qu’en modifiant cette valeur, il e´tait possible d’ame´liorer conside´rablement
l’accord avec la distribution BHP. Au-dessous de T ∗(L), cette valeur est non nulle, mais
suffisamment petite pour que le syste`me reste localise´ au voisinage d’un minimum. Au-dessus
de T ∗(L) la grande valeur de l’e´cart-type autorise le syste`me a` percevoir les bords de l’espace
des phases. Le comportement a` T ∗(L) est le seuil ou` l’e´cart-type est suffisamment petit pour
que le syste`me ne voit pas les bords de l’espace des phases, mais ou` les fluctuations sont
suffisamment grandes pour qu’une approximation quadratique du potentiel au voisinage du
minimum d’e´nergie ne soit pas suffisant. Autrement dit, a` T ∗(L), on observe des fluctuations
importantes autour de la valeur typique de l’aimantation,Mtyp = 〈m〉, mais trop faibles pour
que la probabilite´ d’avoir M = 0 soit significativement non nulle. L’autre point important
que nous avons note´ est que, bien qu’a` T ∗(L) le rapport de la longueur de corre´lation sur la
taille du syste`me soit constant, il reste petit, de l’ordre de 3%.
Ces observations issus de l’e´tude nume´rique sont les deux points essentiels permettant d’avoir
une ide´e sur l’origine de l’analogie avec la distribution BHP, comme nous le verrons dans le
chapitre suivant.
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Chapitre 3
Origine de l’analogie avec la
distribution BHP
dans le cas du mode`le d’Ising
But du chapitre : Dans ce chapitre, on se propose de trouver l’origine de la similitude
entre la distribution de l’aimantation du mode`le d’Ising a` T ∗(L) et la distribution BHP.
Les conclusions de l’e´tude nume´rique serviront de base a` cette e´tude analytique du phe´no-
me`ne. En e´tudiant l’origine de l’apparente universalite´ de BHP dans le cas particulier du
mode`le d’Ising, on espe`re trouver certains arguments ge´ne´raux, et pre´ciser les questions
encore ouvertes.
3.1 Premie`res e´tapes
Dans cette section nous allons travailler sur l’expression de la fonction de partition du
mode`le d’Ising, afin d’obtenir une repre´sentation du mode`le, qui sera a` la base du travail
reporte´ ici.
3.1.1 Repre´sentation par des spins continus
Dans tout ce chapitre, on conside`re le mode`le d’Ising 2d sur un re´seau carre´ de taille
L×L, avec des conditions aux bords pe´riodiques : σmL+1 = σm1 et σL+1n = σ1n. On applique
un champ magne´tique H sur tout le re´seau. On note ex et ey les deux vecteurs directeurs
du re´seau. Le Hamiltonien s’e´crit alors :
H = −J
∑
〈i,j〉
σiσj −H
N∑
i=1
σi. (3.1)
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La somme porte cette fois encore sur les sites plus proches voisins. La fonction de partition
s’obtient en sommant sur toutes les configurations de spins le poids de Boltzmann corres-
pondant. On a alors :
Z =
∑
{σj}
exp

βJ∑
〈i,j〉
σiσj + βH
N∑
i=1
σi

 ,
=
∑
{σj}
exp
(
1
2
N∑
i,j=1
σiKijσj + βH
N∑
i=1
σi
)
, (3.2)
ou` a e´te´ introduite la matrice des couplages K de´finie par :
Kij = K
∑
ν=±ex,±ey
δji+ν . (3.3)
Dans un premier temps on souhaite passer de spins discrets σ = ±1 a` des variables de spins
continus φ ∈ R. Pour cela on peut conside´rer que l’expression (3.2) est le re´sultat d’une
inte´grale gaussienne, en utilisant que pour toute matrice M inversible :∫
Dφ exp
(
−1
2
tφM−1φ+ tS.φ
)
= (det 2πM)1/2 exp
(
1
2
tSMS
)
, (3.4)
avec S ∈ RN et φ ∈ RN .
Cette transformation est connue sous le nom de transformation d’Hubbard-Stratonovitch
[ZJ 2004]. Pour cela il est cependant ne´cessaire que la matrice des couplagesK soit inversible,
ce qui n’est pas le cas sous la forme (3.3). En effet les valeurs propres deK sont donne´es par
kq = 2K(cos qx + cos qy), (3.5)
ou` qx et qy sont des re´els. Le de´terminant de K peut donc s’annuler. On peut cependant
contourner cette difficulte´ [Parisi 1998], par exemple en ajoutant une constante au hamilto-
nien. Cette constante ne fait que changer le ze´ro d’e´nergie, ce qui ne change pas la physique.
On e´crit alors
Kij = K

2λδij + ∑
ν=±ex,±ey
δji+ν

 , (3.6)
avec λ > 2. Les valeurs propres sont alors
kq = 2K(λ+ cos qx + cos qy) > 0. (3.7)
En appliquant la transformation d’Hubbard-Stratonovitch avec la matrice S de´finie par
S =


σ1
σ2
...
σN

 , (3.8)
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on peut alors e´crire la fonction de partition sous la forme :
Z = (det2πK)−1/2 ∫ Dφ exp
(
−1
2
N∑
i,j=1
φiK
−1
ij φj +
N∑
i=1
log cosh(φi + βH)
)
. (3.9)
On peut enfin faire le changement de variables φi →
∑N
j=1Kijφj pour obtenir une expression
plus approprie´e :
Z =
(
detK
2π
)1/2 ∫
Dφ exp
[
−1
2
N∑
i,j=1
φiKijφj +
N∑
i=1
log cosh
(
N∑
j=1
Kijφj + βH
)]
.(3.10)
Apre`s cette transformation, l’aimantation totale est la somme de contributions locales mi,
analogues au σi du mode`le de de´part. La valeur locale σi est de´finie par
mi = tanh
(
N∑
j=1
Kijφj + βH
)
. (3.11)
Il faut souligner que jusqu’a` pre´sent, nous n’avons fait aucune hypothe`se simplificatrice. L’ex-
pression finale (3.10) est la formulation du mode`le d’Ising 2d comme une the´orie statistique
des champs sur re´seau, ce qui permet d’utiliser tous les outils de la the´orie des champs.
3.1.2 De´veloppement perturbatif
Apre`s ces conside´rations ge´ne´rales, nous allons a` pre´sent nous concentrer sur notre
proble`me, c’est-a`-dire la recherche de l’origine de la similitude de la PDF du mode`le
d’Ising a` T ∗(L) avec la distribution BHP. Les simulations nume´riques du chapitre pre´ce´-
dent [Clusel et al. 2004] nous serviront de guide pour faire un certain nombre d’hypothe`ses.
La premie`re remarque que nous pouvons faire est qu’en nous inte´ressant aux fluctuations de
l’aimantation, nous e´tudions des fluctuations a` grande e´chelle. Autrement dit la grandeur
e´tudie´e est moyenne´e sur tout le re´seau. Pour de´terminer quelle hypothe`se il est possible
de faire pour e´tudier ces fluctuations a` grande e´chelle, nous allons ge´ne´raliser le crite`re de
Ginzburg [Goldenfeld 1992].
Dans le cadre des phe´nome`nes critiques, la the´orie de Landau est introduite en moyennant
l’aimantation locale sur des boules dont le rayon est la longueur de corre´lation ξ. On fait
ensuite une approximation quadratique, valide uniquement si
Rξ =
∫ ξ
a
G(r)ddr∫ ξ
0
M(r)ddr
≪ 1. (3.12)
En utilisant les lois d’e´chelle usuelles, on montre alors que ce crite`re n’est pas satisfait en
dimension d < 4 et on conclue habituellement qu’un de´veloppement perturbatif ne permet
de capturer le comportement physique du syste`me. Conside´rons maintenant le cas ou` l’on
41
Chapitre 3. Origine de l’analogie avec la distribution BHP
ξ/L croissant
Point fixe de Wilson Point fixe gaussien
Action initiale
ξ/L = 1
mode q = 2π/ξ
mode q = 2π/L
Fig. 3.1 – Sche´mas de flots obtenus par inte´grations successives sur les modes de Fourier,
depuis 2π/a jusqu’a` 2π/L. Les diffe´rentes courbes correspondent a` diffe´rentes valeurs du
rapport ξ/L. Ce rapport augmente dans le sens de la fle`che. Dans les cas ξ < L, on inte`gre
jusqu’au mode q = 2π/L, alors que dans le cas ξ > L, on s’arreˆte au mode q = 2π/ξ.
fait des moyennes sur une boule de rayon l > ξ. On peut de la meˆme manie`re de´finir un
crite`re de Ginzburg a` l’e´chelle l suivant
Rl =
∫ l
a
G(r)ddr∫ l
0
M(r)ddr
. (3.13)
Cette fois encore l’hypothe`se d’e´chelle permet d’expliciter ce crite`re, et l’on obtient
Rl =
σ2
M2l
= A
(
ξ
l
)d
, (3.14)
en notantMl la moyenne de l’aimantation sur la boule de rayon l. La constante A est d’ordre
1 pour le mode`le d’Ising. On voit alors que si le crite`re de Ginzburg a` l’e´chelle ξ n’est pas
satisfait, celui a` l’e´chelle l peut l’eˆtre, a` condition d’avoir ξ/l≪ 1.
L’e´tude nume´rique du chapitre pre´ce´dent a permis d’observer qu’au voisinage de T ∗(L), la
longueur de corre´lation ξ ve´rifie ξ/L = c, ou` c ≃ 0.03. Autrement dit, le crite`re de Ginzburg
a` l’e´chelle inte´grale l = L est satisfait, ce qui indique qu’un de´veloppement perturbatif doit
permettre de de´crire convenablement les fluctuations de l’aimatation totale au voisinage de
T ∗(L).
On peut comprendre cette ide´e de la fac¸on suivante10. On commmence par l’aimantation au
site i, mi, puis on moyenne cette aimantation sur des boules de rayon de plus en plus grand.
10Je remercie Pierre Pujol pour une discussion tre`s e´clairante sur ce point.
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Dans l’espace de Fourier, cela revient a` inte´grer les modes de plus grand vecteur d’onde q : on
commence par le mode q = 2π/a, en notant a le pas du re´seau, et on inte`gre progressivement
jusqu’au mode q = 2π/L. On peut ainsi construire un flot qui part de l’action initiale, et
qui indique l’e´volution de l’action effective avec le nombre de modes inte´gre´s. Des exemples
de tels flots sont sche´matise´s sur la figure 3.1. Dans le cas ou` ξ < L, lorsque l’on inte´gre les
modes 2π/L < q < 2π/ξ, le flot se rapproche du point fixe de Wilson, et le syste`me est de
moins en moins bien de´crit par une action gaussienne. Cependant, lorsque l’on commence a`
inte´grer les modes q < 2π/ξ, le flot s’e´carte du point de Wilson, et se rapproche du point
gaussien. Dans la premie`re partie du flot, l’approximation gaussienne n’est pas correcte, ce
qui correspond au fait que Rξ ≫ 1. C’est cette premie`re partie, obtenue en moyennant sur
l = ξ, qui contient les exposants critiques du mode`le, que l’on peut calculer a` l’aide du groupe
de renormalisation. Par contre, dans la seconde partie du flot, on a Rl ≪ 1 ce qui permet de
faire un de´veloppement perturbatif pour approcher l’action effective a` l’e´chelle l. On perd
alors l’information sur les exposants critiques du mode`le, qui sont remplace´s par ceux de
type champ moyen. Dans le cas ou` ξ > L, cette seconde phase n’existe pas et quelque soit
l’e´chelle des fluctuations qui nous inte´resse, un de´veloppement perturbatif n’est pas autorise´.
Apre`s cette discussion, en utilisant l’observation nume´rique qu’a` T ∗(L) ξ/L≪ 1, on s’attend
a` ce qu’un de´veloppement perturbatif soit suffisant pour obtenir la distributions des fluctua-
tions d’aimantation a` l’e´chelle inte´grale. Ce faisant on perd la trace des exposants critiques
caracte´ristiques du mode`le d’Ising, qui sont remplace´s par ceux de type champ moyen. Nous
reviendrons plus tard sur ce point, qui est la cause essentielle de l’apparente universalite´ de
la distribution BHP.
Nous allons donc se´parer la valeur moyenne spatiale φ0 =
1
N
∑N
i=1 φi et les fluctuations spa-
tiales θi = φi − φ0, et supposer que θi ≪ φ0. En de´veloppant l’expression (3.10) a` l’ordre
deux en les fluctuations θi, et prenant la transforme´e de Fourier de ces variables,
θi =
1√
2π
∑
q∈Λ˜
θqe
−i(qxix+qyiy), (3.15)
on obtient finalement :
Z =
(
detK
2π
)1/2 ∫
dφ0
∏
q∈S1
dθqdθ−q expS[φ0, θq], (3.16)
S[φ0, θq] = S0(φ0)−
∑
q∈S1
G−1
q
θqθ−q, (3.17)
S0(φ0) = N
[−K(D + λ)φ20 + log cosh(2K(D + λ)φ0 + βH)] , (3.18)
ou` l’ensemble S1 est l’ensemble des points (qx, qy) de la zone de Brillouin tels que 0 ≤ qx ≤ L−12
et 0 ≤ qy ≤ L−12 . Le propagateur Gq qui apparaˆıt dans l’action (3.17) est de´fini par
G−1
q
= kq[1− (1− T 2)kq], (3.19)
avec T = tanh (2K(D + λ)φ0 + βH). (3.20)
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Enfin l’aimantation instantane´e , de´finie par
minst =
1
N
N∑
i=1
mi, (3.21)
s’obtient a` partir de l’expression de mi (3.11) de´veloppe´e a` l’ordre deux, ce qui conduit a`
minst =
1
N
N∑
i=1

tanh(2K(D + λ)φ0 + βH) + (1− T 2) N∑
j=1
Kijφj − T (1− T 2)
(
N∑
j=1
Kijφj
)2
= T − T (1− T 2) 2
N
∑
q∈S1
k2
q
θqθ−q. (3.22)
A` ce stade, on peut faire un changement d’e´chelle en incluant une partie des kq dans la
de´finition des variables θq,
√
kqθq → θq. Le jacobien de cette transformation compense le
de´terminant de la matrice des couplages en facteur dans l’expression (3.10), et permet de
simplifier les expressions du propagateur et de l’aimantation instantane´e . On trouve alors :
Z = (2π)−N/2
∫
dφ0
∏
q∈S1
dθqdθ−q expS[φ0, θq], (3.23)
S[φ0, θq] = S0(φ0)−
∑
q∈S1
G−1
q
θqθ−q, (3.24)
S0(φ0) = N
[
−K(D + λ)φ20 + log cosh
(
2K(D + λ)φ0 + βH
)]
, (3.25)
G−1
q
= 1− (1− T 2)kq, (3.26)
minst = T − T (1− T 2) 2
N
∑
q∈S1
kqθqθ−q. (3.27)
L’ensemble de ces expressions constitue la base de l’e´tude de la distribution du parame`tre
d’ordre dans le mode`le d’Ising. Si l’on fait l’hypothe`se que les fluctuations spatiales sont
ne´gligeables, la valeur de φ0 est donne´e par le point-col de l’action (3.25), qui redonne
l’e´quation du champ moyen :
φ0 = tanh
(
2K(D + λ)φ0 + βH
)
. (3.28)
La tempe´rature critique, en champ nul, est alors donne´e par
Tmfc /J = 2(D + λ). (3.29)
Il peut paraˆıtre surprenant que cette tempe´rature de´pende la constante λ alors que celle-ci
fixe simplement la re´fe´rence d’e´nergie. En fait il s’agit d’un artefact duˆ au de´veloppement
perturbatif : si l’on resommait tous les termes de la se´rie perturbative, la de´pendance en
λ disparaˆıtrait [Parisi 1998]. Dans ce qui va suivre, on prendra Tmfc comme re´fe´rence de
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tempe´rature.
Nous avons aussi limite´ le de´veloppement des fluctuations a` l’ordre deux, ce qui conduit au
propagateur gaussien (3.26). On pourrait toutefois aller a` des ordres supe´rieurs et resommer
certains graphes, sans pour autant changer les re´sultats. Par exemple, si l’on va jusqu’a`
l’ordre 4, on obtient :
Z = (2π)−N/2
∫
dφ0
∏
q∈S1
dθqdθ−q exp
(
S0(φ0)
−
∑
q∈S1
Gq−1θqθ−q − 1
12
(1− T 2)(1− 3T 2) 1
N
∑
qi∈S1
W (q1, q2, q3)θq1θq2θq3θ−q1−q2−q3
)
,
(3.30)
avec W (q1, q2, q3) =
√
kq1kq2kq3kq1+q2+q3. En utilisant l’e´quation de Dyson [Mattuck 1992]
a` l’ordre des graphes a` une boucle, on obtient alors le propagateur renormalise´ :(
Gr
q
)−1
= 1− (1− T 2)[1− (1− 3T 2)G]kq ∼
q→0
M2r + q
2, (3.31)
avec G =
2
N
∑
q∈S1
kqGq. (3.32)
Ainsi en poussant le de´veloppement a` des ordres plus e´leve´s, on change uniquement la forme
pre´cise du propagateur gaussien, mais pas son comportement pre`s de q = 0, ou` il est toujours
de la forme (3.31).
L’hypothe`se forte que nous avons faite dans cette partie est la se´paration des fluctuations de
la valeur moyenne spatiale, qui conduit au de´veloppement perturbatif. Dans la suite cette
hypothe`se sera appele´e “hypothe`se statique”11. L’ordre du de´veloppement lui-meˆme n’est
pas tre`s important car il ne change pas la forme de l’action que nous avons obtenue (3.24).
A` l’issue de ce travail sur la fonction de partition du mode`le d’Ising, nous avons obtenus
les expressions (3.24,3.25,3.26,3.27), qui sont le point de de´part pour comprendre l’analogie
entre la distribution de l’aimantation dans le mode`le d’Ising pour T . Tc(L) et la distribution
BHP.
3.2 E´tude dynamique des fluctuations
3.2.1 Pourquoi une e´tude dynamique
Dans toute la section pre´ce´dente nous avons travaille´ sur la fonction de partition du
syste`me en utilisant les outils habituels de la physique statistique d’e´quilibre. Comme nous
l’avons de´ja` dit, pour un mode`le d’Ising de taille fini, il n’y a pas de brisure de syme´trie et
la moyenne de Gibbs de l’aimantation est nulle. Nous avons par ailleurs vu avec la figure 2.2
que la dynamique non-locale de Swendsen-Wang reproduit bien cette proprie´te´ d’e´quilibre.
11Par opposition a` l’hypothe`se dynamique que l’on verra plus tard.
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Fig. 3.2 – Extrait d’une e´volution Me´tropolis dans la phase ferromagne´tique, pour le mode`le
d’Ising 2d L = 64 avec des conditions aux bords pe´riodiques. L’e´chelle est choisie pour
faciliter la comparaison avec la figure 2.2. On constate que le syste`me reste localise´ au
voisinage d’un minimum, sans explorer le second.
Cependant, l’e´tude nume´rique nous montre que pour T ≤ T ∗(L), la longueur de corre´lation
est petite devant la taille du syste`me : on s’attend donc plutoˆt a` ce que la dynamique re´elle soit
locale et donc plus proche de celle produite par l’algorithme Me´tropolis . La figure 3.2 donne
un exemple de la dynamique Me´tropolis obtenue pour le mode`le d’Ising. On constate alors
que le syste`me reste localise´ au voisinage d’un minimum pendant la simulation12. Ainsi, si l’on
s’inte´resse aux fluctuations dans la phase ferromagne´tique, on observe des fluctuations autour
de la valeur typique de l’aimantation et non de la valeur moyenne : tout se passe comme si la
syme´trie e´tait brise´e. Une e´tude analytique base´e sur la physique statistique d’e´quilibre ne
pourra donc pas reproduire simplement les observations. Au contraire une e´tude dynamique
permettra de travailler directement au voisinage de la valeur typique, correspondant a` un
maximum de probabilite´. C’est la raison pour laquelle nous avons de´cide´ de poursuivre l’e´tude
au moyen d’une approche dynamique, base´e sur les e´quations de Langevin.
3.2.2 E´quations de Langevin
La dynamique du syste`me est donne´e par celles des N − 1 champs θq avec q 6= 0 et du
champ φ0. Les θq sont complexes, mais satisfont a` la condition θ−q = θ¯q (car les fluctuations
dans l’espace re´el sont des variables re´elles). On va alors de´composer chacun des champs
complexes θq en deux champs re´els φ
(1)
q et φ
(2)
q , suivant :
θq = φ
(1)
q
+ iφ(2)
q
. (3.33)
12Dans ce cas-la`, il est inutile d’ajouter une valeur absolue a` la de´finition de l’aimantation.
46
3.2. E´tude dynamique des fluctuations
L’action (3.24) s’e´crit alors, en terme des champs re´els φ
(α)
q :
S[φ0, φ(1)q , φ(2)q ] = S0(φ0)−
∑
α=1,2
∑
q∈S1
G−1
q
(
φ(α)
q
)2
. (3.34)
La dynamique de chacun des champs φ
(α)
q et φ0 est donne´e par une e´quation de Langevin
correspondant a` l’action (3.34) :
φ˙(α)
q
(t) = −2G−1
q
φ(α)
q
+ η(α)
q
(t), (3.35)
φ˙0 = −δS0[φ0(t)]
δφ0(t)
+ η0(t), (3.36)
avec S0 de´finie par (3.25), Gq par (3.26). Les variables ηαq (t) et η0(t) sont des bruits suppose´s
gaussiens et δ-corre´le´s :
〈η(α)
q
(t)η
(β)
q′
(t′)〉 = Ωδα,βδq,q′δ(t− t′), (3.37)
〈η0(t)η0(t′)〉 = Ωδ(t− t′). (3.38)
D’autre part la relation d’Einstein conduit, a` l’e´quilibre a`13 :
Ω = 2. (3.39)
On obtient donc 2N − 1 e´quations de Langevin (3.35,3.36). L’e´quation donnant l’e´volution
du mode q = 0 est non-line´aire, tandis que les 2(N − 1) e´quations sur les modes q 6=
0 sont line´aires. Enfin, ces e´quations sont a priori couple´es par les propagateurs Gq, qui
de´pendent de φ0. Il est alors possible de simuler nume´riquement les e´quations de Langevin et
d’obtenir ainsi la distribution de l’aimantation instantane´e minst. On teste alors la validite´ du
de´veloppement perturbatif, en regardant s’il est possible de retrouver par exemple un champ
H∗dyn redonnant BHP. C’est effectivement le cas, comme le montre la figure 3.3, et la valeur
obtenue pour H∗dyn(L = 64) ≃ 0.04J est en bon accord avec le re´sultat des simulations Monte
Carlo exactes, H∗(L = 64) ≃ 0.035J . Le de´veloppement perturbatif n’a donc pas de´truit le
phe´nome`ne que l’on veut e´tudier, ce qui justifie a posteriori l’hypothe`se statique.
3.2.3 Distribution des fluctuations
3.2.3.1 De´finition
Nous nous inte´ressons a` la fonction densite´ de probabilite´ P (m, τ) de l’aimantation ins-
tantane´e minst, de´finie par l’e´quation (3.27), a` l’instant τ . Elle est donne´e par
Π(m, τ) = 〈δ(m−minst(τ))〉{ηq}. (3.40)
13La de´pendance en la tempe´rature a e´te´ incluse dans la de´finition de l’action .
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En utilisant la repre´sentation inte´grale de δ, la formule (3.27), et en explicitant les moyennes,
on obtient l’expression de Π comme une inte´grale de chemin :
P (m, τ) =
∫ ∞
−∞
dx
2π
∫
Dη0(t)
∏
q∈S1,α
Dηα
q
(t) exp (ixm− ixT )×
exp
(
ixT (1− T 2) 2
N
∑
q∈S1,α
Kqφ
α
q
2(τ)− 1
2Ω
∫ τ
0
η0(u)
2du− 1
2Ω
∑
q∈S1,α
∫ τ
0
ηα
q
(u)2du
)
.
(3.41)
C’est sur cette expression que nous allons travailler afin d’e´ventuellement trouver un lien
avec la distribution BHP.
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Fig. 3.3 – Test nume´rique des e´quations de Langevin. La courbe en train plein correspond
a` la distribution BHP. La courbe (×) est la distribution obtenue par des simulations Monte-
Carlo pour le mode`le d’Ising de taille L = 64 a` Tc(L), avec un champ magne´tique H
∗(L) =
0.035J . La courbe (•) est la distribution de l’aimantation instantane´e (3.27), obtenue par la
dynamique de Langevin (3.36,3.35), a` Tc(L), pour un champ magne´tique correspondant a`
H∗dyn(L) = 0.04J . Le tre`s bon accord entre les simulations Monte Carlo exactes et le re´sultat
de la dynamique de Langevin montre que l’hypothe`se statique capture le comportement BHP
qui nous inte´resse ici.
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3.2.3.2 E´volution des champs φ
(α)
q
Comme nous l’avons pre´ce´demment, nous nous plac¸ons dans le cas ou` le syste`me reste
le plus souvent localise´ au voisinage de la valeur typique de l’aimantation, correspondant
par de´finition a` un minimum de potentiel : la dynamique locale restant au voisinage de
ce minimum, la mesure que l’on fera correspond ne prend en compte que les fluctuations
de faibles amplitudes q 6= 0, qui restent localise´es pre`s d’un puits. Par analogie avec la
physique statistique des solides, on appelle ces modes q 6= 0 des phonons. On ne prend pas
en compte les changements de grandes amplitudes passant d’un puits a` l’autre, associe´s au
mode q = 0. Cela correspond a` l’ide´e de´veloppe´e plus haut de se´paration entre les phonons
q 6= 0 ayant une dynamique rapide et ne restaurant pas la syme´trie, et les solitons venant du
mode q = 0 qui eux re´tablissent la syme´trie. L’e´volution Monte Carlo Me´tropolis repre´sente´e
sur la figure 3.4 montre un exemple de cette de´composition, qui nous rame`ne a` l’e´tude de
la physique statistique des solitons [Currie et al. 1980, Leung 1982, Alexander et al. 1993].
En fait, si la densite´ de solitons n’est pas trop e´leve´e, on est amene´ a` faire une nouvelle
hypothe`se, dynamique celle-la`, qui consiste a` supposer que l’on peut de´coupler les solitons
des phonons, et donc supposer que φ0 est une constante sur l’e´chelle de temps correspondant
a` la dynamique des phonons. Cette hypothe`se est standard pour la physique statistique des
Fig. 3.4 – Repre´sentation sche´matique d’une e´volution de l’aimantation au voisinage de
T ∗. La ligne e´paisse repre´sente un soliton du mode φ0 passant d’un minimum a` l’autre. Les
fluctuations correspondent aux modes φq 6=0 autour de ce soliton . Noter que la dure´e pendant
laquelle le soliton prend des valeurs diffe´rentes de celles des minima est courte devant la dure´e
totale de la dynamique.
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solitons [Leung 1982, Alexander et al. 1993], et l’on peut e´ventuellement aller au-dela`.
Avec cette hypothe`se dynamique, on de´couple les e´quations de Langevin pour les phonons,
qui peuvent eˆtre inte´gre´es se´parement. En e´valuant les propagateurs a` la valeur φ0 = φ¯
correspondant au minimum de potentiel, on trouve alors les solutions formelles :
φ(α)
q
(t) = exp(−2G−1
q
t)φ(α)
q
(0) + exp(−2G−1
q
t)
∫ t
0
du exp(2G−1
q
u)η(α)
q
(u). (3.42)
On obtient donc une relation entre les champs φ
(α)
q et les bruits associe´s η
(α)
q .
3.2.4 Transforme´e de Fourier
3.2.4.1 E´limination des champs φ
(α)
q
L’expression pre´ce´dente (3.42) permet d’e´liminer les champs φ
(α)
q de l’action (3.34). En
particulier, pour des temps d’observation τ ≫ Max(Gq), on a
φ(α)
q
2
(τ) ≃ exp(−4G−1
q
τ)
∫ τ
0
du
∫ τ
0
du′ exp(2G−1
q
(u+ u′))η(α)
q
(u)η(α)
q
(u′). (3.43)
Dans l’expression (3.41), on peut commencer par inte´grer les termes correspondant aux
modes q 6= 0. Ceci est plus facile si l’on effectue une transformation de Fourier . Pour cela,
on commence par pe´riodiser le signal : on prend comme pe´riode la dure´e d’observation τ .
Cela permet d’e´crire
η(α)
q
(t) =
1√
τ
+∞∑
n=−∞
exp(iωnt)η˜
(α)
q
(ωn), (3.44)
avec ωn = 2πn/τ . Comme η
(α)
q (t) ∈ R, les coefficients de Fourier correspondants satisfont a`
la relation η˜
(α)
q (−ωn) = ¯˜η(α)q (ωn). En utilisant la formule
∫ τ
0
du e2G
−1
q ueiωnu =
1
2G−1
q
+ iωn
(
e2G
−1
q τ − 1
)
, (3.45)
on peut re´e´crire (3.43) :
φ(α)
q
2
(τ) ≃ 1
τ
∑
m,n
η˜α
q
(ωm)
2G−1
q
+ iωm
η˜α
q
(ωn)
2G−1
q
+ iωn
. (3.46)
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3.2.4.2 Inte´grations sur les champs η
(α)
q
On doit alors calculer les inte´grales Zα
q
de´finie par
Zα
q
=
∫
dη˜α
q
(0)
∏
m≥1
dη˜α
q
(ωm)d¯˜η
α
q
(ωm)e
Sq , (3.47)
Sq = ixT (1− T 2) 2
Nτ
kq
∑
m,n
η˜α
q
(ωm)
2G−1
q
+ iωm
η˜α
q
(ωn)
2G−1
q
+ iωn
− 1
2Ω
∑
m
η˜α
q
(−ωm)η˜αq (ωm)
= −1
2
∑
m,n∈Z∗
¯˜η(α)
q
(ωm)Amnη˜
(α)
q
(ωn). (3.48)
Il s’agit simplement d’une inte´grale gaussienne. On doit donc calculer le de´terminant de la
matrice A. Pour cela on de´finit la matrice Al de taille 2l × 2l par
Al = − 1
2Ω
Idl +
iλ
Nτ
T (1− T 2)kqVl · tV¯l, (3.49)
ou` Idl est la matrice identite´ de taille 2l × 2l et ou` Vl est un vecteur-colonne :
Vl =


g−l
g−l+1
...
g−1
g1
...
gl−1
gl


, (3.50)
et
gm =
1
G−1
q
+ iωm
. (3.51)
Pour calculer le de´terminant il suffit de remarquer que la matrice Vl · tV¯l est de rang 1. La
valeur propre 0 est donc de´ge´ne´re´e 2l − 1 fois : la seule valeur propre non nulle est alors la
trace de la matrice. Ainsi les valeurs propres de Al sont donc
1
2Ω
, de´ge´ne´re´e 2l − 1 fois, et
b+ tV¯l · Vl :
Det A(q) = b2l−1

b+ ∑
m∈Z∗l
gm g¯m

 . (3.52)
On obtient alors
Zq(l) =
∫
Dη˜q exp

 ∑
m,n∈Z∗l
¯˜η(α)
q
(ωm)A(l)mnη˜
(α)
q
(ωn)

 ,
=
(2Ω)l√
τ

1− iλT (1− T 2)2Ωkq
Nτ
∑
m∈Z∗l
1
4(G−1
q
)2 + ω2m

−1/2 . (3.53)
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Le pre´facteur (2Ω)
l
√
τ
peut eˆtre oublie´ car il se factorise dans l’expression de la PDF (3.40) et
disparaˆıt par normalisation de la distribution. Pour calculer Zq, il suffit de prendre la limite
l →∞. En utilisant la formule [Gradshteyn et Ryzhik 1994]∑
m∈Z∗
1
x2 +m2
=
π
x
coth(πx),
on obtient finalement :
Zα
q
= exp
[
−1
2
log
(
1− ixT (1− T 2) Ω
N
kqGq coth
(
τ
Gq
))]
. (3.54)
Dans la limite ou` l’on observe les fluctuations sur une dure´e tre`s grande, τ →∞, les contri-
butions Zα
q
sont bien de´finies, limτ→∞ coth
(
τ
Gq
)
= 1.
Dans cette section, nous avons donc pu calculer la contribution des modes q 6= 0, au prix
d’une hypothe`se supple´mentaire sur le de´couplage de la dynamique de ces modes d’avec celle
du mode q = 0.
3.3 Lien avec le mode`le XY
En utilisant le re´sultat pre´ce´dent (3.54), on peut re´e´crire la PDF de l’aimantation ins-
tantane´e du mode`le d’Ising sous la forme
P (m, τ) ∝
∫ ∞
−∞
dx
2π
∫
Dη0(t) exp
(
ix(m− T )− 1
2Ω
∫ τ
0
η20(u)du
)
×
exp
[
−
∑
q∈S1
log
(
1− ixT (1− T 2) Ω
N
kqGq coth
(
τ
Gq
))]
.
(3.55)
C’est sur cette expression que nous allons a` pre´sent travailler pour trouver un lien entre la
distribution P et la distribution BHP. Pour cela, nous allons commencer par de´finir les deux
parame`tres ne´cessaires a` la de´finition de l’aimantation instantane´e re´duite, puis nous verrons
comment la distribution BHP apparaˆıt.
3.3.1 Valeur moyenne et e´cart-type apparents
Comme nous l’avons vu en introduction, l’analogie entre la distribution BHP et une
grande varie´te´ de syste`me n’est observe´e que pour les e´carts a` la valeur moyenne, rapporte´es
a` l’e´cart-type des fluctuations. Il est donc probable qu’il faille utiliser cette variable re´duite
pour voir un lien avec BHP dans (3.55).
Si l’e´volution du syste`me est donne´e par une dynamique locale, comme l’e´volution Me´tropolis
ou l’e´volution suivant les e´quations de Langevin, nous avons vu dans la premie`re section de
ce chapitre que le syste`me e´volue au voisinage d’un minimum, et que la distance entre les
deux minima est beaucoup plus grande que la largeur d’un puits. En conse´quence, pour une
telle e´volution, tout se passe comme si la syme´trie Z2 e´tait brise´e, i.e. les fluctuations ne
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permettent pas au syste`me d’explorer l’inte´gralite´ de l’espace des phases, pour des temps
accessibles expe´rimentalement ou nume´riquement. Si l’on estime la largeur des fluctuations
a` partir d’une se´rie de donne´es expe´rimentales ou nume´riques par l’e´cart-type σ¯ observe´,
on n’obtiendra pas une bonne estimation de l’e´cart-type σ donne´e par la thermodynamique
d’e´quilibre, mais une valeur correspondant uniquement aux fluctuations au sein d’un puits
de potentiel. En fait, la grandeur σ mesure la largeur de la distribution autour de la valeur
moyenne 〈M〉, alors que σ¯ caracte´rise la largeur de la distribution autour de la valeur typique
Mtyp = 〈m〉. En d’autres termes, la valeur estime´e ne contient que la contribution des
phonons, et ne prend pas en compte les solitons provenant du mode14 q = 0.
Dans les simulations nume´riques pre´sente´es au chapitre pre´ce´dent, le fait de prendre comme
parame`tre d’ordre la valeur absolue de l’aimantation revient en fait a` estimer σ¯ et non σ, de
meˆme que l’on mesure m¯ 6= 0, et non 〈m〉 = 0 : la valeur absolue, ne´cessaire pour observer
nume´riquement la transition de phase a` Tc a` pour effet de limiter l’e´tude aux fluctuations
dans un puits de potentiel, en e´liminant le passage d’un puits a` l’autre. Les re´sultats pre´sente´s
sur la figure 3.5 montrent les diffe´rences entre la variable re´duite m−〈m〉
σ
et m−m¯
σ¯
.
Plus concre`tement cela signifie que l’estimation de m¯ et σ¯ va se faire dans un puits de
potentiel : m¯ correspond alors a` la position de ce puits et σ¯, a` sa largeur. On de´finit donc :
m¯ = 〈minst〉{ηq 6=0}, (3.56)
σ¯2 = 〈m2inst〉{ηq 6=0} − m¯2. (3.57)
A` partir de la de´finition de minst (3.27), on obtient imme´diatement :
m¯ = T − T (1− T 2) 2
N
∑
q∈S1
kq〈θqθ−q〉ηq 6=0.
La fonction de corre´lation 〈θqθ−q〉 = 〈φ(1)q
2〉+ 〈φ(2)q 2〉 se calcule directement au moyen de la
partie gaussienne de l’action (3.34), et l’on obtient finalement, avec Ω = 2 :
m¯ = T (1− Ω(1− T 2)g1) , avec g1 = 1
N
∑
q∈S1
kqGq coth
(
τ
Gq
)
. (3.58)
De la meˆme manie`re, on peut calculer σ¯ en utilisant le the´ore`me de Wick [LB 2002] et l’on
obtient l’expression :
σ¯2 = Ω2T 2(1− T 2)2g2, avec g2 = 1
N2
∑
q∈S1
k2
q
G2
q
coth
(
τ
Gq
)2
. (3.59)
14Par exemple, si l’on conside`re la dynamique non-locale de l’algorithme Swendsen-Wang, on peut estimer
les deux grandeurs, comme nous l’avons vu plus haut : on trouve σ = 0.85 et σ¯ = 0.026, pour un syste`me de
taille L = 64 a` la tempe´rature T ∗(L).
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On a superpose´ sur le pic de droite la distribution
BHP, correctement normalise´e.
Fig. 3.5 – E´volutions et distributions obtenues par l’algorithme SW, pour le mode`le d’Ising
L = 64 a` T ∗(L). L’accord avec la distribution n’est obtenu que lorsque l’on de´finit la variable
re´duite µ a` partir de la moyenne et de l’e´cart-type apparents.
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La variable re´duite correspondant a` l’aimantation instantane´e est alors
µinst =
minst − m¯
σ¯
. (3.60)
Cette variable re´duite correspond a` celle de´finie pour l’e´tude des fluctuations de puissance
injecte´e en turbulence [Labbe´ et al. 1996, Pinton et al. 1999], de re´sistance globale dans un
re´seau de re´sistances [Pennetta et al. 2004], ainsi qu’a` la variable re´duite du mode`le XY
[Archambault et al. 1997, Bramwell et al. 2001].
3.3.2 Distribution de l’aimantation re´duite
Nous avons a` pre´sent de´fini toutes les grandeurs utiles. Nous pouvons donc travailler sur
l’expression (3.55) de la distribution. En notant gk =
1
Nk
∑
q∈S1
(
kqgq coth
τ
Gq
)k
, on peut
de´velopper en se´rie le logarithme (3.54) :
2
∑
q∈S1
log
(
1− ixT (1− T 2) Ω
N
kqGq coth
(
τ
Gq
))
= −
+∞∑
k=1
(
ix(1− T 2)T Ω
)k
gk,
= ix(m¯inst − T )−
+∞∑
k=2
(
ix(1− T 2)T Ω
)k
gk,
ou` l’on a utilise´ l’expression de m¯ donne´e par (3.58). Ainsi l’argument de l’exponentielle de
(3.55) s’e´crit
ix(m− T )−
∑
q∈S1
log
(
1− ixT (1− T 2) Ω
N
kqGq coth
(
τ
Gq
))
=
ix(m− m¯) +
+∞∑
k=2
(ix)kΩkT k(1− T 2)kgk,
Pour introduire comple`tement la variable re´duite, on effectue le changement de variable
x = y
σ¯
ce qui, avec l’expression (3.59), conduit a` :
ix(m− m¯) +
+∞∑
k=2
(ix)kΩkT k(1− T 2)kgk = iyµinst +
+∞∑
k=2
(iy)k
gk
g
k/2
2
.
L’expression de la distribution de la variable re´duite µinst ainsi obtenue est :
Π[η0, τ ](µinst) =
∫ ∞
−∞
dx
2πσ¯
√
g2
2
exp
(
ixµinst +
∞∑
k=2
(ix)k
gk
g
k/2
2
)
. (3.61)
Cette expression correspond a` l’expression obtenue dans le cas du mode`le XY dans l’approxi-
mation des ondes de spin (formule (20) de [Bramwell et al. 2001]). Autrement dit, on vient
de trouver un lien entre le mode`le d’Ising pour une tempe´rature un peu au-dessous de la
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tempe´rature critique et le mode`le XY 2d dans l’approximation des ondes de spin. Cependant,
il faut faire une remarque : pour obtenir la distribution BHP, il faudrait avoir un propaga-
teur G−1
q
∼
q→0
q2, alors qu’il est ici de la forme G−1
q
∼
q→0
q2 +M2 : ce propagateur massif
correspond en fait au cas du mode`le XY avec un champ magne´tique, e´tudie´ par Portelli et
al. [Portelli et al. 2001, Portelli 2002]. Nous discuterons plus loin des conse´quences de cette
remarque, mais avant cela, nous allons continuer l’analyse de la PDF du mode`le d’Ising.
La distribution (3.61) de´pend du bruit η0, et donc de la dynamique du mode φ0, par l’inter-
me´diaire des variables σ¯ et m¯ : les variables T de´pendent en effet de la valeur de φ0(τ). A`
partir de (3.61), on obtient l’expression ge´ne´rale de la distribution, montrant le lien avec la
distribution BHP :
P (µinst, τ) =
∫
Dη0(t) exp
(
− 1
2Ω
∫ τ
0
η20(u)du
)
Π[η0, τ ](µinst). (3.62)
3.3.3 Discussion
3.3.3.1 Mode`le d’Ising a` basse tempe´rature
Nous pouvons par exemple conside´rer le cas ou` le bruit η0(t) = 0 : dans ce cas, pour des
temps assez long, le champ φ0 atteint la valeur d’e´quilibre φ¯0 donne´e par
∂S0
∂φ0
(φ¯0) = 0. Dans
ce cas la distribution de l’aimantation instantane´e est directement donne´e par la distribution
du mode`le XY :
P (minst, τ) = Π[φ¯0, τ ](µinst). (3.63)
La distribution correspond dans ce cas a` celle du mode`le XY 2d en pre´sence d’un champ
magne´tique, et non a` la distribution BHP. La forme de la distribution de´pend de la masse,
comme le montre la figure 3.6. Cette situation ou` η0 est nul revient en fait a` ne´gliger toute
dynamique pour φ0. Autrement dit, cela correspond au cas ou` les deux minima sont suffisam-
ment distants pour qu’au cours de la mesure on reste localise´ au voisinage d’un miminum. Il
s’agit du sce´nario que l’on s’attend a` trouver pour une tempe´rature plus petite que T ∗(L),
ce qui est confirme´ par les re´sultats pre´sente´s sur la figure 3.7.
3.3.3.2 Au voisinage de T ∗
Si les deux minima de potentiel sont suffisamment proches pour que la dynamique de φ0,
passant d’un puits a` l’autre soit visible, alors la formule (3.63) n’est plus correcte. Il faut
prendre en compte la dynamique du mode q = 0. A` partir de l’e´quation de Langevin pour
le mode q = 0 (3.36), on obtient le Lagrangien pour le champ φ0 :
L(φ0, φ˙0) = η20 ≃ φ˙0(t)2 +
(
∂S0
∂φ0
)2
. (3.64)
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Fig. 3.6 – Distribution pour le mode`le XY avec une masse, correspondant a` un propagateur
G−1q = q
2+M2, pour diffe´rentes valeurs de la masse :M = 0(ligne), 5×10−2(•), 10−1(N), 5×
10−1(). On note que la distribution e´volue depuis BHP (M = 0) vers une distribution
gaussienne M ≫ 1. D’autre part, pour une masse M non nulle mais relativement petite,
l’e´cart avec BHP est faible [Portelli et al. 2001].
Les e´quations du mouvement classique (sans fluctuations) incluent la solution φ0(t) = φ¯0
de´ja` discute´e, mais contiennent aussi toutes les solutions correspondant a` k franchissements
de la barrie`re se´parant les deux minima. Ces solutions sont les solitons kink obtenus a` partir
de l’e´quation du mouvement non-line´aire associe´e a` (3.64). Les solitons φk(t) ou` k est pair
ve´rifient les conditions aux limites φk(0) = φk(τ), tandis que les k impairs correspondent
a` φk(0) = −φk(τ). Dans ce cas, en ne´gligeant les fluctuations, la me´thode du col permet
d’e´crire :
∫
Dη0(t) exp
(
− 1
2Ω
∫ τ
0
η20(u)du
)
≃ e−S0(φ¯0) +
+∞∑
k=1
e−S0(φk). (3.65)
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Fig. 3.7 – Distribution pour le mode`le d’Ising (L=64) pour T = 1.54J < T ∗(L). La courbe
pleine correspond a` la distribution du mode`le XY avec une masse M = 2× 10−1.
Pour le calcul de la PDF, il faut prendre en compte un terme supple´mentaire apparaissant
dans (3.61),
A[φ0(τ), x] =
√
g2
2σ¯2
exp
(
ixµinst +
+∞∑
k=1
(ix)k
gk
g
k/2
2
)√
g2
2
. (3.66)
Toutefois, ce terme ne contenant que la valeur de φ0 a` l’instant final τ , il ne change pas
les e´quations du mouvement, et donc les solutions φk sont toujours donne´es par (3.64). Par
contre il ponde`re chacune des contributions de ces solutions a` l’inte´grale de chemin. On a
donc :
I(x) =
∫
Dη0(t) exp
(
− 1
2Ω
∫ τ
0
η20(u)du
)
A[φ0(τ), x],
≃ e−S0(φ¯0)
(
A[φ¯0, x] +
∞∑
k=1
A[φk(τ), x]e
S0(φ¯0)−S0(φk)
)
. (3.67)
Pour obtenir la distribution de l’aimantation re´duite, il reste a` prendre la transforme´e de
Fourier de I(x). Le premier terme redonne la distribution correspondant au mode`le XY
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en champ magne´tique. On obtient donc l’expression de la distribution de l’aimantation
instantane´e re´duite du mode`le d’Ising pour T . Tc(L) sous la forme :
P (µinst, τ) = ΠXY [φ¯0, µinst] + C(µinst). (3.68)
La fonction C contient toutes les corrections lie´es a` la dynamique globale du syste`me, donne´e
par S0. Elle s’e´crit sous la forme
C(µinst) =
∞∑
k=1
∫ +∞
−∞
dx
2π
A[φk, x]e
(S0(φ¯0)−S0(φk)). (3.69)
S’il est bien entendu difficile de calculer cette fonction C, il est toutefois possible d’analyser
l’expression (3.68) pour trouver les re´ponses aux questions pose´es en introduction, comme
nous allons le vois a` pre´sent.
3.4 Conclusion
Plusieurs conclusions peuvent eˆtre tire´es de la formule (3.68), apportant un nouveau re-
gard sur l’analogie entre la distribution du mode`le d’Ising a` T ∗/H∗ et la distribution BHP.
Tout d’abord l’existence d’un point du diagramme de phase du mode`le d’Ising ou` l’accord
est le meilleur re´sulte d’un compromis entre les deux termes de l’expression (3.68). En effet,
pour eˆtre le plus proche possible de BHP, il faut re´duire le plus possible la masse apparais-
sant dans le propagateur (3.26) : il faut pour cela se rapprocher le plus possible de Tc(L).
Cependant il faut aussi que la contribution de C reste suffisamment petite devant celle de
Π : ce n’est pas le cas a` Tc(L), ou` les deux minima sont proches, et ou` la contribution des
solitons restaurant la syme´trie est dominante. La tempe´rature T ∗(L) correspond a` la valeur
de la tempe´rature qui correspond a` ce crite`re : masse petite et contribution des solitons peu
importante.
Nous avons aussi remarque´ que l’accord avec la distribution BHP est meilleur en pre´sence
d’un champ magne´tique H∗ a` Tc(L) qu’a` T ∗(L). Le fait d’avoir un champ magne´tique brise
la syme´trie du potentiel, puisque le minimum correspondant au cas ou` l’aimantation est dans
la meˆme direction que le champ magne´tique est plus bas en e´nergie que le cas ou` aimantation
et champ magne´tique sont oppose´s. La contribution des solitons est alors re´duite par rapport
au cas d’un potentiel syme´trique, puisque les diffe´rences d’e´nergie S0(φk)−S0(φ¯0) sont plus
importantes qu’en champ nul : elles contiennent en plus la diffe´rence d’e´nergie entre les deux
minima locaux. Ainsi un petit champ magne´tique permet, a` Tc(L), de conside´rablement re´-
duire la contribution de C et donc d’observer le tre`s bon accord obtenu au chapitre pre´ce´dent.
On peut aller plus loin dans l’analyse et re´pondre a` la question de l’universalite´ de BHP.
Comme le montre (3.68), la distribution de l’aimantation instantane´e est la somme de
deux termes. Le premier re´sulte directement du de´veloppement perturbatif effectue´ a` la
section 3.1.2 : il suffit que l’action des modes q 6= 0 soit une action gaussienne avec un pro-
pagateur Gq pour trouver ce terme. Cela donne un point de vue inte´ressant sur le mode`le XY
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Fig. 3.8 – Distributions Π, obtenues par transforme´e de Fourier nume´rique, pour diffe´rents
propagateurs Gq : G
−1
q
= q2(ligne), G−1
q
= q2+ q4(◦), G−1
q
= 2− cos qx− cos qy(×), et G−1q =
q2 + q4(♦), pour un syste`me de taille L = 128. Les distributions obtenues se ressemblent,
et ne pre´sentent pas de changement de concavite´, qui indiquerait la pre´sence d’un second
minimum de potentiel.
2d, correspondant au cas limite ou` G−1
q
= q2 : ce cas peut simplement eˆtre conside´re´ comme
le cas limite d’une the´orie de perturbation ou` la masse est nulle. La classe d’universalite´ du
mode`le n’apparaˆıt pas dans ce terme, ce qui lui donne un coˆte´ ”super-universel” : quelque soit
le mode`le, si on lui applique une the´orie de perturbation, on retrouvera la contribution ΠXY .
Il faut noter d’autre part que si la forme pre´cise du propagateur modifie la distribution ΠXY ,
les distributions obtenues ont une forme tre`s semblable (voir figure 3.8). Physiquement, cela
vient du fait que les fluctuations distribue´es suivant ΠXY sont des fluctuations localise´es au
voisinage de la valeur typique de l’aimantation. Elles ne sont donc sensibles qu’a` la ge´ome´trie
du potentiel au voisinage de ce point. En particulier elles ne sont pas sensibles a` la structure
globale du potentiel, structure qui de´pend fortement de la classe d’universalite´.
Le second terme au contraire de´pend de la structure globale du potentiel, puisqu’il provient
d’une dynamique du champ φ0 qui franchit les barrie`res de potentiel, explorant ainsi tout le
potentiel et plus seulement le voisinage d’un minimum. Ce terme va donc de´pendre forte-
ment de la classe d’universalite´ du syste`me conside´re´. D’un point de vue plus technique, la
de´pendance en la classe d’universalite´ se fait par l’interme´diaire de l’action non gaussienne S0
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(3.25), qui de´termine la forme des solutions solitons et par la` meˆme, donne la forme pre´cise
de C.
A` l’issue de cette e´tude, nous avons ainsi trouve´ l’origine de l’analogie, signale´e dans le cha-
pitre pre´ce´dent, entre la distribution du mode`le d’Ising 2d pour T . Tc(L) et la distribution
BHP. Il apparaˆıt aussi clairement que l’accord ne peut eˆtre qu’approximatif, confirmant ainsi
que la fonction BHP n’est pas universelle. L’allure ge´ne´rale de la distribution est donne´e par
la partie provenant du de´veloppement perturbatif, ce qui lui confe`re sa ge´ne´ralite´. Les correc-
tions sont dues a` la forme ge´ne´rale de l’espace des phases, de´pendant fortement de la classe
d’universalite´. L’accord peut eˆtre ame´liore´ en jouant sur l’espace des phases du syste`me en
modifiant les parame`tres de controˆle (champ magne´tique, condition aux bords...).
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Cette e´tude nous a permis de trouver un lien entre la distribution des fluctuations du
mode`le d’Ising 2d et la distribution BHP, au moyen d’une e´tude dynamique des ces fluc-
tuations. On peut toutefois remarquer que cette e´tude se ge´ne´ralise en fait a` tout syste`me
critique d-dimensionnel a` l’e´quilibre. Il suffit d’effectuer un de´veloppement perturbatif pour
se´parer l’action en deux parties, une partie gaussienne ne contenant que les modes de petites
longueurs d’onde, et une action non line´aire portant sur le mode de plus grande longueur
d’onde. La premie`re partie donne des fluctuations type XY d-dimensionnel dans l’approxi-
mation des ondes de spins, inde´pendantes de la classe d’universalite´, tandis que l’action
non-line´aire va conduire a` des corrections de´pendantes de la classe d’universalite´, et d’au-
tant plus importante que l’on augmente la longueur de corre´lation. Une conse´quence de cela`
est que l’analogie avec la distribution BHP est spe´cifique a` la dimension d=2.
Parmi les re´sultats expe´rimentaux qui ont motive´ les travaux pre´sente´s dans cette partie, au-
cun ne concerne les syste`mes magne´tiques. Cela tient a` la difficulte´ expe´rimentale a` mesurer
les fluctuations d’aimantation sur une dure´e suffisamment longue pour avoir des statistiques
correctes. Pour pallier cette difficulte´, nous avons pense´ extraire de la courbe d’aimantation
des informations sur la distribution du parame`tre d’ordre. Au cours de l’e´te´ 2004, des travaux
pre´liminaires ont e´te´ re´alise´s en collaboration avec S.T. Bramwell, au moyen du magne´to-
me`tre a` SQUID commercial de la Royal Institution of Great Britain. Nous avons travaille´
sur un e´chantillon de CdCr2S4, pre´pare´ par M. Green
15 [Salem et El-Ghazzawi 2004]. Les
re´sultats, pre´sente´s sur la figure 1, sont assez prometteurs, car ils montrent qu’il est pos-
sible de rentrer dans la re´gion critique avec un SQUID commercial et, qui plus est, que
l’on peut mesurer la susceptibilite´ non-line´aire du mate´riau. Nous avons ainsi pu estimer
la valeur du coefficient d’asyme´trie de la distribution de l’aimantation pour ce mate´riau,
a` T = 86K > Tc = 84K. La valeur obtenue, κ = 2.7, montre que la distribution est non
gaussienne. Il ne s’agit bien entendu que de re´sultats pre´miminaires : nous espe´rons dans
un futur proche reprendre cette e´tude pour affiner nos re´sultats et la technique de mesure.
L’objectif pourrait eˆtre de de´terminer la de´pendence de l’asyme´trie et de l’aplatissement de
la distribution avec la tempe´rature.
Sur le plan the´orique, la principale (et difficile) question qui reste en suspens concerne les
syste`mes hors-e´quilibre. Pour ces syste`mes en effet, les re´sultats expe´rimentaux montrent
que les fluctuations d’e´nergie d’un syste`me tridimensionnel (comme dans le cas de la turbu-
lence dans les expe´riences de Labbe´-Pinton-Fauve) se comporte comme les fluctuations du
15University College London et Royal Institution
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(b) Susceptibilite´ non line´aire mesure´e a` T = 86K > Tc = 84K.
Fig. 1 – Re´sultats expe´rimentaux pre´liminaires, obtenus sur une poudre de CdCr2S4.
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parame`tre d’ordre d’un syste`me bidimensionnel.
Deux points restent donc a` e´claircir, a` savoir pourquoi l’e´nergie se comporte comme un pa-
rame`tre d’ordre, et enfin quelle est la raison de la re´duction dimensionnelle observe´e dans
les fluctuations.
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Deuxie`me partie
De´cohe´rence quantique et lois larges
Introduction
Cette partie pre´sente une e´tude de la de´cohe´rence d’un syste`me quantique a` deux ni-
veaux, par un bruit classique intermittent. Issue d’un groupe de travail au sein de l’e´quipe
de physique the´orique, il a e´te´ effectue´ avec Josef Schriefl, David Carpentier et Pascal Degio-
vanni. Ce chapitre introductif a pour but de pre´senter le contexte de notre e´tude, ainsi que
les notions utiles pour la compre´hension des articles reproduits dans les chapitres suivants.
1 Sommes de variables ale´atoires : cas des lois larges
Dans la premie`re partie, nous avons e´tudie´ les conse´quences des corre´lations sur les
sommes de variables ale´atoires, comme un e´cart au the´ore`me central limite (TCL). Dans
cette partie nous allons nous inte´resser au cas ou` une autre hypothe`se du TCL n’est pas sa-
tisfaite, c’est-a`-dire quand la distribution des variables ale´atoires microscopiques a un second
moment non de´fini. Dans ce cas, le TCL ne s’applique plus, mais il existe une ge´ne´ralisation,
appele´e the´ore`me central limite ge´ne´ralise´ (GCLT). La forme de la distribution limite est
moins ge´ne´rale que dans le cas du TCL : les diffe´rentes formes de distributions de´pendent
du comportement asymptotique de la distribution des variables ale´atoires microscopiques.
1.1 Lois larges
Lorsque les queues de la loi de distribution sont donne´es par des lois de puissance :
P (x) ∼
x→∞
1
x1+α
, (1)
avec α ∈ ]0, 2[, on trouve que tous les moments d’ordre q, de´finis par
〈xq〉 =
∫ ∞
0
dx xqP (x), (2)
divergent pour q ≥ α. Ainsi pour α ∈]1, 2[, l’e´cart-type de P n’est pas de´fini, et pour α ∈]0, 1[,
ce sont la moyenne et l’e´cart-type qui ne sont plus de´finis. Dans toute cette partie on appellera
loi large une telle distribution, dont le second moment n’est pas de´fini. Mathe´matiquement,
Le´vy et Kolmogorov ont obtenu dans les anne´es 30 la ge´ne´ralisation du the´ore`me central
limite pour ce genre de lois [Le´vy 1954, Kolmogorov 1960], comme nous le verrons dans
la section suivante. Ce n’est qu’au cours des anne´es 70 cependant que la physique s’est
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Fig. 1 – Paul Le´vy (1886-1971) et Andre¨ı N. Kolmogorov (1903-1987).
empare´e de ce re´sultat et depuis, son application dans des domaines varie´s s’est re´ve´le´e tre`s
riche [Bouchaud et Georges 1990, Shlesinger et al. 1993, Bertin et Bardou 2005].
Les lois larges sont e´voque´es dans de nombreux contextes, comme par exemple pour les
phe´nome`nes de diffusions anormales [Bouchaud et Georges 1990], ou dans les mode`les de
pie`ges pour les syste`mes vitreux. Dans ce dernier cas par exemple, on peut construire un
mode`le dans lequel le paysage e´nerge´tique associe´ a` un syste`me vitreux est constitue´ de
puits, dont la profondeur E est une variable ale´atoire, distribue´e de manie`re exponentielle
[Bouchaud 1992] :
P (E) =
1
E0
e−E/E0 . (3)
Si on suppose que le syste`me est thermiquement active´, le temps de se´jour dans un puits est
donne´ par la loi d’Arrhenius,
τ = τ0 exp(−E/kbT ). (4)
L’e´nergie E e´tant une variable ale´atoire, τ est aussi une variable ale´atoire, distribue´e suivant
[Bardou et al. 2002] :
P (τ) =
kbT
E0
τµ0
τ 1+µ
, avec µ = kbT/E0. (5)
Si µ ∈ ]0, 2[, le TCL ne peut pas s’appliquer et l’on obtient une dynamique anormale, pour
le syste`me vitreux. En particulier on peut obtenir un phe´nome`ne de vieillissement, lie´ a` une
brisure faible de l’ergodicite´ du syste`me [Bouchaud 1992].
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1.2 Lois de Le´vy
Dans cette section sont regroupe´s quelques re´sultats sur les lois de Le´vy, dans le cas ou`
les variables ale´atoires sont positives16. Elle est fortement inspire´e de la pre´sentation faite
par Bardou et al. [Bardou et al. 2002]. Conside´rons un ensemble de N variables ale´atoires
xi inde´pendantes et identiquement distribue´es, suivant la densite´ de probabilite´ P dont le
comportement asymptotique est donne´ par (1). On peut alors de´finir la variable ale´atoire
somme, ou “vol de Le´vy” :
SN =
N∑
i=1
xi. (6)
Si tous les moments de la distribution sont finis, alors le the´ore`me central limite s’applique.
On sait alors que la distribution limite de SN/
√
(N) est une distribution gaussienne. Autre-
ment dit, pour N ≫ 1, il existe une variable ale´atoire ξ, distribue´e suivant la loi normale de
moyenne nulle et d’e´cart-type unite´, telle que
SN = 〈x〉N + σ
√
Nξ. (7)
Dans le cas ou` la distribution P est large, Le´vy et Gnedenko ont montre´ qu’il est possible
de ge´ne´raliser la de´composition (7), a` condition d’avoir une de´pendance en N anormale,
et que la variable ale´atoire ne soit pas distribue´e suivant la loi normale, mais suivant une
distribution dite de Le´vy, Lα.
Le sche´ma de la de´monstration permet de mettre en e´vidence le roˆle central de la transforme´e
de Laplace dans ce proble`me, ce qui explique pourquoi ce sera l’outil principal des travaux
pre´sente´s dans les chapitres suivants. Si on note ΠN la distribution de SN , les variables xi
e´tant inde´pendantes on a :
ΠN =
N
⊛
i=1
P. (8)
Ce produit de convolution s’e´crit, en notant L[f ] la transforme´e de Laplace d’une fonction
f :
L[ΠN ] = L[P ]N . (9)
Comme P est une distribution de probabilite´, elle est a` valeur positive et normalise´e. Il en
de´coule que L[P ](s) ≤ 1, et L[P ](s = 0) = 1. Ainsi la contribution principale a` l’expression
(9) est donne´e par un voisinage de s = 0. On peut donc se contenter d’un de´veloppement
limite´ de L[P ] au voisinage de 0. Dans le cas ou` α < 1, on obtient :
L[P ] = 1− Γ(1− α)sα +O(s). (10)
16Dans les chapitres suivants, ce seront des temps d’attente qui seront distribue´s suivant une loi large, ce
qui justifie de se limiter ici au cas de variables positives. Il est possible de ge´ne´raliser ces re´sultats a` des
variables ale´atoires re´elles [Le´vy 1954, Bouchaud et Georges 1990].
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Le produit (9) s’e´crit alors :
L[ΠN ](s) = exp [N ln (1− Γ(1− α)sα +O(s))] , (11)
≃ exp [NΓ(1− α)sα +O(s)] . (12)
Pour avoir une limite bien de´finie quand N →∞, on peut poser sˆ = s
N1/α
, ce qui donne :
lim
N→∞
L[ΠN ](sˆ) ≃ exp [Γ(1− α)sˆα] . (13)
Maintenant nous pouvons expliciter la transforme´e de Laplace, en e´crivant
L[ΠN ](s) =
∫
dX ΠN(X)e
−sX , (14)
et effectuer le changement de variable ξ = X/N1/α, ce qui conduit a` l’expression :
L[ΠN ](s) =
∫
dξ ΠN(N
1/αξ)e−sN
1/αξ. (15)
En notant
lim
N→∞
ΠN(N
1/α•) = Lα, (16)
et en prenant la limite de l’expression (15), on trouve finalement
L[ΠN ](sˆ) =
∫
dξ ΠN(sˆξ)e
−sˆξ = exp [Γ(1− α)sˆα] . (17)
Ainsi on obtient que pour N ≫ 1 on peut e´crire
SN = N
1/αξ, (18)
ou` ξ est une variable distribue´e sur la distribution Lα de´finie par sa transforme´e de Laplace
L[Lα](s) = e−Γ(1−α)sα . (19)
Les distributions Lα ainsi obtenues sont appele´es lois de Le´vy. Le meˆme raisonnement peut
eˆtre mene´ pour 1 < α < 2, en utilisant le de´veloppement (10) adapte´ a` ce cas. On obtient
alors que pour N ≫ 1,
SN = 〈x〉N +N1/αξ, (20)
ou` ξ est une variable distribue´e suivant Lα, de´finie par sa transforme´e de Laplace
L[Lα](s) = e−α−1α Γ(1−α)sα . (21)
Il est possible de de´montrer ces re´sultats en toute rigueur, ce qui conduit au the´ore`me central
limite ge´ne´ralise´.
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The´ore`me (TCL ge´ne´ralise´). Soit {Xk}k∈N∗ une suite de variables ale´atoires positives,
mutuellement inde´pendantes et identiquement distribue´es, suivant une densite´ de probabilite´
P telle que
P (x) ∼
x→∞
1
x1+α
, (22)
et soit la variable ale´atoire SN =
∑N
i=1 xi.
Alors
– si 1 < α < 2 la suite {ZN}N∈N, de´finie par ZN = N1−1/α
(
SN
N
− 〈x〉) , converge en loi
vers la distribution de Le´vy Lα de´finie par : L[Lα](s) = e−α−1α Γ(1−α)sα .
– si 0 < α < 1 la suite {ZN}N∈N, de´finie par ZN = N−1/αSN , converge en loi vers la
distribution de Le´vy Lα de´finie par : L[Lα](s) = e−Γ(1−α)sα .
Comme dans le cas du TCL, ce the´ore`me montre que la distribution limite ne de´pend pas
du de´tail de la distribution P initiale, mais uniquement de son comportement asymptotique.
Ainsi toutes les lois larges P sont regroupe´es en diffe´rentes classes parame´tre´es par la valeur
de l’exposant α, conduisant a` une loi de Le´vy Lα bien de´finie. Par rapport au TCL e´nonce´
dans la premie`re partie, on perd en ge´ne´ralite´ dans la mesure ou` la forme de la distribution
limite de´pend de la valeur de l’exposant α. Dans le cas du TCL en effet la loi limite est
toujours une distribution gaussienne.
Les lois de Le´vy sont de´finies par leur transforme´e de Laplace, qu’il est malheureuse-
ment impossible d’inverser exactement (sauf dans quelques cas particuliers, comme α =
1/2). On peut ne´anmoins obtenir les comportements asymptotiques de ces distributions
[Bardou et al. 2002] :
– ∀α ∈]0, 2[, Lα(x) ∼
x→∞
α
ξ1+α
,
– ∀α ∈]0, 1[, Lα(x < 0) = 0, et Lα(x) ∼
x→0
Ax
α−2
2(1−α) exp
(
Bxα/(α−1)
)
,
– ∀α ∈]1, 2[, Lα(x) ∼
x→−∞
Cx
α−2
2(1−α) exp
(−D|x|α/(α−1)),
ou` A, B, C, et D sont des constantes re´elles positives.
Les lois larges, les vols de Le´vy et l’application du TCL ge´ne´ralise´ font de´sormais par-
tie du paysage de la physique contemporaine, dont les domaines d’applications vont du
refroidissement laser [Bardou et al. 2002] a` la biophysique [Bardou et Jaeger 2004] en pas-
sant par la physique des syste`mes me´soscopiques [Bardou 1997, Brokmann et al. 2003,
Margolin et Barkai 2004]. Le travail pre´sente´ dans cette partie s’inscrit dans ce mouvement,
en e´tudiant l’effet des lois larges sur la de´cohe´rence d’un syste`me quantique a` deux niveaux.
2 De´cohe´rence quantique
Nous allons a` pre´sent pre´senter quelques re´sultats sur la de´cohe´rence d’un syste`me quan-
tique. Ces re´sultats permettront de de´finir les objets de base de l’e´tude pre´sente´e dans les
chapitres suivants.
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Fig. 2 – Allure de la loi de Le´vy L1/2. Noter la croissance tre`s rapide a` partir de x = 0, puis
la lente de´croissance pour x≫ 1.
2.1 Syste`me quantique et environnement
Le proble`me de la cohe´rence d’un syste`me quantique est un proble`me fondamental qui
apparaˆıt lorsque ce syste`me est en interaction avec un environnement comportant un grand
nombre de degre´s de liberte´, sur lequel on n’effectue aucune mesure. Un exemple d’une telle
situation est fourni par la physique atomique. Si l’on s’inte´resse au rayonnement e´mis ou
absorbe´ par un ensemble d’atomes, le syste`me quantique ferme´ qu’il faudrait e´tudier est
l’ensemble des atomes et le rayonnement. Cependant, par exemple dans une expe´rience de
spectroscopie, nous n’avons acce`s qu’au rayonnement, et aucune information sur les e´tats des
atomes n’est disponible. C’est cette absence d’information qui induit une perte de cohe´rence
de la partie du syste`me que l’on observe. Dans ce cas l’e´volution du sous-syste`me e´tudie´
n’est pas unitaire : une superposition quantique d’e´tat e´volue sous l’effet du couplage a`
l’environnement, vers un me´lange statistique d’e´tats incohe´rents.
2.2 Fonctionnelle d’influence de Feynman-Vernon
La description ge´ne´rale de cette perte de cohe´rence a e´te´ faite par Feynman et Vernon en
1963 [Feynman et Vernon 1963, Feynman et Hibbs 1965]. Conside´rons un syste`me quantique
S en interaction avec un environnement E. On notera q(t) les coordonne´es du syste`me et
Q(t) celles de l’environnement. L’action totale du syste`me, S, se de´compose suivant :
S = SE[Q(t)] + SS[q(t)] + Sint[q(t), Q(t)], (23)
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ou` SE[Q(t)] est l’action propre a` l’environnement, SS[q(t)] celle propre au syste`me et
Sint[q(t), Q(t)] est l’action d’interaction entre syste`me et environnement17. Alors la probabi-
lite´ que le syste`me e´tudie´ soit en qf a` l’instant tf , sachant qu’il e´tait a` qi a` l’instant ti, est
donne´e par l’inte´grale de chemin [Feynman et Hibbs 1965, Degiovanni 2003] :
P [(qf , tf); (qi, ti)] =
∫
Dq(t)Dq′(t)F [q(t), q′(t)] exp
(
iSS[q(t)]− iSS[q′(t)]
)
, (24)
ou` F [q(t), q(t)′] est la fonctionnelle d’influence de Feynman-Vernon :
F [q(t), q′(t)] =
∑
f
∫
DQ(t)DQ′(t)
exp i
(
SE[Q(t)]− SE[Q′(t)] + Sint[q(t), Q(t)]− Sint[q′(t), Q′(t)]
)
. (25)
La somme sur f est la somme sur tous les e´tats finals possibles pour les coordonne´es
de l’environnement Q(tf) : puisqu’aucune mesure ne sera effectue´e sur l’environnement,
tous les e´tats finaux sont possibles. Il faut donc sommer toutes leurs contributions.
Cette fonctionnelle ve´rifie un certain nombre de re`gles, qu’on trouvera par exemple dans
[Feynman et Hibbs 1965, Degiovanni 2003]. La fonctionnelle d’influence est une proprie´te´
de l’environnement qui traduit son influence sur l’e´volution du syste`me. Feynman propose
de faire l’analogie entre cette fonctionnelle et une force exte´rieure agissant sur un syste`me
classique18 [Feynman et Hibbs 1965] : la connaissance de F pour un syste`me quantique
serait analogue a` la connaissance de l’action de la force externe classique sur toutes les
trajectoires possibles du syste`me classique e´tudie´.
Voyons a` pre´sent l’interpre´tation physique de cette fonctionnelle d’influence
[Stern et al. 1990, Degiovanni 2003]. Pour cela nous allons nous inte´resser a` une expe´-
rience d’interfe´rences sur le syste`me S, par exemple un e´lectron, au cours de laquelle ce
dernier peut suivre deux trajectoires q et q
′
. Initialement l’environnement E est dans l’e´tat
|0E〉i. Si on note U [q] l’ope´rateur d’e´volution de l’environnement quand le syste`me suit la
trajectoire q, l’e´tat final de E est donne´ par :
|0E〉f =
{
U [q(t)] |0E〉i , si S suit l’e´volution q,
U [q
′
(t)] |0E〉i , si S suit l’e´volution q
′
.
(26)
Chacune des trajectoires q du syste`me S contribue par une phase iSS[q(t)]. Ainsi l’amplitude
de probabilite´ A que l’e´tat final de l’environnement soit |φE〉 de´pend de la trajectoire suivie
17Cette de´composition est tout a` fait semblable a` celle obtenue dans le cas de la solution du mode`le d’Ising
a` bord (voir e´quation (2.43), page 149). En fait, on peut voir l’inte´gration sur les variables de bulk conduisant
a` l’action 1d (2.81), page 156, comme le calcul de la fonctionnelle d’influence du bulk, conside´re´ ici comme
l’environnement, sur le syste`me qui serait ici le champ magne´tique fermionique au bord. Il s’agit la` bien suˆr
d’une simple analogie formelle lie´e a` l’utilisation d’inte´grales de chemin.
18Pour une introduction a` l’inte´grale de chemin au moyen d’analogies avec la me´canique classique et
l’optique, on peut se reporter a` l’article original de Feynman [Feynman 1948].
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par le syste`me :
A = eiSS [q(t)] 〈φE|U [q(t)] |0E〉i , (27)
A′ = eiSS [q′(t)] 〈φE|U [q′(t)] |0E〉i . (28)
Le terme d’interfe´rence entre les deux trajectoires q et q
′
, sachant que l’e´tat final de l’envi-
ronnement est |φE〉 est :
V [q, q
′
; |φE〉] = 2ℜ
(
AA′∗
)
. (29)
Si l’on ne fait aucune mesure sur l’environnement, il faut sommer sur tous les e´tats finaux
possibles pour celui-ci, ce qui conduit a` :
V [q, q
′
] = 2ℜ
(
ei(SS [q]−SS [q
′
]) · F [q, q′]
)
. (30)
En ge´ne´ral la fonctionnelle d’influence est complexe : on peut l’e´crire sous la forme
F(t) = D(t) eiΨ(t), avec D(t) le module et Ψ(t) la phase de F(t). Alors on obtient
V [q, q
′
] = D(t) cos
(
SS[q(t)]− SS[q′(t)] + Ψ(t)
)
. (31)
La structure de ce facteur est tre`s semblable a` ce que l’on obtient en optique ondu-
latoire [Born et Wolf 1999]. La plupart du temps les franges ainsi obtenues ont des va-
riations rapides donne´es par la partie en cosinus, et une modulation plus lente, don-
ne´e par le pre´facteur D(t)19. Ainsi le module de la fonctionnelle d’influence, D(t), appa-
raˆıt comme le facteur de contraste des franges d’interfe´rences : c’est l’analogue classique
de la visibilite´ des franges en optique ondulatoire. Dans les expe´riences sur les Qubits
[Makhlin et al. 2001, Nakamura et al. 2002, Schriefl 2005], la quantite´ mesurable est ce fac-
teur D(t), qui est appele´ le facteur de cohe´rence du Qubit. C’est donc l’objet central de
l’e´tude reporte´e dans cette partie.
2.3 De´cohe´rence et TCL
2.3.1 Cas d’un environnement classique ale´atoire
A` partir de maintenant nous allons supposer que l’environnement E est classique. Dans ce
cas la trajectoire suivie par l’environnement, Qc, est de´termine´e par les e´quations classiques
du mouvement. On a alors SE[Q(t)] = SE[Qc(t)]. Par conse´quent, la fonctionnelle d’influence
(25) devient :
F [q(t), q′(t)] = exp i
(
Sint[q(t), Qc(t)]− Sint[q′(t), Qc(t)]
)
. (32)
19Ceci n’est qu’une approximation. On ne peut pas a priori exclure un comportement plus “pathologique”
de l’argument du cosinus, ou` cette structure ne serait plus valable. Celle-ci ne sera justifie´e en fait que par
les re´sultats expe´rimentaux.
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Dans ce cas l’action de l’environnement sur le syste`me se fait par l’interme´diaire d’un po-
tentiel classique V [q(t), t] :
Sint[q(t), Qc(t)] = −
∫ tf
ti
dt V [q(t), t]. (33)
L’influence de l’environnement est inclue dans la de´finition du potentiel. En fait, l’e´quation
(32) fait apparaˆıtre la quantite´
Φ[q(t), q
′
(t)] =
∫ tf
ti
dt
(
V [q(t), t]− V [q′(t), t]
)
, (34)
qui est la diffe´rence de phase accumule´e par le syste`me entre les trajectoires q et q
′
.
Le cas qui va nous inte´resser dans la suite de cette partie est celui d’un potentiel d’interaction
ale´atoire. Dans ce cas, la phase accumule´e est elle-meˆme une variable ale´atoire, de sorte que :
F =
∫
dΦ Π(Φ) eiΦ = 〈eiΦ〉Π, (35)
ou` Π est la distribution de la phase. L’e´quation ci-dessus montre que dans le cas d’un en-
vironnement classique couple´ ale´atoirement avec le syste`me, la fonctionnelle d’influence se
re´duit a` la fonctionnelle ge´ne´ratrice de la distribution de la phase.
2.3.2 Distribution normale de la phase
Entre les instants ti et tf = ti + τ , la phase accumule´e par le syste`me s’e´crit :
Φ(ti, tf) =
∫ tf
ti
dt φ(t). (36)
ou` φ(t) est l’incre´ment de phase a` l’instant t. Ainsi si φ est une variable ale´atoire, la phase ac-
cumule´e effectue une marche ale´atoire en temps continue [Bouchaud et Georges 1990]. Pour
aller un peu plus loin dans l’analyse, discre´tisons l’inte´grale pre´ce´dente. Entre ti et tf , le sys-
te`me rec¸oit N(τ) impulsions e´le´mentaires de phase, a` des instants tk. L’inte´grale pre´ce´dente
s’e´crit alors :
Φ(ti, tf) =
N(τ)∑
k=1
φ(tk). (37)
Dans cette expression de la phase, il y a deux grandeurs ale´atoires : la premie`re est l’amplitude
de l’incre´ment de phase aux instants tk, la seconde est associe´e aux instants tk eux-meˆmes.
Dans le cas ou` les instants tk sont re´gulie`rement espace´s, si l’on fait les hypothe`ses suivantes :
1. Les incre´ments de phases sont inde´pendants et identiquement distribue´s suivant une
loi P ;
2. Les deux premiers moments de la distribution P sont finis ;
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alors le the´ore`me central limite (1.1.2) s’applique. Ainsi la variable ale´atoire ξN =
1√
N
Φ est
distribue´e, pour N ≫ 1 selon une distribution gaussienne Nξ¯,σ(ξ), ou` ξ¯ est la valeur moyenne
de ξ et σ son e´cart-type. Dans ce cas, a` couplage faible, il est possible de calculer simplement
la fonctionnelle d’influence, dans la cas ou` N ≫ 1 :
F =
∫
dξ Nξ¯,σ(ξ) ei
√
N(t)ξ = eiξ¯
√
N · e−Nσ
2
2 . (38)
Ainsi le facteur de visibilite´ des franges est :
V (t) = e−
N(t)σ2
2 . (39)
On peut alors de´finir un temps caracte´ristique pour l’atte´nuation des franges, appele´ temps
de de´phasage τφ, par :
N(τφ)σ
2
2
= 1. (40)
En utilisant N(t) ∼ t/τ0, on trouve que le temps de de´phasage est τφ ∼ τ0σ2 , ou` τ0 est un
temps caracte´ristique microscopique. Le temps de de´phasage est d’autant plus court que la
distribution est large.
3 De´cohe´rence induite par un bruit intermittent
Nous venons de de´crire le sce´nario de de´cohe´rence standard, base´ sur des hypothe`ses assu-
rant l’application du TCL, et un espacement re´gulier des incre´ments de phase. Une question
naturelle est donc de voir ce qu’il se passe quand ces hypothe`ses ne sont pas satisfaites, et
donc lorsque la distribution de la phase est anormale.
3.1 De´phasage induit par une dynamique de Le´vy
La premie`re extension possible est de conside´rer le cas ou` les impulsions de phase sont
largement distribue´es, mais ou` les instants tk sont toujours re´gulie`rement espace´s. Dans ce
cas, on peut e´crire :
φ(tk) = h+ κξk, (41)
ou` h et κ sont des constantes. La variable ale´atoire ξk, de moyenne nulle, est distribue´e
suivant une loi large :
P (ξ) ∼
ξ→∞
1
ξ1+ν
. (42)
D’apre`s le the´ore`me central limite ge´ne´ralise´ pre´sente´ page 73, la phase accumule´e apre`s N
impulsions s’e´crit :
ΦN = Nh + κN
1/νξ, (43)
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ou` ξ est distribue´e suivant une loi de Le´vy Lν,β, ou` β ∈ [−1, 1] caracte´rise l’asyme´trie de la
loi [Bouchaud et Georges 1990, Bardou et al. 2002]. Le calcul de la fonctionnelle d’influence
dans ce cas a e´te´ re´alise´ par Lutz [Lutz 2002] pour ν 6= 1, et on obtient, en notant τ0 une
e´chelle de temps microscopique :
F = e−Cκν t/τ0 · exp i
(
h− Cβκν tan
(πν
2
) t
τ0
)
. (44)
Le facteur de cohe´rence subit donc toujours une de´croissance exponentielle, dont le temps
de de´phasage est donne´ par
τφ ∝ κ−ν . (45)
On retrouve dans le cas ν = 2 le cas gaussien pre´sente´ dans la section pre´ce´dente. Le sce´nario
de de´cohe´rence est le meˆme que dans le cas gaussien, mais avec un temps caracte´ristique
diffe´rent.
3.2 Bruit intermittent
L’e´tude pre´sente´e dans les chapitres suivants s’inte´resse au cas ou` les incre´ments de
phase sont distribue´s suivant une loi qui appartient au bassin d’attraction de la loi normale,
mais ou` la distribution des temps tk est large. Un peu a` la manie`re des mode`les de pie`ges
[Bouchaud 1992], on suppose que la dure´e τ entre deux impulsions de phase conse´cutives est
largement distribue´e :
P (τ) ∼
τ→∞
1
τ 1+µ
. (46)
Nous avons commence´ par e´tudier les proprie´te´s statistiques de ce mode`le de bruit. Il pos-
se`de des proprie´te´s de vieillissement et un spectre en 1/f quand µ → 1 . Ces deux pro-
prie´te´s rendent ce mode`le de bruit particulie`rement inte´ressant, car il semble que la limite
ultime de cohe´rence pour un Qubit solide soit justement la pre´sence d’un bruit en 1/f
vieillissant. L’origine pre´cise de ce bruit en 1/f n’est pas encore clair ement e´tablie. C’est
pourquoi un grand nombre d’e´tudes sont consacre´es a` la de´cohe´rence par divers mode`les de
bruits en 1/f , par exemple [Paladino et al. 2002, Galperin et al. 2003, Martinis et al. 2003,
Makhlin et Shnirman 2004]. D’autre part certaines expe´riences semblent montrer que l’am-
plitude du bruit de´croit dans le temps, mettant ainsi en e´vidence un phe´nome`ne de vieillisse-
ment. Ces diffe´rents points sont autant de motivations pour l’e´tude de la de´cohe´rence induite
par un bruit en 1/f vieillissant. A` l’aide de ce mode`le, nous avons pu calculer le facteur de
de´cohe´rence pour diffe´rentes valeurs de µ. Les sce´narios ainsi obtenus s’e´cartent d’une simple
de´croissance exponentielle. Nous avons de plus mis en e´vidence les effets du vieillissement
du bruit sur la de´cohe´rence du syste`me.
Tous ces re´sultats sont pre´sente´s en de´tail dans les deux articles reproduits dans les chapitres
suivants. Le premier pre´sente le mode`le du bruit et les re´sultats obtenus pour la de´cohe´rence
par un bruit de moyenne nulle [Schriefl et al. 2005b]. Les de´tails techniques concernant la me´-
thode pour obtenir ces re´sultats, ainsi qu’une extension au cas d’un bruit ayant une moyenne
non nulle, sont donne´s dans le second article [Schriefl et al. 2005a].
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Chapitre 1
Non stationary dephasing of two level
systems
J.Schriefl, M. Clusel, D. Carpentier et P. Degiovanni
article publie´ dans Europhysics Letters, 12 : 1 (2005).
Abstract We investigate the influence of nonstationary 1/fµ noise, produced by interac-
ting defects, on a quantum two-level system. Adopting a simple phenomenological model for
this noise we describe exactly the corresponding dephasing in various regimes. The nonstatio-
narity and pronounced non-Gaussian features of this noise induce new anomalous dephasing
scenarii. Beyond a history-dependent critical coupling strength the dephasing time exhibits
a strong dependence on the age of the noise and the decay of coherence is not exponential.
The question of the phase coherence of a quantum two level system (TLS) in a noisy
environment has motivated numerous recent works. In particular it is of crucial interest
in the context of quantum computing with solid state quantum bits[Makhlin et al. 2001].
In this case it is now believed that dephasing of the TLS by a low-frequency (1/f) noise
is a limiting mechanism which certainly deserves further studies. The microscopic ori-
gin of these low-frequency fluctuations depends on the considered system and is mostly
not understood[Nakamura et al. 2002]. Hence, in previous works on this problem the 1/f
environment was modeled phenomenologically either by a set of harmonic modes (e.g.
spin-Boson model)[Makhlin et al. 2003] or by an ensemble of independent bistable fluctua-
tors (Dutta-Horn model)[Weissman 1988, Paladino et al. 2002]. The first model assumes a
Gaussian distribution for the fluctuations and stationarity of the noise. As this low fre-
quency noise appears to be an essentially out of equilibrium phenomenon, this last hypo-
thesis is questionable[Galperin et al. 2003]. The Dutta-Horn model does not suffer from this
restriction[Paladino et al. 2002], but assumes the presence of a broad distribution of relaxa-
tion times for the independent fluctuators, or equivalently a flat distribution for their random
energy barriers. However, both the nature of these fluctuators and the origin of these long
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relaxation times are beyond the current experimental knowledge. We consider the interac-
tions between the fluctuators as a possible source for these slow dynamics. In this letter,
we explore the consequences of this interaction on the nonstationarity of the dephasing by
considering a simple phenomenological model for a strongly coupled cluster of fluctuators.
Let us thus consider a dissipative quantum two-level system (qubit) described by the Hamil-
tonian :
H = ǫ σz +∆ σx − 1
2
X σz +Henv , (1.1)
where ǫ and ∆ are control parameters which we assume to be time-independent and
X describes the fluctuating extra bias (noise) induced by the environment described by
Henv. Within a Dutta-Horn model[Paladino et al. 2002, Galperin et al. 2003], the noise X =∑
i γig(ri)σ
z
i consists in the sum of contributions from independent fluctuators, modeled
as random two-level systems coupled to an equilibrium bath (e.g. the phonons). This bo-
sonic bath induces an elastic or electromagnetic coupling γig(ri) between the qubit and
the fluctuator in ri, but also mutual couplings of same origin between the fluctuators,
Jij = λjλig(ri − rj), which are usually neglected. The interaction g(r) and the couplings
between the qubit/fluctuators and the bosonic field λi, γi depend on the nature of the cou-
pling to the bath : both elastic strain (phonons) and dipolar electric coupling correspond to
a long-range dipolar interaction g(r) ≃ r−3 [Black et Halperin 1977]. The source of the noise
can thus be described by the Hamiltonian20
Henv =
∑
i
(Eiσ
z
i + tiσ
x
i ) +
∑
i6=j
Jijσ
z
i σ
z
j , (1.2)
where Ei and ti are respectively the random energy difference and tunneling amplitude of the
fluctuators. The motivation to consider these couplings Jij between the fluctuators comes
in part from the analogous physics of TLS in amorphous solids : the relevance of these
TLS couplings was stressed by Yu and Leggett [Yu et Leggett 1988], and found recent ex-
perimental evidence in the dielectric response of amorphous films[Ludwig et al. 2003]. These
interactions are a possible source of broad distribution of relaxation times of the bath : in
particular, using the language of pseudospins for the fluctuators in (1.2), a strong ferromagne-
tic coupling J between an ensemble of N spins forces these spins to tunnel simultaneously,
therefore reducing exponentially (t ∼ e−N) the tunneling amplitude of the cluster. Such
a nonlinear relation between the size of a cluster and the corresponding relaxation time
would naturally lead to a broad distribution for these times. Moreover, for randomly located
fluctuators elastically coupled, we expect the interactions Jij to be random and frustrating
[Black et Halperin 1977]. It is then natural to consider the noise produced by a mesoscopic
ensemble of N interacting fluctuators21. We expect these interactions and the associated
frustration to bring very slow relaxational dynamics for the cluster. However this problem is
20Notice that these couplings were already present in [Galperin et al. 2003] on dephasing, but treated
approximately within the framework of spectral diffusion[Black et Halperin 1977].
21Note that the physics associated with huge degeneracy of the classical ground state should be irrelevant
in such mesoscopic clusters.
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a formidable task, still unsolved in the case of classical spin glasses (ti = 0 in (1.2)). We the-
refore adopt a phenomenological approach and focus on the expected general consequences
of its physics.
As in the case of independent fluctuators [Galperin et al. 2003, Paladino et al. 2002] we
will focus on a classical description of the noise X(t), considering an incoherent environment
and neglecting back-action effects of the qubit. A common picture to describe the evolution
of a glassy system is a random walk in phase space with broadly distributed time intervals τ
between the ’flips of the environment’. Hence, by analogy with the phase space trap models
of classical glassy systems[Bouchaud 1992], we consider a general random intermittent noise,
with randomly distributed heights xi and durations τ
↑
i of the plateaus, and waiting times τi
between them (see Fig.1.1). For simplicity, we will focus on the case where the τ ↑i are much
shorter than the τi, and given by their average τ
↑
0 . On time scales τ ≫ τ ↑0 , the plateau is
seen as a spike shifting the phase by xiτ
↑
0 . Moreover, to focus on dephasing and eliminate
the drift of the accumulated phase of the qubit, the distribution P(x) is assumed to have
zero mean and a finite width g2 = 〈x2〉 (τ ↑0 )2 : It will be taken as Gaussian without loss of
generality. Finally, we consider an algebraic distribution of waiting times τi characterized by
an exponent µ :
P (τ) =
µ
τ0
(
τ0
τ0 + τ
)1+µ
, P(x) = τ
↑
0
g
√
2π
exp
(
−(xτ
↑
0 )
2
2g2
)
(1.3)
where τ0 is a microscopic time. The slow algebraic decay of P (τ) thereby implies diver-
gences of all moments τn =
∫∞
0
dτP (τ)τn with n ≥ µ. It turns out that three different
classes of µ have to be distinguished : (i) If both τ and τ 2 are finite (µ > 2), the depha-
sing induced by the noise in our model and within the usual model of Poissonian telegraph
noise[Galperin et al. 2003, Paladino et al. 2002] are identical. Thus, we will call it the Pois-
sonian class. However, in the case of slow dynamics, i.e. for µ < 2, the dephasing scenario
differs considerably from the Poissonian class. (ii) For 1 < µ < 2, when τ is still finite, but al-
ready the second moment τ 2 diverges, the waiting times τi start to fluctuate strongly around
their average τ and important corrections with respect to dephasing due to Poissonian class
arise. (iii) For 0 < µ < 1, the divergence of the first moment τ makes it even impossible to
define a characteristic time between two consecutive spikes. In this case the two-point noise
correlation function decays as
X(t+ t′)X(t)−X(t) X(t+ t′) ≃ X(t)2 (t/t′)1−µ , (1.4)
where the overline denotes an average over realizations of X(t). Eq.(1.4) implies that the
power spectrum exhibits a 1/fµ divergence at low frequencies. Note that the explicit depen-
dence of the correlator (1.4) on t implies a nonstationarity of the noise and consequently a
time dependence of the amplitude of the noise 22. In our model, a single source of noise with
µ = 1 can lead to a 1/f power spectrum whereas infinitely many independent fluctuators are
22For a single Poissonian fluctuator, nonstationary effects arise in the transcient regime of times smaller
than τ0.
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necessary in the Dutta-Horn approach [Paladino et al. 2002]. Within this latter approach,
nonstationary of the noise comes from the choice of initial conditions for the slow fluctuators.
In our model, nonstationarity finds its origin in the very slow dynamics underlying the noise,
not in a specific choice of an initial condition.
xi
X(t)
τ1τ˜1
τi
tp tp + t
τ↑0
t′ = 0
t′
Fig. 1.1 – Representation of a noise configuration X(t)
When describing decoherence due to this noise it appears sufficient to discuss only the
case of longitudinal fluctuations, ∆ = 0 in (2.1). Indeed, for low-frequency noise, transverse
linear coupling (∆ 6= 0) is equivalent to quadratic longitudinal coupling [Makhlin et al. 2003],
which leads in our case essentially to a renormalization (reduction) of the coupling strength,
g˜ ∼ (√〈x2〉/∆)g. The nonstationarity of the noise leads us to pay special attention to
the dependence of dephasing on the age of the noise (denoted by tp below), i.e. a history
dependence. To be definite we consider situations where the noise has been initialized at time
t′ = 0. The coupling to the qubit is turned on after a time tp, the preparation time of the
qubit. Consequently, the two qubit states |±〉 accumulate a random relative phase between
time tp and tp + t : Φ(tp, t) =
∫ tp+t
tp
dt′ X(t′). The corresponding dephasing factor is defined
by the average over many realizations of noise
D(tp, t) = exp (i Φ(tp, t)) (1.5)
and the dephasing time τφ as its characteristic decay time : D(tp, τφ) = e
−1. In the following
we will always consider preparation times tp that are large compared to the microscopic time
τ0. Under this assumption dephasing properties derived below do not depend on the imposed
initial condition of the noise (at t′ = 0). In particular, the noise is stationary for µ > 2, as
in the case of usual Poissonian noise treated in [Paladino et al. 2002, Galperin et al. 2003].
Within the model (1.3), the accumulated phase Φ(tp, t) performs a continuous time ran-
dom walk (CTRW)[Haus et Kehr 1987]. The explicit dependence of D(tp, t) on tp can be
accounted for using renewal theory[Feller 1971]. The times τi between two successive spikes
being independent from each other (and thus of the history of the noise), the tp-dependence
of Φ(tp, t) and D(tp, t) are consequences of the tp-dependence of the distribution of τ1, the
time interval between tp and the first subsequent spike (see Fig. 1.1). Indeed, the previous
spike did not occur at tp but at some time tp − τ˜1. Hence τ˜1 + τ1 is distributed according
to P (τ) in (1.3), whereas τ1 is distributed according to a new distribution Htp(τ1) which ex-
plicitly depends on tp. As we show, this distribution Htp(τ1) contains all information about
the history of the noise. Following general ideas from renewal theory we separate noise confi-
gurations that have their first spike at tp + τ1 from the others to obtain an expression for
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Htp(τ1) :
Htp(τ1) = P (tp + τ1) +
∫ tp
0
P (τ1 + τ˜1)S(tp − τ˜1) dτ˜1, (1.6)
where S(t) denotes the renewal distribution, i.e. the density distribution of spike at time t.
The behavior of S(t) follows from another renewal equation,
S(t) = P (t) +
∫ t
0
P (τ)S(t− τ) dτ, (1.7)
which states that a flip occurring at time t is either the first one, or that a previous flip
occurred at time t−τ , where τ is distributed according to (1.3). Denoting by L[f ] the Laplace
transform of the function f , Eq.(1.7) can be rewritten as L[S] = L[P ]/(1−L[P ]). For µ > 2,
S is constant and Htp(τ1) coincides with P (τ1) at times tp ≫ τ0. After a transcient regime,
the noise has lost memory of its initial condition : the probability to flip to another state does
not depend on the history of the noise. For µ < 2, the time dependence of S(t) implies an
explicit history dependence of Htp(τ1). For instance, for 1 < µ < 2, S(t) ≃ τ−1(1+(τ0/t)µ−1),
and the average value of 〈τ1〉 increases as t2−µp . In the case µ < 1 of diverging mean value,
τ =∞, the density of spikes S(t) decreases as 1/t1−µ and Htp differs therefore considerably
from P .
Now understanding the origin of aging, we decompose noise configurations into those
without any event between tp and tp+t, and those with at least one event in the same interval,
the first of which occurring at time tp + τ . In the latter case, the first event contributes a
factor
〈
eixτ
↑
0
〉
, reinitializing simultaneously the noise at tp + τ :
D(tp, t) = Π0(tp, t) + f(g)
∫ t
0
Htp(τ)D(0, t− τ) dτ. (1.8)
In this equation, f(g) =
〈
eixτ
↑
0
〉
= exp(−g2/2) is the characteristic function of P(x) and
Π0(tp, t) =
∫ +∞
t
dτ Htp(τ) denotes the probability that no spike occurs between tp and tp+ t.
More conveniently, denoting by L[Dtp ](s) the Laplace transform of D(tp, t) considered as a
function of t, and specializing (1.8) to tp = 0, we find L[D0](s) = s
−1(1 − L[P ](s))/(1 −
f(g)L[P ](s)). Plugging it back into the Laplace transform of (1.8) we obtain
L[Dtp ](s) =
1
s
(
1− (1− f(g))L[Htp ]
1− f(g)L[P ]
)
. (1.9)
This expression is one of the central results of this letter. Indeed, we can apply a numerical
Laplace Transform inversion to obtain the complete behavior of the dephasing factorD(tp, t).
Some of these results are shown in Fig. 1.2. The behavior of D(tp, t) is shown for µ = 0.8,
µ = 1.1 and both weak and strong coupling.
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Fig. 1.2 – Dephasing factor and τφ obtained by numerical inversion of (1.9) for µ < 1 (left)
and 1 < µ < 2 (right). For weak coupling, g < gc(tp), the decay is exponential for t < τφ. For
times t > τφ (µ < 1) - t≫ τφ (1 < µ < 2) - and for strong coupling the decay is algebraic. For
strong coupling and µ < 1 the dephasing time exhibits a tp-dependence, which disappears
as µ increases to higher values. Note the explicit tp-dependence of the critical coupling gc in
the case µ < 1.
We now turn to a discussion of the results we can derive exactly from Eq.(1.9). As
discussed above, the dephasing scenario differs qualitatively and quantitatively depending
on the value of µ. Generally, two regimes appear as a function of the coupling constant g,
separated by a critical coupling constant gc : While the dephasing time depends on g in the
weak coupling regime, g < gc, it saturates for g > gc as a function of g (see Fig. 1.2). As
expected, it turns out that the critical coupling strength gc is of order 1 for the Poissonian
class (µ > 2) as well as for 1 < µ < 2. However, in the case µ ≤ 1, we find that the
range of the strong coupling regime increases with the age of the noise, i.e. gc decreases as
a function of tp : gc(tp) = λ(µ)(τ0/tp)
µ/2. This implies that any qubit surrounded by a noise
with 0 < µ < 1 will eventually end up in the strong coupling regime.
In the following we will discuss in detail the decay of D(tp, t) as a function of t and the
scaling laws of τφ as functions of g for the three different classes of µ and for both weak and
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strong coupling. In particular, we will compare our results with those for the Poissonian class.
For µ > 2, Htp(τ) ≃ P (τ) and from (1.9) D(tp, t) ≃ D(0, t). As expected, after a transcient
regime (tp . τ0), D(tp, t) becomes independant of tp. The results of [Paladino et al. 2002,
Galperin et al. 2003] for a single fluctuator are then recovered for the Poissonian class.
For 1 < µ < 2, strong corrections with respect to the Poissonian class (µ > 2) occur
in the strong coupling regime, g > 1. In that regime, the decay law of D(tp, t) is no longer
an exponential but becomes algebraic D(tp, t) ≃ [τ0/(τ0 + t)]µ−1 − [τ0/(τ0 + t+ tp)]µ−1. The
dephasing time thereby exhibits an explicit tp-dependence, τφ ≃ τ0[1/e+ (τ0/tp)µ−1]−1/(µ−1).
Note that this tp dependence is only important for values of µ close to one and disappears as µ
approaches higher values (see Fig. 1.2). For weak coupling, g < 1, the initial decay of D(tp, t)
is very well described within a Gaussian approximation (second cumulant expansion). The
decay is exponential, D(tp, t) = exp(−t/τφ), and τφ scales as τφ ≃ τ0g−2. Corrections with
respect to Poissonian class are only subdominant for t . τφ and disappear as µ increases to
higher values. However, for times large compared to the dephasing time, t & τφ log(τφ/τ0),
the above Gaussian approximation breaks down and the decay crosses over to a much slower
power law (see Fig. 1.2).
In the case of 0 < µ < 1, the decay of coherence differs considerably from the Poissonian
class in all regimes, due to the absence of a characteristic time scale in the waiting times
distribution. For weak coupling g < gc(tp) the decay for t . τφ is accurately described
by an exponential, D(tp, t) ≃ exp[−(t/τφ)µ] with τφ = τ0A(µ)g−2/µ. Dephasing is therefore
insensitive to the preparation time tp. This result can be recovered using the previously
mentionned Gaussian approximation. However, we emphasize the anomalous scaling of τφ as
a function of g (see Fig. 1.2). But D(tp, t) is not fully described within this approximation.
First of all, even at weak coupling, the Gaussian approximation breaks down for times t > τφ.
In this regime, the exponential decay is replaced by a much slower algebraic one : D(tp, t) ≃
B(µ) (t/τφ)
−µ. This new behavior can be understood by noting that in this case and for t > τφ
D(tp, t) ≃ D(tp, τφ) Π0(τφ, t − τφ) ≃ (t/τφ − 1)−µ . The second term of (1.8) corresponds
to the anomalous random walk spreading of the phase Φ : it leads to the exponential decay
(see above) which is subleading beyond τφ. Hence, the leading term corresponds to the
contribution of the noise configurations that did not change between τφ and t. This situation
of a main contribution induced by rare configurations is analogous to the physics of Griffiths
singularities in disordered systems. In the strong coupling regime g > gc(tp), D(tp, t) is
dominated by the first term of Eq.(1.8). In this limit, the distribution of the phase of the
qubit starts spreading over [0, 2π]. Hence, most noise configurations produce a vanishing
contribution to D(tp, t) and the whole average is dominated by those noise configurations
that do not evolve during the experiment. The physics of this strong coupling regime is closely
related to the physics of mean-field trap models of glassy materials[Bouchaud 1992], since the
difference between quenched and annealed disorder is irrelevant in this case. The dephasing
time then saturates as a function of g and becomes proportional to tp as seen in Fig. 1.2.
Note that, at strong coupling, the Gaussian approximation breaks even down for short times
and the decay of D(tp, t) is algebraic : it decays as D(tp, t) ≃ 1− sin(πµ)/(πµ)(t/tp)1−µ. For
longer times, t > tp, it crosses over to a much slower decay, D(tp, t) ≃ (tp/t)µ.
Finally, in the marginal case µ = 1 of pure 1/f noise the above analysis is confirmed
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qualitatively. We mainly find logarithmic corrections to the above results, e.g. the critical
coupling scales as gc(tp) = [2(τ0/tp) ln(tp/τ0)]
1/2. For weak coupling, g < gc(tp), the dephasing
time is insensitive to tp and scales as τφ ≃ 2τ0 |ln g| /g2, whereas for strong coupling it depends
algebraically on tp.
In summary, we have studied decoherence of a qubit due to the noise generated by
a slow collective environment. Within a simple phenomenological model, we have derived
exact expressions for the dephasing factor in various regimes. The crucial consequences of
the nonstationarity of the noise are first the appearance of a history dependent coupling
gc(tp) which separate the weak and strong coupling regimes and, second, a non exponential
decrease of the dephasing factor D(tp, t). Depending on the broadness (µ) of the distribution
of relaxation times of the environment, this nonexponential decay appears either before
(µ < 1) or after τφ, but is a clear signature of the nonstationarity of the noise (i.e. µ < 2 in our
model). In a more refined description of a collective noise source consisting of a collection of
coupled clusters, we expect the nonstationarity of the dephasing to be related to the number
of contributing clusters. Similarly to the studies of Paladino et al. [Paladino et al. 2002] for
usual telegraphic fluctuators, the nonstationary dephasing in our model will survive provided
the phase Φ(tp, t) is dominated by a few strongly coupled slow clusters. In the opposite limit
of many contributing clusters, the usual Gaussian stationary dephasing should be recovered.
Thus the search for such nonstationarity in the dephasing of simple solid state qubits would
be of main interest for the correct characterization of the source of 1/f noise in these samples.
Note however that dephasing is experimentally studied by repeated interference experiments
without noise reinitialization in between. The dephasing is then characterized by a time-
average instead of the average over configurations D(tp, t). In the case of a nonstationary
noise these two expressions will differ (non ergodicity for 0 < µ ≤ 1) and special care should
be given in analyzing the experimental results.
J. Schriefl thanks Yu. Makhlin for very useful discussions. P. Degiovanni thanks the Insti-
tute for Quantum Computing (Waterloo) and Boston University for support and hospitality
during completion of this work.
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Dephasing by a nonsationary classical
intermittent noise
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We consider a new phenomenological model for a 1/fµ classical intermittent noise and
study its effects on the dephasing of a two-level system. Within this model, the evolution
of the relative phase between the |±〉 states is described as a continuous time random walk
(CTRW). Using renewal theory, we find exact expressions for the dephasing factor and iden-
tify the physically relevant various regimes in terms of the coupling to the noise. In particular,
we point out the consequences of the non-stationarity and pronounced non-Gaussian features
of this noise, including some new anomalous and aging dephasing scenarii.
2.1 Introduction
Recent experimental progress in the study of solid-state quantum bits (Josephson qu-
bits) [Makhlin et al. 2001] has stressed the importance of low-frequency noise in the de-
phasing or decoherence of these two-level systems [Nakamura et al. 2002, Vion et al. 2002,
Simmonds et al. 2004]. It now appears that the coupling to low-frequency noise is the main
limitation in obtaining long lived phase coherent states of qubits necessary for quantum
computation. However, a complete understanding of the microscopic origin of 1/f noise
in solid state physics is not available yet [Weissman 1988] and therefore, theoretical stu-
dies of the dephasing by such a noise are based on phenomenological models. In the
spin-boson model, the environment of the qubit is modeled by a set of harmonic oscilla-
tors, with an adequate frequency spectrum [Makhlin et al. 2003, Makhlin et Shnirman 2004].
Another commonly used model for a low-frequency noise consists in considering the contribu-
tions frommany independent bistable fluctuators [Paladino et al. 2002, Galperin et al. 2003].
In the semi-classical limit, the noise from each fluctuator is approximated by a tele-
graph noise of characteristic switching rate γ. For a broad distribution ∼ 1/γ of swit-
ching rates γ, a 1/f spectrum is recovered when summing contributions of all fluctuators.
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Such a model is based on observations of telegraph like fluctuations in nano-scale devices
[Buehler et al. 2004, Zimmerli et al. 1992], but a precise characterization and justification of
the broad distribution of switching rates is still lacking although the localization of these
fluctuators [Farmer et al. 1987, Zorin et al. 1996] as well as their collective or individual na-
ture [Welland et Koch 1986] have been investigated for a long time.
In this paper, we consider a new phenomenological model for the classical low-frequency
noise. This model can be viewed as the intermittent limit of the sum of telegraphic signals.
In this limit, the duration of each plateau of the telegraphic signal is assumed to be much
shorter than the waiting time between plateaus [Buehler et al. 2004]. A 1/f power spectrum
for the intermittent noise is then recovered for a distribution of waiting times τ behaving as
τ−2 for large times. Because the average waiting time is infinite, no time scale characterizes
the evolution of the noise which is nonstationary. The purpose of this article is to study the
effects of such a low-frequency intermittent noise on the dephasing of a two-level system in
order to identify possible signatures of intermittence.
As we will show, in this model the relative phase Φ between the states of the qubit per-
forms a continuous time random walk [Montroll et Weiss 1965, Haus et Kehr 1987] (CTRW)
as time goes on. Such a CTRW was considered in the context of 1/f current noise by
Tunaley [Tunaley 1976], extending the previous work of Montroll and Scher on electronic
transport [Montroll et Scher 1973]. However, in the present paper it is the integral of noise,
and not the noise itself, which performs a CTRW. Moreover to our knowledge, the pre-
cise consequences of CTRWs non-stationarity on dephasing have not been studied. On the
other hand aging CTRW were previously considered in the context of trap models in glassy
materials [Monthus et Bouchaud 1996] and in the study of fluorescence of single nanocrys-
tals [Jung et al. 2002, Barkai et Cheng 2003]. Technically, the dephasing factor that we will
consider corresponds to the average Fourier transform of the positional correlation function
of the random walk. Some of the asymptotic behaviors of this correlation function were al-
ready obtained in ref. [Monthus et Bouchaud 1996]. However, in the present paper we will
extend these results to all possible regimes and we will present all of these results in a uni-
fied framework. The use of renewal theory [Feller 1971] greatly enlightens the origin of non
stationarity and enables us to interpret some features of the dephasing scenarii.
This paper is organized as follows : in section 2.2, we present our model for the noise and
define the quantity of interest, i.e the dephasing factor of a two-level system coupled to this
noise. In section 2.3, the exact expression for the single Laplace transform of the dephasing
factor will be derived and, from this result, the physically relevant weak and strong cou-
pling regimes are identified. Moreover, we clarify the origin of non-stationarity and show
the relation of our problem to renewal theory. For completeness and pedagogy, the effects of
standard anomalous diffusion of the phase and of randomness of waiting times on dephasing
are compared showing the importance of intermittence in the non-stationarity properties of
the dephasing scenarii. In sections 2.4 and 2.5, we present a complete study of the behavior of
the dephasing factor respectively for a noise with a vanishing average amplitude (symmetric
noise) and with a finite average one (asymmetric noise). The general discussion of the results
is postponed to section 2.6.
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2.2 The model
2.2.1 Pure dephasing by an intermittent noise
In this paper, we consider a quantum bit defined as a two-level system with controllable
energy difference ~ω0 and tunneling amplitude ∆ between the two states |−〉 and |+〉 (ei-
genstates of σz). The effect of the environment on this two-level system will be accounted
for by a fluctuating shift ~X of the energy difference ~ω0. Thus the Hamiltonian describing
this model is written as
H = ~
2
(ω0 σz +∆ σx −X σz) , (2.1)
In this paper, we will mainly focus on the case of pure dephasing (∆ = 0). However, as
explained below in section 2.2.3, our discussion will also apply to other operating points (∆ 6=
0), including the special points where a careful choice of control parameters considerably
lower the qubit sensitivity to low frequency noise [Vion et al. 2002].
Here, we will focus on the effects of a low-frequency classical noise on the qubit. The noise is
represented by a classical stochastic function corresponding to the fluctuations of the noise in
a given sample. Within this statistical approach, we focus on the statistical properties (e.g.
the average) of physical quantities associated with the qubit such as the so-called (average)
dephasing factor. As we shall see now, its meaning can be understood by considering a typical
Ramsey (interference) experiment on the qubit [Ramsey 1950].
In such an experiment, the qubit is prepared at initial time tp in a superposition of the
eigenstates of σz, e.g |+〉 = (|↑〉 + |↓〉)/
√
2. Note that throughout this paper, t = 0 will
correspond to the origin of time for the noise (e.g the time at which the sample reached the
experiment’s temperature). At some later time tp+τexp > tp, we consider the projection of the
evolved qubit state on |↑〉. In the mean time, the state has evolved under Hamiltonian (2.1)
(∆ = 0) and both states |↑〉 and |↓〉 have accumulated a random relative phase Φ(tp, τexp)
defined by
Φ(tp, τexp) =
∫ tp+τexp
tp
X(t) dt. (2.2)
For a given accumulated phase Φ = Φ(tp, τexp), the quantum probability PΦ,τexp(|↑〉) to find
the qubit in state |+〉 at time tp + τexp is given by
PΦ,τexp(|+〉) =
1
2
[1 + cos (ω0τexp − Φ(tp, τexp))] (2.3)
Note that in a given sample, PΦ,τexp(|+〉) oscillates between 0 and 1 as a function of τexp
(although possibly nonperiodically). The experimental determination of the probability for
finding the qubit in the |+〉 state at time tp + t usually requires many experimental runs of
same duration τexp. The phase fluctuations between different runs induce an attenuation of
the amplitudes of these oscillations (analogously to destructive interference effects in optics).
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Using Bayes theorem, the corresponding statistical frequency to find the qubit in state |+〉
after a duration τexp is given by the probability
Ptp,τexp(|+〉) =
∫
dΦ PΦ,τexp(|+〉)P(Φ = Φ(tp, τexp))
=
1
2
(
1 + ℜ (Dtp(τexp)e−iω0τexp)) (2.4)
In this expression, the decay rate of these oscillations is encoded in the dephasing factor
Dtp(τexp) defined as
Dtp(τexp) = exp (iΦ(tp, τexp)). (2.5)
In this formula (and only here), the overline denotes an average over all possible configura-
tions of noise X(t) during the experiment.
Note that in deriving eq.(2.4), statistical independence of the phases Φ between different
runs has been assumed. This is not necessarily true for successive runs in a given sample as
correlations of the noise might lead to a dependence of the distribution of the phase Φ(tp, τexp)
on the starting date tp of the run. Hence throughout this paper, for self-consistency, we will
keep track of this effect through a possible tp dependence of the dephasing factor Dtp(τexp).
Its possible implications will be discussed together with our results in section 2.6.
2.2.2 A model for classical intermittent noise
In several experimental situations, the low-frequency noise acting on the qubit is supposed
to be due to contributions from background charges in the substrate [Paladino et al. 2002,
Galperin et al. 2003]. When the dephasing is dominated by the low-frequency fluctuators,
a semi-classical approach, in which the noise is modeled by a classical field, appears suffi-
cient [Paladino et al. 2002, Galperin et al. 2003, Falci et al. 2003]. In this case, the noise is
described by a Dutta-Horn model [Dutta et Horn 1981]. In its simplest form, the potential
X(t) is written as the sum of the contributions of many telegraphic signals, each with a
characteristic switching rate γ between the up and down states (see figure 2.1a).
For switching rates distributed according to an algebraic distribution p(γ) ≃ 1/γ, the
power spectrum of the corresponding noise has a 1/f low-frequency behavior.
In this paper, motivated by several noise signatures [Zimmerli et al. 1992,
Zorin et al. 1996], we will focus on the intermittent limit for such a Dutta-Horn mo-
del, and propose a phenomenological spike field to study its effects on qubit dephasing. By
intermittence, we mean for the case of the telegraphic noise that the switching rate γ+ from
the up to the down states is much larger than the switching rate γ− from the down to the
up states (or vice-versa). In this limit, the total noise reduces to a collection of well defined
events, separated by waiting times τi (see figure 2.1b). If considered on times much longer
than the typical duration τ0 of these events (or at frequencies smaller than 1/τ0), we can
approximate this noise by a spike field consisting of a succession of delta functions of weight
xi corresponding to the integral over time of the corresponding events of the intermittent
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Fig. 2.1 – Representation of a low-frequency noise as a sum of contributions from telegraphic
signals (a). In this first case, the switching rates for the up (γ+) and down (γ−) states are
comparable, and a 1/f spectrum is recovered for a distribution of switching rates ∼ 1/γ.
The intermittent limit (b) corresponds to the limit where the noise stays in the down states
most of the time (γ+ ≫ γ−). In this paper, we will approximate this intermittent noise by
a spike field. For this intermittent noise, a 1/f spectrum implies a non stationarity whose
consequences on dephasing are studied in this paper.
field (Fig.2.1b). More precisely, denoting by t = 0 the origin of time, and by τi the successive
waiting times between the spikes (or events), we know that the nth spike occurs at time
tn =
∑
i=1,n τi. The value of the stochastic intermittent classical noise X(t) (see Fig. 2.2) is
then
X(t) =
∑
i
xi δ(t− ti). (2.6)
In the following, we will consider the dephasing produced by this spike field. We expect
any short time details like the specific shape of the real pulses to be irrelevant in the limit
of typical dephasing time long compared to τ0. Within this approximation, a noise signal is
fully characterized by the collection of waiting times τi and pulse amplitudes xi that occur
as time goes on. We will assume these two quantities to be independent from each other,
and completely uncorrelated in time. We will then characterize such a noise solely by two
independent probability distributions ψ(τ) and p(x) for the τi and xi respectively.
The distribution of pulse amplitudes p(x) will be assumed to have at least its two first
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Fig. 2.2 – Representation of the random spike field used to model the intermittent low-
frequency noise in this work. This noise is described by the distributions of the phase pulses
xi and of the waiting time intervals τi between the spikes.
moments finite, and denoted in the following by
h = x =
∫ +∞
−∞
xp(x) dx , (2.7a)
g =
√
x2 =
(∫ +∞
−∞
x2p(x) dx
)1/2
. (2.7b)
We will consider separately the case of zero average (symmetric noise) and of non-zero average
(asymmetric noise) since the latter induces specific features of the dephasing factor, discussed
in section 2.5. We will consider algebraic distribution of waiting times ψ(τ), parametrized
by a single parameter µ :
ψ(τ) =
µ
τ0
(
τ0
τ0 + τ
)1+µ
, τ > 0 . (2.8)
As we will show in section 2.2.4, a 1/fµ power spectrum for this intermittent spike field
follows naturally from such a choice for ψ(τ). As we shall see in this paper, the above
algebraic distribution of waiting times allows to correctly capture the essential features of
the dephasing scenarii generated by an intermittent noise. The first and second moments of
ψ are finite respectively for µ > 1 and µ > 2 and are given by
〈τ〉 = τ0
µ− 1 ;
〈
τ 2
〉
=
2τ 20
(µ− 1)(µ− 2) (2.9)
Let us note that the above defined pulse noise contains two independent potential sources
of dephasing : The randomness of the pulse weights and the randomness the waiting times.
Their respective effects will be compared in section 2.3.
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2.2.3 Decoherence at optimal points
Before turning to the detailed study of pure dephasing (∆ = 0 in (2.1)), let us mention
that our discussion can be easily extended to the study of dephasing in the presence of a
transverse coupling in (2.1), in particular at the so-called optimal points. They correspond to
configurations where the fluctuations of the effective qubit level splitting are only quadratic
in the noise amplitude. The qubit can be operated at these optimal points by a careful choice
of the control parameters ω0 and ∆ of the qubit and then, the influence of low frequency noise
can be reduced considerably [Vion et al. 2002]. For the Hamiltonian considered in the present
work (2.1) such an optimal point is reached for transverse coupling to the noise (ω0 = 0
and ∆ 6= 0). In this case and assuming the amplitude of the noise to be small compared
to the control parameter ∆, the effective qubit level splitting is given by
√
∆2 +X(t)2 ≈
∆+X(t)2/(2∆). Hence, the dephasing effect of a linear transverse noise can be accounted for
using an effective quadratic longitudinal noise. The corresponding dephasing factor is then
given by (2.5) and (2.2) with the replacement X → X2/(2∆).
In addition, the transverse noise at an optimal point induces transitions between the
eigenstates of the qubit, i.e. it leads to relaxation. The Fermi Golden Rule relaxation rate
Γr, which is used for estimating the relaxation contribution to dephasing, involves the power
spectrum of the noise at the resonance frequency of the qubit [Makhlin et al. 2001]. The
total dephasing rate is obtained by summing the contribution of relaxation given by Γr/2
and the contribution of pure dephasing due to the above effective longitudinal noise.
In general the statistics of X and X2 are very different and a special treatment is needed
to derive the dephasing factor at optimal points [Makhlin et al. 2003]. However, for the
noise considered in the present work, the effective quadratically coupled longitudinal noise
can be viewed as en effective linearly coupled noise of the same type but with renormalized
parameters. The renormalized distribution of the spike intensities is now given by (x ≥ 0) :
p˜(x) =
√
∆τ0
8x
{p
(√
2x∆τ0
)
+ p
(
−
√
2x∆
)
} , (2.10)
where τ0 is a microscopic time scale needed to regularize the square of delta functions.
Therefore, our results for the longitudinal noise presented in section 2.2.1 can also be used
to describe the effect of a transverse noise.
2.2.4 Spectral properties of the intermittent noise
2.2.4.1 One and two point correlation functions
To make contact with other descriptions of low-frequency noise, we will determine the
behavior of the two time correlation function of our noise, or equivalently of its spectral
density. However, as we will see, this spectral density is far from enough to characterize the
statistics of the noise for small µ, in particular due to its non stationarity. We will consider
for simplicity the case of a non zero average h = x.
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Time dependent average Let us consider the average of the noise amplitude X(t). In
our case, it reduces to two independent averages : over the amplitudes xi of the spikes and
over the waiting times τi between them. Noting that X(t) vanishes except if a spike occurs
at time t, we can express its average in terms of the average density S(t) of pulses at time t
also called the sprinkling time distribution in ref. [Bardou et al. 2002] :
〈X(t)〉 = hS(t) . (2.11)
Using the expressions (2.48), (2.54) for S(t) (see appendix 2.7.1), we obtain for the average
of X :
〈X(t)〉 = h〈τ〉 =
h
τ0
(µ− 1) for µ > 2, (2.12a)
〈X(t)〉 = h〈τ〉
(
1 +
(τ0
t
)µ−1)
for 1 < µ < 2, (2.12b)
〈X(t)〉 = sin(πµ)
π
h
τ0
(τ0
t
)1−µ
for µ < 1. (2.12c)
Hence the non-stationarity of the noise manifests itself already in the time dependence of
this single time average. While it is only a subleading algebraic correction for 1 < µ < 2,
this time dependence becomes dominant for 0 < µ < 1.
Two time function Following the same lines of reasoning, we can derive the expression
of the two time correlation functions (with t > 0) :
〈X(tp)X(tp + t)〉 = h2 S(tp)S(t) . (2.13)
The first factor S(tp) corresponds to the probability that a spike occurs at time tp, while the
second factor S(t) reads the probability of having a pulse at time tp + t, knowing that there
was one at tp. This reflects the reinitialization of the noise once a spike has occurred at time
tp. From (2.11,2.13), we obtain the connected two points functions :
C(tp, t) = 〈X(tp)X(tp + t)〉c = h2 S(tp) (S(t)− S(tp + t)) . (2.14)
2.2.4.2 1/f noise spectrum
We will define the spectral density of the noise as the Fourier transform of the connected
two points functions restricted to t > 0 :
SX(tp, ω) = 2
∫ +∞
0
C(tp, t) cos (ωt) dt . (2.15)
The correlation function C(tp, t) generically depends on both times tp and tp+t thus showing
that in general X is not a stationary process. However, to extract the low-frequency behavior
of SX(tp, ω), it appears sufficient to consider the quasi stationary regime |t| ≪ tp which
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corresponds to experiment durations much smaller than the age of the noise. In this regime,
the connected correlation function (2.14) reduces for t > 0 to
C(tp, t) ≃ h2S(tp) (S(t)− S(tp)) . (2.16)
The associated effective power spectrum is defined for frequencies ω large compared to 1/tp
and reads :
SX(tp, ω) ≃ 2h2 S(tp)ℜ(L[S](−iω)) (2.17)
where L[S] denotes the Laplace transform of S(t). Note that in this quasi-stationary regime,
the nonstationarity of the noise manifests itself only through the tp dependent amplitude
S(tp). Using explicit expressions for L[S] (see appendix 2.7.1), we obtain the effective power
spectra :
SX(tp, ω) ≃
[
h2 S(tp)
cos (πµ/2)
Γ(1− µ)
]
(ωτ0)
−µ (2.18)
for 0 < µ < 1, and
SX(tp, ω) ≃
[
h2 S(tp) sin
(
π(µ− 1)
2
)
(µ− 1)µ−1
]
(ω〈τ〉)µ−2 (2.19)
for the intermediate class 1 < µ < 2. The common 1/ω dependence of the spectral density is
recovered in the limit µ→ 1. More precisely, the Laplace transform of S for µ = 1, obtained
in appendix 2.7.1, gives a logarithmic correction to a 1/ω effective power spectrum :
SX(tp, ω) ≃ π h
2 S(tp)
ωτ0 (log (ωτ0))2
. (2.20)
Let us stress finally that this effective power spectrum, although useful to compare our
approach with other noise models, is not sufficient to characterize the statistical properties
of the spike field noise relevant for dephasing. As we shall see in this paper, it does not
account precisely for the non-stationarity of the dephasing factor. Besides this, non Gaussian
properties of the noise have strong effects on the dephasing factor in many regimes.
2.3 Dephasing, continuous time random walk of the
phase and renewal theory
2.3.1 Continuous time random walk of the phase
Having defined our model for the intermittent noise fieldX(t), we will now study its effects
on the dephasing of the two-level system, characterized by the dephasing factor (2.5). Note
that a priori this dephasing has several origins : the randomness of the pulses amplitudes
xi, and the randomness of the waiting times τi. These two dephasing sources are assumed to
be independent from each other in this work. For clarity and pedagogical reasons, we first
start by considering the effect of randomness of the pulse amplitudes before turning to the
the effect of waiting time randomness.
97
Chapitre 2. Article : ”Dephasing by a nonsationary intermittent noise”
-5
0
5
X(
t p+
 
τ)
1.00×105 1.02×105 1.04×105 1.06×105 1.08×105 1.10×105
Time  τ
-20
0
20
40
 
φ (
t p,
t p+
τ)
Fig. 2.3 – A configuration of the noiseX(tp+τ) in our model (as a function of τ) between tp =
105τ0 and tp+τ = 1.1 10
5τ0. In this figure, h = 0 and the waiting times are distributed with an
algebraic distribution P (τi) ≃ τ−2.1i . The bottom part of the figure shows the corresponding
continuous time random walk of the accumulated phase of the TLS between tp and tp + τ .
2.3.1.1 Dephasing by random phase pulses : the random walk of the phase
Here, we assume that all waiting times are equal τi = ti− ti−1 = τ˜ . In this case, the phase
Φ(tp, t) accumulated between tp and tp + t performs a usual random walk characterized
by the distribution p(x) of phase pulses : at the dates tn = nτ˜ , Φ(tp, t) is increased by a
random value xi. In the limit |x| ≪ 1, the phase slowly diffuses and dephasing is achieved
only after a large number of pulses n = tn/τ˜ . Then, the distribution of the phase Φ(tp, tn)
can be well approximated by a Gaussian distribution (apart from some irrelevant tails) and
the dephasing factor is easily computed. It decays exponentially with characteristic time
τφ =
2τ˜
g2−h2 .
Note that this diffusive regime can also be studied when the distribution p(x) lacks
a finite second or even first moment. An anomalous diffusion of the phase is expected
[Bouchaud et Georges 1990]. Let us assume that xi = h + κξi where the probability dis-
tribution of ξi has zero average and belongs to the attraction bassin of the stable law Lν,β
characterized by the exponent 0 < ν < 2 of the algebraic tails for large values of ξi and the
asymmetry parameter |β| ≤ 1. Then, according to the generalized central limit theorem, the
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accumulated phase after n pulses is Φn = nh + κn
1/νξ where ξ is distributed according to
Lν,β. Consequently, in the diffusive limit (n≪ 1), the dephasing factor is the product of the
homogenous phase eiht/τ˜ by the characteristic function of Lν,β evaluated for k ≃ g(t/τ˜)1/ν .
For ν < 2 and ν 6= 1, this leads to :
Dtp(t) = e
−Cκν t/τ˜ ei(h−Cβ tan (piν/2)κ
ν) t/τ˜ . (2.21)
where C is a numerical constant which can be absorbed in a rescaling of κ. Thus, in this
case, the decay is still exponential and stationary although non Gaussian features of the
noise lead to an anomalous dependance of the dephasing time on the coupling constant κ
that characterizes the scale of the fluctuations of phase pulses [Lutz 2002].
2.3.1.2 Dephasing by random waiting times and continuous time random walk
Let us now turn to the situation where the phase pulses happen at random times. In
this case, the accumulated relative phase Φ(tp, τ) (see eq.(2.2)) does not perform a random
walk as τ increases, but rather a continuous time random walk [Montroll et Weiss 1965,
Haus et Kehr 1987] (CTRW) on the unit circle. In other words, after some random waiting
time τi, Φ(tp, τ) is incremented by a random value xi (see figure 2.3). Thus, on a technical
level, the dephasing properties of the two level system are now related to some correlation
function of the corresponding CTRW. The corresponding dephasing factor can differ from
results obtained in the previous section due to the additional source of dephasing given by
the randomness of waiting times. To illustrate this point, let us consider the case where all
phase pulses have the same intensity p(x) = δ(x−h). The accumulated phase after N events
is exactly Nh. Thus, dephasing comes only from the randomness of the number N [tp, tp+t] of
events occurring between tp and tp+ t and the phase diffusion is governed by the probability
distribution for N [tp, tp+ t]. The time needed to obtain N events is the sum over the N first
waiting times after tp : tN =
∑N
j=1 τj . At tp = 0, all τis are distributed according to the same
probability distribution and therefore, in the limit of large N , the generalized central limit
theorem [Bouchaud et Georges 1990] can be used (the case tp 6= 0 will be discussed below).
It provides the limit law for tN at large N which in turn determines the probability law for
the number of events. According to this theorem, three classes must be considered depending
on whether the moments (2.9) are finite :
1. The case µ > 2 where both 〈τ〉 and 〈τ 2〉 are finite. In this case, the probability distri-
bution for the number of events is gaussian with a vanishing relative uncertainty.
2. The case 1 < µ < 2 where the average of τ is finite but the second moment diverges.
3. The case µ < 1 where all moments diverge.
The usual model for telegraphic noise assumes a Poissonian distribution for the number of
events in a given time interval and corresponds to ψ(τ) = γe−γτ . We will refer it as the
Poissonian case and it belongs to the µ > 2 class.
Note that non trivial behavior is expected in the last two cases where ψ has infinite first
or second moments. In particular, for µ < 1, as ψ(τ) does not have any average, no time
scale characterizes the evolution of the noise and, as we will see, nonstationarity follows.
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This case deserves a special attention as we showed that a 1/f spectrum is found precisely
for µ→ 1. Before turning to the general formal expressions for the dephasing factor, we will
focus on the origin of this nonstationarity.
2.3.1.3 Origin of the non-stationarity in CTRW : the first waiting time distri-
bution.
Within our model, the waiting times between successive pulses are chosen independently
according to the distribution ψ. Consequently, all the tp dependence of Φ(tp, t) will come
from the choice of τ1 defined as the waiting time between tp and the first spike that follows
tp (see figure 2.4). Indeed, at time tp + τ1, the CTRW starts anew : τ2 is chosen without any
Fig. 2.4 – Intermittent noise between tp and tp + t
correlation to the history of the CTRW. Hence given the probability distribution of τ1, we
can forget about the history of the CTRW of the phase and describe its behavior starting at
tp. This remark is at the core of the use of renewal theory. In the following, the probability
distribution of τ1 will be denoted by ψtp and a priori, it may depend on tp. In fact, as we
shall see later, its behavior can be quite counter-intuitive.
First of all, note that a given τ1 can be obtained from many different noise configurations
that differ from the time of the last event occurring before tp. Separating noise configurations
(starting at t = 0) that have their first spike at time tp + τ1 from the others leads to an
integral equation that determines ψtp in terms of ψ (S is determined from ψ through an
integral equation (2.45)) :
ψtp(τ1) = ψ(tp + τ1) +
∫ tp
0
dτ ψ(τ1 + τ)S(tp − τ) . (2.22)
The integral in the r.h.s. comes from noise configurations that have a spike between 0 and
tp. Equation (2.22) is the starting point for deriving analytic results about ψtp in appendix
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2.7.2 and 2.7.3 using Laplace transform techniques. Before computing exactly the dephasing
factor, let us show some of the counter-intuitive properties of ψtp(τ1). In particular from
(2.22), we can derive the following expression for the average of τ1 valid for µ > 2 :
〈τ1〉ψtp =
〈τ 2〉
2 〈τ〉 =
〈τ〉
2
+
〈τ 2〉 − 〈τ〉2
2 〈τ〉 . (2.23)
This first term corresponds to the case of regularly spaced pulses averaged over the origin of
times. The second term is the contribution of fluctuations. This result means that irregula-
rities in the event spacings increase the average waiting time of the first event following tp.
The r.h.s. of (2.23) does not depend on tp, as expected from the stationarity of the CTRW
for µ > 2 after a short transient regime at small tp. On the other hand, for µ < 2, eq. (2.23)
is expected to break down since 〈τ 2〉 diverges. This divergence signals that in some noise
configurations τ1 can become of the order of tp and, as a consequence, the average properties
of the CTRW after tp, depend on this age of the noise. Indeed, we can show from (2.22) that
〈τ1〉ψtp scales with the age as t2−µp . Note that in the diffusion regime, many phase pulses are
necessary to dephase the qubit. Therefore, we expect that, in this regime, the aging effect
on ψtp(τ1) only brings weak corrections to the dephasing scenario as will be confirmed below
by exact computations. However, we shall see in the following that the tp dependence of
ψtp for µ ≤ 1 has much more spectacular consequences on the dephasing factor than in the
1 < µ < 2.
We will now show that, knowing the Laplace transform of ψtp , an explicit expression for
the Laplace transform of the average dephasing factor can be obtained.
2.3.2 Exact dephasing via renewal theory
2.3.2.1 Dephasing factor
Among all noise configurations that are to be taken into account, some of them (possibly
very few) do not have any event between tp and tp+ t. Their total weight is given by Π0(tp, t)
which is
Π0(tp, t) =
∫ +∞
t
ψtp(τ) dτ. (2.24)
All other histories have at least one event between tp and tp+t. Let us assume that it happens
at tp + τ where τ lies between 0 and t. Then after this event, the noise starts anew. The
jump itself contributes by eix to the dephasing factor and the rest of the noise configuration
contributes by D0(t − τ) (i.e. tp = 0 in eq.(2.5)). The probability that the first event after
tp happens at time tp + τ is nothing but ψtp(τ). Hence the contributions to Dtp(t) from all
possible noise configurations take the form of the following renewal equation :
Dtp(t) = Π0(tp, t) + e
ix
∫ t
0
ψtp(τ)D0(t− τ) dτ. (2.25)
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Note that the Laplace transform of this expression is very simple :
L[Dtp ] = L[Π0] + (1− f)
(
L[ψtp ]. L[D0]
)
. (2.26)
where f = 1−eix. Specializing tp = 0, one gets an expression for D0(t) that contains Π0(0, t).
Since Π0(0, t) =
∫∞
t
ψ(τ) dτ an explicit expression for the Laplace transform of D0 can be
found :
L[D0] =
1
s
1− L[ψ]
1− (1− f)L[ψ] . (2.27)
Plugging expression (2.27) into equation (2.26) gives :
L[Dtp ] =
1
s
(
1− f L[ψtp ]
1− (1− f)L[ψ]
)
. (2.28)
This exact expression will be extensively used to derive both analytic expressions and nume-
rical plots by Laplace inversion. Before proceeding along, let us express L[Dtp ] in terms of
the density of events. It is then convenient to define Stp(t) = S(tp + t) (see appendix 2.7.1).
From the expressions in this appendix of L[Stp ] and L[S] in terms of L[ψ] and L[ψtp ], we
obtain
L[Dtp ] =
1
s
(
1− f L[Stp ]
1 + f L[S]
)
. (2.29)
Equation (2.28) and (2.29) enable analytical estimates of the dephasing factor in various
limiting regimes. Equation (2.29) is useful in the limit of small coupling (i.e. f → 0) whereas
eq. (2.28) will be useful in the opposite limit of a wide distribution of spikes’ heights (i.e.
f → 1).
2.3.2.2 Weak and strong coupling regimes
In the limit of very strong coupling (f = 1), the phase spreading of a single spike is
sufficient to dephase the qubit. In this case, eq.(2.25) immediately leads to Dtp(t) = Π0(tp, t).
This means that the whole average is dominated by the rare noise configurations that do not
evolve during the experiment. As we shall see later, this leads to a strong tp dependence of
Dtp(t) for µ < 2.
At much lower couplings (|f | ≪ 1), it is not a priori clear whether the renewal equation
for Dtp(t) induces a strong dependence of Dtp(t) on tp. Pushing the above analysis forward
amounts to compare the time dependence of the two terms in the r.h.s. of the renewal
equation (2.25). As we will see now, it will provide a better understanding of the physics
underlying the dephasing scenario.
Let us first assume that Π0(tp, t) decays much faster than D0(t). Since ψtp(τ) =
−∂τΠ0(tp, τ), it also decays much faster than D0. Consequently, we can approximate
ψtp(τ)D0(t − τ) by ψtp(τ)D0(t) in Eq.(2.25). Then, after a short initial decay due to both
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D0(t) and Π0(tp, t), Dtp(t) decays as D0(t). Consequently, the dephasing time does not de-
pend on tp. For instance, we expect this situation to occur at weak coupling when the average
waiting time 〈τ〉 is finite since the probability that no event occurs between tp and tp + t
vanishes quite fast when t increases. Note that in the limit of vanishing coupling, the sprea-
ding of the phase can become much slower than the decay of Π0(tp, t) and thus our starting
point hypothesis is valid.
The opposite case where the decay of D0(t) is much faster than the decay of Π0(tp, t)
can be discussed more conveniently by integrating the renewal equation (2.25) by parts.
Considering again g ≪ 1 we get :
Dtp(t) ≃ D0(t)−
∫ t
0
Π0(tp, t− τ)D′0(τ) dτ . (2.30)
Approximating Π0(tp, t− τ) ≈ Π0(tp, t) in this equation yields Dtp(t) = D0(t)+Π0(tp, t)(1−
D0(t)). As a consequence, once D0(t) has decayed, the dephasing factor is almost equal to
Π0(tp, t). This is the same behavior than in the very strong coupling regime f = 1, although
here, we assumed |f | ≪ 1. This regime is expected to occur when the decaying time scales
of D0(t) and of Π0(tp, t) are comparable. This is obviously the case at very strong coupling
but, surprisingly, as we shall see now it can also be obtained for |f | ≪ 1 !
First of all, the above discussion shows that such a regime can only happen if the average
waiting time is infinite, i.e. for µ < 1. In this case, Π0(tp, t) can be evaluated analytically
(see eq. (2.82)) : it is shown to be independent of τ0 and to exhibit aging behavior (i.e. to
depend only on t/tp). Therefore, the decaying time scale of Π0(tp, t) scales as tp. Comparing
this time scale with the dephasing time scale for |f | ≪ 1, leads to a tp dependent cross-over
coupling constant fc(tp). In the case of aging Π0, the crossover coupling decays to lower and
lower values by increasing tp.
For |f | & fc(tp), the dephasing factor behaves as Π0(tp, t) and the dephasing time
saturates as a function of f . Such a saturation of the dephasing time as a function
of the amplitude of the noise has already been discussed for a Poissonian fluctuator
[Falci et al. 2003, Galperin et al. 2003]. In this case Π0(tp, t) = Π0(0, t) = e
−t/〈τ〉 decays
very fast, on a time scale 〈τ〉. The cross-over between weak and strong coupling regime hap-
pens precisely at the point where the dephasing time assuming weak coupling 〈τ〉/g2 is of
the same order as this decay time, i.e. for g ∼ 1. Note that in this case, as expected from
our discussion, the crossover scale is independent of the age of the noise tp. We expect this
reasoning to break down in our model because of the broad distribution of waiting times
(µ < 2). Understanding the various dephasing scenarii and computing the tp dependence of
the crossover coupling in our case requires the computation of Π0(tp, t) and of D0(t). These
quantitative results will be presented in forthcoming sections.
To summarize the above discussion, we have argued that the dephasing time is bounded
by the typical decay time of both Π0(tp, t) and D0(t). This suggests to distinguish between
two regimes : on one hand, a weak coupling regime for which D0(t) decays much slower than
Π0(tp, t) and for which the dephasing time - in that case just the decay time of D0(t) - is not
sensitive to tp. On the other hand, a strong coupling regime for which D0(t) decays faster
than Π0(tp, t). In that case, the dephasing time is given by the decay time of Π0(tp, t) and
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thus possibly tp-dependent. As the above discussion shows, the cross-over between these two
regimes may happen for a possibly tp dependent cross-over coupling fc(tp) ≪ 1. Note that
in the strong coupling regime, the dephasing time becomes independent of the amplitude of
the noise whereas in the weak coupling regime, it is expected to depend on the amplitude
and to diverge in the vanishing coupling limit.
2.4 Dephasing in the symmetric models
In this section we present our results for the situation of a symmetric distribution of
the spikes, p(−x) = p(x). Under this assumption the average random accumulated phase
vanishes, i.e. f and consequently Dtp(t) are real. For g ≪ 1, f may be expanded in moments
of p(x), f ≈ g2 ≪ 1 where g measures the typical scale of the fluctuations of the spikes.
2.4.1 Dephasing at tp = 0
Before discussing the decoherence factor for arbitrary preparation time tp, it is useful to
investigate the case tp = 0. Rewriting the Laplace transform of D0(t) (2.27) as
L[D0](s) =
1
s
(
1 +
fL[ψ]
1− L[ψ]
)−1
(2.31)
suggests to introduce a scale γg related to the strength of the coupling :
fL[ψ]
1− L[ψ]
∣∣∣∣
s=γg
= 1 . (2.32)
Note that γg vanishes with the coupling g. Investigating the behavior of D0 for t ≪ τ0
requires evaluating the Laplace transform for sτ0 ≪ 1. In this regime, the Laplace transform
L[ψ]/(1− L[ψ]) can be approximated by 1/(1− L[ψ]). Within this approximation, we shall
now derive explicit expressions for L[D0] which can be Laplace inverted explicitly. This leads
to expressions for D0(t) valid at t≫ τ0 for the different classes of µ.
In the case of finite average waiting time (µ > 1), we can expand L[ψ] ≈ 1− s〈τ〉 to find
the leading contribution to D0(t) for 〈τ〉 ≪ γgt < 1. This gives :
D0(t) ≃ L−1
[ 〈τ〉
s〈τ〉+ f
]
= e−t/τφ , (2.33)
with the dephasing time τφ = γ
−1
g = 〈τ〉/f (see eq. (2.32)). Note that this expression is exact
only for ψ(τ) = 1〈τ〉e
−τ/〈τ〉. At finite non integer µ, taking into account the fluctuations of
the waiting times requires keeping all terms in 1 − L[ψ] up to the first non integer power
(sτb)
µ. For 1 < µ < 2, we get algebraic subleading corrections to (2.33) : log (D0(t)) ≃
−γgt − fc(µ)(t/τ0)2−µ, where c(µ) = (µ − 1)/(2 − µ). These corrections being weak for
g ≪ 1, the dephasing time τφ remains equal to γ−1g = 〈τ〉/g2 in this regime.
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For µ < 1, the first term in the expansion of 1−L[ψ] is proportional to (τ0s)µ. Therefore,
plugging in (1− L[ψ])/L[ψ] ≃ Γ(1− µ)(sτ0)µ and performing the inverse Laplace transform
of (2.31) gives :
D0(t) ≃ L−1
[
s−1
1 + f(sτ0)−µ
]
= Eµ [− (γgt)µ] , (2.34)
where Eµ(z) =
∑∞
n=0
zn
Γ(1+µn)
denotes the Mittag-Leﬄer function [Erdelyi 1955]. For values
of µ close to one and z . 1 this function can be approximated by a simple exponential,
whereas for µ ∼ 0 it is similar to an algebraic function Eµ(z) ∼ (1 + z)−1. For large values
of the argument (|z| ≫ 1) and |arg(−z)| < (1 − µ/2)π, we obtain [Erdelyi 1955] Eµ(z) ≈
(−zΓ(1− µ))−1. This change of behavior from an exponential to an algebraic behavior was
interpreted in ref. [Schriefl et al. 2005b] as a Griffith effect.
Computing long time behavior (γgt≫ 1) of the dephasing factor can be done by expanding
(2.31) as follows :
L[D0](s) ≃ 1
s
1− L[ψ]
fL[ψ]
. (2.35)
For γgt≫ 1 (s≪ γg) we can safely replace L[ψ] ≈ 1 in the denominator. The inverse Laplace
transform can then be done easily and reads for γgt≫ 1 :
D0(t) ≃ 1
f
∫ ∞
t
ψ(τ) dτ =
1
f
(
τ0
τ0 + t
)µ
. (2.36)
For µ < 1, (2.36) is nothing but the asymptotic behavior of (2.34) for γgt ≫ 1. Note that
for g ≫ 1, γ−1g is of the order of τ0 and the decay is algebraic at all times t > τ0, given by
(2.36). For 1 < µ < 2 and g ≪ 1, only at large times (γgt ∼ ln(1/f)), when the qubit has
almost completely dephased, the decay crosses over to the power law (2.36).
2.4.2 Influence of a finite preparation time tp
We will now discuss in detail the tp-dependence of the dephasing scenario and of the
crossover coupling strength gc for the different classes of µ. Simple analytical expressions for
Dtp(t) can be derived in the weak (g ≪ gc) and strong (g ≫ gc) coupling regimes.
2.4.2.1 Infinite fluctuations of the waiting times : 1 < µ < 2
For 1 < µ < 2, the decay of D0(t) is accurately described by (2.33) and (2.36). On the
other hand, Π0(tp, t) exhibits an explicit dependence on the age of the noise (see appendix
2.7.4) :
Π0(tp, t) ≃
(
τ0
τ0 + t
)µ−1
−
(
τ0
τ0 + t+ tp
)µ−1
(2.37)
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Fig. 2.5 – Dephasing factor Dtp(t) in the symmetric model obtained by numerical Laplace
inversion for µ = 1.1 and tp = 10
5 and various values of g. At small couplings, the decay is
exponential. But at longer times t≫ τφ and for strong coupling the decay is algebraic.
for tp ≫ τ0. We will arbitrarily define the typical time scale of the decay of any function as
the time at which its modulus reaches a fixed value 0 < α < 1 (α = 1/e in all the figures
of this paper). The cross-over between a weak and strong coupling regime is defined as the
value of g where the typical decay times of D0(t) and Π0(tp, t) coincide (see section 2.3.2.2).
In the present case, the cross-over coupling gets a weak tp dependence :
(gc(tp))
2 ≃ 1
µ− 1
[
α +
(
τ0
tp
)µ−1]1/(µ−1)
. (2.38)
Note that gc is a decreasing function of tp since increasing tp slows down the decay of Π0(tp, t)
(remember that the average time of the first occurring spike after tp increases as t
2−µ
p ). But
since the average waiting time is finite, gc has a non zero lower bound. Note also that the
tp-dependence of gc is only visible for values of µ close to one and disappears as µ increases
to higher values. This can be seen on the numerical results depicted on fig. 2.6 : gc(tp) is the
crossover coupling where the dephasing time start to saturate as a function of g.
In the case of very strong coupling (g ≫ gc(tp)), the decay of Dtp(t) coincides with
Π0(tp, t) and is thus algebraic at all times (see fig. 2.5). On the other hand, at weak coupling
(g ≪ gc), the dephasing factor Dtp(t) follows D0(t) up to times of the order of the dephasing
time, i.e. it decays exponentially : Dtp(t) = exp(−t/τφ), where τφ = γ−1g = τ0g−2. In this
weak coupling regime, the dephasing is thus described accurately using a second cumulant
expansion. However, for times large compared to the dephasing time, t & τφ ln(τφ/τ0), higher
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Fig. 2.6 – Dephasing time τφ in the symmetric model as a function of g for µ = 1.1, µ = 1.8
and for various values of tp. At strong coupling the dephasing time exhibits tp-dependence,
which disappears as µ increases to higher values. Note that the critical coupling gc has a
weak tp-dependence for µ close to one.
cumulants contribute and the decay goes over to a much slower power law. If tp < τφ the
asymptotic decay of Dtp(t) continues to follow D0(t) behavior given in (2.36) whereas, in the
opposite case tp > τφ it is given by Π0(tp, t) (2.37).
2.4.2.2 Infinite average waiting time : 0 < µ < 1
For 0 < µ < 1 the influence of a finite preparation time tp becomes even more drastic,
due to the absence of a characteristic time scale in the waiting time distribution. In this case
Π0(tp, t) only depends on the ratio t/tp (aging behavior) :
Π0(tp, t) =
sin (πµ)
πµ
(
tp
t
)µ
2F1(1, µ; 1 + µ;−tp
t
) , (2.39)
where 2F1 denotes a hypergeometric function [Gradshteyn et Ryzhik 1994]. Consequently,
the typical decay time of Π0(tp, t) is proportional to tp. On the other hand, D0(t) is given
by (2.34) and its decay time thus scales as τφ = γ
−1
g ∝ τ0/f 1/µ ≈ τ0/g2/µ in the limit g ≪ 1.
As a consequence, the crossover coupling strength gc exhibits a strong tp dependence :
gc(tp) = λ(µ)
(
τ0
tp
)µ/2
≪ 1 , (2.40)
where λ(µ) is a function of µ that can be obtained by inversion of (2.39) and (2.34). As in
the case 1 < µ < 2, gc is a decreasing function of tp : the range of the strong coupling regime
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Fig. 2.7 – Dephasing time τφ in the symmetric model as a function of g for µ < 1 and for
various values of tp. At strong coupling the dephasing time exhibits a tp-dependence, which
disappears as µ increases to higher values. Note the explicit tp-dependence of the critical
coupling gc.
increases with the age of the noise. However, contrarily to the case 1 < µ < 2, gc has no
lower bound, i.e. it decays to zero as we increase tp. Consequently, any qubit surrounded by
a noise with 0 < µ < 1 will eventually end up in the strong coupling regime. This can be
seen on results depicted on figure 2.7.
At strong coupling (g > gc(tp)), Dtp(t) is given by Π0(tp, t) and therefore is only a function
of t/tp. In this regime, the dephasing time is proportional to tp, as shown on fig. 2.8. The
initial decay of coherence is quite fast since, for t ≪ tp, Π0(tp, t) ≈ 1 − A(µ)(t/tp)1−µ with
A(µ) = sin(πµ)/[(1 − µ)π]. Consequently, for µ close to one Dtp(t) decays substantially
for times short compared to the preparation time tp. For t & tp, the decay slows down
considerably and goes over to a power law Π0(tp, t) ∝ (tp/t)µ.
At weak coupling (g < gc(tp)), the decay of Dtp(t) is accurately described by (2.34). For µ
close to 1 and γgt < 1, the Mittag-Leﬄer function can be approximated by a exponential
decay Dtp(t) ≈ exp[−(γgt)µ], whereas for 0 < µ ≪ 1 and γgt . 1, the decay is rather
algebraic, Dtp(t) ≈ [1 + (γgt)µ]−1. In any case, the typical decay time scales as τφ = γ−1g ∝
g−2/µ. As for 1 < µ < 2, this dephasing time can be recovered using a second cumulant
expansion of the phase. Obviously, for larger times, t > τφ, higher cumulants contribute and
the decay goes over to a power law, Dtp(t) ∝ (τ0/t)µ, as shown in Fig (2.8).
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Fig. 2.8 – Dephasing factor Dtp(t) in the symmetric model obtained by numerical Laplace
inversion for µ = 0.8, tp = 10
5 and various values of g. For weak coupling, g < gc(tp), the
decay is exponential for t < τφ. For times t & τφ at weak coupling and for strong coupling
the decay is algebraic.
2.4.2.3 On the marginal case : µ = 1
Finally, in the marginal case µ = 1 corresponding to 1/f noise, the above analysis is
confirmed qualitatively. We mainly find logarithmic corrections to the above results, leading
to behaviors intermediate between the classes µ < 1 and 1 < µ < 2. The crossover coupling
gc in this case turns out to be
gc(tp) =
(
τ0
tp
ln(tp/τ0)
)1/2
, (2.41)
showing a strong dependence on the preparation time tp. As in the case µ < 1, it decays to
zero for tp →∞.
Computing D0(t) requires to invert (2.31). This cannot be done exactly because of the
complicated form of L[ψ] ≃ 1− sτ0 |ln(sτ0)| for sτ0 ≪ 1. However, D0(t) may be estimated
considering ln (sτ0) as a constant and replacing s by 1/t in its argument. This leads to :
D0(t) ≃ exp
(
−f t/τ0
ln(t/τ0)
)
for t .
τ0
f
|ln f | . (2.42)
Hence, for weak coupling, Dtp(t) decays due to the contribution of D0(t) on a characteristic
time scale τφ ≃ (τ0/f) |ln f |. Again, for times large compared to the dephasing time, the
decay slows down considerably and goes over to a power law (2.36), Dtp(t) ∝ t−1.
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At strong coupling (g > gc(tp)), Dtp(t) follows Π0(tp, t), which reads in the present case :
Π0(tp, t) ≃ 1
ln(1 + tp/τ0)
ln
(
1 +
tp
τ0 + t
)
. (2.43)
Consequently, the dephasing time exhibits a strong dependence on the preparation time tp.
However, since Π0(tp, t) is not a function of t/tp the dephasing time does not scale linearly
with tp (as for µ < 1) but has a weaker tp dependence which depends on the parameter α
used to define τφ (Dtp(τφ) = α).
2.5 Dephasing in the asymmetric models
In this section, we consider asymmetric distributions p(x) of the pulse amplitudes with
a non vanishing average h = x. This obviously corresponds to the generic case for our inter-
mittent noise, but it also appears naturally in the context of decoherence at optimal points
discussed in section 2.2.3.
Similar expansions of the exact expression (2.28) can be performed to derive the detailed
decay of Dtp(t) in the case of a finite mean value of the noise, x 6= 0. Nevertheless, analytic
expressions are much harder to obtain since in this case f = 1 − eix is complex. There-
fore, in this section, we will mainly derive scaling laws of τφ, the critical coupling gc and
present numerical computations of Dtp(t) in various regimes. Note that at strong coupling,
the dephasing is due to single events of the noise, i.e. Dtp(t) ≃ Π0(tp, t). As a consequence,
dephasing only depends on ψ(τ), not on the details of p(x). In this regime, the results reduce
to those previously derived for the symmetric case (h = x = 0) in the strong coupling regime.
Differences with respect to the symmetric case only arise in the weak coupling regime on
which we shall focus in the following.
Before proceeding along, let us recall the notations (2.7) for the moments of p(x) : h = x and
g2 = x2. At weak coupling, f may be expanded in moments of p(x) : f ≈ −ih + g2/2 + . . . .
As expected for h ≪ g2, the finite mean value does not modify the results of the previous
section, i.e. the dominant dephasing is the same as in the h = 0 case (symmetric noise).
However, as h gets of the same order as g2 the decay of Dtp(t) and the scaling of τφ are
modified. Understanding precisely the possibly nonlinear effect of a small bias on the de-
phasing factor is related to the fluctuation/dissipation issue in CTRW and is out of the
scope of the present paper. Therefore we shall now focus on the case of huge asymmetry
where h ≫ g2. In this limiting regime, the pulse dispersion can be forgotten and h is the
only coupling parameter. Note that in this specific variant of the asymmetric model, Φtp(t)
is proportional to the number of events N [tp, tp + t] that occur between tp and tp + t and
therefore, the dephasing factor as a function of h is the characteristic function of the pro-
bability distribution for N [tp, tp + t]. Contrarily to the case of Poissonian telegraph noise
[Paladino et al. 2002, Galperin et al. 2003] where a finite mean value of the noise just adds
a global phase to Dtp(t), we will see that strong fluctuations in the occurrence times of the
spikes induce dephasing even for a fixed value of the phase pulses.
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2.5.1 The 0 < µ < 1 class
In the 0 < µ < 1 case, we can use the same method as for the derivation of (2.34) to find
the scaling law of τφ as a function of the coupling strength. The dephasing factor in the weak
coupling regime decays as
∣∣Dtp(t)∣∣ = |Eµ(iz)| where z ≃ −h(t/τ0)µ/Γ(1−µ) and Eµ denotes
the Mittag-Leﬄer function previously used. Using the series expansion that defines Eµ, it
can be shown easily that |Eµ(iz)| only depends on z2. As a consequence, the dephasing time
in the weak coupling regime scales as τφ ∝ τ0/h1/µ, as shown in Fig. 2.9.
The cross-over between weak and strong coupling regime is obtained by comparing this time
scale with the typical decay time of Π0(tp, t), which is proportional to tp for 0 < µ < 1.
Therefore the critical coupling strength scales as hc ∝ t−µp . Fig. 2.10 shows Dtp(t) for µ = 0.8
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Fig. 2.9 – Dephasing time τφ in the asymmetric model as a function of the coupling g for
a huge asymmetry h≫ g2, and different values of µ < 1. At weak coupling, h < hc(tp), the
dephasing time scales as τφ ∝ 1/h1/µ, whereas it becomes proportional to tp for h > hc(tp).
Note the tp-dependence of the critical coupling hc, visualized for µ = 0.4.
and different values of the coupling strength from the weak coupling regime to slightly above
hc. The initial decay, up to the dephasing time, follows the previous exponential decay. At
larger times the decay crosses over to a power law, Dtp(t) ∝ 1/tµ, as in the symmetric
case. Between these two asymptotic behaviors, beatings may occur, due to interferences bet-
ween different noise histories, as already seen in other models [Falci et al. 2003]. However,
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in this reference, oscillations appear in the strong coupling regime. They arise from inter-
ferences between noise histories associated with different initial conditions. Such a strong
initial condition dependence is expected at strong coupling for a Poissonian fluctuator. In
our case, oscillations are also present at tp = 0 in the diffusion regime and therefore cannot
be explained by an initial condition dependence. Nevertheless they are still associated with
an interference effect between noise histories.
To illustrate this point, let us mention that for D0(t), a numerical investigation shows that
in the situation considered here (h ≫ g2), these oscillations are only present for µ > 1/2.
More precisely, the probability distribution for the accumulated phase Φ0(t) can be compu-
ted analytically in the diffusion regime. In this limit Φ0(t) = hN [0, t] can be viewed as a
positive real number. For 0 < µ < 1, its probability distribution is highly non Gaussian and
given by
P0,t(φ) =
t
µ τφ(h)φ1+1/µ
Lµ
(
t/τφ(h)
φ1/µ
)
(2.44)
where τφ(h) = τ0 (Γ(1 − µ)/h)−1/µ and Lµ denotes the fully asymmetric Le´vy distribution
of index µ. For µ < 1/2, it decays monotonically whereas for µ > 1/2, it grows towards
a maximum before decreasing rapidely for large values. This maximum can be viewed as
a precursor of the maximum expected for 1 < µ < 2 close the average value ht/〈τ〉 of
the phase (for 1 < µ < 2, P0,t is a truncated Le´vy distribution whereas for µ ≥ 2 it is
Gaussian). It is precisely this local maximum that leads to oscillations in the modulus of
the dephasing factor. Note that these oscillations might be related to the Griffith effect
mentioned in ref. [Schriefl et al. 2005b].
2.5.2 The intermediate class 1 < µ < 2
In the intermediate case of diverging variance, 1 < µ < 2, it is even harder to find scaling
laws analytically. Numerically, one finds that the decay time of Dtp(t) in the weak coupling
regime scales as τφ ∝ τ0/h. This leads to a critical coupling hc(tp) equal to the r.h.s of
(2.38). At weak coupling, the decay roughly follows an exponential exp(−t/τφ) up to times
of the order of τφ. At larger times it crosses over to a power law, Dtp(t) ∝ 1/tµ. Again, at
intermediate times and in the weak coupling regime Dtp(t) shows a transcient regime. Note
also that the cross-over between the weak and strong coupling regimes happens in a much
larger (µ-dependent) range of the coupling strength than in the symmetric case.
2.6 Discussion and conclusion
To conclude, we have proposed a new model for an intermittent classical noise with a 1/f
power spectrum. Within this model, the noise consists in a succession of pulses, separated by
random waiting times. We have shown within this context that the intermittence associated
with the 1/f characteristics implies a non-stationarity of the noise. Non-stationarity effects
are present in some of the regimes of the dephasing of a two level system coupled to this noise
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Fig. 2.10 – Decay of
∣∣Dtp(t)∣∣ in the asymmetric model for µ = 0.8, tp = 103τ0 and different
values of the coupling strength h. Here hc(10
3τ0) ≃ 10−2.4
as summarized on tables 2.1 and 2.2 for the symmetric model. In particular, in the strong
coupling regime, the dephasing factor decays algebraically in time, with a characteristic time
of decay (dephasing time) depending on the age tp of the noise. On the other hand, in the
weak coupling regime an initial exponential decay of this dephasing factor is found. However,
for low frequency noises and contrarily to the usual behavior, this exponential is stretched
and the dephasing time shows an anomalous dependence on the coupling to the noise. After
this initial decay, the dephasing factor decays algebraically. An important observation is that
the critical coupling strength separating the weak and strong coupling regimes does depend
on the age of the noise when it is non-stationary. More precisely, it decays to zero with the
age, such that any qubit coupled to a non-stationary noise will eventually fall in the strong
coupling regime.
One should be careful that the dephasing factor that we studied is defined as a configura-
tion average, or ensemble average over the noise (see eq. (2.5)). In the usual experimental
protocols, information on the quantum statistics of the qubit is collected in a given sample
in successive runs. This corresponds to a time average in a given configuration. These two
averages do not coincide in general for non-stationary or aging phenomena. Indeed, the
non-stationarity of the 1/f noise that we considered is closely related to the weak ergodicity
breaking found in similar trap models for glassy materials [Bouchaud 1992]. Thus one should
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Exponent µ Critical coupling gc(tp) Dephasing time τφ
g < gc g > gc
1 < µ < 2 gc(tp)
2 = 1
µ−1
[
1
e
+
(
T u0
t mathrmp
)µ−1]1/(µ−1)
τφ = τ0g
−2 τφ = τ0[1/e +
τ0/tp)
µ−1]−1/(µ−1)
µ = 1 gc(tp)
2 = τ0
tp
ln (tp/τ0) τφ =
τ0
fg
| ln fg| τφ = τ0(tp/τ0)1−1/e
0 < µ < 1 gc(tp)
2 ∝
(
τ0
tp
)µ
τφ = τ0g
−2/µ τφ ∝ tp
Tab. 2.1 – Critical coupling and dephasing time in the symmetric model for different waiting
time distributions.
Exponent µ g > gc g < gc
t≪ τφ t≫ τφ
1 < µ < 2
(
τ0
τ0+t
)µ−1
−
(
τ0
τ0+tp+t
)µ−1
exp(−t/τφ) tp < τφ : exp(−t/τφ)
tp > τφ :
(
τ0
τ0+t
)µ−1
µ = 1 1
ln(1+tp/τ0)
ln
(
1 + tp
τ0+t
)
exp
(
−fg t/τ0ln(t/τ0)
)
1/t
0 < µ < 1 t≪ τφ t≫ τφ µ ≃ 1 : exp[−(t/τφ)µ]
(
τ0
t
)µ
1− A(µ)(t/tp)1−µ (tp/t)µ µ≪ 1 : 11+(t/τφ)µ
Tab. 2.2 – Summary of the different expressions of the decoherence factor Dtp in the
symmetric model.
be careful in interpreting the non-stationary dephasing factor that we found in some regimes.
We nevertheless hope that the questions raised by our results might lead to some possible
experimental setup to better characterize the low frequency noise in mesoscopic solids.
2.7 Appendix
2.7.1 Useful results on the sprinkling time distribution
2.7.1.1 Definition
This distribution S(t) is defined as the probability density that an event occurs exactly
at time (date) t. Hence S(t) satisfies the equation
S(t) = ψ(t) +
∫ t
0
dt′ψ(t− t′)S(t′) , (2.45)
which states that the spike at t is either the first one, or follows a previous spike at time
t− t′. In Laplace transform, this reads :
L[S](s) =
L[ψ](s)
1− L[ψ](s) . (2.46)
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Whenever ψ(τ) has a finite mean, S(t) is constant, equal to 1/〈τ〉 with possible large fluc-
tuations (µ > 1).
2.7.1.2 Explicit expressions
In the case of a Poissonian waiting time distribution ψ(τ) = γ e−γτ , S(t) is a constant
equal to 1/〈τ〉 for all times. When ψ has algebraic tails at long times, we expect this result
to be modified since the rate of events is expected to decrease with the sampling of the
algebraic tail of ψ.
Case 1 < µ < 2 The small s expansion of L[ψ](s) is given by :
L[ψ](s) ≃ 1− Aτ0s− Γ(1− µ) (sτ0)µ
where A is a numerical constant which depends on the small time behavior of ψ(τ). It is
given by A = 1/(µ − 1) for the specific case of (2.8). Using this form, in the vanishing s
limit, we have :
L[ψ](s) ≃ 1
Aτ0s
(
1− Γ(1− µ)
A
(τ0s)
µ−1 −Aτ0s+O(s2)
)
. (2.47)
Taking the inverse Laplace transform gives the following asymptotics for t≫ τ0 :
S(t) ≃ 〈τ〉−1
(
1 +
A−1
µ− 1
(τ0
t
)µ−1)
.
For the specific case of (2.8),
S(t) ≃ 〈τ〉−1
(
1 +
(τ0
t
)µ−1)
. (2.48)
The sprinkling time distribution decreases algebraically towards its asymptotic value S(∞) =
1/〈τ〉. This algebraic tail is the signature of the slow decay of ψ(τ) for very large times.
Case µ = 1 In this case, the Laplace transform of ψ is given by
L[ψ](s) = 1 + sτ0 e
sτ0Ei(sτ0) (2.49)
where Ei denotes the exponential integral function which has the following expansion valid
for x > 0 (eq.8.214 in ref. [Gradshteyn et Ryzhik 1994]) :
Ei(−x) = C + log (x) +
+∞∑
n=1
(−x)k
k! k
. (2.50)
Therefore, keeping only the most singular term in the limit sτ0 → 0 we get :
L[S](s) =
−1
sτ0 log (sτ0)
. (2.51)
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The inverse Laplace transform cannot be found exactly but its asymptotic behavior at large
times can be estimated as :
S(t) ≃ 1
τ0 log (t/τ0)
. (2.52)
In this case, the sprinkling time distribution decays to zero when t→ +∞. This means that
events are more and more rare.
Case 0 < µ < 1 In this case, we find
L[S](s) ≃s→0 (τ0s)
−µ
Γ(1− µ) (2.53)
which corresponds to
S(t) ≃t→∞ sin(πµ)
π
1
τ0
(τ0
t
)1−µ
(2.54)
In this case also, the sprinkling time distribution decays to zero when t→ +∞.
2.7.1.3 Translated sprinkling time distribution
Let us denote by Stp(t) the density of events at time tp+t. By definition Stp(t) = S(tp+t).
Using the same idea as above, we can decompose noise histories in two classes : the one that
do not have any event between tp and tp+t and the ones who do have. This leads to an integral
equation expressing Stp(t) in terms of ψ and ψtp defined as the probability distribution for
the time between tp and the first event occurring after tp. This integral equation, analogous
to (2.45) is :
Stp(t) = ψtp(t) +
∫ t
0
ψ(t− τ)Stp(τ) dτ. (2.55)
Taking its Laplace transform leads to :
L[Stp ] =
L[ψtp ]
1− L[p] . (2.56)
2.7.2 Laplace transform and moments of ψ(τ), ψtp(τ)
2.7.2.1 Laplace Transform and moments of ψ(τ)
Let us recall some known results on Laplace Transform of algebraic distributions. The
distribution (2.8) can be expressed in terms of the reduced variable x = τ/τ0 :
ψ(x) = µ (1 + x)−1−µ . (2.57)
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It is useful to notice that the Laplace transform of (2.8) reads exactly
L[ψ](s) = µ(sτ0)
µesτ0 Γ(−µ, sτ0) . (2.58)
Here Γ(−µ, sτ0) is the incomplete Gamma function [Gradshteyn et Ryzhik 1994] : Γ(z, α) =∫∞
α
e−ttz−1dt. The moments of this distribution exist up to order [µ] where [µ] corresponds
to the largest integer smaller than µ. They read :
〈xn〉 = µ
∫ ∞
0
dx xn(1 + x)−1−µ
= µ
∫ 1
0
dy yn(1− y)µ−1−n
= µB(n+ 1, µ− n) ≡ µΓ(n+ 1)Γ(µ− n)
Γ(µ+ 1)
where B(x, y) is the beta function.
We are interested in the relation between the existence of these moments, and the small s
behavior of the Laplace transform (2.58). Expanding the incomplete Gamma function Γ(µ, s)
in the Laplace Transform (2.58) gives :
L[ψ](s) = µsµes
(
Γ(−µ)− s−µ
∞∑
0
(−1)ksk
k!(k − µ)
)
= µΓ(−µ)sµes + µ
∞∑
n=0
sn
n∑
k=0
(−1)n−k
k!(n− k)!(µ+ k − n)
valid for non-integer µ. The coefficient of sn in this expansion reads :
n∑
k=0
(−1)n+k
k!(n− k)!(µ+ k − n) =
n∑
k=0
(−1)n+k
k!(n− k)!
∫ 1
0
dt tk+µ−n−1
=
(−1)n
n!
∫ 1
0
dt (1− t)ntµ−n−1
=
(−1)n
n!
B(n + 1, µ− n) .
Restoring τ0, we thus get an explicit expression for the Laplace Transform of ψ :
L[ψ](s) = µΓ(−µ)(sτ0)µes +
∞∑
n=0
(−1)n
n!
(sτ0)
n〈xn〉 (2.59)
The terms n < µ of the last expansion corresponds to the moments of ψ(x), and we recover
the expected results : the small s expansion of L[ψ](s) consist in a integer function that gives
the existing moments of ψ and a second part that is specific of the tails of ψ(x) if it decays
more slowly than an exponential (algebraic tails).
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2.7.2.2 Double Laplace transform of ψtp(τ1)
In Ref. [Godre`che et Luck 2001], Godre`che and Luck used a direct CTRW method to
derive the double Laplace transform of ψtp(τ1). Their results can be recovered straightfor-
wardly from the renewal equation (2.22). We will use the following notation for the double
Laplace transform
Ltp,τ1 [ψtp(τ1)](u, s) =
∫ +∞
0
dτ1 e
−sτ1
∫ +∞
0
dtp e
−utp ψtp(τ1) (2.60)
Let us first focus on the tp-Laplace transform of the integral in eq. (2.22). Changing the
integration variable from tp to t
′ = tp − τ1, it reads∫ +∞
0
dtp e
−utp
∫ tp
0
dτ S(tp − τ)ψ(τ1 + τ) = L[S](u)
∫ ∞
0
dτe−uτψ(τ1 + τ) (2.61)
This provides the following expression for the double Laplace transform of ψtp(τ1) :
L[ψtp ](u, s) = (1 + L[S](u)) Ltp,τ1[ψ(tp + τ1)](u, s)
=
Ltp,τ1[ψ(tp + τ1)](u, s)
1− L[ψ](u) (2.62)
The final result can be obtained by considering the double Laplace transform of ψ(τ1 + tp) :
using
∫ +∞
τ1
ψ(τ)e−sτdτ = L[ψ](s)− ∫ τ
0
ψ(τ)e−sτdτ , we obtain (with τ = τ1 + tp)
Ltp,τ1 [ψ(tp + τ1)](u, s) =
∫ +∞
0
dτ1e
−(s−u)τ1
∫ ∞
τ1
dτ e−uτψ(τ)
=
L[ψ](u)
s− u −
∫ ∞
0
dτ1
∫ ∞
τ1
dτe−(s−u)τ1e−uτψ(τ)
=
1
s− u (L[ψ](u)− L[ψ](s)) (2.63)
Plugging (2.63) into (2.62), we obtain [Godre`che et Luck 2001] :
L[ψtp ](u, s) =
1
s− u
L[ψ](u)− L[ψ](s)
1− L[ψ](u) . (2.64)
This equation can be used to infer explicit expressions for ψtp(t) by performing the appro-
priate inverse Laplace transforms (see appendix 2.7.3).
2.7.2.3 Moments of ψtp(τ)
The expansion of L[ψ](s) in powers of s can be used to extract the long tp behavior of
the moments of ψtp(τ). For µ > 1, we expect ψtp to have the same algebraic decay than ψ at
infinity. Therefore, only the first [µ] moments of ψtp are expected to exist. We will expand
the double Laplace transform (2.64) of L[ψtp ](u, s) into powers of s for small values of u.
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The first coefficients of the s expansion corresponds to the Laplace transform with respect
to tp of the moments of ψtp(τ) which we denote here by Tn(tp) = 〈τn1 〉ψtp . When considering
eq. (2.64), two different contributions from (L[ψ](u) − L[ψ](s))/(s − u) appear. The non
integer powers can be expressed as
uµ − sµ
u− s =
∞∑
k=0
sk uµ−1−k −
∞∑
k=0
sµ+k u−k−1, (2.65)
while integer powers give a finite sum :
un − sn
u− s =
n−1∑
k=0
sk un−1−k. (2.66)
Note that fractional powers are of the form sµ+k where k ≥ 0, which confirms that only the
first [µ] moments exist. Assuming the following notation :
L[ψ](s) =
[µ]∑
n=0
(−s)n
n!
〈τn〉 − τµ
Γ(µ)
sµ , (2.67)
the coefficient of the sN term in the expansion of (2.64) in powers of s is given by :
1
1− L[ψ](u)

 τµ
Γ(µ)
uµ−1−N −
[µ]∑
m=N+1
〈τm〉
m!
(−1)m um−1−N

 .
Note that the second term is present only for N ≤ [µ]−1. Assuming that µ > 1, 1−L[ψ](u)
can safely be replaced by 〈τ〉u in order to extract the low u behavior of the above expression.
From this, we infer the Laplace transform of TN(tp) :
Ltp [TN ](u) = (−1)N
N ! τµ
Γ(µ) 〈τ〉 u
µ−2−N −
[µ]−m−2∑
m=−1
(−1)m(m+ 1)!
(N +m)!
〈τN+m〉
〈τ〉 u
m. (2.68)
This formula shows that for N < [µ], there is a limiting value for tp going to infinity, given
by the u−1 term in the sum (2.68). Regular terms that appear in the sum (2.68) contain the
short time behavior in tp and, in the large tp limit, the non integrer power in the r.h.s gives
an algebraic decaying contribution. The limiting value of TN (tp) for N ≤ [µ]−1 is given by :
TN(∞) = 〈τ
N+1〉
(N + 1)〈τ〉 . (2.69)
This result coincides with (2.23) found previously for N = 1 as soon as µ > 1. For N = [µ],
the regular contribution to (2.68) is not there anymore. The [µ]th moment has an algebraic
sublinear dependance in tp :
T[µ](tp) ∼ τµ〈τ〉 t
1−(µ−[µ])
p . (2.70)
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To summarize, the algebraic tail of ψ(τ) contaminates ψtp not only through the divergence of
its high moments but also through algebraic corrections of the lower ones and the sublinear
algebraic behavior of the last finite one.
In particular these results imply :
– For 1 < µ < 2, the first moment 〈τ1〉(tp) increases sublinearily as obtained from a
direct computation.
– For 2 < µ < 3, the second moment also increases sublinearily although it is finite for
any tp. Only when µ > 3 do we have finite limits for both the first and second moments
of ψtp in the limit tp going to infinity.
2.7.3 Explicit expressions for ψtp(τ1)
2.7.3.1 Expression of ψtp(τ1) for 1 < µ < 2
The small s expansion of L[ψ](s) reads L[ψ](s) = 1 − s〈τ〉 + µΓ(−µ)(sτ0)µ (we have to
keep all the terms up to the first non-integer power). Once again, we set τ0 = 1 for simplicity.
Plugging it into (2.64) gives :
L[ψtp ](u, s) =
(
〈τ〉 − µΓ(−µ)s
µ − uµ
s− u
)
1
u〈τ〉 − µΓ(−µ)uµ
=
(
1
s
− A s
µ − uµ
s(s− u)
)(
1 + A sµ−1
)
(2.71)
where τ0 has been set to one for simplicity and A = µΓ(−µ)/〈τ〉 = −Γ(1−µ)/〈τ〉 = Γ(2−µ)
(we used 〈τ〉 = τ0/(µ− 1)). Doing the inverse Laplace transform over s yields
L[ψtp ](u) =
(
1 +
A t1−µp
Γ(2− µ)
)
+ A uµ−1
(
eutp
Γ(1− µ, utp)
Γ(1− µ) − 1
)
+O(u2, u2(µ−1)) (2.72)
Note that the first constant reads
1 +
A t1−µp
Γ(2− µ) = 1 +
1
τ0
(
τ0
tp
)µ−1
(2.73)
Restoring τ0, the inverse Laplace transform over u gives :
ψtp(τ1) =
1
〈τ〉
((
τ0
τ1
)µ
−
(
τ0
τ1 + tp
)µ)
. (2.74)
2.7.3.2 Expression of ψtp(τ1) for 0 < µ < 1
Let us use the small s expansion (2.59) of L[ψ](s) : L[ψ](s) = 1 + µΓ(−µ)(sτ0)µ. Using
the double Laplace transform (2.64) and setting τ0 = 1 for simplicity, we get :
L[ψtp ](s, u) =
1
u− s
(
1−
(u
s
)µ)
(2.75)
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The only assumption in deriving this expression is that both tp and τ1 are large compared
to τ0 (we retained only the first terms of the s and u expansions). This expression can be
exactly Laplace inverted in s :
L[ψtp ](u) = e
utp
Γ(µ, stp)
Γ(µ)
. (2.76)
We can now perform the inverse Laplace transform over u to obtain :
ψtp(τ1) =
sin πµ
π
1
τ1 + tp
(
tp
τ1
)µ
. (2.77)
Note that in this case, the short time scale τ0 does not appear in ψtp(τ1) contrarily to the
cases µ > 1. For τ1 ≫ tp, this distribution behaves like
ψtp(τ1) ≃
sin(πµ)
πµ
(
tp
τ0
)µ
ψ(τ1) , (2.78)
which shows that for very large waiting times, we have the same algebraic tail than ψ up to
a tp dependent renormalization factor. For τ1 ≪ tp, we get another algebraic tail :
ψtp(τ1) ≃
sin(πµ)
π
1
tp
(
tp
τ1
)µ
. (2.79)
2.7.3.3 Expression of ψtp(τ1) for µ = 1
In the marginal case µ = 1, because of its logarithmic variation, S(tp−τ) can be replaced
by 1
τ0 log(tp/τ0)
in the integral equation (2.22). This approximation leads to :
ψtp(τ1) ≈ ψ(τ1 + tp) +
1
log(tp/τ0)
1
τ1 + tp + τ0
tp
τ1 + τ0
. (2.80)
In the following we always consider situations in which tp, τ1 ≫ τ0, for which the first term
in (2.80) can be neglected. Therefore, we get the following asymptotics :
ψtp(τ1) ≃
1
log(tp/τ0)
1
τ1 + tp
tp
τ1
. (2.81)
Note that in this case, the average 〈τ1〉ψtp is infinite.
2.7.4 Analytic results on Π0
Explicit expressions for Π0(tp, t) immediately follow from its definition and from explicit
expressions for ψtp(t) in the limit t ≫ τ0. In the case 0 < µ < 1, the result of integration is
an hypergeometric function [Gradshteyn et Ryzhik 1994] :
Π0(tp, t) =
sin (πµ)
πµ
(
tp
t
)µ
2F1(µ, 1; 1 + µ;−tp
t
) , . (2.82)
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In this case, Π0 does not depend anymore on the cutoff τ0 and exhibits an aging behavior
since it only depends on the ratio of time scales t/tp. Using the inversion properties of
hypergeometric function [Gradshteyn et Ryzhik 1994, eq. 9.131.1], an alternative expression
can be obtained :
Π0(tp, t) =
sin (πµ)
πµ
(
tp
tp + t
)µ
2F1(µ, µ; 1 + µ;
tp
tp + t
) . (2.83)
Equation (2.82) is well suited to the limit t ≪ tp whereas eq. (2.83) is better suited to the
study of the tp ≪ t limit.
In the case 1 < µ < 2, the final result still depends on τ0. Using eq. (2.74), we get :
Π0(tp, t) ≃
(τ0
t
)µ
−
(
τ0
tp + t
)µ
(2.84)
In the limit of vanishing τ0, Π0(tp, t) vanishes. Hence in this limit, on times scales long
compared to τ¯ , there are always somes events in time intervals of duration t contrarily to
the case where µ < 1.
In the µ = 1 case, using eq. (2.81), we get :
Π0(t,t) ≃
log
(
1 + tp
t
)
log (tp/τ0)
, (2.85)
which shares some characteristics with the two previous cases. On one hand, as in the 1 <
µ < 2 case, it still decays to zero at fixed tp and t in the limit τ0 → 0. On the other hand,
exactly as in the 0 < µ < 1 case, the limits t/tp → 0 and t/tp → 1 satisfy :
lim
t→∞
Π0(tp, t) = 0 , (2.86)
lim
tp→∞
Π0(tp, t) = 1 . (2.87)
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Au cours de cette partie ont e´te´ mis en e´vidence les effets d’un bruit en 1/f vieillissant
sur la de´cohe´rence d’un syste`me quantique a` deux niveaux. Pour cela nous avons de´fini un
mode`le phe´nome´nologique de bruit, pre´sentant a` la fois un spectre en 1/f et des proprie´te´s
de vieillissement. Par l’utilisation de la the´orie du renouvellement, on obtient une expression
de la transforme´e de Laplace du facteur de cohe´rence du syste`me : cette expression peut
alors eˆtre inverse´e nume´riquement, et les comportements asymptotiques dans divers re´gimes
peuvent eˆtre calcule´s analytiquement. Il apparaˆıt que le scenario de de´cohe´rence est affecte´
par le vieillissement, mais de manie`res diffe´rentes suivant si la distribution des temps d’at-
tentes a un premier moment fini ou non. Les effets de veillissement sont tre`s marque´s pour
µ < 1.
Ce travail ouvre deux types de perspectives. Tout d’abord du point de vue de la de´cohe´rence
quantique, le fait d’obtenir un sce´nario de de´cohe´rence non-stationnaire n’est pas sans poser
quelques proble`mes d’un point de vue expe´rimental. En effet, les expe´riences permettant
de mesurer le facteur de cohe´rence suppose ge´ne´ralement l’invariance par translation dans
le temps du phe´nome`ne, qui permet de remplacer les moyennes sur toutes les histoires de
l’environnement par des moyennes sur des se´quences de mesure sur la meˆme histoire du
bruit. Dans le cas d’un bruit en 1/f veillissant, l’invariance par translation est viole´e, et il
faut donc re´fle´chir a` un autre protocole expe´rimental pour mesurer le facteur de cohe´rence.
D’une manie`re plus ge´ne´ral, il serait inte´ressant d’utiliser le mode`le de bruit pre´sente´ ici pour
calculer les expressions d’autres grandeurs accessibles expe´rimentalement, comme les e´chos
de spins [Schriefl 2005]. D’un point de vue plus the´orique cete fois, il serait inte´ressant de
ge´ne´raliser notre e´tude a` des situations diffe´rentes : cas ou` les temps d’attente dans les deux
e´tats du bruit sont distribue´s suivant des lois larges, cas ou` le bruit se de´compose en une
partie gaussienne et une partie intermittente. On pourrait regarder aussi s’inte´resser au cas
ou` le bruit est engendre´ par plusieurs sources intermittentes. Ces diffe´rentes approches pour-
raient e´clairer certains aspects de la de´cohe´rence. L’autre perspective concerne le mode`le de
bruit lui-meˆme. Il pre´sente en effet l’avantage d’eˆtre suffisamment simple ppour permettre
une e´tude analytique pousse´e, tout en pre´sentant deux proprie´te´s physique inte´ressante :
spectre en 1/f et vieillissement. Une premie`re piste de travail serait de poursuivre l’e´tude
de ce bruit, afin de le caracte´riser d’avantage. On pourrait par exemple calculer l’exposant
de persistence. Enfin il pourrait eˆtre utilise´ pour de´crire d’autres syste`mes physiques.
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Troisie`me partie
Fonctions de partition du mode`le
d’Ising
Introduction
Dans la premie`re partie, le comportement critique du mode`le d’Ising a servi de test a`
l’e´tude des fluctuations du parame`tre d’ordre dans la re´gion critique. Cela m’a naturellement
conduit a` m’inte´resser au mode`le d’Ising en lui-meˆme, en particulier a` la thermodynamique
de ce syste`me. Le coˆte´ intrigant du mode`le d’Ising est que la simplicite´ du hamiltonien
cache une physique tre`s riche, et une complexite´ technique redoutable, le tout e´tant inti-
mement lie´ au comportement collectif des spins. A` l’issue d’une recherche bibliographique,
j’ai e´te´ particulie`rement inte´resse´ par une me´thode originale, de´veloppe´e par V.N. Plechko
[Plechko 1988] : celle-ci permet de re´soudre le cas bidimensionnel en champ nul de manie`re
conside´rablement plus simple que les solutions habituelles. En collaboration avec Jean-Yves
Fortin23, nous nous sommes demande´ comment cette me´thode se comporte en pre´sence d’un
champ magne´tique. Nous avons rapidement constate´ qu’un champ magne´tique homoge`ne
dans le bulk rend la me´thode inefficace, mais qu’il est possible de traiter certains cas de
champs magne´tiques au bord. Ce sont ces travaux qui sont reporte´s dans cette partie.
Dans un premier temps nous avons e´tendu la me´thode de Plechko dans le cas du mode`le
d’Ising 2d sur re´seau, avec un champ magne´tique sur un bord. Nous avons ensuite teste´
notre me´thode sur le cas particulier d’un champ magne´tique homoge`ne au bord, qui avait
de´ja` e´te´ re´solu par McCoy et Wu dans les anne´es 70. Ce travail technique est pre´sente´ dans le
chapitre 2. Dans un second temps, nous avions deux possibilite´s : soit utiliser notre me´thode
sur re´seau pour prendre la limite continue et faire des les liens avec certains re´sultats de
the´orie conforme, soit de l’appliquer a` un syste`me physiquement inte´ressant, pour montrer
l’inte´reˆt pratique de notre me´thode. C’est cette deuxie`me possibilite´ qui a e´te´ choisie, et qui
est pre´sente´e dans le chapitre 3. Nous avons applique´ notre me´thode a` un cas particulier de
champ magne´tique inhomoge`ne au bord, dont un raisonnement a` tempe´rature nulle montre
qu’il induit une transition de phase, lie´e au de´veloppement d’une interface dans le syste`me.
Dans une moindre mesure notre strate´gie est donc analogue a` celle de D.B. Abraham qui,
apre`s avoir de´veloppe´ une technique de calcul permettant de re´soudre le mode`le d’Ising avec
des conditions aux bords fixes, l’a ensuite applique´e pour de´crire la physique des transitions
de mouillage dans les syste`mes magne´tiques [Abraham 1978b, Abraham et Maciolek 2002].
Avant de pre´senter cette e´tude, il a semble´ utile toutefois de la replacer dans le cadre des
solutions exactes du mode`le d’Ising, ce qui est fait dans le chapitre 1.
23Laboratoire de physique the´orique, CNRS-Universite´ Louis Pasteur, Strasbourg.
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Chapitre 1
Mode`le d’Ising et
variables de Grassmann
But du chapitre : Ce chapitre propose une introduction au mode`le d’Ising et a` ses
solutions exactes. Apre`s une rapide pre´sentation du mode`le lui-meˆme, on pre´sentera les
approches standards pour le cas bidimensionnel. La dernie`re partie pre´sentera la me´thode
de Plechko, qui sert de base aux chapitres suivants.
1.1 Mode`le d’Ising
Le mode`le d’Ising, comme nous l’avons vu dans la premie`re partie, a e´te´ propose´ par Lenz
et Ising, pour expliquer la transition ferro/paramagne´tisme dans les mate´riaux aimante´s.
Les travaux d’Ising montre qu’a` une dimension, le mode`le ne pre´sente malheureusement
pas de transition de phase. Bien que la me´thode qu’il utilise ne s’applique pas en dimension
supe´rieure, Ising e´crit dans son article que la conclusion en d = 3 sera la meˆme. Le mode`le
d’Ising apparaˆıt alors comme un mauvais mode`le du ferromagne´tisme [Ising 1925]. Dans les
anne´es 30, le mode`le d’Ising commence a` devenir un objet mathe´matique en soi, inde´pendant
de toute ide´alisation d’un quelconque syste`me, notamment par les travaux de Fowler et
al. a` Cambridge. Un progre`s significatif est obtenu en 1935 par Peierls qui, en raisonnant
sur les parois de domaine, montre qu’il existe en fait un ordre magne´tique a` longue porte´e
dans ce mode`le en d ≥ 2. Ce re´sultat a relance´ l’activite´ autour du mode`le d’Ising. De
nombreux physiciens, parmi lesquels Kirkwood, Kramers et Wannier, ont permis d’obtenir
des re´sultats approche´s dans les limites haute et basse tempe´ratures [Brush 1967]. Il faut
attendre 1942 pour que la premie`re re´solution exacte du mode`le d’Ising bidimensionnel
soit pre´sente´e par Onsager [Onsager 1944]. On pourrait dire que ce re´sultat, obtenue par
une me´thode tout a` fait virtuose, marque le de´but de l’e`re “moderne” du mode`le d’Ising.
Par la suite, d’autres auteurs ont obtenu le meˆme re´sultat par des me´thodes simplifie´es
[Kaufman 1949, Newell et Montroll 1953].
On pourrait se demander pourquoi tant d’e´nergie a e´te´ de´pense´e pour calculer la fonction de
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Fig. 1.1 – Lars Onsager (1903-1976).
partition de ce mode`le pourtant a priori bien e´loigne´ des syste`mes magne´tiques re´els. Cela
tient sans doute a` l’importance des mode`les dans le de´veloppement de la physique. Pour
de´crire la formidable complexite´ des syste`mes re´els, il est la plupart du temps vain d’essayer
d’obtenir une the´orie exacte et comple`te. L’approche la plus fructueuse consiste a` de´velopper
des me´thodes approche´es permettant d’obtenir les informations pertinentes sur le syste`me.
Les solutions exactes de mode`les simplifie´s permettent alors de tester efficacement les
qualite´s et les limitations de ces me´thodes. Le mode`le d’Ising est un bon exemple de ce roˆle.
En effet, devant la difficulte´ pour re´soudre le mode`le d’Ising en dimension d > 1, la premie`re
me´thode a consiste´ en une approche de type “champ moyen”, dans laquelle on remplace
les interactions entre spins par une interaction effective avec le champ moyen cre´e par les
autres spins. On obtient alors une description a priori satisfaisante du ferromagne´tisme,
puisque l’on trouve une tempe´rature de transition non nulle. La premie`re indication que
cette me´thode ne peut pas eˆtre toujours valide est que l’on obtient une tempe´rature critique
Tc non nulle en dimension d = 1, alors que la solution exacte conduit a` Tc = 0 en d = 1.
On peut de plus calculer les exposants critiques correspondants, ce qui donne par exemple
pour l’exposant critique associe´ au parame`tre d’ordre β = 1/224. C’est alors que le travail
de Onsager pour re´soudre de fac¸on exacte le cas d = 2 joue un roˆle crucial. En utilisant
une me´thode combinatoire complexe qui constitue un ve´ritable tour de force, Onsager a pu
e´tablir, sans approximation, la valeur de la tempe´rature critique et meˆme celle de l’exposant
β = 1/8 [Onsager 1944]. L’e´cart entre la solution exacte et la pre´diction de la the´orie
24En fait cette valeur de l’exposant est correcte en dimension d ≥ 4.
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du champ moyen a ainsi montre´ que cette dernie`re n’est pas suffisante pour de´crire le
comportement critique du syste`me. La volonte´ de de´velopper une me´thode d’approximation
qui permette d’obtenir une bonne estimation de la tempe´rature et des exposants critiques a
e´te´ un des de´fis du sie`cle dernier. Elle a conduit a` la the´orie du groupe de renormalisation,
un des outils les plus efficaces pour de´crire la physique statistique des syste`mes critiques
[LB 2002, Goldenfeld 1992].
C’est la raison pour laquelle il est encore aujourd’hui inte´ressant de rechercher les
solutions exactes des mode`les “simples”. En ce qui concerne le mode`le d’Ising, de nom-
breux proble`mes restent encore ouverts a` ce jour : cas 2d avec un champ magne´tique
dans le cœur [Delfino 2004], cas 3d avec et sans champ magne´tique, cas des liens ou
d’un champ magne´tique ale´atoires ... Ces proble`mes sont extraordinairement difficiles
et, peut-eˆtre, inaccessibles. Certains re´sultats ont tout de meˆme pu eˆtre obtenus dans
ces cas, par des techniques tre`s e´labore´es. Par exemple, dans le cas du mode`le d’Ising
2d avec un champ magne´tique dans le bulk a` Tc [Delfino 2004], A. Zamolodchikov
[Zamolodchikov 1989a, Zamolodchikov 1989b] a montre´ l’existence de quantite´s conserve´es,
dans le cadre des the´ories conformes, et donc que ce mode`le est inte´grable a` Tc. G.
Mussardo et al. ont re´ussi a` calculer les fonctions de corre´lation dans le bulk de ce mode`le
[Delfino et Mussardo 1995, Konk et al. 1996] .
Avant de s’attaquer a` ces cas difficiles, on cherche a` obtenir des me´thodes de re´solution des
cas connus qui soient les plus simples possibles. Cette volonte´ de simplification est au centre
du travail pre´sente´ dans cette partie.
1.2 Approches analytiques pour le cas bidimensionnel
Dans cette section sont rapidement pre´sente´es deux me´thodes usuelles de re´solution du
mode`le d’Ising 2d en champ nul. Le but n’est pas de rentrer dans les de´tails de ces me´-
thodes mais simplement d’en pre´senter le principe, et de montrer l’e´mergence des alge`bres
de Grassmann dans le mode`le d’Ising .
1.2.1 Notations
Dans tout ce qu’il suit, on conside`re le mode`le d’Ising 2d classique avec interaction entre
plus proche voisins, en champ nul. Le syste`me est a` l’e´quilibre thermodynamique avec un
thermostat a` la tempe´rature T (ensemble canonique). Les N spins σij sont dispose´s sur un
re´seau carre´, de taille L× L, et les couplages entre les spins est J1 dans une direction et J2
dans l’autre (voir Fig.1.2). Le hamiltonien peut alors s’e´crire sous la forme
H = J1
L∑
i,j=1
σijσi+1j + J2
L∑
i,j=1
σijσij+1, (1.1)
en choisissant des conditions aux bords pe´riodiques, σL+1n = σ1n et σmL+1 = σm1. La fonction
qui nous inte´resse dans ce chapitre est la fonction de partition canonique du syste`me, de´finie
131
Chapitre 1. Mode`le d’Ising et variables de Grassman
L
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Fig. 1.2 – Notations.
par
Z =
∑
{σ}
exp−βH, (1.2)
ou` β = 1/kbT , et ou` la somme porte sur toutes les configurations des spins sur le re´seau. En
utilisant la proprie´te´ σ2 = 1, on peut re´e´crire cette expression sous la forme :
Z = 2N(cosh βJ1)N(cosh βJ2)N
∑
{σ}
L∏
i,j=1
(1 + t1σijσi+1j)(1 + t2σijσij+1), (1.3)
avec t1 = tanh βJ1 et t2 = tanh βJ2. Dans la suite on notera
Q =
∑
{σ}
L∏
i,j=1
(1 + t1σijσi+1j)(1 + t2σijσij+1) (1.4)
la fonction de partition re´duite.
Re´soudre exactement un mode`le consiste a` trouver l’expression de la fonction de partition
de ce mode`le dans le cas le plus ge´ne´ral possible. Dans le cas unidimensionnel, la me´thode
de re´solution la plus simple est la technique de la matrice de transfert . Le cas du mode`le
d’Ising 2d est bien plus difficile : la recherche de solutions toujours plus simples est encore
d’actualite´ !
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1.2.2 Deux me´thodes habituelles
Les deux principales me´thodes de re´solution que l’on trouve dans la litte´rature sont la
ge´ne´ralisation de la matrice de transfert, et la repre´sentation du mode`le d’Ising en terme
de dime`res. Nous allons nous inte´resser ici a` ces me´thodes, le but n’e´tant pas ici de rentrer
dans les de´tails techniques mais plutoˆt de pre´senter les principes de chacune d’elles, afin
d’entrevoir un lien avec les alge`bres de Grassmann 25.
L’ide´e la plus naturelle pour re´soudre le cas 2d est de ge´ne´raliser la me´thode de la matrice de
transfert, puisque qu’elle est tre`s efficace en 1d. C’est d’ailleurs l’ide´e exploite´e par Onsager,
et qui a conduit a` la premie`re re´solution de ce mode`le [Onsager 1944]. Cette approche a e´te´
conside´rablement simplifie´e par Schultz, Lieb et Mattis [Schultz et al. 1964, Lieb et al. 1961,
Lieb et Mattis 1962]. Dans leur version, on commence par e´crire la matrice de transfert pour
passer d’une colonne a` la suivante, que l’on repre´sente en terme de matrices de Pauli. En-
suite, a` l’aide de la transformation de Jordan-Wigner [Itzykson et Drouffe 1989], on associe
a` chaque paire de sites adjacents un e´le´ment d’une alge`bre de Clifford, qui est l’alge`bre de re-
pre´sentation des ope´rateurs fermioniques de cre´ation et d’annihilation. On obtient ainsi une
repre´sentation fermionique de la fonction de partition. A` ce stade de la de´monstration, on
peut continuer a` travailler directement avec l’alge`bre de Clifford, pour diagonaliser la matrice
de transfert et obtenir la fonction de partition. On peut aussi choisir de passer de l’alge`bre
de Clifford a` une alge`bre de Grassmann (voir Annexe A). Dans ce cas, on obtient une repre´-
sentation inte´grale de la fonction de partition : celle-ci apparaˆıt en effet comme l’inte´grale
de chemin, sur l’alge`bre de Grassmann , d’une action fermionique gaussienne [Nojima 1998].
Le calcul de cette inte´grale se fait en passant en transforme´e de Fourier. On obtient alors la
fonction de partition et l’e´nergie libre du mode`le d’Ising .
(a) (b)
Fig. 1.3 – Correspondance entre un vertex d’Ising (a) et un amas a` six vertex du re´seau de
dime`re (b).
25Une pre´sentation des points essentiels concernant les alge`bres de Grassmann est donne´e dans l’annexe
A page ??.
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Fig. 1.4 – Bijection entre les configurations de dime`res sur un vertex d’Ising et sur l’amas a`
six vertex.
L’autre me´thode standard consiste a` passer du mode`le d’Ising a` un mode`le de dime`res.
Pour cela, on associe a` chaque vertex du mode`le d’Ising un amas de six vertex, comme
repre´sente´ sur la figure 1.3. Sur le re´seau d’Ising, on place un dime`re sur le lien entre deux
spins de meˆme signe26 On obtient alors huit configurations pour chaque vertex du mode`le
d’Ising . Il est alors possible de mettre ces configurations en bijection avec des configurations
des dime`res sur l’amas a` six vertex. Cette bijection est repre´sente´e sur la figure 1.4. Une fois
ce passage re´alise´, le calcul de la fonction de partition du mode`le d’Ising revient au calcul
de la fonction de partition des dime`res sur le re´seau a` six vertex. Ensuite, en supposant que
l’on impose des conditions au bord libre, il est possible de montrer [McCoy et Wu 1973] que
la fonction de partition cherche´e est le Pfaffien27 d’une certaine matrice. On calcule ensuite
26En chimie, un dime`re est un compose´ forme´ par l’association non covalente de deux mole´cules. Par
analogie on de´signe ici par dime`re un objet reliant deux sites du re´seau.
27De´finition dans l’annexe A.
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les valeurs propres de cette matrice, ce qui conduit a` la fonction de partition et a` l’e´nergie
libre du mode`le.
1.2.3 Alge`bre de Grassmann et mode`le d’Ising
Il existe bien d’autres solutions [Baxter 1982], mais ces deux me´thodes sont repre´senta-
tives de la difficulte´ rencontre´e : de nombreuses e´tapes sont ne´cessaires, et les techniques
mises en jeu sont difficiles. D’autre part les alge`bres de Grassmann sont de´ja` “cache´es” dans
ces deux solutions. Dans la me´thode de la matrice de transfert, l’utilisation d’une alge`bre
de Grassmann et de la notion d’inte´grale associe´e permettent de simplifier les calculs et font
un lien naturel avec la the´orie des champs. Dans la solution par les dime`res, le point-clef est
d’exprimer la fonction de partition en terme de Pfaffien, qui s’interpre`te naturellement dans
une alge`bre de Grassmann comme le re´sultat d’une inte´grale gaussienne (voir Annexe A).
Le lien entre les alge`bres de Grassmann et le mode`le d’Ising est en fait tre`s profond. C’est la
manifestation de la structure fermionique sous-jacente [Nojima 1998], a` la fois en 2d et 3d.
Dans ce dernier cas, Polyakov et Dotsenko ont propose´ une repre´sentation du mode`le d’Ising
3d en terme de the´orie des cordes libres fermioniques[Dotsenko 1987, Polyakov 1987]. Toute-
fois, l’utilisation d’une alge`bre de Grassmann pour e´tudier le mode`le d’Ising arrive toujours
comme une sorte d’astuce permettant de simplifier un calcul. On peut alors se demander s’il
est possible de construire une me´thode de re´solution donnant un roˆle central aux variables
de Grassmann .
1.3 Me´thode de Plechko : une solution alternative
Dans une se´rie d’articles, V.N. Plechko a propose´ une me´thode de re´solution
qui donne ce roˆle central aux variables de Grassmann [Plechko 1985, Plechko 1988,
Plechko et Sobolev 1991, Hayn et Plechko 1994, Plechko 1999]. Cette solution e´vite un
grand nombre de proble`mes techniques, et permet d’obtenir des re´sultats inte´ressants dans
de nombreux cas. Nous allons a` pre´sent de´crire rapidement le principe de cette me´thode, qui
sera de´taille´e dans le chapitre suivant, et montrer deux applications.
1.3.1 Re´solution sur re´seau carre´
Le syste`me conside´re´ est toujours le mode`le d’Ising 2d sur un re´seau, avec le meˆme
couplage dans les deux directions. Par souci de simplicite´ on conside`re ici des conditions aux
bords antipe´riodiques28. Le hamiltonien est donc toujours donne´ par l’e´quation (1.1) :
H = J
L∑
i,j=1
σijσi+1j + J
L∑
i,j=1
σijσij+1. (1.5)
28Dans ce cas en effet la fonction de partition est donne´e par une seule inte´grale de chemin grassmannienne.
Dans le cas pe´riodique par exemple on obtient en fait une combinaison line´aire de quatre inte´grales de
chemin [McCoy et Wu 1973, Plechko 1985]. Une discussion des diffe´rentes conditions aux bords est donne´e
par Plechko [Plechko 1985].
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La fonction de partition re´duite s’e´crit :
Q =
∑
{σ}
L∏
i,j=1
(1 + tσijσi+1j)(1 + tσijσij+1), (1.6)
avec t = tanhβJ . La solution propose´e par Plechko repose sur l’introduction, a` ce stade,
d’une alge`bre de Grassmann, afin de repre´senter les diffe´rents termes couplant les spins.
Ainsi, pour chaque lien entre un spin σ et un spin σ′, on introduit une paire de variables de
Grassmann (a, a∗) pour e´crire :
1 + tσσ′ =
∫
da∗da (1 + aσ)(1 + ta∗σ′)eaa
∗
= Tr
a,a∗
(
(1 + aσ)(1 + ta∗σ′)
)
. (1.7)
Cette sorte de fermionisation permet de de´coupler les spins σ et σ′, qui sont chacun
incorpore´s dans un monoˆme diffe´rent. En appliquant cette identite´ pour tous les termes de
la fonction de partition re´duite, on obtient une repre´sentation mixte de Q.
La seconde e´tape consiste en la re´organisation du produit, afin de regrouper les diffe´rents
monoˆmes contenant le meˆme spin. Dans ce cas en effet il est possible d’effectuer la trace
sur chacun des spins, inde´pendamment les uns des autres. Pour obtenir ce regroupement
des termes, il faut utiliser l’anticommutation des variables de Grassmann, l’associativite´
du produit de ces variables, ainsi qu’une re´organisation en syme´trie miroir, propose´e par
Plechko [Plechko 1985] : si on a un ensemble {Oi, O∗i } de variables anticommutantes, et tel
que les appariements (OiO
∗
i ) commutent, alors on a :
(O1O
∗
1)(O2O
∗
2) · · · (OnO∗n) = (O1O2 · · ·On)(O∗n · · ·O∗2O∗1),
= (OnOn−1 · · ·O1)(O∗1 · · ·O∗n−1O∗n).
Une fois que les termes contenant le meˆme spin sont regroupe´s, on peut effectuer la trace sur
les spins. On obtient alors une repre´sentation de la fonction de partition purement en terme
de variables de Grassmann , qui s’e´crit :
Q =
∫
Dc∗Dc eS ,
avec Dc∗Dc =∏Lm,n=1(dc∗mndcmn), et l’action S
S =
L∑
m,n=1
[
cmnc
∗
mn + t(c
∗
mn + cmn)(cm−1n − c∗mn−1)− t2cm−1nc∗mn−1
]
, (1.8)
Cette inte´grale se calcule facilement, en passant en transforme´e de Fourier, pour conduire a`
la fonction de partition re´duite :
Q2 =
L∏
p,q=1
[
(1 + t2)2 − 2t(1− t2)
(
cos
2π(p+ 1
2
)
L
+ cos
2π(q + 1
2
)
L
)]
. (1.9)
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Dans la limite thermodynamique, la fonction de partition re´duite admet un ze´ro a` la tem-
pe´rature critique Tc telle que
(1 + t2c)
2 − 4tc(1− t2c) = 0,
tc =
√
2− 1, (1.10)
et l’on retrouve la valeur de la tempe´rature critique Tc/J = 1/atanh(
√
2 − 1) ≃ 2.27. On
notera que par cette me´thode, la fonction de partition re´duite est donne´e par un produit,
alors que par les me´thodes reposant sur le calcul d’un de´terminant, elle est ge´ne´ralement
obtenue comme une somme : cela permet d’obtenir facilement l’e´nergie libre du syste`me.
En utilisant cette me´thode, Plechko a pu re´soudre le mode`le d’Ising sur une tre`s large gamme
de re´seaux : re´seaux triangulaires de´core´s [Plechko 1988], re´seau triangulaire avec des lacunes
[Plechko et Sobolev 1991], re´seau fractal de Sierpinski [Plechko et Sobolev 1993].
Un des avantages de cette me´thode est qu’elle n’impose pas de passer a` la limite thermody-
namique, ni meˆme de faire l’hypothe`se que le syste`me est grand, L≫ 1. Cela ouvre la voie a`
une e´tude pre´cise des effets de taille finie. Wu et Hu ont par exemple pu e´tudier comment la
tempe´rature correspondant au maximum de la chaleur spe´cifique, Tc(L), se rapproche de Tc
quand L→∞ [Wu et Hu 2002]. En effet l’e´tude des effets de taille finie conduit a` la relation
d’e´chelle de´ja` vue dans la premie`re partie [Goldenfeld 1992] :
pour L≫ 1, |Tc − Tc(L)| ∝ 1
L
.
En re´solvant le mode`le d’Ising sur diffe´rents re´seaux (triangulaire-plan, hexagonal et en nid
d’abeilles), avec diffe´rentes conditions aux bords (pe´riodique et antipe´riodique), Wu et Hu
ont pu montrer [Wu et Hu 2002] que la loi pre´ce´dente doit eˆtre corrige´e pour des re´seaux de
petites tailles. Ils ont aussi pu e´tablir que la correction de´pend fortement du type de re´seau,
et des conditions au bord.
1.3.2 Passage a` la limite continue, the´orie effective
A` partir de l’inte´grale de chemin fermionique obtenue sur re´seau par la me´thode de
Plechko, il est possible de prendre la limite continue, et de cette manie`re, de trouver la
the´orie effective dans le continu.
Pour cela, on de´finit l’ope´rateur de´rivation sur re´seau par
∂mxmn = xmn − xm−1n, ∂nxmn = xmn − xmn−1.
Alors l’action (1.8) s’e´crit :
S =
L∑
m,n=1
µcmnc
∗
mn − λc∗mn∂mcmn + λcmn∂mc∗mn
− tcmn∂mcmn + tc∗mn∂nc∗mn − t2(∂mcmn)(∂nc∗mn), (1.11)
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avec
µ = 1− 2t− t2, et λ = t(1 + t). (1.12)
L’e´quation (1.11) est encore une action sur re´seau, mais sa structure permet de passer sim-
plement a` une the´orie continue en faisant :
(m,n) ∈ Z2 → x = (x, y) ∈ R2,∑
mn
→
∫
d2x,
∂m → ∂
∂x
,
∂n → ∂
∂y
,
(cmn, c
∗
mn)→ (ψ(x), ψ∗(x)).
(1.13)
En ne´gligeant les termes de second ordre, et en utilisant le fait que, pour tous champs
fermioniques φ et ϕ,∫
d2x
(
φ
∂ϕ
∂xν
)
=
∫
d2x
(
ϕ
∂φ
∂xν
)
,
l’action dans le continu s’e´crit alors
S =
∫
d2x
[
µ ψψ¯ + ψ
(
−λ ∂
∂x
+ λ
∂
∂y
)
ψ¯ +
t
λ
(
−λψ∂ψ
∂x
+ λψ¯
∂ψ¯
∂y
)]
. (1.14)
Cette action (1.14) de´crit le comportement du syste`me pre`s du point critique (1.10), duˆ aux
modes de grandes longueurs d’onde29. En restant pre`s du point critique, on peut remplacer
t/λ par sa valeur a` Tc :
ωc =
t
λ
∣∣∣∣
T=Tc
=
1√
2
. (1.15)
Nous allons a` pre´sent e´crire l’action (1.14) sous une forme plus habituelle. Pour cela, on
re´alise un changement de base, parame´tre´ par une matrice M ∈ M22(C). Les nouveaux
champs fermioniques (φ, φ¯) sont obtenus par la relation :(
ψ
ψ¯
)
=M
(
φ
φ¯
)
. (1.16)
La matriceM est choisie telle que l’action, exprime´e en terme des champ (φ, φ¯) ne contient
plus de termes croise´s du type φ ∂φ¯
∂xν
et φ¯ ∂φ
∂xν
. D’autre part, pour avoir une transformation
laissant la mesure invariante, on a la condition supple´mentaire
detM = 1.
29Dans l’espace de Fourier, le passage au continu revient a` l’approximation eip ≃ 1 + ip.
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Un choix possible est la matrice
M =
1√
2i sin pi
4
(
1 1
−eipi/4 −e−ipi/4
)
, (1.17)
qui conduit a` l’expression de l’action suivante :
S =
∫
d2x
[
µ φφ¯+
1
2
φ
(
λ
∂
∂x
+ iλ
∂
∂y
)
φ+
1
2
φ¯
(
−λ ∂
∂x
+ iλ
∂
∂y
)
φ¯
]
. (1.18)
En faisant un changement d’e´chelle (x, y) → (x/λ, y/λ), on trouve finalement l’action de
Majorana :
S = 1
2
∫
d2x
(
φ
φ¯
)T ( ∂
∂x
+ i ∂
∂y
m
−m − ∂
∂x
+ i ∂
∂y
)(
φ
φ¯
)
, (1.19)
m =
1− 2t− t2
tc
√
2
. (1.20)
Cette action peut aussi s’e´crire de manie`re plus condense´e en introduisant les matrices
de Pauli [Das 1993] pour repre´senter le propagateur. On trouve alors, en notant
Φ(x) =
(
φ(x)
φ¯(x)
)
, (1.21)
S = 1
2
∫
d2x Φ˜(x)[m+ ∂ˆ]Φ(x), (1.22)
avec ∂ˆ = σ1
∂
∂x
+ σ2
∂
∂y
, et Φ˜(x) = ΦT (iσ3), ou` σ1 et σ2 sont deux matrices de Pauli,
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
.
On retrouve alors que l’action du mode`le d’Ising 2d pre`s du point critique s’e´crit comme
l’action d’une paire de fermions de Majorana libres. On peut aller un peu plus loin, pour
faire un lien avec les champs de Dirac. Pour cela il est ne´cessaire de prendre deux copies des
fermions de Majorana Φ et Φ′, on e´crit alors l’action de Dirac : SDirac = S(Φ) + S(Φ′). En
de´finissant les champs de Dirac par
Ψ =
1√
2
(
Φ(x) + iΦ′(x
)
, (1.23)
Ψ¯ =
1√
2
(
Φ(x)− iΦ′(x)
)
, (1.24)
on obtient l’action de Dirac :
SDirac = 1
2
∫
d2x Ψ¯(x)[m+ ∂ˆ]Ψ(x). (1.25)
Ainsi l’action obtenue sur re´seau par la me´thode de Plechko permet, en passant a` la limite
continue, de retrouver la formulation du mode`le d’Ising 2d au voisinage du point critique
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comme une the´orie de fermions libres de´crits par l’action de Dirac.
L’approche par la the´orie des champs, dans la limite continue, permet d’obtenir des infor-
mations sur le comportement critique du syste`me. Par exemple, en passant dans l’espace
re´ciproque, et en utilisant
det[m+ ∂ˆ] = m2 + p2, (1.26)
on trouve que la partie singulie`re de l’e´nergie libre est donne´e par
− βfsing = 1
2
∫
d2p
4π2
ln(m2 + p2), (1.27)
=
1
8π
m2 ln
C
m2
+ · · · , (1.28)
ou` C est une constante. On de´rive alors (1.27) deux fois par rapport a` la massem. En utilisant
qu’au voisinage du point critique, m ≃ 2 ln(1+√2)τ ou` τ = T−Tc
Tc
est la tempe´rature re´duite,
la partie singulie`re de la chaleur spe´cifique s’e´crit
C
kb
∣∣∣∣
sing
= AC
∣∣∣ ln |τ |∣∣∣, (1.29)
avec l’amplitude
AC =
2
π
(
ln(1 +
√
2)
)2
. (1.30)
On retrouve ainsi la valeur de l’exposant α = 0 et la divergence logarithmique de la chaleur
spe´cifique a` Tc.
1.4 Conclusion
Au terme de ce chapitre, nous avons vu que les alge`bres de Grassmann sont un outil
inte´ressant pour re´soudre exactement le mode`le d’Ising en champ nul. Dans les solutions
standards, ces alge`bres ne sont utilise´es que pour simplifier les dernie`res e´tapes de calcul. En
leur donnant un roˆle primordial, Plechko a de´veloppe´ une technique tre`s efficace, permettant
d’acce´der a` la fonction de partition et a` l’e´nergie libre du mode`le d’Ising sur re´seau, quelque
soit la taille du syste`me. Cette solution, base´e sur la repre´sentation de la fonction de partition
par une inte´grale de chemin grassmannienne, s’e´tend facilement a` une large classe de re´seaux
et de conditions au bord. Ne faisant aucune hypothe`se sur la taille du re´seau, elle permet une
e´tude pre´cise des effets de taille finie. Enfin, l’action sur re´seau obtenue permet de faire un
lien direct avec la formulation du mode`le d’Ising comme une the´orie des champs fermioniques,
dans la limite continue. La difficulte´ principale, comme nous allons le voir, est de trouver la
bonne organisation des produits.
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Mode`le d’Ising 2d
avec champ magne´tique au bord
But du chapitre : On s’inte´resse ici au mode`le d’Ising avec un champ magne´tique
sur un bord. Pour calculer la fonction de partition et l’e´nergie libre on ge´ne´ralisera la
me´thode de Plechko pour prendre en compte le champ magne´tique. Les re´sultats ainsi
obtenus sont alors compare´s, dans le cas d’un champ magne´tique homoge`ne, a` ceux de
McCoy et Wu, afin de valider notre me´thode.
2.1 Introduction et notations
Le mode`le d’Ising a e´te´ utilise´ pour e´tudier certains effets de bord. Dans une se´rie
d’articles, McCoy et Wu ont calcule´ la fonction de partition et les fonctions de corre-
lation sur le bord, pour le mode`le d’Ising 2d avec un champ magne´tique au bord d’un
re´seau carre´, en utilisant une extension des statistiques de dime`res [Wu 1966, Wu 1966,
McCoy et Wu 1967a, Cheng et Wu 1967, McCoy et Wu 1967b, McCoy et Wu 1973]. En uti-
lisant la matrice de transfert et la repre´sentation spinorielle, Abraham a lui aussi pu traiter
certains proble`mes de conditions au bord fixes, correspondant a` un champ magne´tique infini
[Abraham 1980, Abraham 1982, Abraham 1988]. D’autres approches ont aussi e´te´ propose´es
dans le cadre de la the´orie quantique de champs [Chatterjee 1990] ou la the´orie des champs
conforme [Konk et al. 1996]. Nous allons propose´ une me´thode alternative pour re´soudre ce
proble`me, en ge´ne´ralisant la me´thode propose´e par V.N. Plechko [Plechko 1985].
Dans ce chapitre nous allons nous inte´resser au mode`le d’Ising 2d sur un re´seau carre´ L×L,
auquel on ajoute un champ magne´tique hn sur un bord. Aucune hypothe`se n’est faite a
priori sur le champ magne´tique, qui peut e´ventuellement eˆtre inhomoge`ne. Les constantes
de couplage sont J1 suivant la direction m et J2 suivant la direction n. Les conditions aux
bords sont les suivantes :
– Bords pe´riodiques dans la direction n : σmL+1 = σm1 ;
– Bords libres dans la direction m, formellement e´quivalent a` σ0n = σL+1n = 0 ;
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– Champ magne´tique hn sur les sites σ1n.
Fig. 2.1 – Description du mode`le.
Le re´seau ainsi obtenu est pre´sente´ sur la figure 2.1. Le hamiltonien conside´re´ s’e´crit
alors :
H = −J1
L∑
m,n=1
σmnσm+1n − J2
L∑
m,n=1
σmnσmn+1 −
L∑
n=1
hnσ1n. (2.1)
Le but de notre chapitre est donc de calculer
Z =
∑
{σmn}
exp(−βH) et − βfint = lnZ, (2.2)
avec β = 1/kbT . Comme nous l’avons vu dans le chapitre pre´ce´dent, il est utile de de´velopper
la fonction de partition pour e´crire, en utilisant σ2 = 1 :
Z = [cosh(βJ1) cosh(βJ2)]L
2
L∏
n=1
cosh(βhn)×Q, (2.3)
Q def=
∑
{σ}
[
L∏
n=1
(1 + unσ1n)
L∏
m,n=1
(1 + t1σmnσm+1n)(1 + t2σmnσmn+1)
]
, (2.4)
avec t1 = tanh(βJ1), t2 = tanh(βJ2) et un = tanh(βhn). La fonctionQ est appele´e la fonction
de partition re´duite du syste`me, et c’est elle que nous allons calculer.
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2.2 Repre´sentation mixte de la fonction de partition
2.2.1 Fermionisation
Comme pour le cas du mode`le d’Ising a` champ nul, la premie`re e´tape consiste en l’ob-
tention d’une repre´sentation mixte de la fonction de partition re´duite, en terme de spins et
de variables de Grassmann. Le point-clef est l’identite´ suivante, qui de´couple les spins en
inse´rant une paire de variables de Grassmann (a, a∗) :
1 + tσσ′ =
∫
da∗da(1 + aσ)(1 + ta∗σ′)eaa
∗
= Tr[(1 + aσ)(1 + ta∗σ′)]. (2.5)
On “fermionise” la fonction de partition en inse´rant cette identite´ dans chacun des termes de
la fonction de partition re´duite (2.4).
Soient les variables de lien
ψ(1)mn
def
= 1 + t1σmnσm+1n, (2.6)
ψ(2)mn
def
= 1 + t2σmnσmn+1. (2.7)
En appliquant la relation (2.5), on obtient :
ψ(1)mn = Tr
[
AmnA
∗
m+1n
]
, (2.8)
ψ(2)mn = Tr
[
BmnB
∗
mn+1
]
, (2.9)
avec les monoˆmes
Amn
def
= 1 + amnσmn, A
∗
mn
def
= 1 + t1a
∗
m−1nσmn, (2.10)
Bmn
def
= 1 + bmnσmn, B
∗
mn
def
= 1 + t2b
∗
mn−1σmn. (2.11)
Les indices des monoˆmes correspondent a` ceux du spin qu’ils contiennent. La fonction de
partition re´duite s’e´crit alors
Q =
∑
{σ}
L∏
m=1
L∏
n=1
[(
Tr
{a,a∗}
AmnA
∗
m+1n
)(
Tr
{b,b∗}
BmnB
∗
mn+1
)]
. (2.12)
2.2.2 Re´organisation du produit
Apre`s avoir introduit les variables de Grassmann, le but est de regrouper les termes
contenant les meˆmes spins, afin de pouvoir effectuer simplement la trace sur les spins.
Pour cela, on utilise l’organisation en miroir introduite par Plechko et on de´place les objets
anticommutants [Plechko 1985, Plechko 1988]. Ces ope´rations ne sont applicables qu’avec
l’ope´rateur trace Tr. Par exemple les fonctions ψ
(1)
mn et ψ
(2)
mn sont re´elles, ainsi elles commutent
entre elles. Nous pouvons e´crire de meˆme
ψ(1)mnψ
(2)
mn = Tr
[
(AmnA
∗
m+1n)(BmnB
∗
mn+1)
]
.
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A` l’inte´rieur des crochets [. . . ], les deux groupes (AmnA
∗
m+1n) et (BmnB
∗
mn+1) peuvent eˆtre
de´place´s librement, puisque nous effectuerons finalement la trace sur chacun d’eux inde´pen-
damment, conduisant a` des quantite´s re´elles et donc commutantes. Ces quantite´s peuvent
alors de´place´es et inse´re´es librement. On a par exemple
ψ(1)mnψ
(2)
mn = ψ
(2)
mnψ
(1)
mn, (2.13)
= Tr
[
(AmnA
∗
m+1n)(BmnB
∗
mn+1)
]
= Tr
[
(BmnB
∗
mn+1)(AmnA
∗
m+1n)
]
,
= Tr
[
(Bmn(AmnA
∗
m+1n)B
∗
mn+1)
]
= Tr
[
(Amn(BmnB
∗
mn+1)A
∗
m+1n)
]
,
ou` les parenthe`ses (. . . ) de´finissent les groupes de variables de Grassmann commutants. De
manie`re plus ge´ne´rale, si {(OiO∗i )}i=1..3 sont trois groupes commutants d’objets anticommu-
tants, on obtient la syme´trie miroir introduite par Plechko :
(O∗1O1)(O∗2O2)(O∗3O3) = (O∗1(O∗2(O∗3O3)O2)O1) (2.14)
= (O∗3(O∗2(O∗1O1)O2)O3).
Afin d’obtenir une expression valable pour toute taille L du syste`me, il est ne´cessaire de
traiter avec soin les termes de bords. Dans la direction n, paralle`le a` la ligne de champ
magne´tique, la variable de lien correspondante peut s’e´crire
ψ
(2)
mL = Tr
[
BmLB
∗
mL+1
]
= Tr [B∗m1BmL] , (2.15)
avec B∗m1 = 1+t2b
∗
m0σm1. L’e´galite´ (2.15) associe´e aux de´finitions (2.10) conduit a` la condition
au bord pour les variables de Grassmann :
b∗m0 = −b∗mL. (2.16)
Ainsi la condition au bord pe´riodique pour les spins se traduit par une condition antipe´rio-
dique pour les variables de Grassmann. Dans la direction m, transverse a` la ligne de champ
magne´tique, nous avons impose´ une condition au bord libre. Cela implique
a∗0n = 0, (2.17)
et on a donc A∗1n = 1.
On introduit la notation suivante pour les produits oriente´s :
−→
N∏
k=1
Ak = A1 · A2 · · ·AN ,
←−
N∏
k=1
Ak = AN · AN−1 · · ·A1.
A` partir des de´finitions (2.10), on trouve pour le premier terme de bord :
L∏
n=1
ψ
(1)
Ln = Tr
[−−−→∏L
n=1ALn
]
. (2.18)
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De meˆme on a
L∏
m=1
ψ
(2)
mL = Tr

−→L∏
m=1
B∗m1BmL

 . (2.19)
En utilisant la syme´trie miroir (2.14) on peut re´e´crire ce terme comme :
L∏
m=1
ψ
(2)
mL = Tr

−→L∏
m=1
B∗m1 ·
←−
L∏
m=1
BmL

 . (2.20)
Le produit Π∂ des termes (2.18) et (2.20) peut lui aussi eˆtre re´organise´ suivant
Π∂ =
L∏
n=1
ψ
(1)
Ln ·
L∏
m=1
ψ
(2)
mL, (2.21)
= Tr

−→L∏
m=1
B∗m1
(
L∏
n=1
ψ
(1)
Ln
)←−
L∏
m=1
BmL

 , (2.22)
= Tr



−→L∏
m=1
B∗m1

 ·

−→L∏
n=1
ALn

 ·

←−L∏
m=1
BmL



 . (2.23)
A` pre´sent nous allons effectuer le meˆme genre de manipulation sur les termes de bulk. En
utilisant (2.10) et (2.14), on a :
L∏
m=1
ψ(2)mn = Tr

−→L∏
m=1
BmnB
∗
mn+1

 = Tr

←−L∏
m=1
Bmn
−→
L∏
m=1
B∗mn+1

 . (2.24)
On a alors :(
L−1∏
n=1
L∏
m=1
ψ(2)mn
)
Π∂ = Tr



−→L∏
m=1
B∗m1

 ·
−→
L−1∏
n=1
(
ALn
L∏
m=1
ψ(2)mn
)
ALL ·

←−L∏
m=1
BmL



 ,
= Tr



−→L∏
m=1
B∗m1

 ·
−→
L−1∏
n=1

ALn
←−
L∏
m=1
Bmn
−→
L∏
m=1
B∗mn+1

ALL ·

←−L∏
m=1
BmL



 .
En regroupant les termes contenant le meˆme indice m cette expression s’e´crit :
(
L−1∏
n=1
L∏
m=1
ψ(2)mn
)
Π∂ =
∏
dn = 1L



−→L∏
m=1
B∗mn

ALn

←−L∏
m=1
Bmn



 . (2.25)
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Il reste maintenant a` ajouter les produits sur les ψ
(1)
mn. On a :
Π =
(
L−1∏
m=1
L∏
n=1
ψ(1)mn
)(
L∏
m=1
L−1∏
n=1
ψ(2)mn
)
Π∂ =
−→
L∏
n=1



−→L−1∏
m=1
B∗mnψ
(1)
mn

B∗nLALn

←−L∏
m=1
Bmn



 .
En utilisant (2.10), on peut re´organiser une partie du produit pre´ce´dent :
−→L−1∏
m=1
B∗mnψ
(1)
mn

B∗nLALn =
−→
L−1∏
m=1
(
B∗mnAnmA
∗
m+1n
)
B∗nLALn, (2.26)
= B∗1nA1n
−→
L∏
m=2
A∗mnB
∗
mnAmn. (2.27)
On trouve alors :
Π =
−→
L∏
n=1

B∗1nA1n

−→L∏
m=2
A∗mnB
∗
mnAmn
←−
L∏
m=2
Bmn

B1n

 . (2.28)
En fait, comme nous n’avons pas encore traite´ le terme (1 + unσ1n) provenant du champ
magne´tique au bord, nous avons simplement applique´ la me´thode de Plechko [Plechko 1985]
dans le cas des conditions aux bords pe´riodiques/libres. Ce terme magne´tique n’ayant pas
encore e´te´ fermionise´, il peut eˆtre inse´re´ dans le produit sur n.
Apre`s ces manipulations alge´briques, on obtient la repre´sentation mixte de la fonction de
partition re´duite, contenant a` la fois des variables commutantes (les spins) et anticommu-
tantes (les variables de Grassmann) :
Q[h] = Tr
{σmn}
Tr

−→L∏
n=1
B∗1nA1n(1 + unσ1n)

−→L∏
m=2
A∗mnB
∗
mnAmn ·
←−
L∏
m=2
Bmn

B1n

 . (2.29)
Les termes contenant les spins σmn sont organise´s de sorte que la trace sur les spins peut
eˆtre effectue´e. Cette expression est la base du travail pre´sente´e dans cette partie.
2.3 Repre´sentation fermionique de la fonction de par-
tition
Le point-clef de la formule (2.29) est que sa structure permet de calculer ite´rativement
la trace sur les spins, conduisant a` une repre´sentation purement fermionique de la fonction
de partition re´duite.
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2.3.1 Trace sur les spins du bulk
Dans le formule (2.29), on constate que tous les termes contenant le spin σLn sont re-
groupe´s : on peut donc commencer par tracer sur ce spin. Or on a l’e´galite´
A∗mnB
∗
mnAmnBmn = (1 + ta
∗
m−1nσmn)(1 + tb
∗
mn−1σmn)(1 + amnσmn)(1 + bmnσmn).
La trace sur le spin σmn = ±1 conduit a` l’exponentielle d’une forme quadratique :
Tr
σmn
[A∗mnB
∗
mnAmnBmn] = exp(Qmn), (2.30)
avec
Qmn = amnbmn + t1t2a
∗
m−1nb
∗
mn−1 + (t1a
∗
m−1n + t2b
∗
mn−1)(amn + bmn). (2.31)
Ainsi, apre`s la premie`re trace sur le spin σLn, on obtient l’exponentielle d’une forme quadra-
tique, qui commute avec tous les autres termes de la repre´sentation mixte de la fonction de
partition. Apre`s avoir sorti cette partie commutante, les termes contenant le spin σL−1n sont
alors regroupe´s, et ainsi de suite. C’est cette organisation du produit permettant de faire les
traces partielles sur les spins du bulk qui fait la force de la me´thode de Plechko. On obtient
finalement
Tr
{σmn}m=2..L

−→L∏
m=2
A∗mnB
∗
mnAmn ·
←−
L∏
m=2
Bmn

 = exp
(
L∑
m=2
Qmn
)
. (2.32)
Ainsi apre`s avoir calcule´ la trace sur tous les spins de bulk, la fonction de partition re´duite
s’e´crit
Q[h] = Tr

exp
(
L∑
n=1
L∑
m=2
Qmn
)
·
−→
L∏
n=1
Tr
σ1n
((1 + unσ1n)B
∗
1nA1nB1n)︸ ︷︷ ︸
spins de bord σ1n

 . (2.33)
Maintenant les termes contenant les spins de bord σ1n sont regroupe´s et ordonne´s simplement.
2.3.2 Trace sur les spins du bord
Dans l’expression (2.33), on peut effectuer la trace sur chaque spin inde´pendamment les
uns des autres, conduisant a` :
Tr
σ1n
[(1 + unσ1n)B
∗
1nA1nB1n] = 1 + a1nb1n + t2b
∗
1n−1(a1n + b1n) + unLn + unt2b
∗
1n−1a1nb1n,
Ln = a1n + b1n + t2b
∗
1n−1. (2.34)
La pre´sence du champ magne´tique sur le bord introduit un terme line´aire en variables de
Grassmann, Ln, qui ne commute plus
30. Il faut alors calculer le produit dans (2.33) avec soin.
30Nous verrons plus loin que c’est l’apparition de ce terme line´aire qui est a` l’origine de l’e´chec de cette
me´thode dans le cas d’un champ magne´tique dans le bulk.
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Nous pouvons changer artificiellement les conditions aux bords libres en des conditions aux
bords pe´riodiques. Cela simplifiera les calculs a` venir, notamment pour les transformations
de Fourier. La partie quadratique de l’expression (2.34) est e´gale a` Q1n avec condition aux
bords libres (a∗0n = 0). En effet, on peut e´crire
Q1n = Q
p
1n − t1a∗LnLn, (2.35)
Q
p
1n = a1nb1n + t1t2a
∗
0nb
∗
1n−1 + (t1a
∗
0n + t2b
∗
1n−1)(a1n + b1n), (2.36)
ou` l’on a cette fois a∗0n = a
∗
Ln. La quantite´ quadratique Q
p
1n correspond a` une condition
pe´riodique sur les variables de Grassmann, ce qui correspond a` une condition aux bords
antipe´riodique sur les spins. On a alors :
Tr
σ1n
[(1 + unσ1n)B
∗
1nA1nB1n] = exp (Q
p
1n + unLn − t1a∗LnLn) . (2.37)
La correction a` la condition libre est contenue dans le terme −t1a∗LnLn.
2.3.3 Repre´sentation fermionique du champ magne´tique
Nous allons a` pre´sent introduire une paire de variables de Grassmann (h˜n, h˜
∗
n) associe´e
au champ magne´tique sur le bord, en utilisant l’identite´
exp(unLn) = 1 + unLn =
∫
dh˜∗ndh˜n (1 + unh˜n)(1 + h˜
∗
nLn)e
h˜nh˜∗n. (2.38)
Pour chacun des termes du produit de (2.33), on trouve alors
Tr
σ1n
[(1 + unσ1n)B
∗
1nA1nB1n] = Tr
h˜n,h˜∗n
[
exp
(
Q
p
1n + (h˜
∗
n − t1a∗Ln)Ln + unh˜n
)]
.
La structure de l’argument de l’exponentielle conduit naturellement a` effectuer une transla-
tion du champ magne´tique fermionique, suivant
Hn = h˜n, H
∗
n = h˜
∗
n − ta∗Ln, (2.39)
ce qui conduit a` :
−→
L∏
n=1
Tr
σ1n
[(1 + unσ1n)B
∗
1nA1nB1n] = Tr
Hn,H∗n

exp
(
L∑
n=1
Q
p
1n +H
∗
nLn +Hnt1a
∗
Ln
)
·
−→
L∏
n=1
eunHn

 .
Le terme Hnt1a
∗
Ln provient de la de´finition de l’ope´rateur trace : h˜nh˜
∗
n = Hn(H
∗
n + ta
∗
Ln). Le
produit d’exponentielles peut eˆtre re´e´crit, pour faire apparaˆıtre une action non locale sur le
bord :
−→
L∏
n=1
eunHn = exp
(
L∑
n=1
unHn +
L−1∑
m=1
L∑
n=m+1
umunHmHn
)
. (2.40)
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En reportant l’e´quation (2.40) dans (2.33), nous obtenons une repre´sentation de la fonction
de partition re´duite uniquement au moyen de variables de Grassmann :
Q[h] =
∫
Da∗DaDb∗DbDH∗DH expS[a, a∗, b, b∗, H,H∗], (2.41)
avec l’action fermionique S de´finie par :
S =
L∑
mn=1
(Qpmn + amna
∗
mn + bmnb
∗
mn) +
L∑
n=1
H∗nLn +
L∑
n=1
Hnt1a
∗
Ln
+
∑
m<n
umunHmHn +
L∑
n=1
HnH
∗
n.
(2.42)
Cette action peut eˆtre se´pare´e en trois termes,
S = Sbulk + Sint + Sfield (2.43)
avec
Sbulk =
L∑
mn=1
(Qpmn + amna
∗
mn + bmnb
∗
mn), (2.44)
Sint =
L∑
n=1
H∗nLn +
L∑
n=1
Hnt1a
∗
Ln, (2.45)
Sfield =
∑
m<n
umunHmHn +
L∑
n=1
HnH
∗
n. (2.46)
Ainsi la fonction de partition est re´duite a` une inte´grale gaussienne sur un ensemble de
variables de Grassmann. De plus la structure de l’action obtenue permet d’inte´grer tout
d’abord l’action Sbulk +Sint sur les variables de Grassmann du bulk, (a, a∗, b, b∗), conduisant
ainsi a` une nouvelle action gaussienne unidimensionnelle, ne de´pendant plus que du champ
magne´tique fermionique.
2.4 Mode`le d’Ising 1d avec champ magne´tique homo-
ge`ne
La manie`re de calculer (2.41) est en fait tre`s proche de la re´solution du mode`le d’Ising
1d avec un champ magne´tique, en utilisant les alge`bres de Grassmann. C’est la raison pour
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laquelle nous allons nous inte´resser a` ce proble`me dans cette section. D’autre part comme on
connaˆıt la solution de ce mode`le par la matrice de transfert, cela nous permettra de ve´rifier
que la me´thode est correcte.
Le syste`me est une ligne de spins classiques, couple´s par une constante de couplage J . La
longueur de la chaˆıne est note´e L, suppose´e paire, et on choisit d’avoir des conditions aux
bords pe´riodiques sur les spins. Sur chaque site, on applique un champ magne´tique h. Le
de´veloppement de la fonction de partition permet de se ramener a` l’e´tude d’une fonction
de partition re´duite. En introduisant t = tanhβJ et u = tanhβh, la diagonalisation de la
matrice de transfert conduit a` [Baxter 1982] :
2LQ1d(h) =
(
1 + t+
√
(1− t)2 + 4tu2
)L
+
(
1 + t−
√
(1− t)2 + 4tu2
)L
. (2.47)
En introduisant comme pre´ce´demment une paire de variables de Grassmann (an, a
∗
n) pour
chaque lien entre les spins de la ligne, et une paire de variables (Hn, H
∗
n) pour le champ
magne´tique, on obtient une expression similaire a` (2.41) pour le cas 1d :
Q1d(h) =
∫
Da∗DaDH∗DH exp(Sbulk + Sint + Sfield), (2.48)
avec
Sbulk =
L∑
n=1
(ana
∗
n + ta
∗
n−1an), Sint =
∑
n
H∗nLn,
Sfield =
∑
n
HnH
∗
n + u
2
∑
m<n
HmHn, Ln = an + ta
∗
n−1.
La pe´riodicite´ des spins se traduit par des conditions aux bords antipe´riodiques sur les
variables de Grassmann an et Hn. On re´alise alors un changement de base pour ces variables,
qui s’apparente a` une transformation de Fourier discre`te pour des variables de Grassmann :
an =
1√
L
L−1∑
q=0
rn
q+ 1
2
aq+ 1
2
, (2.49)
Hn =
1√
L
L−1∑
q=0
rn
q+ 1
2
Hq+ 1
2
, (2.50)
avec rq = e
ipiq/L. Dans cette nouvelle base, l’action fermionique s’e´crit :
Sbulk + Sint =
L/2−1∑
q=0
(1− trq+ 1
2
)aq+ 1
2
a∗
q+ 1
2
+ (1− tr¯q+ 1
2
)a−q− 1
2
a∗−q− 1
2
+
L/2−1∑
q=0
H∗
q+ 1
2
(aq+ 1
2
+ tr¯q+ 1
2
a∗−q− 1
2
) +
L/2−1∑
q=0
H∗−q− 1
2
(a−q− 1
2
+ trq+ 1
2
a∗
q+ 1
2
),
(2.51)
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ou` la barre de´signe le complexe conjugue´. La somme non locale qui apparaˆıt dans l’action
Sfield s’e´crit dans la base de Fourier :
∑
m<n
HmHn =
L−1∑
q=0
1
rq+ 1
2
− 1Hq+ 12H−q− 12 =
L/2−1∑
q=0
(
1
rq+ 1
2
− 1 −
1
r¯q+ 1
2
− 1
)
Hq+ 1
2
H−q− 1
2
.
La somme (2.51) se se´pare en blocs inde´pendants de quatre variables de Grassmann
(aq+ 1
2
, a∗
q+ 1
2
, a−q− 1
2
, a∗−q− 1
2
). Pour calculer les inte´grales de chacun de ces blocs, on utilise
une inte´grale gaussienne translate´e sur les variables de Grassmann :∫
da∗da db∗db exp(αaa∗ + α¯bb∗ + va+ v∗a∗ + wb+ w∗b∗) = αα¯ exp
(
−ww
∗
α¯
− vv
∗
α
)
,
ou` (v, v∗, w, w∗) sont des variables de Grassmann et (α, α¯), deux nombres complexes inde´-
pendants. On obtient alors :
Q1d(h) = Q1d(0)
∫
DH∗DH exp
( L/2−1∑
q=0
Hq+ 1
2
H∗
q+ 1
2
+H−q− 1
2
H∗−q− 1
2
+ γ1d
q+ 1
2
H∗−q− 1
2
H∗
q+ 1
2
+ u2δq+ 1
2
Hq+ 1
2
H−q− 1
2
)
,
(2.52)
avec
Q1d(0) =
L/2−1∏
q=0
|1− trq+ 1
2
|2, γ1d
q+ 1
2
=
2it sin θq+ 1
2
1− 2t cos θq+ 1
2
+ t2
, (2.53)
δq+ 1
2
= −i cot
(
1
2
θq+ 1
2
)
, θq+ 1
2
=
2π
L
(
q +
1
2
)
. (2.54)
La dernie`re inte´grale sur les variables (H,H∗) se calcule facilement en utilisant∫
da∗da db∗db exp(aa∗ + bb∗ + αa∗b∗ + βab) = 1− αβ, (2.55)
avec (a, a∗, b, b∗) des variables de Grassmann, α et β deux nombres complexes. Apre`s simpli-
fication on trouve :
Q1d(h) =
L/2−1∏
q=0
(
1 + t2 − 2t cos θq+ 1
2
+ 4tu2 cos2
(
1
2
θq+ 1
2
))
. (2.56)
Dans la limite thermodynamique sur la formule (2.56) on a :
− βf∞1d(u) = lim
L→∞
1
N
lnQ ≃
∫ pi
0
dθ
2π
ln
(
1 + t2 + 2u2t− 2t(1− u2) cos θ), (2.57)
ce qui conduit, apre`s inte´gration [Gradshteyn et Ryzhik 1994], a` la formule :
− βf∞1d(u) = ln
[
1 + t+
√
4u2t+ (1− t)2
2
]
, (2.58)
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qui correspond exactement a` ce que l’on obtient a` partir de l’expression (2.47), dans la limite
thermodynamique.
Pour le cas 1d, l’utilisation des variables de Grassmann ne simplifie rien, au contraire, mais
elle permet de valider la manie`re dont on traite le champ magne´tique dans le cadre des
alge`bres de Grassmann. Nous verrons d’autre part que la re´solution du cas 2d se fait de
fac¸on similaire.
2.5 Inte´gration sur les variables de bulk : interaction
effective
Dans cette partie, nous calculons l’inte´grale gaussienne donnant Q (2.41). Pour cela on
commence par re´duire le nombre de variables de Grassmann par lien, puis nous inte´grons sur
les variables de bulk pour obtenir une action 1d, exprime´e en terme du champ magne´tique
fermionique. Enfin, dans le cas d’un champ magne´tique au bord homoge`ne, nous montrerons
que l’on retrouve les re´sultats de McCoy et Wu.
2.5.1 Re´duction du nombre de variables de Grassmann
Dans le cas 2d, il est possible de re´duire le nombre de variables par lien en inte´grant par
exemple sur les variables (amn, bmn) en utilisant l’identite´ :∫
dbda eab+aL+bL¯ = eL¯L. (2.59)
Puisque la mesure originale est db∗dbda∗da, de´placer le terme db a` la droite de da∗ induit un
changement de signe global. Apre`s l’inte´gration, on renomme les variables, suivant cmn = a
∗
mn
et c∗mn = −b∗mn : le jacobien de cette transformation entraˆıne lui aussi un changement de signe,
qui compense le premier. Apre`s inte´gration les nouvelles actions sont :
Sbulk =
L∑
m,n=1
cmnc
∗
mn + (c
∗
mn + cmn)(t1cm−1n − t2c∗mn−1)− t1t2cm−1nc∗mn−1, (2.60)
Sint =
L∑
n=1
t1Hnc0n + (t2c
∗
1n−1 + c
∗
1n + c1n)H
∗
n, (2.61)
Sfield =
∑
m<n
umunHmHn +
L∑
n=1
HnH
∗
n. (2.62)
Comme dans le cas 1d, on fait un changement de base pour travailler dans la base de Fourier.
Afin de respecter les conditions aux bords, on pose :
cmn =
1
L
L−1∑
p,q=0
rmp r
n
q+ 1
2
cpq+ 1
2
, c∗mn =
1
L
L−1∑
p,q=0
r¯mp r¯
n
q+ 1
2
c∗
pq+ 1
2
. (2.63)
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q + 1/2
p
(0, 0)
(L,L− 1)
Fig. 2.2 – Domaine d’inte´gration pour les modes de Fourier, dans le cas ou` L est pair(L=6).
L’ensemble des modes S1 correspond aux points blancs. Les autres modes (ensemble S2) sont
obtenus a` partir de S1 par la syme´trie (p+ 1/2, q)→ (L− p, L− q − 1/2) modulo L.
Par exemple l’action du bulk devient :
Sbulk =
L−1∑
p,q=0
(
1− t2r¯p − t1rq+ 1
2
− t1t2r¯prq+ 1
2
)
cpq+ 1
2
c∗
pq+ 1
2
+
− t2r¯pcpq+ 1
2
cL−pL−q− 1
2
+ t1rq+ 1
2
c∗
pq+ 1
2
c∗
L−pL−q− 1
2
.
(2.64)
On note un couplage entre les modes (p, q + 1
2
) et (L − p, L − q − 1
2
) ∼ (−p,−q − 1
2
).
Tout comme dans le cas 1d, la somme peut eˆtre vue comme une somme sur des blocs
inde´pendants ne contenant que les variables cpq+ 1
2
, c−p−q− 1
2
, c∗
pq+ 1
2
et c∗−p−q− 1
2
. Ces blocs sont
en effet inde´pendants si l’on se restreint aux modes (p, q) correspondant aux points blancs de
la figure 2.2 (ensemble S1). Dans ce cas les ensembles S1 et S2 remplissent comple`tement la
zone de Brillouin, e´vitant ainsi un double comptage. En restreignant les sommes a` l’ensemble
S1, on obtient
Sbulk =
∑
p,q∈S1
(
αpq+ 1
2
cpq+ 1
2
c∗
pq+ 1
2
+ α¯pq+ 1
2
c−p−q− 1
2
c∗−p−q− 1
2
+ β(1)p cpq+ 1
2
c−p−q− 1
2
+β
(2)
q+ 1
2
c∗
pq+ 1
2
c∗−p−q− 1
2
)
,
(2.65)
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avec
αpq+ 1
2
= 1− t1r¯p − t2rq+ 1
2
− t1t2r¯prq+ 1
2
, (2.66)
β(1)p = t1(rp − r¯p), (2.67)
β(2)p = t2(rq − r¯q). (2.68)
D’autre part l’action d’interaction devient
Sint = 1
L
∑
p,q∈S1
cpq+ 1
2
(rpH
∗
q+ 1
2
− t1H−q− 1
2
) + c∗
pq+ 1
2
r¯p(1 + t2rq+ 1
2
)H∗−q− 1
2
+ c−p−q− 1
2
(r¯pH
∗
−q− 1
2
− t1Hq+ 1
2
) + c∗−p−q− 1
2
rp(1 + t2a
¯
rrq+ 1
2
)H∗
q+ 1
2
.
(2.69)
La dernie`re action, Sfield, est la meˆme que dans le cas 1d et s’e´crit :
Sfield =
L/2−1∑
q=0
Hq+ 1
2
H∗
q+ 1
2
+H−q− 1
2
H∗−q− 1
2
+
L−1∑
q,q′=0
∆q,q′[u]Hq+ 1
2
Hq′+ 1
2
, (2.70)
avec
∆q,q′ [u] =
1
L
∑
m<n
umunr
m
q+ 1
2
rn
q′+ 1
2
. (2.71)
2.5.2 Inte´gration des variables de bulk : action 1d effective
Apre`s ces manipulations alge´briques, nous pouvons inte´grer l’action Sbulk + Sint. Pour
cela on utilise une nouvelle fois une inte´grale gaussienne translate´e sur des variables de
Grassmann, semblable a` la formule (2.52) :∫
da∗da db∗db exp(αaa∗ + α¯bb∗ + βab+ β¯a∗b∗ + av + bw + a∗v∗ + b∗w∗)
= (αα¯− ββ¯) exp
[
1
αα¯− ββ¯
(
α¯v∗v + αw∗w + β¯vw + βv∗w∗
)]
. (2.72)
On obtient ainsi∫
Dc∗Dc eSbulk+Sint =
∏
p,q∈S1
(
αpq+ 1
2
α¯pq+ 1
2
− β(1)p β(2)q+ 1
2
)
× exp
(
γpq+ 1
2
H∗−q− 1
2
H∗
q+ 1
2
+λpq+ 1
2
Hq+ 1
2
H∗
q+ 1
2
+ λ¯pq+ 1
2
H−q− 1
2
H∗−q− 1
2
+ ǫpq+ 1
2
H−q− 1
2
Hq+ 1
2
)
,
(2.73)
avec les coefficients
γpq+ 1
2
=
1
L
1
αpq+ 1
2
α¯pq+ 1
2
− β(1)p β(2)q+ 1
2
(
−αpq+ 1
2
(1 + t2r¯q+ 1
2
) + α¯pq+ 1
2
(1 + t2rq+ 1
2
)
+β(1)p (1 + t2rq+ 1
2
)(1 + t2r¯q+ 1
2
) + β¯
(2)
q+ 1
2
)
,
(2.74)
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et
λpq+ 1
2
=
1
L
1
αpq+ 1
2
α¯pq+ 1
2
− β(1)p β(2)q+ 1
2
(
t1rpβ
(2)
q+ 1
2
+ t1rpαpq+ 1
2
(1 + t2r¯q+ 1
2
)
)
, (2.75)
ǫpq+ 1
2
=
1
L
t21βq+ 1
2
αpq+ 1
2
α¯pq+ 1
2
− β(1)p β(2)q+ 1
2
. (2.76)
Le produit qui apparaˆıt en teˆte du produit (2.73) est en fait, a` des termes de bords pre`s, la
fonction de partition de bulk a` champ nul Q0 et s’e´crit :
Q20 =
L−1∏
p,q=0
[
(1 + t21)(1 + t
2
2)− 2t1(1− t22) cos θp − 2t2(1− t21) cos θq+ 1
2
]
. (2.77)
En champ nul, dans la limite thermodynamique, la fonction de partition admet un poˆle pour
la tempe´rature solution de l’e´quation
(1 + t21)(1 + t
2
2)− 2t1(1− t22)− 2t2(1− t21) = 0.
En particulier, dans le cas ou` le couplage est le meˆme dans les deux directions, t1 = t2,
on retrouve l’expression de la tempe´rature critique Tc/J = 1/atanh(
√
2 − 1) ≃ 2.27. On
peut encore simplifier le re´sultat (2.73) en utilisant les proprie´te´s de syme´trie des coefficients
(2.74).
Le coefficient γp,q+ 1
2
ve´rifie :
γp,q+ 1
2
= −γL−p,L−q− 1
2
.
On peut alors e´crire
∑
p,q∈S1
γpq+ 1
2
H∗−q− 1
2
H∗
q+ 1
2
=
L/2−1∑
q=0
γ2d
q+ 1
2
H∗−q− 1
2
H∗
q+ 1
2
,
avec
γ2d
q+ 1
2
=
1
2
L−1∑
p=0
(
γpq+ 1
2
− γp−q− 1
2
)
.
Apre`s simplification, on obtient
γ2d
pq+ 1
2
=
1
L
L−1∑
p=0
2it2 sin θq+ 1
2
(1 + t21)(1 + t
2
2)− 2t1(1− t22) cos θp − 2t2(1− t21) cos θq+ 1
2
. (2.78)
Dans le cas unidimensionnel, les coefficients γ1d correspondent a` des interactions entre plus
proches voisins. Dans le cas 2d, les coefficients γ2d
pq+ 1
2
, plus complexes, jouent le roˆle de
coefficients de Fourier d’une action effective entre les spins de bord, sous l’effet du champ
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magne´tique.
Les coefficients λpq+ 1
2
ont une syme´trie diffe´rente des γpq+ 1
2
λpq+ 1
2
= λ¯−p−q− 1
2
,
qui conduit, apre`s le meˆme genre de manipulations, a` l’expression
Λq+ 1
2
= 1
2
∑L−1
p=0 (λpq+ 12
+ λ¯p−q− 1
2
), (2.79)
Λq+ 1
2
=
t1
L
L−1∑
p=0
(1− t22) cos θp − t1(1 + 2t2 cos θq+ 1
2
+ t22)
(1 + t21)(1 + t
2
2)− 2t1(1− t22) cos θp − 2t2(1− t21) cos θq+ 1
2
. (2.80)
On peut alors e´crire
∑
p,q∈S1
λpq+ 1
2
Hq+ 1
2
H∗
q+ 1
2
+ λ¯pq+ 1
2
H−q− 1
2
H∗−q− 1
2
=
L/2−1∑
q=0
Λq+ 1
2
Hq+ 1
2
H∗
q+ 1
2
+ Λ−q− 1
2
H−q− 1
2
H∗−q− 1
2
.
Enfin on a aussi :
∑
p,q∈S1
ǫpq+ 1
2
H−q− 1
2
Hq+ 1
2
=
L/2−1∑
q=0
t21γ
2d
q+ 1
2
H−q− 1
2
Hq+ 1
2
.
Finalement, a` l’issue de ces manipulations, on a re´duit le proble`me du champ magne´tique
au bord a` une action gaussienne unidimensionnelle, donne´e par
S1d =
L/2−1∑
q=0
[
(1 + Λq+ 1
2
)Hq+ 1
2
H∗
q+ 1
2
+ (1 + Λ−q− 1
2
)H−q− 1
2
H∗−q− 1
2
+γ2d
q+ 1
2
H∗−q− 1
2
H∗
q+ 1
2
− t21γ2dq+ 1
2
Hq+ 1
2
H−q− 1
2
]
+
L−1∑
q,q′=0
∆q,q′[u]Hq+ 1
2
Hq′+ 1
2
,
(2.81)
avec
∆q,q′ [u] =
1
L
∑
m<n
umunr
m
q+ 1
2
rn
q′+ 1
2
.
Cette action a la meˆme forme que celle issue du proble`me 1d (2.51). On note toutefois la
pre´sence de termes additionnels, Λ et −t21γ2d. Ce dernier terme provient de la condition au
bord libre, tandis que les termes Λ re´sultent de l’inte´gration sur les variables de bulk, et
repre´sentent l’effet du bulk ramene´ sur le bord : on peut interpre´ter ces termes comme une
interaction entre deux spins du bord via des boucles d’interaction passant dans le bulk.
Finalement la fonction de partition re´duite du mode`le d’Ising 2d avec un champ magne´tique
quelconque est donne´e par une inte´grale gaussienne unidimensionnelle :
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Q[h] = Q0
∫
dH∗dH exp (S1d) . (2.82)
On peut e´crire aussi :
Q[h] = Q0
〈
exp
(
L−1∑
q,q′=0
∆qq′ [u]Hq+ 1
2
Hq′+ 1
2
)〉
S1d
.
Ce re´sultat ge´ne´ral est valable, nous l’avons de´ja` dit, pour toute configuration du champ
magne´tique, quelque soit la tempe´rature et la taille du syste`me. Elle permet en particulier
d’envisager le cas, encore non re´solu exactement, ou` il existe une interface entre deux orien-
tations du champ magne´tique sur le bord, comme nous le verrons dans le chapitre suivant
[Clusel et Fortin 2005]. Cependant, avant de passer a` ce cas plus complique´, il est ne´cessaire
de ve´rifier que notre me´thode permet de retrouver les re´sultats de´ja` obtenus dans le cas
homoge`ne par McCoy et Wu [McCoy et Wu 1973].
2.6 Cas d’un champ magne´tique homoge`ne au bord
2.6.1 Expression de la fonction de partition et limite thermody-
namique
Dans le cas particulier d’un champ homoge`ne, l’action (2.81) se re´duit a`
S1d =
L/2−1∑
q=0
[
(1 + Λq+ 1
2
)Hq+ 1
2
H∗
q+ 1
2
+ (1 + Λ−q− 1
2
)H−q− 1
2
H∗−q− 1
2
+γ2d
q+ 1
2
H∗−q− 1
2
H∗
q+ 1
2
− t21γ2dq+ 1
2
Hq+ 1
2
H−q− 1
2
]
+ u2
L−1∑
q=0
δq+ 1
2
Hq+ 1
2
H−q− 1
2
,
(2.83)
avec δq+ 1
2
de´fini par l’e´quation (2.54). L’inte´gration sur les diffe´rents blocs inde´pendants
s’effectue exactement comme dans le cas 2d, et l’on obtient finalement
Q(h) = Q0
L/2−1∏
q=0
Zq+ 1
2
(u), (2.84)
avec :
Zq+ 1
2
(u) ≡ (1 + Λq+ 1
2
)(1 + Λ−q− 1
2
) + γ2d
q+ 1
2
(u2δq+ 1
2
− t21γ2dq+ 1
2
). (2.85)
On peut alors factoriser cette expression pour se´parer les effets de bord a` champ nul et la
contribution due au champ magne´tique :
Q(h) = Q0
L/2−1∏
q=0
[
(1 + Λq+ 1
2
)(1 + Λ−q− 1
2
)− t21(γ2dq+ 1
2
)2
] [
1 +
u2δq+ 1
2
γ2d
q+ 1
2
(1 + Λq+ 1
2
)(1 + Λ−q− 1
2
)− t21(γ2dq+ 1
2
)2
]
.
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L’e´nergie libre totale s’e´crit alors :
F (h) = −LkbT ln cosh(βh)− kbT lnQ0 + Lfb + Lffield, (2.86)
ou` fb est un effet de bord pur (inde´pendant du champ magne´tique) :
βfb = − 1
L
L/2−1∑
q=0
ln
[
(1 + Λq+ 1
2
)(1 + Λ−q− 1
2
)− t21(γ2dq+ 1
2
)2
]
, (2.87)
et ffield est la contribution magne´tique a` l’e´nergie libre
βffield = − 1
L
L/2−1∑
q=0
ln
[
1 +
u2δq+ 1
2
γ2d
q+ 1
2
(1 + Λq+ 1
2
)(1 + Λ−q− 1
2
)− t21(γ2dq+ 1
2
)2
]
. (2.88)
Cette de´composition est en accord avec les pre´ce´dents re´sultats de McCoy et Wu
[McCoy et Wu 1973, McCoy et Wu 1967a].
Une ve´rification supple´mentaire est possible en prenant la limite thermodynamique des e´ner-
gies obtenues. Par simplicite´, nous nous limiterons ici au cas ou` les deux constantes de cou-
plage sont identiques (t1 = t2 = t). En utilisant la relation suivante valable pour a > b
[Gradshteyn et Ryzhik 1994],
1
2π
∫ 2pi
0
dθ
a+ b cos θ
=
1√
(a− b)(a+ b) , (2.89)
on obtient :∫ 2pi
0
dθp
2π
1
(1 + t2)2 − 2t(1− t2)(cos θp + cos θq+ 1
2
)
=
1√
R(θq+ 1
2
)
,
avec la fonction R de´finie par :
R(θ) =
[
(1 + t2)2 + 2t(1− t2)(1− cos θ)] [(1 + t2)2 − 2t(1− t2)(1 + cos θ)] . (2.90)
A` partir de cette relation on trouve les expressions des diffe´rents coefficients dans la limite
thermodynamique :
γ2d
q+ 1
2
=
2it sin θq+ 1
2√
R(θq+ 1
2
)
, (2.91)
Λq+ 1
2
= −1
2
+
1
2
(1 + t2)(1− 2t cos θq+ 1
2
− t2)√
R(θq+ 1
2
)
. (2.92)
Avec ces re´sultats, on obtient sans difficulte´ l’expression de la contribution magne´tique a`
l’e´nergie libre, dans la limite thermodynamique :
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− βffield = 1
4π
∫ pi
−pi
dθ ln
(
1 +
4u2t(1 + cos θ)
(1 + t2)(1− 2t cos θ − t2) +√R(θ)
)
. (2.93)
Ce re´sultat est identique a` celui obtenu par McCoy et Wu. La formule (2.88) permet de
calculer nume´riquement les grandeurs thermodynamiques inte´ressantes, comme la chaleur
spe´cifique. La figure 2.3(a) pre´sente par exemple la chaleur spe´cifique pour un syste`me de
taille L = 20 et diffe´rentes valeurs du champ magne´tique : le de´placement du pic observe´
est en bon accord avec des re´sultats ante´rieurs de Au-Yang et Fisher [AY et Fisher 1975].
2.6.2 Fonctions de corre´lation au bord
Dans cette section, on calcule les fonctions de corre´lation spin-spin sur le bord, entre les
sites (1, k) et (1, l), avec k < l. L’inte´reˆt de ce calcul est double : tout d’abord il permet de
calculer, dans la limite thermodynamique, l’aimantation sur le bord, et d’autre part il fournira
les briques e´le´mentaires pour l’e´tude d’un cas de champ inhomoge`ne qui sera pre´sente´e dans
le chapitre suivant.
En partant de l’e´quation (2.4), on a :
〈σ1kσ1l〉 ∝ Tr
σ
[
σ1kσ1le
−βH] , (2.94)
= Tr
σ
[
L∏
m,n=1
ψ(1)mnψ
(2)
mn ·
L∏
n=1
σ1kσ1l(1 + uσmn)
]
.
Dans le cas ou` u 6= 0, on peut e´crire
σ1k(1 + uσ1k) = u(1 +
1
u
σ1k), (2.95)
et on introduit les champs magne´tiques locaux :
un = u+ (u
−1 − u)(δkn + δln). (2.96)
La fonction de corre´lation s’e´crit alors
〈σ1kσ1l〉 ∝ u2Tr
σ
[
L∏
m,n=1
ψ(1)mnψ
(2)
mn ·
L∏
n=1
(1 + unσmn)
]
.
Ainsi, en notant l’analogie avec l’expression (2.4), le calcul des fonctions de corre´lation de
bord se re´duit au calcul de la fonction de partition re´duite du mode`le d’Ising 2d avec cas
particulier de champ magne´tique inhomoge`ne au bord, de´fini par (2.96). La fermionisation
et l’inte´gration sur les variables de bulk sont les meˆmes que pre´ce´demment. Seule l’action 1d
est modifie´e : la diffe´rence apparaˆıt uniquement dans le terme de couplage non local entre
les champs magne´tiques fermioniques Hn :
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(a) L = 20, pour diffe´rents champs magne´tiques.
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(b) H/J = 1.6, pour diffe´rentes tailles.
Fig. 2.3 – Chaleur spe´cifique pour un re´seau carre´, avec J1 = J2. La ligne verticale en
pointille´s indique la position de la tempe´rature critique.
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−→
L∏
m=1
eunHn = exp
[
L∑
n=1
unHn +
L−1∑
m=1
L∑
n=m+1
umunHmHn
]
. (2.97)
En utilisant l’expression des champs magne´tiques locaux (2.96) la somme ordonne´e
s’e´crit :∑
m<n
umunHmHn = u
2
∑
m<n
HmHn + (1− u2)(HkLk +HlLl) + 1− u
2
u2
HkHl,
Lk =
L∑
n=k
Hn −
k−1∑
n=1
Hn. (2.98)
On peut alors de´velopper le produit (2.97) comme :
−→
L∏
n=1
eunHn =
−→
L∏
n=1
euHn ·
[
1 + (1− u2)(HkLk +HlLl) + 1− u
2
u2
HkHl + (1− u2)2HkLkHlLl
]
.
Le premier terme correspond a` un champ magne´tique homoge`ne sur le bord u. On obtient
alors :
〈σ1kσ1l〉 = u2 + u2(1− u2) 〈HkLk +HlLl〉+ (1− u2) 〈HkHl〉
+ u2(1− u2)2 〈HkLkHlLl〉 ,
ou` les fonctions de corre´lation 〈HkHl〉, 〈HkLk〉, et 〈HkLkHlLl〉 sont calcule´es au moyen de
l’action (2.83) :
S1d =
L/2−1∑
q=0
[
(1 + Λq+ 1
2
)Hq+ 1
2
H∗
q+ 1
2
+ (1 + Λ−q− 1
2
)H−q− 1
2
H∗−q− 1
2
+γ2d
q+ 1
2
H∗−q− 1
2
H∗
q+ 1
2
− t2γ2d
q+ 1
2
Hq+ 1
2
H−q− 1
2
]
+ u2
L−1∑
q=0
δq+ 1
2
Hq+ 1
2
H−q− 1
2
,
On peut de meˆme calculer la valeur moyenne d’un spin au bord :
〈σ1k〉 = u+ u(1− u2) 〈HkLk〉 . (2.99)
Ceci permet d’exprimer la fonction de corre´lation connexe au moyen des fonctions de corre´-
lation fermioniques :
〈σ1kσ1l〉c = 〈σ1kσ1l〉 − 〈σ1k〉 〈σ1l〉 (2.100)
= (1− u2) 〈HkHl〉 − u2(1− u2)2 (〈HkLl〉 〈HlLk〉+ 〈HkHl〉 〈LkLl〉) .
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Comme l’action (2.83) est gaussienne, le the´ore`me de Wick s’applique, et la fonction de
corre´lation a` quatre points 〈HkLkHlLl〉 s’exprime donc au moyen des fonctions de corre´lation
a` deux points suivant :
〈HkLkHlLl〉 = 〈HkLk〉 〈HlLl〉 − 〈HkLl〉 〈HlLk〉 − 〈HkHl〉 〈LkLl〉 . (2.101)
En se plac¸ant dans la base de Fourier, en utilisant les de´finitions usuelles, les fonctions de
corre´lation a` deux points s’e´crivent :
〈HkHl〉 = 2i
L
L/2−1∑
q=0
〈
Hq+ 1
2
H−q− 1
2
〉
sin
[
θq+ 1
2
(k − l)
]
,
=
2
L
L/2−1∑
q=0
iγ2d
q+ 1
2
Zq+ 1
2
(u)
sin
[
θq+ 1
2
(k − l)
]
, (2.102)
〈HkLl〉 = − 1
L
L/2−1∑
q=1
iγ2d
q+ 1
2
Zq+ 1
2
(u)
cos[θq+ 1
2
(k − l + 1/2)]
sin(θq+ 1
2
/2)
, (2.103)
〈LkLl〉 = 2
L
L/2−1∑
q=1
iγ2d
q+ 1
2
Zq+ 1
2
(u)
sin[θq+ 1
2
(k − l)]
sin(θq+ 1
2
/2)2
. (2.104)
Ces fonctions de corre´lation, nous le verrons dans le chapitre suivant, sont en fait tre`s utiles
pour e´tudier des configurations du champ magne´tique plus complique´es.
Les figures 2.4 et 2.5 pre´sentent diffe´rentes fonctions de corre´lation calcule´es a` partir de
(2.100).
2.6.3 Limite thermodynamique : aimantation au bord
En prenant la limite thermodynamique des expressions pre´ce´dentes, il est possible d’ob-
tenir des informations sur le comportement de l’aimantation par spin sur le bord, au voisi-
nage de la tempe´rature critique Tc. Pour cela on utilise la de´finition usuelle de l’aimantation,
comme limite de la fonction de corre´lation spin-spin lorsque la se´paration des spins r = |k−l|
est grande :
lim
r→∞
〈σ1kσ1l〉 = m2. (2.105)
Pour obtenir la contribution dominante de l’expression (2.102), au voisinage de Tc, on uti-
lise les expressions des coefficients (2.91) pour calculer Zq+ 1
2
(0) dans (2.102). On de´veloppe
ensuite les diffe´rentes quantite´s autour de tc =
√
2 − 1, dans la phase basse tempe´rature
(t > tc). On e´crit tout d’abord la fonction de corre´lation spin-spin comme une inte´grale :
lim
r→∞
〈σ1kσ1l〉 = 2t
π
∫ pi
0
dθ
sin(θ)
√
R(θ)
S(θ)
sin(θr), (2.106)
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Fig. 2.4 – Fonctions de corre´lation spin-spin au bord (Lx = Ly = L) en e´chelle logarithmique.
Encart : meˆme courbes en e´chelle line´aire.
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Fig. 2.5 – Fonctions de corre´lation spin-spin au bord en e´chelle logarithmique, pour T = Tc,
H/J = 0.1 et diffe´rentes tailles L. Encart : meˆme courbes en e´chelle line´aire.
avec la fonction S(θ) de´finie par
S(θ) =
1
4
[√
R(θ) + (1 + t2)(1− 2t cos θ − t2)
]2
+ 4t4 sin2 θ. (2.107)
En notant ∆t = t−tc, on de´veloppe R et S pour ∆t≪ 1 et θ ≪ 1, puisque c’est la re´gion qui
donne la contribution principale a` l’inte´grale. Pour R, on obtient le de´veloppement suivant :√
R(θ) = ∆t(1 + t2c)(1 + tc +
√
2)
[
1 +
tc(1− t2c)
2(1 + tc +
√
2)
θ˜2 + . . .
]
,
= ∆t(R0 +R2θ˜
2 + . . .),
ou` l’on de´finit θ˜∆t = θ, R0 = (1 + t
2
c)(1 + tc +
√
2) et R2 = tc(1 − t4c)/2. Pour S le meˆme
de´veloppement conduit a` :
S(θ) = ∆t2
(
S0 + S2θ˜
2 + . . .
)
,
avec S0 = 16(3 − 2
√
2) ≃ 2.745 et S2 = 4t4c ≃ 0.118. Le comportement pre`s de Tc de la
fonction de corre´lation a` deux points est donne´ par l’inte´grale suivante :
lim
r→∞
〈σ1kσ1l〉 ≃ 2t∆t
π
∫ ∞
0
dx
xR0
S0(r∆t)2 + S2x2
sin x, (2.108)
≃ R0 t∆t
S2
e
−
q
S0
S2
r∆t
. (2.109)
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Pour r∆t suffisamment petit, on a donc
m ∝ (t− tc)1/2. (2.110)
l’exposant critique ainsi obtenu pour l’aimantation au bord est β = 1/2 : on note que cette
valeur correspond a` un exposant de type champ moyen. On peut de la meˆme manie`re e´valuer
〈σ1k〉 a` Tc et a` champ faible. En effet, en utilisant (2.99), on a dans ces conditions :
〈σ1k〉 ≃ u 〈HkLk〉 = ut
π
∫ pi
0
dθ
(1 + cos θ)
√
R(θ)
S(θ) + 2tu2(1 + cos θ)
√
R(θ)
. (2.111)
D’autre part, a` tc, les fonctions R et S s’e´crivent
R(θ) = 16C0(1− cos θ)(3− cos θ),
S(θ) = 8C0(1− cos θ)
[
3− cos θ +
√
2(1− cos θ)(3− cos θ)
]
,
avec C0 = 17 − 12
√
2 ≃ 0.0294. La` encore, la contribution principale a` (2.111) provient de
θ ≪ 1, ou` le de´nominateur est petit. Dans ce cas nous avons √R(θ) ≃ 4√C0θ et S(θ) ≃
8C0θ
2. En inse´rant ces expressions dans (2.111), la limite u≪ 1 conduit a` :
〈σ1k〉 ≃ ut
π
∫ pi
0
dθ
1√
C0θ + 2tu2
≃ − 2t
π
√
C0
u logu. (2.112)
Les deux re´sultats obtenus dans la limite thermodynamique, l’aimantation (2.110) et la
moyenne (2.112), sont identiques a` ceux obtenus par McCoy et Wu [McCoy et Wu 1973].
2.7 Conclusion
La me´thode pre´sente´e dans cette partie est une ge´ne´ralisation de la me´thode de Plechko.
En donnant un roˆle central a` la repre´sentation de la fonction de partition par une alge`bre de
Grassmann, elle permet d’obtenir une expression ge´ne´rale pour la fonction de partition, au
moyen d’une action gaussienne unidimensionnelle (2.82), valable pour toute configuration du
champ magne´tique. En nous limitant au cas d’un champ homoge`ne, nous avons vu que l’on
peut obtenir l’e´nergie libre du syste`me, valable pour toute taille du syste`me, toute amplitude
du champ magne´tique et toute tempe´rature (2.86). D’autre part il est possible de calculer
les fonctions de corre´lation spin-spin de bord (2.100), pour toutes les valeurs des parame`tres.
Dans la limite thermodynamique, la comparaison avec les re´sultats de McCoy et Wu permet
d’assurer la validite´ de cette me´thode.
Cette me´thode peut de´sormais eˆtre utilise´e pour traiter des configurations de champs ma-
gne´tiques plus complexes, et encore non re´solues exactement par d’autres me´thodes. Dans le
chapitre suivant, nous appliquerons cette me´thode a` un proble`me physique, faisant intervenir
le champ magne´tique inhomoge`ne le plus simple.
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Chapitre 3
Application a` l’e´tude
d’une transition de mouillage
But du chapitre : On cherche a` utiliser la me´thode pre´ce´dente pour e´tudier une
transition de type mouillage, induite par un de´faut du champ magne´tique au bord. La
configuration de ce champ constitue en effet le cas inhomoge`ne le plus simple. A` partir
des grandeurs thermodynamiques ainsi obtenues, on veut de´crire le diagramme de phase
du syste`me.
3.1 Les transitions de mouillage
Une des applications usuelles du mode`le d’Ising est l’e´tude des interfaces entre deux
domaines d’aimantations oppose´es. Ce genre d’e´tude de´passe le simple cadre des syste`mes
magne´tiques, puisque que le mode`le d’Ising peut eˆtre vu comme un mode`le de gaz sur re´seau
[Goldenfeld 1992], ou` les spins +1 repre´sentent par exemple une goutte de liquide et les spins
−1 un bulle de vapeur, les deux phases interagissant uniquement a` courte porte´e. Il s’agit
la` bien e´videmment d’une forte limitation a` la ge´ne´ralisation aux fluides re´els, puisque dans
ces derniers les interactions a` longue porte´e type Van der Waals jouent un roˆle important
dans tous les proble`mes d’interface. L’utilisation des mode`les de gaz sur re´seau pre´sente
ne´anmoins l’avantage de pouvoir utiliser tout l’arsenal nume´rique de´veloppe´ pour les syste`mes
magne´tiques [Landau et al. 2000], ainsi que les me´thodes telles que la the´orie du champ
moyen ou les e´tudes d’e´chelles [Nakanishi et Fisher 1983].
Quoiqu’il en soit l’e´tude per se du de´veloppement d’interfaces dans les domaines magne´tiques
est devenue, depuis les anne´es 70, un the`me de recherche actif tant the´orique que nume´rique.
Sur le plan the´orique, une avance´e majeure a e´te´ faite par D.B. Abraham a` la fin des anne´es
70. En utilisant une approche par la matrice de transfert et les alge`bres de spineurs, Abraham
est parvenu a` re´soudre le mode`le d’Ising 2d en imposant diffe´rentes conditions au bord
fixes [Abraham 1978b, Abraham 1978c, Abraham 1978a]. Il a ainsi pu conside´rer le cas d’un
re´seau d’Ising dans lequel on fixe les spins sur deux bords oppose´s (ce qui est e´quivalent
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a` imposer des champs magne´tiques infinis sur les bords), et ainsi e´tudier le de´veloppement
d’une interface paralle`le aux bords fixes [Abraham 1980]. De nombreuses e´tudes ont alors
suivi [Forgacs et al. 1988, Ebner et al. 1990, Maciolek et Stecki 1996, Abraham et al. 2004].
En particulier, certains re´sultats ont e´te´ obtenus dans le cas ou`, sur un bord, les spins sont
contraints a` une orientation sur une partie et dans la direction oppose´e sur l’autre partie
[Abraham 1982, Abraham 1984] : dans ce cas, le point de changement de direction sur le
bord est une sorte de de´faut qui sert d’encrage a` une interface. Cette dernie`re se de´veloppe
cette fois perpendiculairement au bord.
Dans ce chapitre, nous allons utiliser la me´thode de´veloppe´e au chapitre pre´ce´dent pour
re´soudre exactement, sur re´seau, le cas ou` l’on impose un champ magne´tique fini changeant
d’orientation sur un des bords. Nous verrons que l’on peut ainsi de´crire une transition du
premier ordre au cours de laquelle une interface se de´veloppe, perpendiculairement au bord.
3.2 Mode`le e´tudie´
Le mode`le e´tudie´ dans cette partie de´crit le mouillage induit par un de´faut sur le champ
magne´tique au bord.
3.2.1 Notations
On conside`re un mode`le d’Ising bidimensionnel sur un re´seau carre´, avec la meˆme
constante de couplage J dans les deux directions du re´seau. Le syste`me (voir Fig.3.1) est
de taille Lx × Ly. Comme dans la partie pre´ce´dente, on choisit des conditions aux limites
pe´riodiques suivant la direction n et libre dans la direction m. Enfin, le champ magne´tique
impose´ au bord pre´sente une interface entre le site (1, l) et le site (1, l+1). Il est de´fini par :
hn =
{
+h pour 1 ≤ n ≤ l
−h pour l + 1 ≤ n ≤ Ly.
(3.1)
Le hamiltonien de ce syste`me s’e´crit alors
H = −J
Lx,Ly∑
m,n=1
(σmnσm+1n + σmnσmn+1)−
Ly∑
n=1
hnσ1n,
= −J
Lx,Ly∑
m,n=1
(σmnσm+1n + σmnσmn+1)− h
(
l∑
n=1
σ1n −
Ly∑
n=l+1
σ1n
)
. (3.2)
Il est donc possible d’e´tudier ce syste`me avec la me´thode pre´sente´e au chapitre 2.
3.2.2 E´tude a` tempe´rature nulle
Toutefois, avant de se lancer dans la re´solution exacte de ce mode`le, il est utile de com-
prendre la physique que l’on s’attend a` de´crire, en faisant un raisonnement a` tempe´rature
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Fig. 3.1 – Description du mode`le pour le mouillage.
nulle, ou` aucun effet entropique n’intervient.
Conside´rons tout d’abord le cas ou` le rapport d’aspect du re´seau vaut 1 : Lx = Ly. A` tem-
pe´rature nulle et en l’absence de champ magne´tique au bord, pour une re´alisation du re´seau
d’Ising, l’aimantation totale vaut ±1 : tous les spins sont oriente´s dans la meˆme direction. Si
on ajoute le champ magne´tique (3.8), on facilite l’orientation de chacun des spins du bord
dans le sens de ce champ : pour une partie des spins, celle ou` l’aimantation totale et le champ
sont de meˆme signe, ce champ ne fait que renforcer l’orientation pre´sente en champ nul. Par
contre pour l’autre partie du bord, ou` le champ magne´tique est oppose´ a` l’aimantation totale,
cet effet d’orientation est de´favorise´, a` champ magne´tique suffisamment faible (voir figure
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3.3(a)). Dans ce re´gime, on s’attend donc a` un couˆt e´nerge´tique σint duˆ au champ :
σint = HLy. (3.3)
Si l’on augmente progressivement l’amplitude du champ, on atteint finalement une valeur du
champ magne´tique Hs, ou` il est e´nerge´tiquement favorable pour le syste`me de ce´der a` l’effet
d’orientation du champ magne´tique : on frustre alors le lien ferromagne´tique entre les spins
σn1 et σn2, pour 1 ≤ n ≤ l, comme figure´ sur 3.3(b). Un rapide bilan e´nerge´tique conduit a`
la valeur du champ seuil Hs :
Hs = J
(
1 +
4
Ly
)
. (3.4)
Le couˆt e´nerge´tique de cette interface est alors :
σint = HsLy. (3.5)
Toutefois l’interface ainsi cre´e´e, paralle`le a` la ligne de champ magne´tique, n’est pas force´ment
stable. En effet, si on autorise Lx 6= Ly, il peut eˆtre e´nerge´tiquement favorable pour le syste`me
de de´placer cette interface pour en cre´er une perpendiculaire a` la ligne de champ, entre les
spins σml et σml+1, pour 1 ≤ m ≤ Lx, suivant la valeur du rapport d’aspect ζ = Lx/Ly et
l’amplitude du champ magne´tique. Une fois encore, un simple bilan e´nerge´tique conduit a`
l’expression du rapport d’aspect seuil :
ζs =
1
4
(
1 +
2
Ly
)
. (3.6)
On note que ζs → 1/4 dans la limite thermodynamique : cette valeur est directement relie´e
aux conditions aux bords pe´riodiques dans la direction n. Si l’on avait des conditions libres
dans cette direction, on trouverait 1/2 au lieu de 1/4. L’interpre´tation physique de cette
valeur du rapport d’aspect est facilite´e par l’e´tude de la fonction de corre´lation spin-spin
au bord, dans le cas ou` Lx 6= Ly. Il s’agit d’une simple ge´ne´ralisation du calcul pre´sente´
dans le chapitre pre´ce´dent. Le re´sultat, pre´sente´ sur la figure 3.2, met en e´vidence le cross-
over obtenu en faisant varier le rapport d’aspect du re´seau : pour Lx ≪ Ly, on trouve une
de´croissance exponentielle des correlations. Puis si l’on augmente le rapport d’aspect, ce
comportement exponentiel s’atte´nue pour laisser la place a` une de´croissance beaucoup plus
lente des corre´lations. Le passage entre un comportement type 1d et un comportement type
2d se produit pour ζ ≃ 1/4.
Si ζ < ζs, le champ seuil de´pend du rapport d’aspect du re´seau :
Hs (ζ < ζs) = 4ζJ. (3.7)
Ainsi si ζ < ζs, pour H > Hs, on s’attend a` trouver la situation de´crite sur la figure
3.3(c). On obtient alors deux domaines d’aimantations oppose´es, se´pare´s par une interface.
L’aimantation totale du syste`me est donc nulle.
Donc a` tempe´rature nulle, pour ζ < ζs, on s’attend a` observer une transition entre une
170
3.3. E´tude analytique
−2
−1.5
−1
−0.5
0
0
0.2
0.4
0.6
0.8
1
−14
−12
−10
−8
−6
−4
ln(L
x
/Ly)
r/Ly
ln
(<σ
10
 
σ
1r
>
)
Fig. 3.2 – Fonction de corre´lation au bord, pour T = 2J , H/J = 0.1 et diffe´rents rapports
d’aspect. Noter que le crossover entre un comportement type 1d et un comportement type
2d se fait au passage de ζ = 1/4.
phase d’aimantation non nulle, pour H < Hs(ζ), et une phase d’aimantation nulle pour
H > Hs(ζ). A` tempe´rature nulle, cette transition est du premier ordre, car le parame`tre
d’ordre est discontinu au passage de la transition. Malgre´ les nombreuses e´tudes consacre´es
au proble`me du mouillage dans le mode`le d’Ising, ce cas-la` n’a semble-t-il pas encore e´te´ re´solu
exactement. Cela tient sans doute a` la difficulte´ a` traiter analytiquement les conditions au
bord inhomoge`nes. Il s’agit par contre d’un proble`me accessible par la me´thode pre´sente´e au
chapitre pre´ce´dent.
3.3 E´tude analytique
3.3.1 Principe
La re´solution analytique de ce proble`me est un simple cas particulier de l’e´tude pre´ce´-
dente. L’ide´e est d’essayer de se ramener au cas du champ homoge`ne, afin de clairement
se´parer la contribution du “de´faut” sur le bord.
Pour cela, il faut remarquer que les actions Sbulk (2.44) et Sint (2.45) ne de´pendent pas de
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Fig. 3.3 – Configurations du re´seau a` tempe´rature nulle, sous diffe´rentes conditions.
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Fig. 3.4 – De´finition des domaines T1, C et T2.
la configuration du champ magne´tique au bord, puisque31 :
Sbulk =
L∑
mn=1
(Qpmn + amna
∗
mn + bmnb
∗
mn),
Sint =
L∑
n=1
H∗nLn +
L∑
n=1
Hnt1a
∗
Ln.
La seule de´pendance en la configuration provient d’une partie de l’action propre au champ
Sfield (2.46) :
Sfield =
∑
m<n
umunHmHn︸ ︷︷ ︸
Seule de´pendance en hn
+
L∑
n=1
HnH
∗
n.
Ainsi l’e´tude des diffe´rentes conditions de champs magne´tiques au bord se re´duit a` l’e´tude
de la somme ordonne´e
∑
m<n umunHmHn.
Dans le cas conside´re´ ici, on a :
umun =


−u2 pour (m,n) ∈ T1,
+u2 pour (m,n) ∈ C,
−u2 pour (m,n) ∈ T2,
(3.8)
31On rappelle les notations suivantes : un = tanhβhn, t1 = tanhβJ1 et t2 = tanhβJ2.
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ou` T1, C et T2 sont de´finis sur la figure 3.4. Si on note D = T1∪C ∪T2, on a alors la relation :∑
(m,n)∈D
umunHmHn = u
2
∑
(m,n)∈D
HmHn − 2u2
∑
(m,n)∈T1
HmHn, (3.9)
en utilisant l’anticommutation de Hm et Hn. C’est cette relation (3.9) qui permet de se
ramener au cas d’un champ homoge`ne. La solution exacte de ce mode`le est donc facile a`
obtenir.
3.3.2 Fonction de partition
Une fois l’inte´gration sur les variables de bulk effectue´e, l’action 1d S1d du mode`le s’e´crit,
en utilisant (3.9) :
S1d = Sh(u)− 2u2
∑
(m,n)∈T1
HmHn, (3.10)
ou` Sh est l’action 1d correspond a` un mode`le avec champ magne´tique au bord d’amplitude
h. La fonction de partition du mode`le avec une interface au bord entre le site (1, l) et le site
(1, l + 1) s’e´crit alors :
Q(h, l) = Q0
∫
DHDH¯ exp

Sh(u)− 2u2 ∑
(m,n)∈T1
HmHn

 . (3.11)
Toutes les quantite´s intervenant dans l’action e´tant quadratiques, on peut se´parer l’expo-
nentielle en produit de deux exponentielles. D’autre part, pour toute paire32 de variables de
Grassmann (a, b), on a
eab = 1 + ab.
On obtient alors :
Q(h, l) = Q0
∫
DHDH¯

1− 2u2 ∑
(m,n)∈T1
HmHn

 eSh(u),
= Q(h)− 2u2
∑
(m,n)∈T1
Q0
∫
DHDH¯ HmHneSh(u),
= Q(h)

1− 2u2 ∑
(m,n)∈T1
〈HmHn〉Sh(u)

 .
(3.12)
Les fonctions de corre´lation a` deux points 〈HmHn〉Sh(u) sont celles que l’on a calcule´es au
chapitre pre´ce´dent (2.102). On obtient alors la fonction de partition du mode`le :
32Ce de´veloppement est en fait valable si a et b sont des combinaisons line´aires de variables de Grassmann.
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Q(h, l)
Q(h) = 1 +
4u2
L
L/2−1∑
q=0
iγ2D
q+ 1
2
Zq+ 1
2
(u)
sin θq+ 1
2
l
1− cos θq+ 1
2
. (3.13)
Les coefficients γ2D et Zq+ 1
2
(u) sont respectivement de´finis par les relations (2.78) et (2.85).
Ce calcul illustre bien l’inte´reˆt de la me´thode : une fois le cas du champ homoge`ne re´solu,
l’extension a` ce cas inhomoge`ne est simple. D’autre part le fait d’obtenir le rapport
Q(h, l)/Q(h) permet d’acce´der directement a` la correction due au de´faut sur le bord.
3.3.3 E´nergie libre
L’e´quation (3.13) conduit imme´diatement a` la contribution e´nerge´tique du changement
d’orientation du champ, qu’on appellera dans la suite tension interfaciale :
− βσint = ln

1 + 4u2 1
L
L/2−1∑
q=0
iγ2D
q+ 1
2
Zq+ 1
2
(u)
sin θq+ 1
2
l
1− cos θq+ 1
2

 , (3.14)
qui s’ajoute a` la contribution (2.86) pour donner l’e´nergie libre totale du syste`me. La seule
de´pendence en la position de l’interface e´tant en sin θq+ 1
2
l, l’effet de l’interface est maximal
pour l = Ly/2 (si Ly est pair). On a alors sin θq+ 1
2
l = (−1)q. Dans la suite de ce chapitre
nous nous limiterons a` cette position de l’interface.
Les courbes pre´sente´es sur la figure (3.5(a)) sont les valeurs de l’e´nergie σint/Ly, pour
diffe´rentes tempe´ratures, dans le cas Lx = Ly. On constate que lorsque la tempe´rature
diminue, on distingue deux re´gimes : dans un premier temps, a` champ faible, σint/Ly varie
line´airement avec H/J , avec un coefficient de proportionnalite´ e´gal a` un, puis dans un
second temps, σint/Ly sature a` une valeur σint/Ly ≃ 1.2. Ce comportement est en accord
avec les re´sultats de l’e´tude a` tempe´rature nulle, ou` l’on trouvait Hs(Lx = Ly = 20) ≃ 1.2J .
Dans le cas d’un re´seau Lx × Lx, avec Lx ≫ 1, le comportement a` basse tempe´rature et
champ faible peut eˆtre obtenu a` partir de (3.14), qui s’e´crit dans ces conditions :
− βσint = ln

1− 16tu2
L
L/2−1∑
q=0
(−1)q cot (θq+ 1
2
/2
)×
1
(1 + t2)(1− 2t cos θq+ 1
2
− t2) + 4tu2(1 + cos θq+ 1
2
) +
√
R(θq+ 1
2
)

 , (3.15)
avec la fonction R de´finie en (2.90) :
R(θ) =
[
(1 + t2)2 + 2t(1− t2)(1− cos θ)] [(1 + t2)2 − 2t(1− t2)(1 + cos θ)] .
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(a) De´pendence en H , pour diffe´rentes tempe´ratures. Noter la transition
pour h = hc, correspondant au renversement de la moitie´ des spins du
bord.
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Fig. 3.5 – E´nergie libre σint dans le cas ou` Lx = Ly = 20, Hs = 1.2J .
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En faisant un de´veloppement a` H/J ≪ 1 et T/J ≪ 1, c’est-a`-dire en posant t ≃ 1 et
u ≃ 1− 2 exp(−2βh), l’e´nergie libre σint devient :
− σint ∼
β→∞
1
β
ln

1− 4u2 1
L
L/2−1∑
q=0
(−1)q cot(θq+ 1
2
/2)
(1 + u2)− (1− u2) cos θq+ 1
2

 . (3.16)
La somme contenue dans cet e´quivalent peut eˆtre e´value´e exactement dans ce cas-la` en
utilisant encore une fois le syste`me 1d e´quivalent.
Conside´rons donc une chaˆıne d’Ising classique, a` la tempe´rature T , de longueur L suppose´e
paire, sur laquelle on applique un champ magne´tique +h pour les sites situe´s entre 1 et L/2,
et −h entre L/2 + 1 et L. Ce proble`me se re´sout par la me´thode de la matrice de transfert
pour conduire a` l’expression de l’e´nergie libre suivante :
− βσ1Dint = − ln[(1− t)2 + 4tu2]
+ ln
(
(1− t)2 + 8tu
2[4t(1− u2)]L/2
(1 + t−√(1− t)2 + 4tu2)L + (1 + t−√(1− t)2 + 4tu2)L
)
.
(3.17)
Si on e´tudie le meˆme syste`me, cette fois au moyen des variables de Grassmann (comme au
chapitre 2), on obtient :
− βσ1Dint = ln

1− 8tu2
L
L/2−1∑
q=0
(−1)q cot(θq+ 1
2
/2)
1 + t2 − 2t cos(θq+ 1
2
) + 4tu2 cos(θq+ 1
2
/2)2

 . (3.18)
Les deux expressions (3.17) et (3.18) e´tant ne´cessairement e´gales, on trouve la formule utile
suivante :
1
L
L/2−1∑
q=0
(−1)q cot(θq+ 1
2
/2)
1 + t2 − 2t cos(θq+ 1
2
) + 4tu2 cos(θq+ 1
2
/2)2
=
1
2
1
(1− t)2 + 4tu2
− [4t(1− u
2)]
L/2(
1 + t+
√
(1− t)2 + 4tu2
)L
+
(
1 + t−√(1− t)2 + 4tu2)L . (3.19)
Dans le cas particulier ou` t = 1, on peut alors e´crire la formule (3.15) sous la forme :
σint ∼
β→∞
−1
β
ln
(
2(1− u2)L/2
(1− u)L + (1 + u)L
)
∼
β→∞
hL. (3.20)
On retrouve bien le comportement a` champ faible que l’on avait de´crit a` tempe´rature nulle
(3.3).
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3.4 E´tude de la transition
Nous allons a` pre´sent e´tudier l’effet de l’interface sur le bord sur le comportement ther-
modynamique du syste`me, a` tempe´rature non nulle. Dans un premier temps nous utiliserons
l’expression de l’e´nergie interfaciale σint (3.14) pour regarder le comportement d’un syste`me
et obtenir l’allure du diagramme de phase. Dans un second temps nous confirmerons la nature
de la transition par l’e´tude de σint dans la limite thermodynamique.
3.4.1 Syste`me de taille finie
L’e´nergie libre σint peut eˆtre e´value´e nume´riquement pour les syste`mes de taille finie.
Cependant, lorsque la taille augmente, il apparaˆıt un proble`me nume´rique : σint contient en
effet une somme alterne´e, c’est-a`-dire la diffe´rence de sommes. Quand la taille du syste`me
augmente, chacune de ces sommes augmentent, mais leur diffe´rence reste petite. C’est ce qui
pose un proble`me pour calculer σint a` partir de (3.14) pour des syste`mes de grande taille.
Pour une taille suffisamment petite, on peut calculer nume´riquement σint et par de´rivation
nume´rique, obtenir la contribution de σint a` l’entropie totale et a` la chaleur spe´cifique totale
du syste`me. Puisque toute l’information concernant le de´tail de la configuration du champ
au bord est contenue dans σint, on doit pouvoir de´tecter la transition de mouillage dans ces
quantite´s. Les isothermes correspondantes sont pre´sente´es sur la figure 3.6.
Le pic qui apparaˆıt dans la contribution a` la chaleur spe´cifique, sur la figure 3.6(b), est
associe´ a` la transition de mouillage : a` tempe´rature constante, on attend une valeur seuil
pour le champ magne´tique pour laquelle les spins sur le bord s’oriente dans le sens du champ.
La valeur du seuil Hs de´pend de la tempe´rature, comme on le voit sur les courbes 3.7. En
particulier on trouve qu’a` basse tempe´rature, Hs se rapproche de Hs(0) de´fini en (3.4).
Dans le plan (T,H), le lieu des maxima de susceptibilite´ est donne´ par l’e´quation Hs(T ) ∝√
Tw(Ly)− T . Une e´tude en fonction de Ly premet d’e´tablir que Tw(Ly) se rapproche de Tc
quand Ly augmente. La loi d’e´chelle obtenue est :
Tc − Tw(Ly) ∝ L−1/δy , (3.21)
avec δ ≃ 3.0. On trouve une fois encore un exposant de champ moyen associe´ a` cet effet de
bord. Sur les figures 3.7, on observe une valle´e, pour T > Tc, correspondant a` une contribution
ne´gative a` la chaleur spe´cifique totale du syste`me. Cela indique que dans cette re´gion, la
pre´sence du champ magne´tique au bord re´duit les fluctuations des spins : cela s’explique
par le fait que comme dans la phase paramagne´tique les corre´lations entre les spins sont
faibles, les spins du bord s’orientent dans le sens du champ et fluctuent moins que si le
champ magne´tique e´tait nul. En fait ce minimum de chaleur spe´cifique est de´ja` pre´sent dans
le cas d’un champ magne´tique homoge`ne et n’est donc pas associe´ a` la transition qui nous
inte´resse ici.
Ces observations conduisent naturellement au diagramme de phase du syste`me, repre´sente´
sur la figure 3.8. On obtient une ligne de transition du premier ordre, qui se termine, dans
la limite thermodynamique, par un point critique. Cette situation est tout a` fait analogue a`
celle de la transition liquide/gaz. Il faut noter que pour un syste`me de taille finie, la ligne
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Fig. 3.6 – Contributions a` l’entropie et a` la chaleur spe´cifique dues a` σint, pour J1 = J2,
Lx = 6 et Ly = 24.
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Fig. 3.7 – Contribution a` la chaleur spe´cifique due a` σint, pour Lx = 40, Ly = 200 et J1 = J2.
180
3.4. E´tude de la transition
de transition du premier ordre n’atteint pas la ligne H = 0, comme on le voit sur 3.7. Or
pour un syste`me de taille finie la fonction de partition n’a pas de ze´ro, et il ne peut donc pas
y avoir de transition du second ordre. Dans ce cas la ligne de transition du premier ordre
s’atte´nue, puis disparaˆıt avant de toucher l’axe H = 0, comme on le voit sur les figures 3.7.
Fig. 3.8 – Diagramme de phase du syste`me dans la limite thermodynamique. La ligne poin-
tille´e verticale indique la position de la transition de phase du second ordre dans le bulk.
Les images superpose´es sont des configurations du re´seau typiques, obtenues par simulation
Monte Carlo.
3.4.2 Cas ou` Lx →∞ et Ly ≫ 1.
Dans un premier temps, nous allons conside´rer la situation ou` l’on prend d’abord la limite
Lx → ∞, en gardant Ly grand mais fini. Dans ces conditions, on peut utiliser directement
l’expression (3.15), ou` les coefficients γ2d et Λ ont e´te´ calcule´s dans cette limite. On cherche
a` e´tablir le comportement a` Ly ≫ 1, en gardant la premie`re correction due a` la taille finie.
La difficulte´ provient de la somme contenue dans (3.15), qui est de la forme :
S[f ] =
2
Ly
Ly/2−1∑
q=0
(−1)q cot
(
θq+ 1
2
2
)
f
(
cos(θq)
)
, (3.22)
avec θq+ 1
2
= 2π(q + 1
2
)/L, et avec la fonction f de´finie par
f(x) =
8tu2
(1 + t2)(1− 2tx− t2) + 4tu2(1 + x) +√R(x) . (3.23)
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En utilisant la pe´riodicite´ de f(cos(θq+ 1
2
)), on peut e´tendre les bornes de la somme, suivant :
S[f ] =
1
2
2
Ly
Ly/2−1∑
q=0
(−1)q cot
[
π
L
(
q +
1
2
)]
f
[
cos
(
2π
L
(
q +
1
2
))]
+
1
2
2
Ly
Ly−1∑
q=Ly/2
(−1)Ly−1−q cot
[
π
L
(
Ly − 1− q + 1
2
)]
f
[
cos
(
2π
L
(
Ly − 1− q + 1
2
))]
.
(3.24)
On obtient alors
S[f ] =
1
Ly
Ly−1∑
q=0
(−1)q cot
[
π
L
(
q +
1
2
)]
f
[
cos
(
2π
L
(
q +
1
2
))]
. (3.25)
D’autre part, on peut de´composer en se´rie de Fourier la fonction f(cos(•)) :
f(cos(θq+ 1
2
)) =
+∞∑
p=0
Cp cos(pθq+ 1
2
), (3.26)
avec
Cp = ℜ
[
1
2π
∫ 2pi
0
f(x)eipx
]
= ℜ(Ap). (3.27)
Pour calculer S[f ], il suffit de calculer S[cos(pθq+ 1
2
)], pour tout p. Pour cela on peut e´tablir
la relation de re´currence, en utilisant les formules trigonome´triques :
S
[
cos(p•)] = S[ cos ((p− 1) • )]− Tp − Tp−1, (3.28)
avec
Tp =
1
Ly
Ly−1∑
q=0
(−1)q sin(pθq+ 1
2
). (3.29)
En fait les Tp sont nuls, sauf si il existe k entier tel que p = Ly/2 + kLy : si c’est le cas
TLy/2+kLy = (−1)k. La re´solution de la relation de re´currence conduit a` la relation
S
[
cos(p.)
]
= S[1]− Tp − 2Σp, avec Σp =
p−1∑
k=1
Tk, (3.30)
S
[
cos(.)
]
= S[1]− T1, (3.31)
avec de plus S[1] = 1. On obtient alors :
S[f ] = C0 + C1(1− T1) +
+∞∑
p=2
Cp
(
1− Tp − 2Σp
)
. (3.32)
=
+∞∑
p=0
Cp −
+∞∑
p=0
CpTp − 2
+∞∑
p=2
CpΣp. (3.33)
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Un peu de combinatoire permet de montrer que Σp = 0 sauf s’il existe k ∈ N et k′ ∈
[1 . . . Ly − 1] tel que p = Ly/2 + 2kLy + k′, ou` Σp = 1. En remarquant que
∑+∞
p=0Cp = f(1),
on obtient finalement :
S[f ] = f(1)−
+∞∑
k=0
CLy/2+kLy − 2
+∞∑
k=0
Ly−1∑
k′=1
CLy/2+2kLy+k′. (3.34)
Pour continuer le calcul, il faut connaˆıtre la forme des coefficients de Fourier Cp de la fonction
f . En nous limitant au comportement a` basse tempe´rature, un de´veloppement a` l’ordre 3 en
t− 1 du de´nominateur de la fonction f conduit a`
f(x) ∼
t→1
8u2t
a− bx, (3.35)
avec a = 4
(
u2 + t+
1
2
(1− t)3
)
, b = 4
(
t− u2 + 1
2
(1− t)3
)
. (3.36)
La fonction f ayant des poˆles dans le plan complexe, les coefficients de Fourier Ap peuvent
eˆtre obtenu par le the´ore`me des re´sidus [Appel 2002]. On trouve alors :
Ap =
8u2try(u, t)
p
√
a2 − b2 = Cp, (3.37)
ry(u, t) =
a
b
−
√
a2
b2
− 1, (3.38)
=
t+ u2 + 1
2
(1− t)3
t− u2 + 1
2
(1− t)3 + 2
√
2u
√
1− t+ 3t2 + t3
t3 − 3t2 + t− 1 + u2 . (3.39)
On peut alors resommer les diffe´rents termes de l’e´quation (3.34). En gardant la correction
de taille finie dominante, on obtient :
S[f ] = f(1)− CyrLy/2y , Cy =
8u2t√
a2 − b2 =
ut
√
2√
1− t+ 3t2 + t3 . (3.40)
Ainsi l’e´nergie libre s’e´crit, dans la limite Ly ≫ 1 et Lx →∞ :
− βσint = − ln
(
1− f(1) + CyrLy/2y
)
. (3.41)
A` partir de l’expression de f (3.23), on constate que si T > Tc alors f(1) 6= 1. Dans ce
cas la correction de taille finie n’est pas pertinente, et σint/Ly tend vers zero dans la limite
Ly → ∞. Par contre, si T < Tc, on a f(1) = 1, et la correction est essentielle. On trouve
alors que σint augmente comme Ly/2 :
βσint =
Ly
2
ln(ry) + ln (Cy) , (3.42)
ce qui est compatible avec le re´sultat obtenu a` tempe´rature nulle. Dans ces conditions le couˆt
e´nerge´tique de l’interface est proportionnelle a` Ly, ce qui montre que celle-ci reste localise´e
au voisinage du bord. Cela confirme l’analyse a` tempe´rature nulle, car en prenant les limites
thermodynamiques inde´pendamment pour Lx et Ly, on est dans le cas ou` le rapport d’aspect
est nul. On trouve par ailleurs que la transition n’est obtenue que pour T ≤ Tc.
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3.4.3 Limite thermodynamique a` rapport d’aspect constant
Pour trouver la signature de la transition de phase obtenue a` tempe´rature nulle, il est
essentielle de prendre simultane´ment la limite thermodynamique dans les deux directions,
afin de pouvoir maintenir le rapport d’aspect fixe. Pour cela, on doit chercher la correction
dominante en Lx dans l’expression de la tension interfaciale σint. Elle provient en fait du
terme en f(1), qui n’est pas rigoureusement e´gal a` 1 au-dessous de Tc si Lx est grand mais
fini.
La correction de f(1) quand Lx ≫ 1 et fini est obtenue en calculant la premie`re correction
de taille finie des coefficients iγq et Λq. Ces derniers sont de´finis par
iγq = −2t sin θq+ 1
2
1
Lx
Lx−1∑
p=1
g(cos θp) = −2t sin θq+ 1
2
S1[g], (3.43)
Λq+ 1
2
=
t
L
L−1∑
p=0
(1− t2) cos θp − t(1 + 2t cos θq+ 1
2
+ t2)
(1 + t2)2 − 2t(1− t2) cos θp − 2t(1− t2) cos θq+ 1
2
,
= t(1− t2)S2[g]− t2(1 + 2t cos θq+ 1
2
+ t2)S1[g], (3.44)
avec la fonction g de´finie par
g(x) =
1
(1 + t2)2 − 2t(1− t2) cos θq+ 1
2
− 2t(1− t2)x, (3.45)
=
1
A− Bx. (3.46)
Les sommes sont de´finies par
S1[g] =
1
Lx
Lx−1∑
p=0
g
(
cos(θp)
)
, θp =
2πp
Lx
, (3.47)
S2[g] =
1
Lx
Lx−1∑
p=0
cos(θp)g
(
cos(θp)
)
. (3.48)
On peut calculer ces deux sommes comme dans la section pre´ce´dente, en de´veloppant g(cos •)
en se´rie de Fourier. Le calcul des coefficients de Fourier se fait en utilisant le the´ore`me des
re´sidus, puis on peut resommer les expressions obtenues. Finalement on trouve :
S1[g] =
1√
A2 −B2
1
1 + rLxx
, (3.49)
S2[g] =
rx
2
√
A2 −B2 +
A
B
√
A2 −B2
rLxx
1− rLxx
, (3.50)
rx(t) =
A
B
−
√
A2
B2
− 1 = 1− t
t(1 + t)
. (3.51)
Il suffit ensuite d’inse´rer ces expressions dans la de´finition de iγq+ 1
2
et Λq+ 1
2
. On peut ainsi
calculer la premie`re correction de taille finie en Lx a` f(1). Avec un peu de patience, on finit
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par constater que dans la re´gion T ≤ Tc la premie`re correction en Lx est un terme d’ordre
2 :
f(1) = 1− Cxr2Lxx , (3.52)
Cx =
(1 + t2)(t2 + 2t− 1)
4u2t
. (3.53)
Finalement, pour T ≤ Tc, l’e´nergie interfaciale s’e´crit :
βσint = ln
(
Cxrx(t)
2Lx + Cyry(u, t)
Ly/2
)
. (3.54)
Si le second terme domine, on retrouve le re´sultat pre´ce´dent, et σint augmente avec Ly/2.
Par contre, si le premier terme domine, l’e´nergie interfaciale se comporte comme 2Lx : c’est
en accord avec le re´sultat obtenu lors de l’e´tude a` tempe´rature nulle. On peut prendre la
limite thermodynamique en gardant ζ constant. Suivant la valeur du rapport d’aspect, on
peut e´ventuellement trouver un couple (us, ts) traduisant la transition entre le cas ou` le
second terme domine vers le cas ou` le premier terme est dominant. L’e´nergie interfaciale est
alors continue au passage de la transition, mais sa de´rive´e premie`re sera, elle, discontinue :
cela confirme que la transition observe´e est du premier ordre. D’autre part, on constate que
si le premier terme domine, il n’y a plus de de´pendence de σint en le champ magne´tique
au bord, dans la limite thermodynamique. Dans ce cas, on peut conside´rer que le syste`me
se se´pare en deux sous-syste`mes avec champ magne´tique homoge`ne au bord, se´pare´s par
l’interface : l’e´nergie interfaciale est alors donne´e par rx et devient inde´pendante de la valeur
du champ magne´tique. A` partir de l’expression (3.54) on doit pouvoir obtenir l’allure du
diagramme de phase a` basse tempe´rature, en fonction du rapport d’aspect du re´seau. Des
re´sultats pre´liminaires semblent montrer que pour H > 0, on a bien une ligne de transition
du premier ordre, qui se termine par un point critique a` Tc pour H = 0. D’autre part il
semble que l’e´quation de la ligne de transition a` basse tempe´rature soit
H = 4ζ − T ln 2
2
, (3.55)
ce qui correspond aux re´sultats nume´riques pour un syste`me de taille finie. L’e´tude plus
pre´cise de cette transition est encore en cours, notamment pour ce qui est du comportement
a` champ faible, au voisinage de Tc.
3.5 Conclusion
Dans ce chapitre nous avons utilise´ la me´thode de´veloppe´e au chapitre pre´ce´dent pour
e´tudier, de manie`re exacte, l’effet d’un champ magne´tique pre´sentant un changement d’orien-
tation sur le bord. Cette situation se rame`ne en fait au calcul des fonctions de corre´lation
fermioniques dans le cas d’un champ homoge`ne. L’obtention de la fonction de partition et de
l’e´nergie libre pour ce syste`me est donc une extension simple du calcul pre´sente´ au chapitre
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pre´ce´dent. C’est la` le point fort de notre me´thode, qui se re´ve`le eˆtre particulie`rement efficace
pour ce type de conditions au bord.
Par une e´tude nume´rique, nous avons pu e´tablir le diagramme de phase du syste`me, et identi-
fier une ligne de transition du premier ordre se terminant par un point critique, a` la manie`re
de ce que l’on obtient pour la transition liquide/gaz. Ces re´sultats ont e´te´ confirme´s par
l’e´tude de l’e´nergie interfaciale dans la limite thermodynamique a` rapport d’aspect constant.
On peut ainsi espe´rer calculer exactement le diagramme de phase en partant du hamiltonien
du syste`me, ce qui montre l’efficacite´ de notre me´thode dans ce cas.
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Dans cette partie, nous avons pre´sente´ une me´thode de re´solution du mode`le d’Ising
particulie`rement efficace pour traiter les proble`mes de champs magne´tiques au bord. Cette
me´thode a e´te´ valide´e par la comparaison avec les re´sultats pre´ce´dents concernant le cas
d’un champ magne´tique homoge`ne, obtenus par McCoy et Wu. Le principal avantage de
cette me´thode est qu’elle ne ne´cessite aucune hypothe`se technique : le champ magne´tique
est quelconque, de meˆme que la tempe´rature du syste`me. D’autre part, et c’est la` un grand
inte´reˆt, on peut garder la taille du syste`me arbitraire jusqu’a` la fin du calcul : on peut ainsi
calculer les grandeurs thermodynamiques d’un syste`me de taille arbitraire. Cela permet aussi
de maˆıtriser comple`tement le passage a` la limite thermodynamique, et de calculer les effets de
taille finie. L’application de cette me´thode au cas particulier pre´sente´ au chapitre pre´ce´dent
a permis de montrer l’efficacite´ de la me´thode, puisque ce cas particulier inhomoge`ne est ob-
tenu par une extension simple du cas homoge`ne. L’e´nergie libre obtenue permet de de´tecter
la signature d’une transition de phase du premier ordre, qui est confirme´e par des re´sultats de
simulation Monte Carlo. Il est d’autre part possible de prendre la limite thermodynamique
de l’e´nergie libre obtenue tout en maintenant constant le rapport d’aspect du syste`me, ce
qui permet d’e´tudier la transition de phase du premier ordre induite par l’inhomoge´ne´ite´ du
champ. L’e´tude pre´cise est encore en cours.
Les perspectives de ce travail sont nombreuses et varie´es. Dans un premier temps il serait
inte´ressant de voir si l’on peut traiter par une me´thode similaire le cas du mode`le d’Ising
2d avec deux lignes de champ magne´tique sur des bords oppose´s. Ce cas ayant e´te´ re´solu
par la matrice de transfert, on pourrait alors tester les re´sultats avant de traiter des cas ou`
les champs sont inhomoge`nes. Cela permettrait d’obtenir de nouveaux re´sultats exacts sur
des proble`mes de de´veloppement d’interface. Toujours en 2d, en utilisant l’action 1d effec-
tive obtenue au chapitre 2, il serait inte´ressant de conside´rer le cas d’un champ magne´tique
ale´atoire : cela permettrait de voir l’effet du de´sordre en taille finie, et de voir comment est
approche´e la limite thermodynamique, ou` ce de´sordre est irrelevant [Cardy 1991]. Ce pro-
ble`me pourrait eˆtre aborde´ en utilisant certains re´sultats de la the´orie des matrices ale´atoires.
Enfin, nous pensons qu’il est possible d’utiliser une variante de cette me´thode pour traiter
le cas d’un mode`le d’Ising 1d en champ nul, mais avec des interactions entre les n premiers
voisins. En particulier, moyennant une hypothe`se sur la de´croissance du couplage avec la dis-
tance, il pourrait eˆtre possible de re´soudre exactement un syste`me avec interaction a` longue
porte´e. A` l’heure actuelle, cette me´thode base´e sur les alge`bres de Grassmann n’est pas tre`s
utilise´e, mais nous pensons qu’elle peut permettre d’aborder certains proble`mes physiques
inte´ressants, pour lesquels il n’existe actuellement que des approches de type champ moyen.
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Annexe A
Alge`bres de Grassmann
But du chapitre : Dans cette annexe sont pre´sente´es les principales notions sur les
alge`bres de Grassmann, qui sont ne´cessaires pour l’e´tude du mode`le d’Ising avec un champ
magne´tique au bord (partie III).
De´finition
Une alge`bre de Grassmann A de dimension n sur K = R ou C est engendre´e par un
ensemble de n objects {ci}i=1..n anti-commutants vis-a`-vis de la multiplication interne, i.e.
satisfaisants a` la relation :
∀(i, j), cicj + cjci = 0. (A.1)
Les deux autres lois de composition de l’alge`bre sont la multiplication externe avec les e´le´-
ments de K et l’addition.
Tout e´le´ment a ∈ A est une combinaison des ci, avec des coefficients dans K :
a = α0 +
n∑
i=1
αici +
∑
i<j
αijcicj + . . . , (A.2)
=
n∑
k=0
1
k!
∑
{im}1≤m≤k
αi1...ikci1 . . . cik , (A.3)
ou` les αi1···k ∈ K sont anti-syme´triques sous l’e´change de deux indices.
Exemple : Dans le cas particulier n = 2, les e´le´ments de l’alge`bre engendre´e par {c1, c2} sont
de la forme :
a = a0 + a1c1 + a2c2 + a12c1c2. (A.4)
Les fonctions agissant sur A sont de´finies par leur de´veloppement de Taylor, tronque´ a` l’ordre
n.
Exemple : la fonction exponentielle est de´finie, pour n = 1, par : ea = 1 + a.
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Fig. A.1 – Hermann Gu¨nter Grassmann (1808-1877).
De´rivation et inte´gration
Une particularite´ inte´ressante des alge`bres de Grassmann est qu’il est possible de
de´finir sur ces alge`bres des notions de de´rivation et d’inte´gration analogues a` celles sur R.
L’introduction de ces notions est due a` Berezin [Berezin 1966].
De´rivation
La de´rivation (a` gauche) est de´finie par son action sur les ge´ne´rateurs {ci} de l’alge`bre
A :
∂cj
∂ci
def
= δij. (A.5)
La de´rivation anti-commute avec les ci. La de´rive´e d’un produit s’e´crit alors :
∂
∂ci
(
cjck
)
= δijck − δikcj . (A.6)
On peut alors montrer facilement que
∂
∂ci
∂
∂cj
+
∂
∂cj
∂
∂ci
= 0, (A.7)
ce qui montre en particulier que l’ope´rateur de´rivation (a` gauche) est nilpotent.
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La notion d’inte´gration sur les alge`bres de Grassmann surprend un peu, puisqu’elle s’iden-
tifie a` la de´rivation [Itzykson et Drouffe 1989] ! En fait, si on note I l’ope´ration d’inte´gration,
et D la de´rivation (a` gauche), une bonne de´finition de l’inte´gration sera un ope´rateur line´aire
sur les fonctions tel que [Nakahara 1999] :
1. ID = DI = 0 ;
2. f et g e´tant deux fonctions sur A, on a l’implication :
Df = 0 =⇒ I(gf) = I(g). (A.8)
Ces proprie´te´s sont satisfaites par l’inte´gration sur R, et on constate qu’elles sont e´galement
satisfaites par la de´rivation sur A de´finie dans la section pre´ce´dente. C’est ce qui conduit a`
la de´finition suivante.
Si f est une fonction de´finie sur A par (c1, . . . , cn)→ f(c1, . . . , cn), alors on de´finit l’inte´grale
de f sur A par :∫
dc1dc2 . . .dcnf(c1, . . . , cn)
def
=
∫
Dc f(c) def= ∂
∂c1
∂
∂c2
. . .
∂
∂cn
f(c1, . . . , cn). (A.9)
Re`gles d’inte´gration
A` partir des de´finitions pre´ce´dentes, on peut construire un ensemble de re`gles de calcul,
semblables a` celles dont on dispose sur R.
Changement de variables
Si f est une fonction sur A, on conside`re l’inte´grale
I =
∫
Dcf(c). (A.10)
On effectue alors le changement de variables de Grassmann
ci → c′i =
n∑
j=1
Aijcj . (A.11)
L’utilisation des re`gles d’inte´gration et de de´rivation pre´ce´dentes conduit a` la formule de
changement de variables :∫
Dc f(c) = detA
∫
Dc′ f(c′). (A.12)
Notons que le pre´facteur est detA et non l’inverse, comme c’est le cas sur R.
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Inte´grales gaussiennes
Premie`re formule d’inte´gration gaussienne Soient c et c¯ deux vecteurs-colonnes de
n e´le´ments de A inde´pendants. Alors pour tout matrice M ∈ Mnn(K), on a la formule
d’inte´gration gaussienne suivante :∫
dc¯1dc1 . . .dc¯ndcn exp
(−tc¯Mc) = detM . (A.13)
Seconde formule d’inte´gration gaussienne Soit c un vecteur-colonne de 2n e´le´ments
de A. Alors pour toute matriceM ∈M2n 2n(K) antisyme´trique, on a la formule d’inte´gration
suivante :∫
dc2ndc2n−1 . . .dc1 exp
(
−1
2
t
cMc
)
= PfaffM , (A.14)
ou` PfaffM est le Pfaffien de la matrice M de´finie par :
PfaffM =
1
2n n!
∑
permutations P de {i1,...i2n}
σ(P )ai1i2 . . . ai2n−1i2n , (A.15)
et σ(P ) est la signature de la permutation P . Cette de´finition du Pfaffien n’est pas tre`s
utilisable en pratique : on a tre`s souvent recourt a` la proprie´te´ remarquable du Pfaffien :(
PfaffM
)2
= detM . (A.16)
Le Pfaffien peut donc eˆtre vu comme le re´sultat d’un inte´grale gaussienne sur une alge`bre
de Grassmann.
L’effet de la translation sur l’inte´gration gaussienne Les formules pre´sentes se ge´-
ne´ralisent pour le cas de gaussiennes translate´es, pour conduire aux formules suivantes.
Soient c, c¯, k et k¯ quatre vecteurs-colonnes de n e´le´ments de A et M ∈ Mnn(K). On a
alors :∫
dc¯1dc1 . . .dc¯ndcn exp
(−tc¯Mc+ tk¯c+ tc¯k) = detM . exp (tk¯M−1k) . (A.17)
Soient c et k deux vecteurs-colonnes de 2n e´le´ments de A et M ∈ M2n 2n(K) une matrice
antisyme´trique. On a alors :∫
dc2ndc2n−1 . . .dc1 exp
(
−1
2
t
cMc + tkc
)
= PfaffM exp
(
−1
2
tkM−1k
)
, (A.18)
Il est aussi possible de travailler sur des ensembles constitue´s a` la fois de variables com-
mutantes de variables de Grassmann, sur lesquels on peut encore de´finir une inte´gration
analogue a` l’inte´gration usuelle. Ce genre de mathe´matiques dites “supersyme´triques” est
utilise´ par exemple en physique des hautes e´nergies [Wess et Bagger 1992] et en matie`re
condense´e [Efetov 1992].
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Re´sume´
Les travaux regroupe´s dans cette the`se traitent de diffe´rents aspects de la physique statistique des
syste`mes corre´le´s. Dans la premie`re partie de cette the`se on s’inte´resse aux fluctuations de grandeurs globales
dans les syste`mes corre´le´s, dont de nombreux travaux sur des syste`mes varie´s proposent qu’elles soient
bien de´crites par la distribution BHP. Le mode`le d’Ising 2d est utilise´ pour tester cette proposition et la
quantifier. En utilisant des observations issues de simulations Monte Carlo, une e´tude analytique montre que
l’apparente universalite´ de BHP est relie´e au mode`le gaussien obtenu par perturbation. et que des e´carts a`
BHP d’importance variable existe, provenant de la contribution d’un terme non-gaussien. Dans la seconde
partie, on s’inte´resse a` l’e´tude de la de´cohe´rence d’un syste`me quantique a` deux niveaux, induite par un
bruit intermittent pre´sentant un spectre en 1/f et du vieillissement. Un tel bruit peut sche´matiser l’effet d’un
environnement corre´le´ sur un Qbit. En utilisant des re´sultats de probabilite´, on peut calculer le facteur de
de´cohe´rence dans de nombreux re´gimes. On obtient alors des sce´narios de de´cohe´rence anormaux, pre´sentant
une de´croissance en loi de puissance aux temps longs, ainsi que de la non-stationnarite´. Enfin la dernie`re
partie est de´die´e a` l’e´tude des solutions exactes du mode`le d’Ising 2d classique, avec un champ magne´tique
sur un bord. En ge´ne´ralisant une me´thode due a` Plechko, on obtient la fonction de partition de ce syste`me
au moyen d’une action gaussienne fermionique unidimensionnelle. Dans le cas d’un champ homoge`ne, on
retrouve les re´sultats pre´ce´dents de McCoy et Wu. On peut aller au-dela` en conside´rant le cas ou` le champ
magne´tique change de direction une fois au bord. Cette me´thode permet alors de de´crire une transition de
type mouillage, induite par ce de´faut d’orientation. Il est en particulier possible d’obtenir analytiquement le
diagramme de phase de ce syste`me.
Mots-cle´s: Physique statistique, fluctuations, mode`le d’Ising, cohe´rence quantique, bruit en 1/f , marches
ale´atoires, alge`bre de Grassmann, mouillage.
Abstract
This thesis deals with different aspects of statistical physics of correlated systems. The first part
is related to the fluctuations of global quantities in correlated systems. Various studies clam that such
fluctuations are well described by the BHP distribution. We use the 2D Ising model to test and quantify
this proposition. Using observations from Monte Carlo simulations, we build a theoretical analysis, showing
that the apparent universality of the BHP distribution is related to the Gaussian model obtained from
perturbation expansion. Deviations from BHP, due to a non-linear term are expected. In the second part
we consider a new model for a 1/f classical intermittent noise and study its effects on the dephasing of a
two-level system. Within this model, the evolution of the relative phase between the two states is described as
a continuous time random walk. Using renewal theory, we find exact expressions for the dephasing factor and
identify the physically relevant various regimes in terms of the coupling to the noise. In particular, we point
out the consequences of the non-stationarity and pronounced non-Gaussian features of this noise, including
some new anomalous and aging dephasing scenarios. In the last part we present an alternative method to
obtain some exact results for the 2D Ising model with a boundary magnetic field, for a finite size system.
This method is a generalisation of ideas from Plechko presented for the 2D Ising model in zero field, based
on the representation of the Ising model using a Grassmann algebra. A Gaussian 1D action is obtained for a
general configuration of the boundary magnetic field. When the magnetic field is homogeneous, our results
are in agreement with McCoy and Wu’s previous work. This 1D action is used to compute in an efficient
way the free energy in a special case of inhomogeneous boundary magnetic field. This allows us to compute
the phase diagram of a wetting transition induced by a boundary defect.
Keywords: Statistical physics, fluctuations, Ising model, quantum coherence, 1/f noise, random walks,
Grassmann Algebra, wetting.
