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ABSTRACT
Although nonstationary data are more common in the real world, most existing causal discovery
methods do not take nonstationarity into consideration. In this letter, we propose a kernel embedding-
based approach, ENCI, for nonstationary causal model inference where data are collected from
multiple domains with varying distributions. In ENCI, we transform the complicated relation of a
cause-effect pair into a linear model of variables of which observations correspond to the kernel
embeddings of the cause-and-effect distributions in different domains. In this way, we are able to
estimate the causal direction by exploiting the causal asymmetry of the transformed linear model.
Furthermore, we extend ENCI to causal graph discovery for multiple variables by transforming
the relations among them into a linear nongaussian acyclic model. We show that by exploiting the
nonstationarity of distributions, both cause-effect pairs and two kinds of causal graphs are identifiable
under mild conditions. Experiments on synthetic and real-world data are conducted to justify the
efficacy of ENCI over major existing methods.
1 Introduction
Causal inference has been given rise to extensive attention and applied in several areas including statistics, neuroscience
and sociology in recent years. An efficient approach for causal discovery is to conduct randomized controlled
experiments. These experiments, however, are usually very expensive and sometimes practically infeasible. Therefore,
causal inference methods using passive observational data take center stage, and many of them have been proposed,
especially in the past ten years.
Existing causal inference methods that use passive observational data can be roughly categorized into two classes
according to their objectives. One class of methods aim at identifying the variable that is the cause of the other in a
variable pair [1, 2, 3, 4], which is often termed a cause-effect pair. Most of the methods in this class first model the
relation between the cause and the effect using a functional model with certain assumptions. Then they derive a certain
property which only holds in the causal direction and is violated in the anticausal direction to infer the true causal
direction. This kind of widely used property is often termed cause-effect asymmetry. For example, the additive noise
model (ANM) [1] represents the effect as a function of the cause with an additive independent noise: Y = f(X) +EY .
The authors showed that there is no model of the form X = g(Y ) +EX that admits an ANM in the anticausal direction
for most combinations (f, p(X), p(EY )). Therefore, the inference of ANM is done by finding the direction that fits
ANM better. Similar methods include postnonlinear model (PNL) [2] and information geometric causal inference
(IGCI) [3]. Recently, a kernel-based, EMD (or abbreviation for EMbeDding) [4] using the framework of IGCI is
proposed. EMD differs from the previous methods in the sense that it does not assume any specific functional model,
but it still resorts to find the cause-effect asymmetry.
The other class of methods aims at recovering the structure of causal graphs. Constraint-based methods [5, 6, 7, 8, 9],
which belong to this class, exploit the causal Markov condition and have been widely used in the social sciences,
medical science, and bioinformatics. However, these methods allow one only to obtain the Markov equivalent class
of the graph and are of high computational cost. In 2006, a linear nongaussian acyclic model (LiNGAM) [10] which
exploits the nongaussian property of the noise, was showed to be able to recover the full causal structure by using
independent component analysis (ICA) [11, 12]. To avoid the problem that ICA may result in a solution of local optima,
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different methods [13, 14] were proposed to guarantee the correctness of the causal order of variables in the causal
graph.
Both classes of existing methods are based on the assumption that all observations are sampled from a fixed causal
model. By “fixed causal model,” we mean that the (joint) distribution of variables and the mechanism mapping cause(s)
to effect(s) are unchanged during the data collecting process. For example in an ANM Y = f(X) + EY , both the
distribution of the cause p(X) and the causal mechanism f are assumed to be fixed. Although some of these methods
do achieve inspiring results and provide valuable insights for subsequent research, data generated from a varying causal
model are much more common in practice and existing methods based on a fixed causal model would come across some
problems when applied to varying causal models [15]. Therefore, we consider causal models where distributions of
variables and causal mechanisms vary across domains or over different time periods and call these models non-stationary
causal models. An example is the model of daily returns of different stocks. The distribution of the return of each
stock varies with the financial status, and the causal mechanisms between different stocks also vary according to the
relations between these companies. Recently, a method called Enhanced Constraint-based Procedure (ECBP) was
proposed for causal inference of non-stationary causal models [15]. The authors resorted to an index variable C to
quantify the nonstationarity and proposed ECBP, which is built on constraint-based methods to recover the skeleton of
the augmented graph, which consists of both observed variables V and some unobserved quantities determined by C.
They also showed that it is possible to infer the parent nodes of variables adjacent to C (termed C-specific variables)
and proposed a measure to infer the causal direction between each C-specific variable and its parents. However, their
method fails to ensure the recovery of the full causal structure, which is due to the limitation of methods that rely on
conditional independence test. In contrast, our method, which is proposed originally for cause-effect pairs inference, is
also extended to infer the complete causal structure of two kinds of graphs by transforming the nonstationarity into a
LiNGAM model.
In this paper, we introduce a nonstationary causal model and develop algorithms, which we call embedding-based
nonstationary causal model inference (ENCI) for inferring the complete causal relations of the model. Our model
assumes that the underlying causal relations (i.e. the causal direction of a cause-effect pair or the causal structure of a
graph) are fixed, whereas the distributions of variables and the causal mechanisms (i.e. the conditional distribution
of the effect given the cause(s)) change across domains or over different time periods. To infer the nonstationary
causal model, ENCI reformulates the relation among variables into a linear model in the Reproducing Kernel Hilbert
Space (RKHS) and leverages the identifiability of the linear causal model to tackle the original complicated problem.
Specifically, for a cause-effect pair, we embed the variation of the density of each variable into an RKHS to transform
the original unknown causal model to a linear nongaussian additive model [16] based on the independence between the
mechanism generating the cause and the mechanism mapping the cause to the effect. Then we infer the causal direction
by exploiting the causal asymmetry of the obtained linear model. We also extend our approach to discover the complete
causal structure of two kinds of causal graphs in which the distribution of each variable and the causal mechanism
mapping cause(s) to effect(s) vary and the causal mechanism could be nonlinear.
This paper is organized as follows. In section 2, we formally define our model and objective of causal inference. In
section 3, some preliminary knowledge of reproducing kernel Hilbert space embedding is introduced. In section 4, we
elaborate our methods for cause-effect pairs. In section 5, we extend our methods to two kinds of causal graphs. In
section 6, we report experimental results on both synthetic and real-world data to show the advantage of our approach
over existing ones.
2 Problem Description
In this section we formalize the nonstationary causal model and the objective of our causal inference task. For a pair of
variable X and Y , we consider the case where X is the cause and Y is the effect without loss of generality throughout
this paper.
2.1 Non-stationary Causal Model
We assume the data generating process of a cause-effect pair fulfills the following properties:
• The causal direction between X and Y stays the same throughout the process.
• Observations are collected from N different domains. The density of the cause (p(X)) and the conditional
density of the effect given the cause (p(Y |X)) are fixed within each domain.
• p(X) and p(Y |X) vary in different domains.
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We call this a nonstationary causal model due to the variation in distributions over domains. The data-generating
process is illustrated in Figure 1.
Figure 1: Data generating process of non-stationary causal model
The collection of data obtained from each domain is called a data group Gi, and the entire data set is denoted by
G = {G1, G2, . . . , GN}. This nonstationarity over groups is common in the real world, as the observations we
obtained are usually collected over different time periods or from different sources (e.g. different geographical regions
or experimental settings).
2.2 Objective of Non-stationary Causal Model Inference
Our goal of nonstationary causal model inference is, by exploiting the variation of distributions in different groups,
to accurately estimate the causal direction between X and Y . We also extend, our approach to learn the full causal
structure of two kinds of causal graphs by transforming their relationship among groups into a LiNGAM model. For
clarity, we list some of the notations we use in the following sections in Table 1.
Table 1: Notations
Symbol Description
p(i)(X), p(i)(Y ) Density of X , Y in group i
p(X) Base of the density of X
∆p(i)(X) Variation of the density of X in group i
p(i)(Y |X) Conditional density of Y given X in group i
p(Y |X) Base of the conditional density of Y given X
∆p(i)(Y |X) Variation of the conditional density of Y given X in group i
X ,Y domain of variable X , Y
µ
(i)
⊗X , µ
(i)
⊗Y Mean embedding of p
(i)(X) in X ⊗ X , p(i)(Y ) in Y ⊗ Y
µ⊗X , µ⊗Y Mean embedding of p(X) in X ⊗ X , p(Y ) in Y ⊗ Y
∆µ
(i)
⊗X , ∆µ
(i)
⊗Y Mean embedding of ∆p
(i)(X) in X ⊗ X , ∆p(i)(Y ) in Y ⊗ Y
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3 Hilbert Space Embedding of Distributions
Kernel embedding-based approaches represent probability distributions by elements in a reproducing kernel Hilbert
space (RKHS) and it serves as the main tool in this letter to characterize distributions.
An RKHS F over X with a kernel k is a Hilbert space of functions f : X → R. Denoting its inner product by 〈·, ·〉F ,
RKHS F fulfills the reproducing property 〈f(·), k(x, ·)〉F = f(x). People often regard φ(x) := k(x, ·) as a feature
map of x. Kernel embedding of a marginal density p(X) [17] is defined as the expectation of its feature map:
µX := EX [φ(X)] =
∫
X
φ(x)p(x)dx, (1)
where EX [φ(X)] is the expectation of φ(X). It has been shown that µX is guaranteed to be an element in RKHS if
EX [k(X,X)] < ∞ is satisfied. It is also generalized to joint distribution using tensor product feature spaces. The
kernel embedding of a joint density p(X,Y ) is defined as
CXY := EXY [φ(X)⊗ φ(Y )] =
∫
X×Y
φ(x)⊗ φ(y)p(x, y)dxdy. (2)
Similarly, we have that CXX := EX [φ(X)⊗ φ(X)]. The embedding of conditional densities is viewed as an operator
that maps from F to G which is an RKHS over Y [18]. Imposing that the conditional embedding satisfies the following
two properties:
µY |x := EY |x[φ(Y )|x] = UY |Xk(x, ·), (3)
EY |x[g(Y )|x] = 〈g, µY |x〉G , (4)
where g ∈ G and µY |x is kernel embedding of marginal density p(Y |X = x), [18] showed that conditional embedding
can be defined as UY |X := CY XC−1XX to fulfill equations 3 and 4. In the following sections, we follow the definition of
kernel mean embedding and embed distributions in a tensor product space to represent distribution of each group.
4 Embedding-based Nonstationary Causal Model Inference
In this section we introduce our proposed approach to infer the causal structure of nonstationary causal models.
4.1 Basic Idea
Currently, the most widely used idea of inferring causal direction is to quantify the independence between the mechanism
generating the cause and the mechanism mapping the cause to the effect. One way to interpret the independence
between these two mechanisms is to measure the independence between the cause and the noise. ANM and PNL lie in
this field and LiNGAM methods could also be interpreted from this viewpoint [14]. We adopt a different interpretation
which uses the independence between the marginal distribution of the cause and the conditional distribution of the
effect given the cause to capture the independence between these two mechanisms and further exploit causal asymmetry.
This kind of independence has also been used in many existing causal inference methods [19, 3, 4]. We formalize this
independence in postulate 1:
Postulate 1. The mechanism generating the cause and the mechanism mapping the cause to the effect are two
independent natural processes.
[3] proposed this postulate and developed information geometry causal inference (IGCI). IGCI uses the density of
the cause to characterize the first mechanism and the derivative of the function mapping the cause to the effect to
characterize the second. In our approach, the variation of the marginal density of the cause is used to characterize the
first mechanism, which is similar to IGCI. What differs from IGCI is that we use the variation of the conditional density
to characterize the second mechanism. In subsequent sections, we introduce how we obtain the variation of densities
and how we infer the causal direction based on the independence between them.
4.2 Decomposition of Distributions
Given the entire data set G = {G1, G2, . . . , GN}, which consists ofN groups, we make use of the variation of densities
in each group. To obtain the variation, we first compute the mean of marginal densities and conditional densities of all
groups as
p(X) =
1
N
N∑
i=1
p(i)(X), p(Y |X) = 1
N
N∑
i=1
p(i)(Y |X), (5)
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where p(i)(X) is the density of X and p(i)(Y |X) is the conditional density of Y given X in group i. We call p(X) and
p(Y |X) the base of marginal and conditional densities, respectively. Then the variation of density of each group is
given by:
Definition 1 (Variation of density). For any Gi ∈ G, we decompose p(i)(X) and p(i)(Y |X) into two parts: one
is the base of the (conditional) density and the other is a varying part, i.e. p(i)(X) = p(X) + ∆p(i)(X) and
p(i)(Y |X) = p(Y |X)+∆p(i)(Y |X). We call ∆p(i)(X) and ∆p(i)(Y |X) the variation of the marginal and conditional
density of group i, respectively.
Since the base of densities is the mean of densities of all groups, ∆p(i)(X) and ∆p(i)(Y |X) fulfill the following
properties.
1
N
N∑
i=1
∆p(i)(X) ≡ 0, 1
N
N∑
i=1
∆p(i)(Y |X) ≡ 0. (6)
Making use of the decomposition of distributions defined in definition 1, we are able to analyze densities of each group
with some components fixed, which finally guides us to a fixed linear causal model. We take group i as an example to
provides some insights before elaborating the derivations. The marginal density of effect Y is given by
p(i)(Y ) =
∫ (
p(x) + ∆p(i)(x)
)(
p(Y |x) + ∆p(i)(Y |x)
)
dx, (7)
where p(X) and p(Y |X) are the same in all groups. Therefore, we would obtain a fixed term ∫ p(x)p(Y |x)dx which
does not change over i in the expansion of equation 7. Although
∫
∆p(i)(x)p(Y |x)dx and ∫ p(x)∆p(i)(Y |x)dx vary
over groups, they also consist of p(X) and p(Y |X) which allows us to use the invariant to formulate the relation
between them into a fixed causal model. In subsequent sections, we adopt kernel embedding to transform these kinds of
invariant into a linear model to infer the causal direction.
4.3 Kernel Embedding of Distributions in Tensor Product Space
We resort to kernel embedding to represent distributions. The marginal distributions of X and Y of each group are
embedded in tensor product space X ⊗ X and Y ⊗ Y , respectively. For simplicity, we useH to represent the tensor
product space X ⊗ X and G to represent Y ⊗ Y in subsequent sections. Following the definition of kernel mean
embedding, we define the mean embeddings of X and Y of group i inH and G as:
Definition 2 (tensor mean embedding).
µ
(i)
⊗X :=
∫
φ(x)⊗ φ(x)p(i)(x)dx, µ(i)⊗Y :=
∫
φ(y)⊗ φ(y)p(i)(y)dy. (8)
where φ(x) is the feature map of x and p(i)(x) is the density of x in group i. Similar notations go for y.
Definition 2 is the embedding of marginal densities of each group. Since our analysis is conducted on the base and
variation of density of each group, we further define the tensor mean embedding of the base and variation of densities:
Definition 3 (tensor mean embedding of the base and variation of distributions).
µ⊗X :=
∫
φ(x)⊗ φ(x)p(x)dx, (9)
∆µ
(i)
⊗X :=
∫
φ(x)⊗ φ(x)∆p(i)(x)dx. (10)
µ⊗X is the same in all groups and we have µ
(i)
⊗X = µ⊗X + ∆µ
(i)
⊗X from definitions 2 and 3. Similarly, there is
µ
(i)
⊗Y = µ⊗Y + ∆µ
(i)
⊗Y . Definition 2 and 3 together state how marginal distributions are embedded in the tensor product
space after decomposition. Next, we show how we make use of these tensor mean embeddings to infer the causal
direction between X and Y . To avoid analyzing probability densities directly, we substitute equation 7 into definition 2
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to conduct analysis on their embeddings:
µ
(i)
⊗Y
=
∫
φ(y)⊗ φ(y)
[∫
(p(y|x) + ∆p(i)(y|x))(p(x) + ∆p(i)(x))dx
]
dy
=
∫ [∫
φ(y)⊗ φ(y)
(
p(y|x) + ∆p(i)(y|x)
)
dy
](
p(x) + ∆p(i)(x)
)
dx
≈
∫ [∫
φ(y)⊗ φ(y)p(y|x)dy
]
p(x)dx+
∫ [∫
φ(y)⊗ φ(y)∆p(i)(y|x)dy
]
p(x)dx
+
∫ [∫
φ(y)⊗ φ(y)p(y|x)dy
]
∆p(i)(x)dx, (11)
where we omit the term
∫ (∫
φ(y)⊗ φ(y)∆p(i)(y|x)dy)∆p(i)(x)dx. Since the ranges of variables are usually bounded
and distributions usually change smoothly instead of drastically in real-world situations, we consider it reasonable to
omit the one with two variation terms. Although there exits sets of densities in which the omitted term of certain group
would have magnitude comparable to the sum of the remaining three terms when the distribution shifts drastically, we
deem it less likely to occur in real situations. Note that this claim is close in spirit to an assumption in [15] in which the
authors assume the nonstationarity can be written as smooth functions of time or domain index. With this claim, we
have the tensor mean embedding of the base of distributions as:
µ⊗Y
=
∫
φ(y)⊗ φ(y)p(y)dy
=
∫
φ(y)⊗ φ(y)
 1
N
N∑
j=1
p(j)(y)
 dy
=
∫
φ(y)⊗ φ(y)
∫ 1
N
N∑
j=1
(
p(y|x) + ∆p(j)(y|x)
)(
p(x) + ∆p(j)(x)
)
dx
 dy
≈
∫
φ(y)⊗ φ(y)
∫ 1
N
N∑
j=1
(
p(y|x)p(x) + p(y|x)∆p(j)(x) + ∆p(j)(y|x)p(x)
)
dx
 dy
=
∫
φ(y)⊗ φ(y)
[∫
p(y|x)p(x)dx
]
dy, (12)
where the approximately equal mark is again derived by omitting the one with two variation terms and the last equality
is directly derived from the property shown in equation 6. Then we have the tensor mean embedding of the variation of
distributions as:
∆µ
(i)
⊗Y = µ
(i)
⊗Y − µ⊗Y ≈
∫ (∫
φ(y)⊗ φ(y)∆p(i)(y|x)dy
)
p(x)dx
+
∫ (∫
φ(y)⊗ φ(y)p(y|x)dy
)
∆p(i)(x)dx, (13)
which shows the relation between the tensor mean embedding of the variation of the effect and cause.∫
φ(y)⊗ φ(y)p(y|x)dy and ∫ φ(y)⊗ φ(y)∆p(i)(y|x)dy are matrices of functions of X . In addition, they are both
symmetric and positive definite so they admit decomposition:∫
φ(y)⊗ φ(y)p(y|x)dy = V (X)V T (X) =
NH∑
j=1
vj(X)v
T
j (X), (14)
∫
φ(y)⊗ φ(y)∆p(i)(y|x)dy = ∆U(X)∆UT (X) =
NH∑
j=1
∆u
(i)
j (X)∆u
(i)T
j (X), (15)
where V (X) and ∆U(X) are lower triangular matrices, vj(X) and ∆u
(i)
j (X) denote the j-th column of V (X) and
∆U(X), respectively; and NH denotes the dimension of V (X). The symbol ∆ indicates the corresponding relation of
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∆U(X) to the variation of densities. By assuming that vj(X) and ∆u
(i)
j (X), j = 1, . . . , NH lie in the space of φ(X),
we have vj(X) = Ajφ(X) and ∆u(i)j (X) = ∆B(i)j φ(X). Aj and ∆B(i)j are matrices containing coefficient mapping
from φ(X) to vj(X) and ∆u
(i)
j (X), respectively. Then we have∫
φ(y)⊗ φ(y)p(y|x)dy =
NH∑
j=1
Ajφ(X)⊗ φ(X)ATj , (16)
∫
φ(y)⊗ φ(y)∆p(i)(y|x)dy =
NH∑
j=1
∆B(i)j φ(X)⊗ φ(X)∆B(i)j
T
. (17)
By substituting equation 16 and 17 into equation 13, we further obtain
∆µ
(i)
⊗Y ≈
NH∑
j=1
Aj∆µ(i)⊗XATj +
NH∑
j=1
∆B(i)j µ⊗X∆B(i)j
T
, (18)
where ∆µ(i)⊗X and µ⊗X are substituted in according to definition 2 and 3.
4.4 Inferring Causal Directions
In this section, we discuss how we infer the causal direction using the kernel embedding of decomposed densities. Note
again that we consider the case X → Y without loss of generality throughout this letter.
We start by taking normalized trace τ on both sides of equation 18,
τ
(
∆µ
(i)
⊗Y
)
≈ τ
NH∑
j=1
Aj∆µ(i)⊗XATj
+ τ
NH∑
j=1
∆B(i)j µ⊗X∆B(i)j
T

= τ
NH∑
j=1
ATj Aj∆µ(i)⊗X
+ τ
NH∑
j=1
∆B(i)j
T
∆B(i)j µ⊗X

= τ
(
A∆µ(i)⊗X
)
+ τ
(
∆B(i)µ⊗X
)
, (19)
where τ(A) = tr(A)/lA is called the normalized trace of A, lA is the size of A, A =
∑NH
j=1ATj Aj and ∆B(i) =∑NH
j=1 ∆B(i)j
T
∆B(i)j . Since the independence of the two mechanisms in Postulate 1 is difficult to quantify, we consider
to use the density of the cause and the conditional density of the effect given the cause to represent the two mechanisms
and adopt the independence between the base and variation of these two densities to infer the causal direction. The
independence we rely on is based on the concept of free independence [20, 21].
Definition 4 (Free independence). [20, 21]. Let D be an algebra and ψ : D → R a linear functional on D with
ψ(1) = 1. Then A and B are called free if
ψ (p1(A)q1(B)p2(A)q2(B) · · · ) = 0, (20)
for polynomials pi, qi, whenever pi(A) = qi(B) = 0.
It is straightforward from definition 4 that if A and B are free independent, it holds that ψ(AB) = ψ(A)ψ(B) [20, 21].
Then we have the following two assumptions to characterize the independence in postulate 1:
Assumption 1. We assume that the tensor mean embedding of the variation of marginal density of the cause (∆µ(i)⊗X , i =
1, . . . , N ) and A is free independent, and the tensor mean embedding of the base of marginal density of the cause
(µ⊗X ) and ∆B(i), i = 1, . . . , N , is free independent, that is,
τ
(
A∆µ(i)⊗X
)
= τ (A) τ
(
∆µ
(i)
⊗X
)
, i = 1, . . . , N, (21)
τ
(
∆B(i)µ⊗X
)
= τ
(
∆B(i)
)
τ
(
µ⊗X
)
, i = 1, . . . , N, (22)
where N is the number of groups.
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Assumption 1 captures the independence between the mechanism generating the cause and the mechanism mapping
the cause to the effect. In equation 21, A depends only on the base of the conditional densities p(Y |X) which
corresponds to the second mechanism, and ∆µ(i)⊗X depends only on the variation of the marginal densities of the cause
∆p(i)(X), which corresponds to the first mechanism. Therefore, the free independence between them characterizes the
independence in postulate 1. Similarly, we have assumptions shown in equation 23.
Assumption 2. Regarding the normalized trace of the tensor mean embedding of variation of marginal densities of
the cause in each group as a realization of a random variable τ∆µ⊗X and each τ
(
∆B(i)) as a realization of another
random variable τ∆B, we assume that these two random variables are independent, i.e.
τ∆µ⊗X ⊥⊥ τ∆B. (23)
Assumption 2 is also motivated by the independence in postulate 1. Specifically, τ∆µ⊗X captures the information of the
variation of marginal densities of the cause, and τ∆B captures the information of the variation of conditional densities.
We interpret postulate 1 as the independence between the marginal and conditional. Therefore, this independence
between their variations of densities (approximately) holds. With assumption 1, equation 19 becomes
τ
(
∆µ
(i)
⊗Y
)
≈ τ (A) τ
(
∆µ
(i)
⊗X
)
+ τ
(
∆B(i)
)
τ
(
µ⊗X
)
. (24)
Since p(x) and p(y|x) are fixed given G, τ (µ⊗X) and τ (A) are the same in all groups. We introduce the following
notations for simplicity:
Notation 1. For anyGi ∈ G, we use τ (i)x and τ (i)y to represent τ
(
∆µ
(i)
⊗X
)
and τ
(
∆µ
(i)
⊗Y
)
, respectively. (i)x→y denotes
τ
(
∆B(i)µ⊗X
)
, which is the corresponding noise term. cy|x denotes τ (A). We view each τ (i)x as a realization of a
random variable τx. Similarly, we have τy and x→y .
Proposition 1. If the causal direction is X → Y and assumptions 1 and 2 hold, the normalized trace of the tensor
mean embeddings of the variation of the densities of the cause (τx) and the effect (τy) fulfill the following linear
nongaussian additive model [16]:
τy ≈ cy|xτx + x→y. (25)
Proof. By adopting notations in notation 1, equation 24 becomes
τ (i)y ≈ cy|xτ (i)x + (i)x→y, i = 1, . . . , N. (26)
We first show that x→y follows nongaussian distributions. According to assumption 1, we have
(i)x→y = τ
(
∆B(i)
)
τ
(
µ⊗X
)
, (27)
where τ
(
µ⊗X
)
is fixed and thus can be viewed as a constant. From the definition of ∆B(i) we have
τ
(
∆B(i)
)
=
1
NH
tr
NH∑
j=1
∆B(i)j
T
∆B(i)j
 = 1
NH
NH∑
j=1
tr
(
∆B(i)j
T
∆B(i)j
)
. (28)
Since tr
(
∆B(i)j
T
∆B(i)j
)
are positive for all j, we have τ
(
∆B(i)) > 0. Therefore, the distribution of (i)x→y is not
symmetric and is thus not Gaussian distributed.
Second, we have τx is independent of x→y according to the independence between τ∆µ⊗X and τ∆B in assumption 2.
Then we conclude equation 25 forms a linear non-Gaussian additive model.
According to the identifiability of LiNGAM [16, 10], τy and y→x are dependent. By exploiting the cause-effect
asymmetry that the cause is independent of the noise only in the causal direction, we propose the following causal
inference approach: embedding-based nonstationary causal model inference (ENCI).
Causal Inference Approach (ENCI): Given data set G, we compute τ (i)x and τ (i)y for i = 1, . . . , N and conclude that
X → Y if τx ⊥⊥ x→y , otherwise Y → X if τy ⊥⊥ y→x.
Hilbert Schimidt Independence Criterion (HSIC) [22] is applied to measure the independence between the regressor
and its corresponding noise on both hypothetical directions, and we favor the direction with less dependence in practice.
The ENCI algorithm is given in algorithm 1.
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Algorithm 1 ENCI for cause-effect pairs
Input: N data groups G = {G1, G2, . . . , GN}
Output: The causal direction
1: Normalize X and Y in each group;
2: Compute τ (i)x and τ
(i)
y for i = 1, . . . , N ;
3: Compute residual x→y and y→x by conducting least square regressions;
4: Apply HSIC on τx and x→y, denote the quotient of testStat and thresh returned by HSIC by rx→y. Similarly we
have ry→x.
5: if rx→y < ry→x then
6: The causal direction is x→ y;
7: else if rx→y > ry→x then
8: The causal direction is y → x;
9: else
10: No decision made.
11: end if
4.5 Empirical Estimations
In this section, we show how to estimate τ (i)x and τ
(i)
y for i = 1, . . . , N based on the observations.
Let Φ(i) =
[
φ(x
(i)
1 ), . . . , φ(x
(i)
Ni
)
]
and Γ(i) =
[
γ(x
(i)
1 ), . . . , γ(x
(i)
Ni
)
]
be the feature matrices of X and Y in group i,
respectively, given observations in G. We estimate the mean embedding of p(i)(X) in X ⊗ X as
µˆ
(i)
⊗X =
1
Ni
Φ(i)H
(
Φ(i)H
)T
, (29)
where Ni is the number of observations in ith group, H = I− 1Ni11T and 1 is a column vector of all 1s. Since we have
µˆ⊗X =
∫
φ(x)⊗ φ(x)pˆ(x)dx
=
∫
φ(x)⊗ φ(x)
 1
N
N∑
j=1
pˆ(j)(x)
 dx
=
1
N
N∑
j=1
∫
φ(x)⊗ φ(x)pˆ(j)(x)dx
=
1
N
N∑
j=1
µˆ
(j)
⊗X , (30)
for estimating the tensor mean embedding of the base of distributions µ⊗X , the tensor mean embedding of the variation
of distributions ∆µ(i)⊗X is estimated as
∆µˆ
(i)
⊗X = µˆ
(i)
⊗X − µˆ⊗X = µˆ(i)⊗X −
1
N
N∑
j=1
µˆ
(j)
⊗X . (31)
By taking the normalized trace on both sides of equation 31, we have
τ (i)x = τ
(
µˆ
(i)
⊗X
)
− τ
(
1
N
N∑
i=1
µˆ
(i)
⊗X
)
≈ τ
(
1
Ni
Φ(i)H
(
Φ(i)H
)T)
− 1
N
N∑
j=1
τ
(
1
Nj
Φ(j)H
(
Φ(j)H
)T)
=
1
N2i
tr
(
K(i)x H
)
− 1
N
N∑
j=1
[
1
N2j
tr
(
K(j)x H
)]
, (32)
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where N is the total number of groups, Ni is the number of observations in ith group and K
(i)
x =
(
Φ(i)
)T
Φ(i) is the
kernel matrix of X in ith group. Similarly, we have
τ (i)y ==
1
N2i
tr
(
K(i)y H
)
− 1
N
N∑
j=1
[
1
N2j
tr
(
K(j)y H
)]
, (33)
where K(i)y =
(
Γ(i)
)T
Γ(i) is the kernel matrix of X in ith group. We can see that both τ (i)x and τ
(i)
y can be easily
calculated from Gram matrix using kernel methods.
5 Extending ENCI to Causal Graph Discovery
In this section, we extend ENCI to causal discovery for two kinds of directed acyclic graphs (DAGs). One is a
tree-structured graph in which each node has at most one parent node. The other is multiple-independent-parent graph
in which parent nodes of each node are mutually independent. Examples of these two kinds of DAGs are shown in
Figure 2.
x1
x2 x3 x5 x8
x7 x4 x9 x10
x6
(a)
x1 x2 x3
x4 x5
x6
(b)
Figure 2: Examples of (a) Tree-structured graph (b) Multiple-independent-parent graph.
5.1 Describing Causal Relationship by Directed Acyclic Graphs
Consider a finite set of random variables X = (X1, . . . , Xp) with index set V := {1, . . . , p}. A graph G = (V,E)
consists of nodes in V and edges (m,n) in E for any m,n ∈ V. Then we introduce graph terminologies required for
subsequent sections. Most of the definitions are from [8].
Edge (m,n) is a directed link from node m to node n. Node m is called a parent of n, and n is called a child of m
if (m,n) ∈ E. The parent set of n is denoted by pa(n) and its child set by ch(n). Nodes m, n are called adjacent if
either (m,n) ∈ E or (n,m) ∈ E. A path in G is a sequence of distinct vertices m1, . . . , nq such that mk and nk+1 are
adjacent for all k = 1, . . . , q − 1. If (mk,mk+1) ∈ E for all k, the path is also called a directed path from m1 to mq.
G is called a partially directed acyclic graph (PDAG) if there is no directed cycle, i.e., there is no pair (m,n) such that
there are directed paths from m to n and from n to m. G is called a directed acyclic graph (DAG) if it is a PDAG and
all edges are directed.
General causal graph discovery is very challenging, especially when the relation between a variable pair is a complicated
nonlinear stochastic process. In the following section, we show how we discover the causal structure tree-structured
graphs (TSG) and multiple-independent-parents graph (MIPG). Note that the causal relation between a variable and its
parent node in our model not only could be complicated nonlinear functions but also varies in different groups.
5.2 Tree-Structured Causal Graph Discovery
In a TSG G with p nodes, each variable Xm and its only parent node pa(Xm) fulfill the linear relation in Equation 25.
Thus we have the following proposition for TSG:
10
Proposition 2. In a TSG G where each variable Xm has only one parent node, the normalized traces of the tensor
mean embedding of the variation of densities of all variables (τxm , m = 1, . . . , p) fulfill a linear nongaussian acyclic
model (LiNGAM) [10] if assumption 1 and 2 hold:
τx ≈ Cτx + , (34)
where τx =
[
τx1 , . . . , τxp
]T
, coefficient matrix C whose element on n-th row and m-th column equals to cxn|xm
could be permuted to a lower triangular matrix and  =
[
pa(x1)→x1 , . . . , pa(xp)→xp
]T
collects all noise terms
pa(xm)→xm , m = 1, . . . , p.
Proof. First, τxm , where m = 1, . . . , p, could be arranged in a causal order in which no later variable is the cause
of earlier ones due to the acyclicity of the graph. Note that causal order in subsequent sections also means that
this condition holds for a sequence of variables. Second, the noise term pa(xm)→xm , where m = 1, . . . , p, follows
nongaussian distributions as shown in proposition 1. Thirdly, assumption 2 ensures that τxm ⊥⊥ pa(xm)→xm for
m = 1, . . . , p.
Therefore, the graph formed by τxm , where m = 1, . . . , p, fulfills the structure of LiNGAM [10] so we can apply
LiNGAM on τx to infer the causal structure of the causal graph consists of X1, . . . , Xp.
5.3 Multiple-Independent-Parent Graph Discovery
We extend ENCI to cases where each node could have more than one parent node provided that all its parent nodes are
mutually independent.
Suppose a variable Y in graph G has q independent parent nodes - X1, . . . , Xq. The marginal density of Y in group i
can be obtained from
p(i)(Y ) =
∫
p(i)(Y |x1, . . . , xq)p(i)(x1, . . . , xq)dx1 · · · dxq. (35)
Then by substituting p(i)(Y ) into µ(i)⊗Y with p
(i)(Y |X1, . . . , Xq) decomposed as p(i)(Y |X1, . . . , Xq) =
p(Y |X1, . . . , Xq) + ∆p(i)(Y |X1, . . . , Xq) and integrating with respect to Y , we have
µ
(i)
⊗Y =
∫
φ(y)⊗ φ(y)
(∫
p(y|x1, . . . , xq)p(i)(x1, . . . , xq)dx1 · · · dxq+∫
∆p(i)(y|x1, . . . , xq)p(i)(x1, . . . , xq)dx1 · · · dxq
)
dy
=
∫ (∫
φ(y)⊗ φ(y)p(y|x1, . . . , xq)dy
)
p(i)(x1, . . . , xq)dx1 · · · dxq+∫ (∫
φ(y)⊗ φ(y)∆p(i)(y|x1, . . . , xq)dy
)
p(i)(x1, . . . , xq)dx1 · · · dxq. (36)
Following the same idea in the previous section, we conduct decomposition on both
∫
φ(y)⊗ φ(y)p(y|X1, . . . , Xq)dy
and
∫
φ(y)⊗ φ(y)∆p(i)(y|X1, . . . , Xq)dy and thus obtain∫
φ(y)⊗ φ(y)p(y|X1, . . . , Xq)dy =
NH∑
j=1
vj(X1, . . . , Xq)v
T
j (X1, . . . , Xq), (37)
∫
φ(y)⊗ φ(y)∆p(i)(y|X1, . . . , Xq)dy =
NH∑
j=1
∆u
(i)
j (X1, . . . , Xq)∆u
(i)T
j (X1, . . . , Xq), (38)
where vj(X1, . . . , Xq) denotes the j-th column of
∫
φ(y)⊗ φ(y)p(y|X1, . . . , Xq)dy and ∆u(i)j (X1, . . . , Xq) de-
notes the j-th column of
∫
φ(y)⊗ φ(y)∆p(i)(y|X1, . . . , Xq)dy. By assuming that both vj(X1, . . . , Xq) and
∆u
(i)
j (X1, . . . , Xq), j = 1, . . . , NH lie in the space of feature map φ(X1, . . . , Xq), we have vj(X1, . . . , Xq) =
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Ajφ(X1, . . . , Xq) and ∆u(i)j (X1, . . . , Xq) = ∆B(i)j φ(X1, . . . , Xq). Then they become∫
φ(y)⊗ φ(y)p(y|X1, . . . , Xq)dy =
NH∑
j=1
Ajφ(X1, . . . , Xq)⊗ φ(X1, . . . , Xq)ATj , (39)
∫
φ(y)⊗ φ(y)∆p(i)(y|X1, . . . , Xq)dy =
NH∑
j=1
∆B(i)j φ(X1, . . . , Xq)⊗ φ(X1, . . . , Xq)∆B(i)j
T
. (40)
By plugging in equations 39 and 40, equation 36 becomes
µ
(i)
⊗Y
=
∫ NH∑
j=1
Ajφ(x1, . . . , xq)⊗ φ(x1, . . . , xq)ATj
 p(i)(x1, . . . , xq)dx1 · · · dxq
+
∫ NH∑
j=1
∆B(i)j φ(x1, . . . , xq)⊗ φ(x1, . . . , xq)∆B(i)j
T
 p(i)(x1, . . . , xq)dx1 · · · dxq
=
NH∑
j=1
Aj
[∫
φ(x1, . . . , xq)⊗ φ(x1, . . . , xq)p(i)(x1, . . . , xq)dx1 · · · dxq
]
ATj
+
NH∑
j=1
∆B(i)j
[∫
φ(x1, . . . , xq)⊗ φ(x1, . . . , xq)p(i)(x1, . . . , xq)dx1 · · · dxq
]
∆B(i)j
T
. (41)
Observing that there exists a common term of integration in each term of the summation in equation 47, we now
analyze this integral term in square brackets. Due to mutual independence among variables Xk for k = 1, . . . , q,
p(i)(X1, . . . , Xq) admits the following factorization:
p(i)(X1, . . . , Xq) = p
(i)(X1) · · · p(i)(Xq). (42)
Then we adopt Bochner’s theorem [23] in analyzing φ(X1, . . . , Xq). Bochner’s theorem states that a continuous
shift-invariant kernel K(x, y) = k(x− y) is a positive-definite function if and only if k(t) is the Fourier transform of a
nonnegative measure ρ(ω). Let α =
∫
dρ(ω), pω = ρ/α, and ω1, ω2, . . . , ωk be independent samples from pω. Then
the random projection vector φ(X) can be
φ(X) =
α√
k
[
e−iω
T
1 X , . . . , e−iω
T
k X
]
. (43)
Similarly, we have
φ(X1, . . . , Xn) =
α√
k
[
e−i(ω
T
11X1+···+ωT1nXn), . . . , e−i(ω
T
k1X1+···+ωTknXn)
]
, (44)
which leads to
φ(X1, . . . , Xq) = φ(X1) ◦ · · · ◦ φ(Xq), (45)
where φ(Xj) ◦ φ(Xk) denotes the element-wise product. Since
(φ(X1) ◦ · · · ◦ φ(Xq))⊗ (φ(X1) ◦ · · · ◦ φ(Xq))
= (φ(X1)⊗ φ(X1)) ◦ · · · ◦ (φ(Xq)⊗ φ(Xq)) , (46)
the integration in equation 41 becomes∫
φ(x1, . . . , xq)⊗ φ(x1, . . . , xq)p(i)(x1, . . . , xq)dx1 · · · dxq
=
∫
(φ(x1)⊗ φ(x1)) ◦ · · · ◦ (φ(xq)⊗ φ(xq)) p(i)(x1) · · · p(i)(xq) dx1 · · · dxq
=
∫
φ(x1)⊗ φ(x1)
(
p(x1) + ∆p
(i)(x1)
)
dx1 ◦ . . .
· · · ◦
∫
φ(xq)⊗ φ(xq)
(
p(xq) + ∆p
(i)(xq)
)
dxq
=
(
µ⊗X1 + ∆µ
(i)
⊗X1
)
◦ · · · ◦
(
µ⊗Xq + ∆µ
(i)
⊗Xq
)
. (47)
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By substituting equation 47 into equation 41 we have
µ
(i)
⊗Y =
NH∑
j=1
Aj
[(
µ⊗X1 + ∆µ
(i)
⊗X1
)
◦ · · · ◦
(
µ⊗Xq + ∆µ
(i)
⊗Xq
)]
ATj
+
NH∑
j=1
∆B(i)j
[(
µ⊗X1 + ∆µ
(i)
⊗X1
)
◦ · · · ◦
(
µ⊗Xq + ∆µ
(i)
⊗Xq
)]
∆B(i)j
T
≈
NH∑
j=1
Aj
[(
µ⊗X1 ◦ · · · ◦ µ⊗Xq
)
+
(
∆µ
(i)
⊗X1 ◦ · · · ◦ µ⊗Xq
)
+ · · ·
+
(
µ⊗X1 ◦ · · · ◦∆µ(i)⊗Xq
)]
ATj +
NH∑
j=1
∆B(i)j
[
µ⊗X1 ◦ · · · ◦ µ⊗Xq
]
∆B(i)j
T
, (48)
where we omit terms with more than one tensor mean embedding of variation of densities . Following the same idea in
equation 13, we compute the variation of tensor embedding of Y by
∆µ
(i)
⊗Y ≈ µ(i)⊗Y − µ⊗Y
=
NH∑
j=1
Aj
[(
∆µ
(i)
⊗X1 ◦ · · · ◦ µ⊗Xq
)
+ · · ·+
(
µ⊗X1 ◦ · · · ◦∆µ(i)⊗Xq
)]
ATj
+
NH∑
j=1
∆B(i)j
[
µ⊗X1 ◦ · · · ◦ µ⊗Xq
]
∆B(i)j
T
. (49)
Then by taking normalized trace on both sides of equation 49 we have
τ
(
∆µ
(i)
⊗Y
)
≈ τ
NH∑
j=1
ATj Aj
[(
∆µ
(i)
⊗X1 ◦ · · · ◦ µ⊗Xq
)
+ · · ·+
(
µ⊗X1 ◦ · · · ◦∆µ(i)⊗Xq
)]
+ τ
NH∑
j=1
∆B(i)j
T
∆B(i)j
[
µ⊗X1 ◦ · · · ◦ µ⊗Xq
]
= τ
(
A
[(
∆µ
(i)
⊗X1 ◦ · · · ◦ µ⊗Xq
)
+ · · ·+
(
µ⊗X1 ◦ · · · ◦∆µ(i)⊗Xq
)])
+ τ
(
∆B(i)
[
µ⊗X1 ◦ · · · ◦ µ⊗Xq
])
= τ (A) τ
(
∆µ
(i)
⊗X1 ◦ · · · ◦ µ⊗Xq
)
+ · · ·+ τ (A) τ
(
µ⊗X1 ◦ · · · ◦∆µ(i)⊗Xq
)
+ τ
(
∆B(i)
)
τ
(
µ⊗X1 ◦ · · · ◦ µ⊗Xq
)
, (50)
where A = ∑NHj=1ATj Aj and ∆B(i) = ∑NHj=1 ∆B(i)j T∆B(i)j . The last equality derives directly from assumption 2.
Now we introduce another assumption for further analysis of MIPG.
Lemma 1. Two high dimensional square matrices (e.g. A, B) whose elements are generated independently from two
random variables fulfill the following property
τ(A ◦B) ≈ τ(A)τ(B). (51)
Proof. Firstly, the elements of A and B can be viewed as realizations of two underlying random variables; we denote
them by XA and XB , respectively. The left hand side of Equation 51 becomes
τ(A ◦B) = 1
lA
tr(A ◦B) = 1
lA
lA∑
j=1
AjjBjj ≈ E [XAXB ] , (52)
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where lA is the size of A and Ajj denotes A’s element on jth row and jth column. Similarly, we have Bjj . Then the
right hand side of equation 51 becomes
τ(A)τ(B) =
 1
lA
lA∑
j=1
Ajj
 1
lB
lB∑
j=1
Bjj
 ≈ E [XA]E [XB ] , (53)
where lA is the size of A and lA = lB . Finally, by adopting the independence between XA and XB , we complete the
proof.
Based on Lemma 1, we make following assumption for MIPG.
Assumption 3. We assume that the elements of tensor mean embedding of the variation of density of each parent node
(e.g. ∆µ(i)⊗Xkk = 1, . . . , q) of certain variable and that of the base of densities of other parent nodes (e.g. µ⊗Xl , l 6= k)
are generated independently.
A basic example implied by assumption 3 is τ(∆µ(i)⊗Xk ◦ µ⊗Xl) = τ(∆µ
(i)
⊗Xk)τ(µ⊗Xl). ∆µ
(i)
⊗Xk depends only on
∆p(i)(Xk) and µ⊗Xl depends only on p(Xl). Based on the mutual independence among parent nodes of variables in
MIPG, assumption 3 further states that the tensor mean embedding of the variation of the density of a parent node is
independent of that of the base of the density of another parent node. This can be easily extended to cases with more
than two terms provided that the independence holds. Under assumption 3, equation 50 becomes
τ
(
∆µ
(i)
⊗Y
)
≈ τ (A) τ
(
∆µ
(i)
⊗X1
)
τ
(
µ⊗X2 ◦ · · · ◦ µ⊗Xq
)
+ . . .
· · ·+ τ (A) τ (µ⊗X1 ◦ · · · ◦ µ⊗Xq−1) τ (∆µ(i)⊗Xq)
+ τ
(
∆B(i)
)
τ
(
µ⊗X1 ◦ · · · ◦ µ⊗Xq
)
. (54)
We introduce the following notations for simplicity:
Notation 2. We denote the kth parent node of Y by pak(Y ), τ
(
∆µ
(i)
⊗Y
)
by τ (i)y , τ
(
∆µ
(i)
⊗Xk
)
by τ (i)pak(y),
τ (A) τ (µ⊗X1 ◦ . . . µ⊗Xk−1 ◦ µ⊗Xk+1 ◦ · · · ◦ µ⊗Xq) by cy|pak(y) and τ (∆B(i)) τ (µ⊗X1 ◦ · · · ◦ µ⊗Xq) by (i)pa(y)→y .
We view each τ (i)y as a realization of a random variable τy. Similarly, there are variables τpak(y), k = 1, . . . , q and
pa(y)→y .
Then equation 54 is formalized in the following proposition:
Proposition 3. In an MIPG G of p nodes where each variable Xm has qm independent parent nodes, if assump-
tion 1 to 3 hold, the normalized traces of the tensor mean embedding of the variation of densities of all variables
(τxm ,m = 1, . . . , p) fulfill a linear nongaussian acyclic model (LiNGAM) [10],
τx ≈ Cτx + , (55)
where τx =
[
τx1 , . . . , τxp
]T
, coefficient matrix C whose element on nth row and mth column equals to cxn|xm could
be permuted to a lower triangular matrix and  =
[
pa(X1)→X1 , . . . , pa(Xp)→Xp
]T
.
Proof. First, τxm , where m = 1, . . . , p, could be arranged in an causal order due to the acyclicity of the graph. Second,
the noise term pa(xm)→xm , where m = 1, . . . , p, follows nongaussian distributions as shown in proposition 1. Thirdly,
assumption 2 ensures that τxm ⊥⊥ pa(xm)→xm for m = 1, . . . , p.
According to proposition 3, we can apply LiNGAM on the normalized traces of the tensor mean embedding of the
variation of densities of all variables to infer the causal structure. However, the coefficient matrix C returned by
LiNGAM needs to be further adjusted since LiNGAM is not restricted to the two kinds of causal graphs we are
considering in this letter. Obviously for TSGs, each row of C contains at most one non-zero element. For MIPGs,
each column contains at most one non-zero element since it can be obtained by reversing all directed edges of TSGs.
Therefore, we first determine whether the returned coefficient matrix is more likely to be a TSG or MIPG by simply
comparing the number of rows and columns with one non-zero element. Then we adjust those rows (columns) that
violate the corresponding graph structure. The algorithm of extending ENCI to discover the causal structure of a graph
with multiple variables are given in algorithm 2.
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Algorithm 2 ENCI for causal graphs
Input: N data groups G = {G1, G2, . . . , GN}
Output: The estimated coefficient matrix CENCI of the causal graph
1: Normalize Xm in each group for m = 1, . . . , p;
2: Compute τ (i)x1 , . . . , τ
(i)
xp for i = 1, . . . , N ;
3: Apply LiNGAM on τx1 , . . . , τxp and obtain the coefficient matrix C;
4: Denote the number of rows and columns with only one non-zero element by nrow and ncol, respectively;
5: if nrow > ncol then
6: Set elements in the rows with more than one non-zero element to be zero except for the maximal element and
return the resulting matrix CENCI .
7: else if nrow < ncol then
8: Set elements in the columns with more than one non-zero element to be zero except for the maximal element and
return the resulting matrix CENCI .
9: else
10: Return C as CENCI .
11: end if
6 Experiment
We conduct experiments on both synthetic and real data to verify the effectiveness of our proposed causal discovery
algorithm. Unless specified, we adopt gaussian kernel with median (dM ) as its kernel width across all subsections. The
implementations of ENCI for cause-effect pairs1 and causal graphs2 are available online.
6.1 Synthetic Cause-effect Pairs
We generate the cause X from the following family of distributions
X ∼ c1√
2pi(0.3)
2
e
− (X−1)2
2(0.3)2 +
c2√
2pi(0.3)
2
e
− (X)2
2(0.3)2 +
c3√
2pi(0.3)
2
e
− (X+1)2
2(0.3)2 ,
where c1, c2 and c3 are randomly sampled from a uniformly distributed simplex. When generating a group of data, c1 to
c3 are firstly sampled to determine the distribution of X . Then 40 ∼ 50 data points are sampled from the corresponding
distribution to form a group, and 200 groups are generated in each experiment. The generating mechanism of c1 to c3
leads to the independence and difference of distributions in different groups. We conduct experiments with both an
additive mechanism, Y = f(X) + E, and a multiplicative mechanism, Y = f(X)× E. E is the standard Gaussian
noise. The function mapping X to Y of each group is randomly chosen from f1 to f7,
f1(x) =
1
x2+1 f2(x) = sign(cx)× (cx)2 f3(x) = cos(cxn) f4(x) = x2
f5(x) = sin(cx) f6(x) = 2 sin(x) + 2 cos(x) f7(x) = 4
√|x|
where c is a random coefficient independently and uniformly sampled from interval [0.8, 1.2]. Overall, p(X) and
function f are fixed within each group, whereas they vary in different groups.
We compare ENCI with ANM, PNL, IGCI and ECBP. These existing methods are applied in two different causal
inference schemes: (1) on the entire dataset, which is obtained by combing all groups (ALL) and (2) on each group and
choose their majority estimation to be their final causal direction estimation (MV). The experimental results of each
setting are shown in Table 2. Note that the accuracies of ECBP are from 50 independent experiments due to its high
time complexity and that of other methods are from 100 independent experiments.
From the experimental results, we can see that ENCI, IGCI-MV, and ECBP-MV performs best compared with other
cases. ANM and PNL could not make correct decision in both mechanisms at the same time, and the accuracy of
IGCI-ALL is much lower than IGCI-MV, which is probably because of the influence of nonstationarity. ECBP takes
non-stationarity into consideration so it achieves satisfactory accuracy in ECBP-ALL. However, we observe that its
performance on multiplicative mechanism is not as good as ENCI in our experimental setting.
1https://github.com/amber0309/ENCI_cause-effect-pair
2https://github.com/amber0309/ENCI_causal-graph
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Table 2: Accuracy of synthetic cause-effect pairs
Mechanism ENCI ANM PNL IGCI ECBPMV ALL MV ALL MV ALL MV ALL
Additive 100 100 63 99 50 100 66 100 100
Multiplicative 100 0 26 4 5 100 90 100 88
6.2 Synthetic Causal Graph
In this section, we show our experimental results of both kinds of causal graphs.
In the case of tree-structured graph, we conduct experiments on randomly generated graphs with 10 and 50 variables,
respectively. First, the distributions of the root node is determined in the same way as the cause X in the previous
section. Then each effect is determined by a multiplicative mechanism from its parent node. The function f is randomly
chosen from f1 to f7, and all noise terms follow uniform distribution U(0, 1). Each time, 1000 groups of data are
generated in total. Note that samples within each group are generated from a fixed causal model, but the distribution of
the nodes and the mappings between them can vary in different groups.
We compare ENCI with seven existing methods. ECBP [15], ICA-LiNGAM [10], DirectLiNGAM [13] and pair-
wiseLiNGAM [14] are directly applied after combining all groups of data. ANM [1], PNL [2] and IGCI [3] are applied
on each pair of adjacent nodes so we only have the proportion of correctly estimated edges (recall) for these three
methods. Figure 3 shows one of the estimated results of the methods which are able to recover the causal structure. In
each experiment, we compute the recall (and precision) of edge from the estimation results. The mean precision (prc)
and recall (rcl) are given in column TSG of Table 33. The results of ECBP on TSG with 10 and 50 variables are the
mean of 50 and 20 independent experiments, respectively, due to its high time complexity. The results of other methods
are the mean of 100 independent runs.
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Figure 3: Examples of estimated results of (a) ENCI (b) ICA-LiNGAM (c) DirectLiNGAM (d) pairwiseLiNGAM.
Table 3: Accuracy of synthetic cause-effect pairs
Methods
TSG MIPG
10 vars 50 vars 6 vars
prc rcl prc rcl prc rcl
ENCI 74.55 91.56 61.36 89.31 57.17 96.60
ECBP 47.23 39.18 47.69 41.12 35.92 98.00
ICA-LiNGAM 7.41 0.82 5.76 0.49 30.60 91.60
pairwiseLiNGAM 16.82 84.11 3.65 91.16 13.47 40.40
DirectLiNGAM 7.16 35.78 0.92 23.10 0.27 0.80
ANM - 24.33 - 26.42 - 6.60
PNL - 22.44 - 17.76 - 13.20
IGCI - 99.33 - 92.43 - 97.33
3Note that the precision and recall of ECBP are computed from the skeleton instead of the directed graph.
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Next we conduct experiments on graphs that allow each variable to have multiple independent parent nodes. The
experimental settings are similar to tree-structured case except that we generate 2000 data groups instead of 1000 and
the ground truth of the synthetic network structure is fixed to be the graph on the right hand side of Figure 2. The mean
precision and recall are given in the MIPG column of Table 3. Note again that the results of ECBP are the mean of 20
independent experiments and that of other methods are the mean of 100 independent experiments.
The experimental results show a clear advantage of ENCI over ECBP, ICA-LiNGAM, pairwiseLiNGAM and Di-
rectLiNGAM in estimating nonstationary causal graph. In both cases, ENCI achieves the highest precisions which
are far higher than that of other methods. The recall of ENCI are also much higher compared with ICA-LiNGAM
and DirectLiNGAM. Although in some cases ECBP and pairwiseLiNGAM return higher recall, their small precisions
indicate that they find a large number of spurious edges, which makes their estimations less reliable. Comparing the
recall of ENCI with ANM, PNL and IGCI, we find that ENCI still outperforms ANM and PNL. IGCI always performs
the best among these four methods. Note that ANM, PNL and IGCI are not able to estimate the network structure and
the recall of ENCI is relatively close to that of IGCI.
6.3 Real Cause-effect Pairs
This section and the next present the experimental results on real cause-effect pairs and causal graph, respectively. Note
that experiments of applying ENCI on both real cause-effect pairs and real causal graphs are conducted on subsampled
groups. In other words, we sampled data groups from the raw single data set to create the non-stationarity artificially
and then applied ENCI on those randomly sampled groups to evaluate the performance of ENCI on real data.
We test the performance of ENCI on real world benchmark cause-effect pairs4. There are 106 pairs which come from
41 different data sets. Eight data sets are excluded in our experiment because they consists of either multivariate data or
categorical data5. The corresponding pairs are of ID 47, 52, 53, 54, 55, 70, 71, 101 and 105. ENCI are compared with
ANM [1], PNL [2], IGCI [3] and ECBP [15].
Figure 4: Accuracy of methods on real world cause-effect pairs.
We repeat 100 independent experiments for each pair and compute the percentage of correct inference. Then
we compute the average percentage of pairs from the same source as the accuracy of the corresponding data set.
4https://webdav.tuebingen.mpg.de/cause-effect/.
5Some of the existing methods or their implementations are not applicable to these data
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Figure 5: Reference Graph of sociological dataset.
In the experiment of ENCI, we apply ENCI on 90 groups, each of which consists of 50 to 60 points randomly
sampled from the raw data without replacement. Four methods are directly applied on 90 points randomly sam-
ple from raw data without replacement in each experiment. Note that ENCI and IGCI is applied using differ-
ent configurations, and the best result of each pair is adopted for evaluation. For ENCI, we test kernel width
d ∈ {1/10dM , 1/5dM , 1/4dM , 1/3dM , 1/2dM , dM , 2dM , 3dM , 4dM , 5dM , 10dM}, where dM is the median dis-
tance. For IGCI, we test different reference measures (i.e. uniform and gaussian) and estimators (i.e. entropy and
integral estimation).
The summary of accuracies on 33 data sets of each method is given in Figure 4 with orange solid line indicating
median of accuracies and green dashed line indicating mean of accuracies. It shows that the performance of ENCI is
satisfactory, with both median and mean accuracy about 79%. IGCI also performs quite well, especially in terms of
median, followed by PNL. ANM and ECBP performs poorly on these real cause-effect pairs, which might be due to
their model restrictions. ENCI is much more stable than IGCI although its median accuracy is slightly lower. The
results on real cause-effect pairs also indicate that ENCI could achieve satisfactory accuracy when applied on subgroups
sampled from original data which does not strictly follow our non-stationary model.
6.4 Real Causal Graph
In this section, we test ENCI on a sociological data set from a data repository, General Social Survey6.
This dataset consists of 6 observed variables, x1: father’s occupation level, x2: son’s income, x3: father’s education, x4:
son’s occupation level, x5: son’s education, x6: and number of siblings. We use the status attainment model based on
domain knowledge [24] as the ground truth (see Figure 5) and compare ENCI with ICA-LiNGAM, DirectLiNGAM and
ECBP.
Before applying ENCI, we first adopt k-means++ [25] to cluster the original data into 15 clusters. In this way, we
regard points within each cluster to be generated from the same causal model. Then we sample 1500 groups, which
consists of 50 points sampled without replacement from each cluster with more than 50 points, and apply ENCI on
these sampled groups. For ICA-LiNGAM, DirectLiNGAM and ECBP, we directly apply them on the original data set.
We show one of the best results of ENCI (coefficient matrix C obtained from applying LiNGAM on τxi , i = 1, . . . , 6)
and the estimated graph from ICA-LiNGAM, DirectLiNGAM and ECBP in Figure 6.
ENCI outperforms ICA-LiNGAM, DirectLiNGAM which is consistent with our expectation since they are developed
for linear stationary models. ENCI also outperforms ECBP which may be due to the lack of nonstationarity of the raw
data.
There are two facets of ENCI worth noting from the results of real data experiments of both pairs and causal graphs.
First, ENCI is applied on subgroups sampled from the raw data since each set of real data is a single collection of
observations and does not contain the form of nonstationarity our model assumes. However, the results of ENCI on
real pairs is quiet competitive and it performs much better than LiNGAM family methods in real causal graph. This
gives some evidence that our model could achieve satisfactory performance with subtle nonstationarity, which may be
simply generated by subsampling a single data set. Second, the reference graph in the real graph experiment does not
strictly fulfill the requirements of ENCI, but we obtain acceptable estimation results, which implies that ENCI may be
applicable for other kinds of causal graphs.
6http://www.norc.org/GSS+Website/
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Figure 6: Estimated graph of (a) ENCI (b) ICA-LiNGAM (c) DirectLiNGAM (d) ECBP.
Conclusion
In this paper, we introduce the nonstationary causal model and prove the asymmetry of non-stationarity between the
causal direction and anti-causal direction based on certain assumptions. By exploiting this asymmetry, we propose a
reproducing kernel Hilbert space embedding-based method, ENCI, to infer the causal structure of both cause-effect
pairs and two kinds of causal graphs. Theoretical analysis and experiments show the advantage of ENCI over existing
methods based on fixed causal models when being applied on nonstationary passive observations.
Compared with ECBP which is also for non-stationary causal model inference, the theoretical scope of application of
ENCI is more restricted in the sense that we require non-stationarity in both p(X) and p(Y |X), whereas ECBP would
also work when only one of them is nonstationary. In addition, ENCI requires nonstationarity exists in every variable of
a causal graph, whereas ECBP only requires the existence of nonstationarity. However, ENCI outperforms ECBP on
the experiments of both real cause-effect pairs and causal graph in which the data generating process does not strictly
follow our model assumptions and the nonstationarity among artificial groups is subtle. Therefore, we deem that ENCI
could be applied on a much wider scope of problems in reality and achieve satisfactory performance. In this way, ENCI
is eligible to join a pool of state-of-the-art algorithms for learning general causal models.
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