Decomposition of large engineering system models is desirable since increased model size reduces reliability and speed of numerical solution algorithms. The article presents a methodology for optimal model-based decomposition (OMBD) of design problems, whether or not initially cast as optimization problems. The overall model is represented by a hypergraph and is optimally partitioned into weakly connected subgraphs that satisfy decomposition constraints. Spectral graph-partitioning methods together with iterative improvement techniques are proposed for hypergraph partitioning. A known spectral K-partitioning formulation, which accounts for partition sizes and edge weights, is extended to graphs with also vertex weights. The OMBD formulation is robust enough to account for computational demands and resources and strength of interdependencies between the computational modules contained in the model. 
NOMENCLATURE

A
= adjacency matrix where f, h, and g are the design objective, and vector equality and inequality design constraints, respectively, expressed as mathematical functions of the vector of design and state/behavior variables x, and X is the set constraint. Typically, these functions can be evaluated through mathematical models based on physical principles and empirical data and expressed as computational simulations.
C(P K
Optimization methods have been successfully applied to design system components using welldeveloped and calibrated simulations with about one hundred variables [61] . Difficulties arise when we start considering design of the overall system. The size of the problem becomes too large to expect reliable results from numerical optimization algorithms given known model nonlinearities.
Even when numerical results are obtained, one may not adequately interpret the engineering tradeoffs implied. Decomposition of the optimization model into smaller submodels becomes necessary, and coordination strategies must be employed (see Figure 1 and further discussion below).
Problem decomposition may result in (or may allow) a conceptual simplification of the system, reduced subproblem dimensionality, parallel/distributed computation, reduced programming/debugging effort, different solution techniques for individual subproblems, modularity in parametric studies, and multicriteria analysis with single/multiple decision makers.
Three types of decomposition are commonly found in the design and optimization literature:
object, aspect, and sequential decomposition. Object decomposition divides a system into physical components. Aspect decomposition divides a system according to the different specialties involved in its modeling, and it is the basis for multidisciplinary optimization (MDO). Sequential decomposition is applied to problems involving flow of elements or information. Object and aspect decomposition assume a "natural" decomposition of the problem. A drawback of object decomposition is that in large, highly integrated systems drawing "boundaries"
around physical components and subassemblies is very subjective. Aspect decomposition, often defined by management considerations, may fail to account for disciplinary coupling. Sequential decomposition presumes unidirectionality of design information flows that contradicts the cooperative behavior desirable in concurrent engineering. A drawback common to the three approaches is that available computational resources may not match the naturally generated system decomposition.
This article presents a formal method for optimal model-based decomposition (OMBD) of design optimization problems that aims at advancing the use of nonlinear optimization techniques in the solution of large-scale design problems. Model-based decomposition allows identification of weakly connected model substructures that satisfy demands of parallel computation and availability of computational resources. Moreover, as shown in [30] for overlapping coordination, there is evidence that weakly connected submodels improve the convergence properties of coordination strategies used to solve the partitioned ODP/GDP. Hypergraphs are used to represent design models, and the OMBD problem is formulated as a hypergraph partitioning problem. The representation and formulation are robust enough to account for computational demands of the modules in the model and the strength of their interdependencies. Hyperedge models allow mapping hypergraph into graph representations for spectral graph partitioning. A spectral graph partitioning technique is extended to included weighted vertices. The approach makes use of recent advances common to such diverse areas as graph theory, VLSI design, computational mechanics, and parallel computing. An application of the methodology to powertrain design is presented in Section 10.
The proposed OMBD method consists of the following steps:
• Represent design model with a hypergraph, and formulate the OMBD problem as a hypergraph partitioning problem (Sections 3-4).
• Substitute a graph for the hypergraph representation, using a hyperedge model, and reformulate the OMBD problem as a graph partitioning problem (Sections 5-6).
• Find the OMBD by solving the graph partitioning problem as following:
-Formulate graph partitioning as a 0-1 quadratic program P1 (Eq. 5, Section 8).
-Replace P1 by continuos quadratic programs P2 and P3 (Eqs. 6-7, Section 8).
-Obtain the graph geometric representation by solving a relaxed version of P3 (Eqs. 8-10, Section 8).
-Generate the (global) partition from the graph geometric representation (Section 9).
-Refine the (global) partition using an iterative improvement algorithm (Section 7.1).
RELATED WORK ON DECOMPOSITION IN DESIGN
The operations research community has extensively studied structured, partitioned problems to improve computational efficiency and robustness; however, identification of the partitioned problem model has remained a largely ad hoc task. Ordering heuristic algorithms have been used to improve or to identify sparsity patterns corresponding to a finite-element or finite-difference approximation over a region [17] . In engineering design, problem decomposition has received considerable attention to reduce multidisciplinary design cycle time [6, 13, [54] [55] [56] and to streamline the design process by adequate arrangement of the tasks [19-20, 37, 38, 50, 57, 58] .
Steward [57, 58] , Rogers [50] , Eppinger [19] [20] , and Kusiak and Wang [37, 38] applied sequential decomposition to the design sequence. Design structure and incidence matrices are used to represent precedence relationships between the tasks. An (i, j)-entry in a design structure matrix indicates that task j contributes information to task i. Therefore, for tasks ordered according to the structure matrix's row/column ordering, marks below the diagonal represent information transferred to later tasks; conversely, marks above the diagonal represent information fed back to earlier tasks. An (i, j)-entry in a design incidence matrix indicates that information j is needed to perform task i. Groups of tasks are ordered in a feed-forward sequence by detecting "circuits" among task interdependencies.
Steward used matrix transformations to minimize design iterations. Rogers used a rule-based system to generate a triangular form of the design structure matrix. Eppinger's work is based on Steward's matrix reordering; however, it includes subjective quantifiers for task dependencies.
Kusiak and Wang proposed triangularization and diagonalization algorithms for the design structure and incidence matrices, respectively. They also proposed a branch and bound algorithm to identify overlapping design tasks or variables whose removal makes a design incidence matrix decomposable. The need to define the input-output relation for each task may impair the use of most of these techniques in situations where causality between tasks is non-existent or ill-defined.
Heuristics or personnel interview data are used to identify "tears" of dependence relations between tasks if the problem structure is not sequentially decomposable.
Wagner and Papalambros [65, 66] Information on the dependence of the local variables with respect to the linking variables (i.e.,
x k (y * )) is fed back to the master problem (dashed arrows). Subproblems may be recursively partitioned to generate a multilevel hierarchy.
In a non-hierarchical decomposition, Figure 1 The optimal decomposition problem is then formulated as one of finding the communication links whose failure lessens the most the network reliability, which is a measure of network connectivity. 
HYPERGRAPH REPRESENTATION OF A DESIGN PROBLEM
subject to: x 3 , and a two-variable master problem is solved to update their values, which are then fed back to the subproblems. depends on x i . The edge-valency or cardinality of a hyperedge is equal to the number of vertices contained in the hyperedge (which is also equal to the number of nonzero entries in the corresponding column of the FDT). A hyperedge of cardinality p will be termed a p-hyperedge.
The vertex-valency or degree of a vertex is equal to the number of hyperedges containing the vertex (which is also equal to the number of nonzero entries in the corresponding row of the FDT). For our purposes of problem decomposition, 1-hyperedges will be excluded from the representation since they do not contribute to the connectivity of the problem model. 
and j 1 ≠ j 2 }. Thus, the total weight of the hyperedges cut by
When this formulation is applied to the OMBD problem, vertex weights represent time to evaluate a function or execute a simulation, edge weights depict strength of function-variable dependence or amount of transferred data between simulation modules, and partition loads represent processing capabilities in a distributed computational environment. In this article, the terms hypergraph and graph K-partitioning imply some sort of constraint on the partition sizes (loads), as oppose to the unrestricted common meaning of the terms. weighted edges, which will be called a p-clique, replaces every p-hyperedge, as shown in Figure 4 for p = 4. Weighted edges are needed to estimate the number of hyperedges of H cut by a vertex set partition from the weights of the edges of G cut by the same partition. Resulting parallel edges in G are replaced by a single edge whose weight is determined by adding the weights of the parallel edges. Four hyperedge models can be found in the circuit and graph partitioning literature, each assigning different edge weights to the associated cliques.
(a) The "standard" clique model [39] replaces every p-hyperedge by a clique with edge weights ω = 1 (p -1) . Since the minimum number of edges needed to be cut to partition the vertex set of a p hyperedge is (p -1), the total weight of cut edges will be at least one. Thus, the standard hyperedge model overestimates the number of hyperedges cut by a partition. For example, in In this article, we propose a hyperedge model that generalizes Alpert and Kahng model (see (c) above) to consider up to a K-partition of a hyperedge, instead of only a bipartition. The proposed clique edge weights are given in the following Lemma.
Lemma 1: Proposed Hyperedge Model
Assume that the set of p vertices of a p-hyperedge can be partitioned in up to k subsets such that each one of the (k p -k) possible assignments of vertices to the subsets that generates a cut hyperedge is equally likely. Then, a cut p-hyperedge will make an expected contribution of one to the weighted cut cost function if and only if the edges of the associated p-clique have weights
Proof. Consider the partition of a p-hyperedge vertex set into k subsets of sizes m 1 , m 2 , m 3 ,…, m k .
The expected size of the cut set φ is
Clique edge weights ω are defined as 1
A comparison of the five hyperedge models is shown in Figure 5 (1) the total weight of the edges cut by
, and j 1 ≠ j 2 }. Thus, the total weight of the edges cut by
ω e (e j ) .
In the above graph partitioning formulation, an edge weight is computed by multiplying the weight defined by the hyperedge model and the weight of the associated hyperedge (which depicts strength of function-variable dependence or amount of transferred data between simulation modules). As mentioned above, minimizing the total weight of cut hyperedges is equivalent to minimizing the total weight assigned to linking variables. However, minimizing the weight of cut edges in a graph representation is equivalent to minimizing not only the weight of linking variables but also the number of functions on which these variables depend.
REVIEW OF GRAPH AND HYPERGRAPH PARTITIONING TECHNIQUES
Hypergraph and graph K-partitioning problems have been studied for applications where a large network or system must be partitioned into subsystems such that elements in the same subsystem are strongly interconnected, whereas elements in different subsystems are weakly interconnected.
Such applications include computer logic and page partitioning [16, 23] , VLSI layout and packaging of circuits [1, 18, 49, 67] , machine layout in manufacturing systems [62, 63] , assignment of computations to multiple processors [31] , and domain decomposition of finite-element or finitevolume grids for parallel computation [3, 22, 53] .
Both hypergraph and graph K-partitioning problems are NP-hard, even if edge and vertex weights are one, and the number of partitions is two. If the number of partitions K is fixed and there is no restriction on the size of the partitions, then the problem is solvable in polynomial time
, where N is the number of vertices in the graph [27] . However, this case has no practical application since the resulting partitions could be very unbalanced.
Partitioning methods include iterative improvement and global techniques. Iterative improvement algorithms, also know as local search algorithms, make local changes to an initial partition to minimize the total weight of the edges cut while keeping the parts balanced. These algorithms are quite robust because they can deal with graphs and hypergraphs, and arbitrary vertex and edge weights and balance criteria. For global methods, the partitioning problem is formulated as an optimization problem and solved using approximation techniques.
Iterative Improvement Partitioning Methods
Most iterative improvement algorithms are based on a heuristic procedure devised by Kernighan and Lin for graph bisection [35] . Variants to this algorithm have extended it to K-partition of hypergraphs containing weighted vertices and edges with improved running times.
Kernighan-Lin Algorithm. Kernighan and Lin [35] 
Other Iterative Improvement Algorithms. Variants to the KL and FM algorithms continue to appear in the graph and hypergraph partitioning literature. Krishnamurthy [36] First, K-partitioning is possible. Second, the algorithms can handle an arbitrary interset cost metric.
Third, robustness is improved by including an element of randomness. Fourth, the algorithm implementation reuses computations in a manner that reduces the overall running time to
where M is the number of edges.
Global Partitioning Methods
Iterative improvement algorithms as those described above are quite good at finding locally optimal answers, but unless they are initialized with a "good" partition, the local optimum may be far from the global. Global partitioning methods start with an encoding of a problem instance, such as a graph adjacency matrix or list, or a hypergraph incidence matrix, and compute an approximation to the optimal partition that can be used as input to an iterative improvement algorithm.
Network-Reliability-Based Method. Michelena and Papalambros [41] Spectral Methods. Spectral partitioning methods identify a good approximation to a graph Kpartition from global information about the structure of the graph extracted from a matrix spectrum.
Specifically, a K-dimensional geometric representation of the graph is constructed from the K eigenvectors that correspond to the smallest eigenvalues of the graph Laplacian matrix. A drawback of these methods is that they cannot be directly applied to hypergraphs, so a hyperedge model is needed to approximate the hypergraph by a graph. The relation between the spectrum of a graph and other graph properties has been an area of active research [4, 8, 15, 25, 26, 43] , but only recently spectrum-based methods have been successfully applied to graph partitioning [1, 2, 21, 31, 46, 47, 53] . We present below a spectral graph K-partitioning formulation that extends Rend and
Wolkowicz's to graphs containing weighted vertices.
Other Global Methods. Simulated annealing (SA) has been used for graph partitioning by
Johnson et al. [34] and Bui et al. [10] with mixed results. They showed that SA usually needs much more time than iterative improvement methods, specifically when used on graphs generated with a built-in geometric structure. Bui and Moon [11] presented a hybrid genetic algorithm that combines a variation of the Fiduccia-Mattheyses algorithm with genetic space exploration to give competitive performance. Bui et al. [9] applied network-flow techniques to graph bisection with good results for small-degree graphs.
SPECTRAL GRAPH PARTITIONING FORMULATION
As described in Section 6, the K-partitioning problem entails finding a partition of V into K disjoint subsets P K = {V 1 , V 2 , …, V K } such that the vector of weighted sizes of the partitions is close to m componentwise and the total weight C(P K ) of edges cut by the partition is minimized.
The following spectral formulation of the graph partitioning problem is similar to that given by Rendl and Wolkowicz [47] and Falkner et al. [21] ; however, it also accounts for weighted vertices.
The N × N adjacency matrix A of a graph G is defined as A = (a ij ), where a ij = ω e ({v i , v j }) if • L is positive semidefinite.
• L's rows and columns add up to zero.
• L's smallest eigenvalue λ 1 = 0 and has a corresponding eigenvector (1/ N ,…,1/ N ) t .
• If the graph is connected, then L's second smallest eigenvalue λ 2 > 0. The multiplicity of zero as an eigenvalue of L equals the number of connected components of the graph.
Let X ∈ ℜ Ν×Κ be the assignment matrix for P K , i.e., x ik = 1 if vertex v i is assigned to partition V k , and x ik = 0 otherwise. The k th column of X is denoted by x k . The weighted edge cut is
where δ ij = 1 if i = j, and δ ij = 0 otherwise. Moreover, the elements of X have to satisfy the following constraints to ensure both a balanced partitioning and assignment of each vertex to a single partition:
The graph K-partitioning problem then becomes
tr(X t L X) such that
where w = (ω v (v 1 ), ω v (v 2 ),…, ω v (v N )) t and u l = (1,…, 1) t ∈ ℜ l . Note that any two column vectors of X are orthogonal.
Lemma 2
The feasible set of problem (P1) ℑ = {X ∈ ℜ Ν×Κ : x ij is 0 or 1, X t w = m, and X u K = u N } is equal to ℑ' = {X ∈ ℜ Ν×Κ : x ij ≥ 0, X t w = m, X u K = u N , and X t W X = M}, where W is the
, so x ij is 0 or 1, and X ∈ ℑ.♦ Therefore, an equivalent formulation of (P1) is
As suggested in [47] 2 S N Y) . Therefore, (P1) and (P2) are equivalent to
An approximate solution to (P3) and a lower bound for C(P K ) may be obtained by relaxing the constraints to Y t Y = I K-1 and using the following Representation Theorem to compute Y, with A =
This approximate solution provides a graph geometric representation V → ℜ K given by the rows of X.
Representation Theorem
Let A and B be symmetric matrices. The P × Q (P ≥ Q) matrix that minimizes tr (A Y t B Y) subject to the constraint Y t Y = I Q is the matrix Y = P Q t , where Q is the Q × Q orthogonal matrix whose columns contain the eigenvectors of A, and P is the P × Q orthonormal matrix whose columns contain the eigenvectors of B corresponding to the Q smallest eigenvalues of B. The order of the columns of Q and P is such that the corresponding eigenvalues of A and B are in nonincreasing and nondecreasing order, respectively. Also, the minimum of tr (A Y t B Y) such that
(This theorem is an extension of Theorem 3.1 by Rendl and Wolkowicz [48] .)
Corollary 1
For the K-partitioning of a graph with Laplacian matrix L, vertex weight vector w (W = diag(w)), and partition load vector m (M = diag(m)),
where R K is the orthonormal K × (K -1) matrix spanning {M 1/2 u K } ⊥ , and S N is the orthonormal
The lower bound is attained for 
The order of the columns of P and Q is defined as for the Representation Theorem above.
The following Corollary 2 applies to equal load partitions, i.e., m = tr (diag(w)) K u K -the case when processing resources assigned to each subproblem are planned to be identical. Corollary 3 applies when, in addition, vertex weights are equal to one, i.e., w = u N and m = N K u K -the case when function evaluation and simulation running times are assumed to be the same.
Corollary 2
For the K-partitioning of a graph with Laplacian matrix L, vertex weight vector w (W = diag(w)), and partition load vector m = tr (diag(w))
where S N is the orthonormal N × (N -1) matrix spanning {W 1/2 u N } ⊥ . The lower bound is 
Corollary 3
For the K-partitioning of a graph with Laplacian matrix L, vertex weight vector w = u N , and
Solutions that relax all but the third constraint in (P2), e.g., due to Barnes [4] , Bolla [7] , and Chan et al. [12] , result in the geometric representation X = [ Closest in Frobenius Norm. Rendl and Wolkowicz [47] suggested looking for a feasible matrix X f that is as close as possible to X in Frobenius norm. Because we are considering weighted vertices, we find X f by minimizing ||W 1/2 (X -X f )|| F . Since
the linear problem (P4): Max X f {tr (X t W X f ) : X f ∈ ℑ} produces a feasible partition X f that is close to the geometric representation X. (ℑ is the feasible set defined in Lemma 2.) The software package Chaco [32] was used to identify optimal partitions of the powertrain model. Chaco implements several methods for finding small edge separators in weighted (nodes and edges) graphs. We use the spectral method (with minimum cost assignment) together with the FM-HL algorithm described in Section 7.1. In this article we present results for model quadrisection.
Previously to running Chaco, a hyperedge model was used to generate a graph adjacency list includes the acceleration, starting gradeability, and cruising velocity at grade criteria.
CONCLUSIONS
The article presented a graph-/hypergraph-based methodology for optimal model-based decomposition of design problems. The design problem is represented by a hypergraph that is then partitioned to identify weakly connected structures implicit in the mathematical design model.
Hyperedge models are used to approximate hypergraphs by graphs. Spectral graph-partitioning methods and iterative improvement techniques are proposed for graph/hypergraph partitioning. A known spectral K-partitioning formulation, which accounts for partition sizes and edge weights, is extended to graphs with also vertex weights. The decomposition formulation and solution are robust enough to account for partition loads, function evaluation and simulation times, and the strength of function dependence on variables. Hence, the optimal problem partition may be forced to meet an existing analysis and simulation environment. A vehicle powertrain model was used as example and divided into four parts, two subproblems containing the engine model and the other two being assigned the rest of the model. A typical object or aspect decomposition of this model cannot generate the decomposition obtained by OMBD. 
