Gaussian Multiplicative Chaos is a way to produce a measure on R d (or subdomain of R d ) of the form e γX(x) dx, where X is a log-correlated Gaussian field and γ ∈ [0, √ 2d) is a fixed constant. A renormalization procedure is needed to make this precise, since X oscillates between −∞ and ∞ and is not a function in the usual sense. This procedure yields the zero measure when γ = √ 2d. Two methods have been proposed to produce a non-trivial measure when γ = √ 2d. The first involves taking a derivative at γ = √ 2d (and was studied in an earlier paper by the current authors), while the second involves a modified renormalization scheme. We show here that the two constructions are equivalent and use this fact to deduce several quantitative properties of the random measure. In particular, we complete the study of the moments of the derivative multiplicative chaos, which allows us to establish the KPZ formula at criticality. The case of two-dimensional (massless or massive) Gaussian free fields is also covered.
Introduction
In the eighties, Kahane [35] developed a continuous parameter theory of multifractal random measures, called Gaussian multiplicative chaos. His efforts were followed by several authors [2, 5, 7, 18, 21, 25, 53, 54, 57] coming up with various generalizations at different scales. This family of random fields has found many applications in various fields of science ranging from turbulence and mathematical finance to 2d-Liouville quantum gravity.
Roughly speaking, a Gaussian multiplicative chaos on R d or on a bounded domain of R d (with respect to the Lebesgue measure) is a random measure that can formally be written as:
where X is a centered Gaussian distribution and γ a nonnegative real parameter. The situation of interest is when the field X is log-correlated, that is when
for some bounded continuous function g. In this case, X is a Gaussian random generalized function (a.k.a. distribution) on R d that cannot be defined as an actual function pointwise. Kahane showed that one can nonetheless give a rigorous definition to (1) . Briefly, the idea is to cut-off the singularity of the kernel (2) occurring at x = y, this procedure being sometimes referred to as ultraviolet cut-off. There are several possible cut-off procedures. The cut-off strategy we will use here is based on a white noise decomposition of the Gaussian distribution X. In short, we will assume that have at our disposal a family (X t ) t of centered smooth enough Gaussian fields with respective covariance kernels (K t ) t such that for s, t 0
where the kernels (K t ) t are assumed to be increasing towards K and K t (x, x) ≃ t as t → ∞. This family (X t ) t of Gaussian fields approximates X in the sense that we recover the distribution X when letting t go to ∞. Having applied this cut-off, it is now possible to define the approximate measure
The white noise covariance structure (3) ensures that the family (M γ t ) t is a positive martingale, so it converges almost surely. The measure M γ is then understood as the almost sure limit of this martingale. The limiting measure M γ is non trivial if and only if γ 2 < 2d (see [35] ). Important enough, this construction is rather universal in the sense that the law of the limiting measure M γ is insensitive to the choice of the cut-off family (X t ) t made to approximate X (see [35, 57] ). One may for instance smooth up the field X with a mollifying sequence (ρ t ) t to get a cut-off family X t = X ⋆ ρ t by convolution and consider once again the associated measures (4) . Then one will get the same law for the limiting measure.
For γ 2 2d, the measure M √ 2d as defined by (1) thus vanishes, giving rise to the issue of constructing non trivial objects for γ 2 2d in any other possible way. In this paper, we pursue the effort initiated in [18] to understand the critical case when γ 2 = 2d. It is shown in [18] that the natural object at criticality is the derivative Gaussian multiplicative chaos, which can be formally written as
It is a positive atomless random measure. It can be rigorously defined via cut-off approximations in the same spirit as in (4) . More precisely, the approximations are obtained by differentiating (4) with respect to γ at the value γ 2 = 2d, hence the term "derivative". Nevertheless, it is expected that derivative Gaussian multiplicative chaos at criticality, that is M ′ , can be recovered via a properly renormalized version of (4) . In this paper, inspired by analog results in the case of Galton-Watson processes [32, 59] or branching random walks [1, 33] , we prove that
, in probability as t → ∞.
This renormalization procedure is sometimes called Seneta-Heyde renormalization [1, 32, 59] . More precisely, we will first prove (6) for covariance kernels (2) that can be rewritten as
for some continuous covariance kernel k. Though not covering the whole family of kernels of type (2) , this family of kernels is quite natural since it possesses nice scaling relations (see [2] ) and are called star-scale invariant kernels. In this case, the covariance kernel K t of the approximating field X t matches
Our main standing assumption is the compactness of the kernel k, which implies a decorrelation property for the fields (X t ) t , namely that the two process (X t+s (x) − X s (x)) t 0 and (X t+s (w) − X s (w)) t 0 are independent as soon as |x − w| e −s . So this first step does not allow us to treat the case of long range correlated Gaussian distributions, such as the important class of two-dimensional free fields. Anyway, property (6) establishes the important fact that the derivative multiplicative chaos appears as the limit of the natural renormalization of the vanishing martingale (4) for γ 2 = 2d. Beyond this unifying perspective, this renormalization approach to criticality is convenient to complete the description of the main properties of the derivative Gaussian multiplicative chaos initiated in [18] . In particular, the SenetaHeyde renormalization turns out to be crucial for applying Kahane' s convexity inequalities at criticality. Equipped with this tool, we complete the study of the moments of the derivative multiplicative chaos and compute its power-law spectrum.
We then treat two-dimensional free fields in a second step. Our main argument is based on a decomposition of free fields: they can be written as a sum of two parts, one smooth part that encodes the long range correlations and another part (not necessarily independent) that is logarithmically correlated at short scales, with a decorrelation property weaker than in our first case. More precisely, this second part possesses a covariance kernel of the type K(x, y) = +∞ 1 k(u, x − y) u du (9) for some family (k(u, ·)) u of continuous covariance kernels. Hence the structure k(u, ·) of correlations at scale u now varies along scales. The corresponding cut-off family (X t ) t now possesses the following decorrelation property: the two process (X t+s (x) − X s (x)) t 0 and (X t+s (w) − X s (w)) t 0 are independent as soon as |x − w| e −s s α for some α > 0. This extra polynomial term gives us a sufficient leeway to separate short from long range correlations. We will prove the Seneta-Heyde renormalization (6) for the approximating measure M √ 2d t involving a cut-off family for the kernel (9) as well, hence treating the free field case. We stress here that this decomposition argument is not specific to free fields nor to dimension two, and thus may be generalized if need be.
Studying the case of free fields is motivated by applications in 2d-Liouville quantum gravity. Recall that the authors in [21] constructed a probabilistic and geometrical framework for two dimensional Liouville quantum gravity and the KPZ equation [41] , based on the twodimensional Gaussian free field (GFF) (see [15, 16, 17, 21, 27, 41, 50] and references therein for physics considerations). It consists in taking X equal to the GFF in (1) and multiplying the measure by a suitable power of the conformal radius, in the case of Dirichlet boundary conditions in a bounded domain. The resulting measure, called the Liouville measure, is conformally invariant (see [21, section 2] ). In this context, the KPZ relation has been proved rigorously [21, 56] (see also [9] in the case of Mandelbrot's multiplicative cascades). This was done in the standard case of Liouville quantum gravity, namely strictly below the critical value of the GFF coupling constant γ in the Liouville conformal factor, i.e, for γ < 2 (the phase transition occurs at γ 2 = 2d in dimension d, thus at γ = 2 in two dimensions). Recall that the parameter γ is related to the so-called central charge c of the conformal field theory coupled to gravity, via the famous KPZ result [41] :
The critical case γ = 2 thus corresponds to the value c = 1. Our results extends this picture to the critical case γ = 2, c = 1 by constructing the Liouville measure at criticality on a bounded domain
where X is a GFF on D (say with Dirichlet boundary conditions) and C(x, D) the conformal radius of D viewed from x. This construction is based on a white noise decomposition of the GFF, and is also conformally invariant in spite of its atypical structure. Also, we complete the description of the moments of the measure M ′ and compute its power-law spectrum. These properties lead us to achieve the proof of the KPZ relation at criticality, which strongly relies on the Seneta-Heyde renormalization approach. Let us stress that by construction, this proof is valid in any dimension and for any log-correlated Gaussian field for which one can prove a critical Seneta-Heyde renormalization of the type (6) .
Further remarks about atomic measures at criticality.
In dimension two, the Liouville quantum gravity measure on a domain D is sometimes interpreted as the image of the intrinsic measure of a random surface M under a conformal map that sends M to D. This type of "surface" is highly singular (not a manifold in the usual sense). In certain limiting cases where the surface develops singular "bottlenecks", one expects the image measure on D to become an atomic measure. In a certain sense (that we will not explain here), constructing these atomic measures requires one to replace γ < 2 by a "dual value" γ ′ > 2 satisfying γγ ′ = 4.
It is interesting to consider the analogous atomic measure in the critical case γ = γ ′ = 2 and to think about what its physical significance might be. We believe that both the γ = 2 measures (treated in this paper) and their γ ′ = 2 "atomic measure" variants (see below) have been studied in the physics literature before. However, when reading this literature about γ = γ ′ = 2 Liouville quantum gravity, it is sometimes difficult to sort out which physical constructions correspond to which mathematical objects. The remainder of this subsection will give a brief history of these constructions and their relationship to the current work. This discussion may be safely skipped by the reader without specific background or interest in this area.
The issue of mathematically constructing singular Liouville measures beyond the phase transition, namely for γ > 2, and deriving the corresponding (non-standard dual) KPZ relation has been investigated in [6, 19, 22] , giving the first mathematical understanding of the so-called duality in Liouville quantum gravity (see [3, 4, 14, 20, 23, 34, 38, 39, 40, 44] for an account of physics motivations). It thus remains to complete the mathematical Liouville quantum gravity picture at criticality, i.e. for γ = 2. From the physics perspective, Liouville quantum gravity at criticality has been investigated in [12, 28, 29, 30, 31, 36, 39, 42, 43, 45, 51, 52, 61] . The reader is also referred to [18] for a brief summary about the physics literature on Liouville quantum gravity at criticality. The Liouville measure at criticality presents an unusual dependence on the Liouville field ϕ (equivalent to X here) of the so-called "tachyon field" T (ϕ) ∝ ϕ e 2ϕ [36, 39, 52] . Its integral over a "background" Borelian set A generates the quantum area A = A T (ϕ)dx, that we can recognize as the formal heuristic expression for the derivative measure (5) . The possibility at criticality of another tachyon field of the atypical form T (ϕ) ∝ e 2ϕ nevertheless appears in [31, 36, 40] . This form seems to heuristically correspond to a measure of type (1) (which actually vanishes for γ = 2). At first sight, our result (6) here then seems to suggest that, up to the requested renormalization (6) of (1), the atypical tachyon field would actually coincide with the usual ϕ e 2ϕ tachyon field. However, this atypical tachyon field e 2ϕ in Liouville quantum gravity has been associated to another, non-standard, form of the critical c = 1, γ = 2 random surface models. Indeed, the introduction of higher trace terms in the action of the c = 1 matrix model of two-dimensional quantum gravity is known to generate a new critical behavior of the random surface [31, 36, 39, 61] , with an enhanced critical proliferation of spherical bubbles connected one to another by microscopic "wormholes".
In order to model this non-standard critical theory, it might be necessary to modify the measures introduced here by explicitly introducing "atoms" on top of them, using the approach of [6, 19, 22] for adding atoms to γ < 2 random measures M γ in the description of the dual phase of Liouville quantum gravity. The "dual Liouville measure" corresponding to γ < 2 involves choosing a Poisson point process from η −α−1 dηM γ (dx), where α = γ 2 /4 ∈ (0, 1), and letting each point (η, x) in this process indicate an atom of size η at location x. When γ = 2 and α = 1, we can replace M γ with the derivative measure M ′ (5) (i.e., the limit (6)), and use the same construction; in this case (since α = 1) the measure a.s. assigns infinite mass to each positive-Lebesgue-measure set A ∈ B(R d ). It is nonetheless still well-defined as a measure, and all of its (infinite) mass resides on a countable collection of atoms, each with finite mass. Alternatively, one may use standard Lévy compensation (intuitively, this amounts to replacing an "infinite measure" with an "infinite measure minus its expectation", interpreted in such a way that the result is finite) to produce a random distribution whose integral against any smooth test function is a.s. a finite (signed) value. One may expect that this construction yields the continuum random measure associated with the non-standard c = 1, γ = 2 Liouville random surface with enhanced bottlenecks, as described in [31, 36, 61] , thus giving a mathematical interpretation to the (formal) tachyon field e 2ϕ that differs from the renormalized measure (6) .
Organization of the paper. In Section 2, we introduce the so-called star-scale invariant kernels. We recall the main theorems concerning the construction of the derivative multiplicative chaos in Section 3 as stated in [18] . In Section 4, we state the Seneta-Heyde renormalization for star-scale invariant kernels and its consequences as moment estimates or power law spectrum of the derivative multiplicative chaos. In Section 5, we explain how to derive the KPZ formula at criticality from these moment estimates. Finally we extend these results to Gaussian free fields in Section 6. The appendix is devoted to the proofs.
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Setup

Notations
For a Borelian set A ⊂ R d , B(A) stands for the Borelian sigma-algebra on A. All the considered fields are constructed on the same probability space (Ω, F , P). We denote by E the corresponding expectation. Given a Borelian set A ⊂ R d , we denote by A c its complement in R d . The relation f ≍ g means that there exists a positive constant c > 0 such that
⋆-scale invariant kernels
Here we introduce the Gaussian fields that we will use in the main part of the paper. We consider a family of centered stationary Gaussian processes ((X t (x)) x∈R d ) t 0 where, for each t 0, the process (X t (x)) x∈R d has covariance given by:
for some covariance kernel k satisfying k(0) = 1, Lipschitz at 0 and vanishing outside a compact set. Actually, this condition of compact support is the main input of our assumptions. It may be skipped in some cases: this will be discussed in section 6 together with the section of associated proofs D.
We also assume that the process (X t (x) − X s (x)) x∈R d is independent of the processes (X u (x)) x∈R d u s for all s < t. In other words, the mapping t → X t (·) has independent increments. As a byproduct, for each x ∈ R d , the process t → X t (x) is a Brownian motion.
Such a construction of Gaussian processes is carried out in [2] . For γ 0, we consider the approximate Gaussian multiplicative chaos
It is well known [2, 35] that, almost surely, the family of random measures (M γ t ) t>0 weakly converges as t → ∞ towards a random measure M γ , which is non-trivial for γ 2 < 2d. The purpose of this paper is to investigate the phase transition, that is γ 2 = 2d. Recall that we have [18, 35] : Proposition 1. For γ 2 = 2d (and also for γ 2 > 2d), the standard construction (12) yields a vanishing limiting measure:
One of the main purposes of this article is to give a non trivial renormalization of the family (M √ 2d t ) t . We stress that a suitable renormalization should yield a non trivial solution to the lognormal star-equation:
Definition 2. Log-normal ⋆-scale invariance. A random Radon measure M is said to be lognormal ⋆-scale invariant if for all 0 < ε 1, M obeys the cascading rule
where ω ε is a stationary stochastically continuous Gaussian process and M ε is a random measure independent from ω ε satisfying the scaling relation
The set of relations (14)+(15) will be referred to as ⋆-equation.
Let us mention that the authors in [2] have proved that, for γ 2 < 2d, the measure M γ is lognormal ⋆-scale invariant with
where X ln 1 ε is the Gaussian process introduced in (11) . Furthermore this scaling relation still makes perfect sense when the scaling factor ω ε is given by (16) for the value γ 2 = 2d. Therefore, to define a natural Gaussian multiplicative chaos with respect to a ⋆-scale invariant kernel at the value γ 2 = 2d, one has to look for a solution to this equation when the scaling factor is given by (16) with γ 2 = 2d and conversely, each random measure candidate for being a Gaussian multiplicative chaos with respect to a ⋆-scale invariant kernel at the value γ 2 = 2d must satisfy these relations. In [18] , a non trivial solution has been constructed, namely the derivative multiplicative chaos. Since it is conjectured that all the non trivial ergodic solutions to this equation (actually we also need to impose a sufficient decay of the covariance kernel of the process ω ε , see [2] for further details) are equal up to a multiplicative factor, it is expected that a non trivial renormalization of the family (M √ 2d t ) t converges towards the derivative multiplicative chaos. Proving this is the first purpose of this paper. The second purpose is to prove that the derivative multiplicative chaos satisfies the KPZ formula.
Remark 3. As observed in [18] , we stress that the main motivation for considering ⋆-scale invariant kernels is the connection between the associated random measures and the ⋆-equation. Nevertheless, we stress here that our proofs straightforwardly adapt to the important exact scale invariant kernel K(x) = ln + 1 |x| constructed in [5, 54] 
Derivative multiplicative chaos
A way of constructing a solution to the ⋆-equation at the critical value γ 2 = 2d is to introduce the derivative multiplicative chaos M ′ t (dx) defined by:
It is plain to see that, for each open bounded set A ⊂ R d , the family (M ′ t (A)) t is a martingale. Nevertheless, it is neither nonnegative nor regular. It is therefore not obvious that such a family converges towards a (non trivial) positive limiting random variable. The following theorem has been proved in [18] : 
Renormalization
The main purpose of this paper is to establish that the derivative multiplicative chaos can be seen as the limit of a suitable renormalization of the family (M
) t converges in probability as t → ∞ towards a non trivial limit, which turns out to be the same, up to a multiplicative constant, as the limit of the derivative multiplicative chaos. More precisely, we have for all bounded open set A:
The main advantage of this renormalization approach is to make the derivative multiplicative chaos appear as a limit of integrals over exponentials of the field: this is useful to use Kahane's convexity inequality (see (16) ). We can then prove:
Corollary 6. The positive random measure M ′ (dx) possesses moments of order q for all q < 1. Furthermore, for all q > 0 and every non-empty bounded open set A, we have
Actually, only the first part of the above corollary directly results from Kahane's convexity inequalities via comparison to multiplicative cascades where similar results are proved [33, 8] . The second point concerning the supremum is highly non trivial: though we know that the limit of the family ( √ tM (A)) t is not a martingale. We can then determine the power law spectrum of the random measure M ′ :
Corollary 7. The power law spectrum of the random measure M ′ is given for 0 q < 1 by
More precisely, for all q < 1, we may find a constant C q such that for any bounded open subset
KPZ formula
In this section, we investigate the KPZ formula for the derivative multiplicative chaos. The KPZ formula is a relation between the Hausdorff dimensions of a given set A as measured by the Lebesgue measure or M ′ . So we first recall how to define these dimensions. Given an atomless Radon measure µ on R d and s ∈ [0, 1], we define
where the infimum runs over all the coverings (B k ) k of A with closed Euclidean balls (non necessarily centered at A) with radius r k δ. Clearly, the mapping δ > 0 → H s,δ µ (A) is decreasing. Hence we can define the s-dimensional µ-Hausdorff measure:
The limit exists but may be infinite. H s µ is a metric outer measure on R d (see [24] for definitions). Thus H 
Notice that dim µ (A) ∈ [0, 1]. Since µ is atomless, the Hausdorff dimension is also characterized by:
This allows to characterize the Hausdorff dimension as the threshold value at which the mapping s → H s µ (A) jumps from +∞ to 0. In what follows, given a compact set K of R d , we define its Hausdorff dimensions dim Leb (K) and dim M ′ (K) computed as indicated above with µ respectively equal to the Lebesgue measure or M ′ , which is possible as they both do not possess atoms. So, a priori, the value of dim M ′ (K) is random. Nevertheless, a straightforward 0−1 law argument shows that dim M ′ (K) is actually deterministic. We reinforce this intuition by stating:
Remark 9. Let us stress that our proof also allows us to choose K random but independent of the measure M ′ .
Heuristics and open questions on the KPZ formula
Here, we give a direct heuristic derivation of Theorem 8 in order to give a quick intuitive idea of why Theorem 8 is valid, to enlighten the idea behind the proof of Theorem 8, which involves introducing very particular Frostman measures, and to develop open questions which can be seen as generalizations or complements to Theorem 8. In fact, we will work in the subcritical case γ 2 < 2d (a similar heuristic can be derived for the case γ 2 = 2d). Recall that lognormal ⋆-scale invariance for M γ , defined by (1) with γ 2 < 2d, amounts to the following equivalent:
where ∼ denotes that both quantities are equal up to multiplication by a random factor of order 1 which does not depend on r (note that the random factor depends on x). If we set
, it is thus tempting to write the following equivalents for a set K:
where the last term is a Gaussian multiplicative chaos applied to the Radon measure H
. These heuristics show that the quantum Hausdorff measure 
(dx) measure appears in the physics literature on KPZ in the so-called "gravitational dressing" (see, e.g., [27] ). Naturally, one can ask to what extent the above heuristics can be made rigorous.
Case of two dimensional Free Fields
We will show in this section that analogous results can be proved in the case where X is the GFF on a bounded domain D ⊂ R 2 or the Massive Free Field (MFF) on R 2 . Proofs are gathered in section D.
Gaussian Free Field and Liouville measure at criticality
Consider a bounded open domain D of R 2 . Formally, a GFF on D is a Gaussian distribution with covariance kernel given by the Green function of the Laplacian on D with prescribed boundary conditions (see [60] for further details). We describe here the case of Dirichlet boundary conditions. The Green function is then given by the formula:
where p D is the (sub-Markovian) semi-group of a Brownian motion B killed upon touching the boundary of D, namely
The presence of the factor π in (20) corresponds to the normalization (2) for G D (x, y). The most direct way to construct a cut-off family of the GFF on D is then to consider a white noise W distributed on D × R + and to define:
The corresponding cutoff approximations are given by:
We define the approximating measures
where Var(X) stands for the variance of the random variable X. We claim:
Theorem 10. The family of random measures (M ′ t (dx)) t almost surely weakly converges as t → ∞ towards a non trivial positive and atomless random measure M ′ , which can also be obtained as
Let us now introduce the conformal radius C(x, D) at point x of a planar bounded domain D, defined by
where ϕ is any conformal mapping of D to the unit disc such that ϕ(x) = 0.
Definition 11. (Liouville measure at criticality).
The Liouville measure at criticality is defined as (we add the superscript X, D to explicitly indicate the dependence on the free field
where C(x, D) stands for the conformal radius at point x of the planar bounded domain D.
Remark 12. The presence of the conformal radius is more easily understood if one wishes to renormalize the family of measures (e 2Xt(x) dx) t with a deterministic renormalizing family. Then we can write
By observing that the family (Var[X t (x) 2 ]−t) t converges uniformly on the compact subsets of D towards the conformal radius ln C(x, D) (see [21, section 2] for circle average approximations and [46, section 6] in this context) and that the remaining part is nothing but √ tM 2 t (dx), it is then plain to see that the family ( √ te −2t e 2Xt(x) dx) t weakly converges towards M X,D , up to the deterministic factor 2/π.
One of the most important properties of Liouville quantum gravity is its so-called conformal covariance, stated as Theorem 13 below. Given another planar domain D and a conformal map ψ : D → D, we will denote by X ′ the (non necessarily centered) GFF on D defined by
Observe that the family (X t (ψ(x))) t is a cut-off approximation of X • ψ admitting a white noise decomposition. The measure M X, D (dx) on D is then understood as the limit as t → ∞ of the martingale:
We claim:
Theorem 13. (Conformal invariance). Let ψ be a conformal map from a domain D to D and consider the GFF X defined by
The reader is referred to [21, section 2] for further references and explanations concerning invariance under conformal reparameterization in 2d-Liouville quantum gravity. From Kahane's convexity inequalities and Corollaries 6+7, we deduce:
and for all q < 1, the random variable M X,D (A) admits a finite moment of order q.
2) The power law spectrum of the random measure M X,D is given for 0 q < 1 by
More precisely, for all q < 1 and all x ∈ D, we may find a constant C q such that:
We further stress that Kahane's convexity inequalities allows us to show that for all set A ⊂ D such that dist(A, D c ) > 0 and for all q < 1, the random variable M X,D (A) admits a moment of order q.
Finally we claim:
Theorem 15. (KPZ at criticality γ = 2). Let K be a compact set of D. Almost surely, we have the relation
Massive Free Field
We give here a few explanations in the case of the whole-plane MFF on R 2 with mass m 2 . The whole-plane MFF is a centered Gaussian distribution with covariance kernel given by the Green function of the operator 2π(−△ + m 2 ) −1 on R 2 , i.e. by:
The real m > 0 is called the mass. This kernel can be rewritten as
for some continuous covariance kernel k m (z) =
G m is therefore a ⋆-scale invariant kernel as described in subsection 2.2, so we stick to the notations of this section. The point is that k m is not compactly supported. Yet all the results of this paper apply to the MFF with cut-off approximations given by (11) . Proofs are given in Section D.
Further remarks on the maximum of the discrete GFF
By analogy with the star-scale invariant case, we conjectured in a first version of this paper that the (properly shifted and normalized) law of the maximum of the discrete GFF (in a domain D) on a lattice with mesh ε going to 0 converges in law to the sum of ln M ′ (D) and an independent Gumbel variable (up to some constant c: see also our conjecture 12 in [18] ). A few months after this first version, a series of breakthroughs occured on the aforementioned problem. The work [11] establishes convergence of the maximum of the discrete GFF in a bounded domain (the framework adopted in this work is that of a discrete GFF with Dirichlet boundary conditions in a domain D on a grid of size ε going to 0). Building on this work, the work [10] obtained the joint convergence in law of the local maxima and the height of these maxima to a Poisson Point Process of the form Z(dx) × e −2h dh where Z is a random measure. (Here we adopt the convention, different from theirs, that the discrete field at scale ε has a variance of order ln 1 ε .) Looking at the expression of Z obtained in [10] (which is written as a limit of the product of C(x, D)
2 by an expression of the form (21), where X t is a regularized GFF obtained by a cut-off procedure different from the one considered in this manuscript), leads to the conclusion that the random measure Z should coincide with the Liouville measure at criticality defined by (23) (up to some multiplicative constant). In order to show that that is indeed the case, one must show a universality result similar to [57] in the derivative multiplicative chaos setting, which then implies universality of the law of the maximum of the GFF on isoradial graphs (see for instance [13] for a definition and useful estimates). The fact that the conformal radius appears in the limit is due to the fact that the field is non stationary and feels the boundary: more precisely, the GFF has smaller fluctuations as one approaches the boundary. One way to get rid of this effect is to consider the following shifted maximum:
where A is some subset of the domain D and X ε a discrete GFF at scale ε. In this case, one should recover exactly M ′ (dx). Let us finally mention another important work [47] , where the case of ⋆-scale invariant kernels is entirely treated, by both establishing convergence and identifying the limit.
A. Auxiliary results
We first state the classical "Kahane's convexity inequalities" (originally written in [35] , see also [2, 57] for a proof in English):
Lemma 16. Let F : R + → R be some convex function such that, for some positive constants M, β, |F (x)| M(1+|x| β ) for all x ∈ R + . Let σ be a Radon measure on the Borelian subsets of R d . Given a bounded Borelian set A, let (X r ) r∈A , (Y r ) r∈A be two continuous centered Gaussian processes with continuous covariance kernels
If we further assume k X (u, u) = k Y (u, u) for all u ∈ A, then for any increasing function
B. Proofs of Section 4
We denote by F t the sigma algebra generated by {X s (x); s t, x ∈ R d } and by F the sigma algebra generated by t F t . Given a fixed open bounded set A ⊂ R d and parameters t, β > 0, we introduce the random variables
where, for each x ∈ A, τ β x is the (F t ) t -stopping time defined by
It is plain to check that for each β > 0 and each bounded open set A, (Z β t (A)) t is a nonnegative martingale with respect to (F t ) t such that E[Z β t (A)] = β|A|. It is proved in [18] that it is uniformly integrable and therefore almost surely converges towards a non trivial limit.
Recall that, for each x fixed, the process t → X t (x) is standard Brownian motion. We will repeatedly use this fact throughout the proof without mentioning it again.
B.1 Rooted (or Peyrière) measure
Since for each x, (f β t (x)) t is a martingale, we can define the probability measure Θ β t on B(A)⊗F t by
We denote by E Θ β t the corresponding expectation. In fact, since the above definition defines a pre-measure on the ring t F t , one can define the rooted measure Θ β on B(A) ⊗ F by using Caratheodory's extension theorem. We recover Θ
Similarly, we construct the probability measure Q β on F by setting:
which is nothing but the marginal law of (ω, x) → ω with respect to Θ β t . Since (Z β t (A)) t 0 is a uniformly integrable martingale which converges to a limit Z β (A), we can also define Q β directly on F by:
We state a few elementary results below. In the sequel, when the context is clear, we sometimes identify {∅, A} ⊗ F t with F t . The conditional law of x given F t is given by:
If Y is a B(A)⊗F t -measurable random variable then it has the following conditional expectation given F t :
In particular, for any event E ∈ F t , we have
Under Θ β t , the law of the random process (β + √ 2ds − X s ) s t is that of a 3-dimensional Bessel process started at β. This follows first from the Girsanov transform to get rid of the drift term and then from the fact that one is then conditioning the process to stay positive. In what follows, we will use the notation:
Of course, Y 0 s (x) simply stands for √ 2ds − X s (x). The proof is inspired from [1] . Nevertheless, we make two remarks. First, most of the auxiliary estimates obtained in [1] about the minimum of the underlying random walk are much easier to obtain in our context because of the Gaussian nature of our framework (in particular, the random walk conditioned to stay positive is here a Bessel process). Second, the continuous structure makes correlations much more intricate to get rid of: we have no spinal decomposition at our disposal, no underlying tree structure, etc. We adapt some arguments developed in [18] at this level.
Remark 17. It is important here to make the distinction between random variable and random function. For instance, for each fixed z ∈ R d , the random variable (x, ω) ∈ A × Ω → X t (z) is F t -measurable. On the other hand, the random variable (x, ω) → X t (x) is not F t -measurable because of the x-dependence.
B.2 Proofs under the Peyrière measure
The first step is to prove the convergence under Q β . This subsection is thus entirely devoted to the proof of the following result:
Proposition 18. Given β > 0, we have
for some functions ε 1 , ε 2 going to 0 as t → 0. As a consequence, under Q β , we have
Proof. It is clear that (30)+(31) imply that the variance of the ratio
under Q β goes to 0 a t goes to ∞. Therefore, under Q β , this ratio converges in quadratic mean towards 2 π , and hence in probability, thus proving (32) .
It is plain to establish the relation (30) . First observe that:
Let us denote by B a standard one-dimensional Brownian motion. By using the Girsanov transform, we have:
Relation (30) is established. The proof of (31) is much more involved and will be carried out in several steps. To begin with, it may be worth sketching the strategy of the proof:
2. Deduce that
3. The third step consists of subtracting a ball centered at x with radius e −t from the set A, call it B x,t . This is convenient because if the radius is well chosen the ratio will be "almost" independent. Roughly speaking, the reason why we can subtract a ball is that the measure does not possess atoms. So, at least if the radius of the ball is small enough, it is always possible to subtract a ball centered at x without radically affecting the behaviour of the quantity (34) . In the forthcoming rigorous proof, we won't base our argument on the fact that the measure is atomless. Instead, we will use estimates on the process Y β t (x) under the rooted measure, which amounts to the same (as proved in [18] ).
4. The last step consists of factorizing (34) by making use of (almost) independence:
This last quantity is equivalent to 2 πt for large t. Actually, most of the forthcoming computations are made to justify that the factorization can be made rigorously. This point is rather technical and the related computations may appear tedious to the reader. Now we begin with the rigorous proof of (31) . Recall that we use the shorthand (29) . Let us first claim:
Proof. By Jensen's inequality, we have:
Since, under Θ β t , the law of the process (Y β s (x)) s t is that of a 3-dimensional Bessel process starting at β > 0, the lemma follows. Now we will decompose the probability space in two parts: a part, call it E t , where we have strong estimates on the process (Y β s (x)) s t and an other part that we want to be "small". More precisely, let E t be a B(A) ⊗ F t -measurable event such that E Θ β t (1I Et ) → 1 as t goes to ∞. Let
Notice that
We deduce:
We will treat separately the two terms in the above right-hand side. The Cauchy-Schwarz inequality and Lemma 19 yield
If we can prove that
Lemma 21. Let β > 0. There exists a family of events E t such that E Θ β t (1I Et ) → 1 as t goes to ∞ and
Proof of Lemma 20. Fix ε > 0. By Jensen's inequality, we have
The third line follows from the translation invariance of the process X t and the fourth line from the Girsanov transform. Using the joint law of a Brownian motion together with its maximum, one can check that, for some constant C independent of t, ε, we have:
Since ε can be chosen arbitrarily small, the proof of the lemma follows.
Proof of Lemma 21. We consider a function h such that:
= +∞ and lim
We define
Now we choose the set E t and define
In what follows, C will denote a constant that may change from line to line and that does not depend on relevant quantities. On E t , we have R
Here we have used
Let us treat the quantity:
We know that the covariance kernel k appearing in (11) vanishes outside a compact set. Without loss of generality, we may assume that k vanishes outside the ball B(0, 1). Let us denote by: -G ht the sigma-algebra B(A) ⊗ F ht , -G out,a ht the sigma-algebra generated by the random variables F (x, ω) such that for all x ∈ A, ω → F (x, ω) belongs to the sigma-algebra σ{X u (z) − X ht (z); |z − x| > a, u h t } (for some a > 0), -G in ht the sigma-algebra generated by the random variables F (x, ω) such that for all x ∈ A, ω → F (x, ω) belongs to the sigma-algebra σ{X u (x) − X ht (x); u h t }.
Observe that G out,a ht and G in ht are independent as long as a > e −ht : this comes from the fact that k has compacts support included in the ball B(0, 1). We deduce that, conditionally on G ht , the random variables 
To complete the proof of Lemma 21, we admit for a while the three following lemmas, the proof of which are gathered in the next subsubsection.
Lemma 22.
We have
.
Lemma 23.
for some function ε such that lim t→∞ ε(t) = 0.
We conclude the proof of Lemma 21. With the help Lemma of 22 and 23, we obtain:
B.2.1 Proofs of auxiliary lemmas
Proof of Lemma 22. By using standard tricks of changes of probability measures, we have:
Let us compute the latter conditional expectation:
where F (y) = E 1I {sup [0,t−h t ] Xs(x)−ds y} e √ 2d(X t−h t (x))−d(t−ht) . By using the Girsanov transform, we get F (y) = E 1I {sup [0,t−h t ] Xs(x) y} . This quantity is plain to compute since the process s → X s (x) is a Brownian motion:
The lemma follows.
Proof of Lemma 23. Let us set E
We have:
We have used above the independence of (Y , conditionally on G ht . Now we claim (see the proof below) Lemma 25. The following convergence holds:
Thus we get:
for some function ρ such that lim t→∞ ρ(t) = 0. It thus only remains to estimate the expectation in the right-hand side. Observe that
in such a way that we get:
By using Markov's inequality, we have:
Let us now focus on A 
By using (30), we deduce
for some function ε such that ε(t) → 0 as t → ∞. It remains to treat A 1 t . We have
where C(x, e −t , e −ht ) stands for the annulus B(x, e −ht ) \ B(x, e −t ). By using Markov's inequality, we get:
where 
From the orthogonal projection theorem, observe that
where λ
x−w t = Kt(x−w) t and P
x,w t is a centered Gaussian random variable independent of X t (x) with variance
Now we use the Girsanov transform to get:
To evaluate the above quantity, we first make several observations. By considering w ∈ B(x, e −t ), we have |t − K t (x − w)| c for some constant c that is independent of t, x, w. This results from the fact that k is Lipschitz at 0. We deduce that 1 − λ x−w t c/t and that P x,w t has a variance bounded independently of t, x, w such that w ∈ B(x, e −t ). Finally, by using the independence of P x,w t and X t (x), we deduce that for some constant C independent of t and |x − w| e −t :
Therefore:
It is then clear that
, the strategy is similar. First observe that
We then apply the stopping time theorem. For this, recall that k is assumed to have support included in the ball B(0, 1) so that, setting s 0 = ln 1 |x−w| , the processes ((X t (x) − X s 0 (x)) t s 0 and ((X t (w) − X s 0 (w)) t s 0 are independent. Hence:
Then we can reproduce the previous computations we made for Z β,i,1 (x) to get, for some constant C independent of t:
Thanks to the usual 3d-Bessel argument, the last expectation is easily seen to be less than D(1 + ln 1 |w−x| ) for some constant D which does not depend on w, x. Therefore, we have (for some irrelevant constant C ′ , which may change along lines):
Because of (38), we deduce
2dt 1/21 in such a way that
Finally, we conclude that A
By gathering (41)+(42)+(43)+(45), the proof is complete.
Proof of Lemma 25. Recall that, under P Θ β , the process (Y β t (x)) t has the law of a 3-dimensional process. Via coupling arguments, it is plain to check that the infimum is achieved at u = h 1/3 t . By scaling, we have
By taking the limit as t → ∞, we deduce
Indeed, this last quantity is the same as the probability that a 3d-Brownian motion started at 0 never hits the point (1, 0, 0) ∈ R 3 , which is 1.
Proof of Lemma 24. Observe first that we have shown in the proof of Lemma 23 that
Under Θ 
Let us prove that lim
We define the random variables
and the event B = S < +∞ .
It is proved in [18] that P(B) = 1. It is plain to deduce that Θ β (B) = 1. Then we have 
From (46)+ (47)+ (48)+ (49), we obtain lim t→∞ Θ β t (E t ) = 1, thus thus completing the proof of the lemma.
B.3 Proof of Theorem 5
In the previous subsection, we have proved the convergence of √ t
in probability towards 2 π under the measure Q β for any β > 0. This is the content of Proposition 18. Our objective is now to use this convergence under Q β to establish the convergence under the original probability measure P. Proposition 18 ensures that, for any ε > 0,
From [18] , we know that sup t max x∈A X t (x) − √ 2d t < ∞ almost surely. By setting
we obtain an increasing family such that
we deduce the convergence of
we observe that, for β > R, we have
From (50), we deduce that, necessarily on E R :
The proof of Theorem 5 is over.
B.4 Other proofs of Section 4
We use the comparison with multiplicative cascades set out in the appendix of [18] . The idea is to compare moments of discrete lognormal multiplicative cascades to moments of the family (M t ) t thanks to Lemma 16. More precisely and sticking to the notations in [18] , we have
where:
• Z is a Gaussian random variable with fixed mean and variance (thus independent of n), and independent of the family (M t ) t ,
• the parameter α belongs to ]0, 1[, making the mapping x → x α concave,
E[Xn(t) 2 ] σ(dt) stands for a lognormal multiplicative cascade at generation n, the parameters of which are adjusted to be in the critical situation (see [18] for a precise definition).
It is now well established that the right-hand side of (51) is bounded uniformly with respect to n. The reader may consult [1, 8, 33] for instance about this topic. By Fatou's lemma and Theorem 5, we have
This shows that the measure M ′ possesses moments of order q for 0 q < 1. We already know that it possesses moments of negative order [18] .
It remains to prove that
We write the proof in dimension d = 1 (generalization to higher dimensions is straightforward) and we assume that the kernel k of (11) vanishes outside the interval [−1, 1]. Our proof is based on an argument in [48] , which we adapt here to get bounds that are uniform in t. We work with the ball A = [0, 1]. The first step consists in writing an appropriate decomposition for the measure
We set
A straightforward computation of covariances shows that ((X t+ln 8 −X ln 8 )(x)) x∈R has same distribution as (X t (8x)) x∈R . It is plain to deduce that:
Since the mapping x → e −s √ tx is convex, we can apply Lemma 16 and obtain ϕ t (s)
Let us denote by F the distribution function of Y 1 . We have:
It is plain to check that E[(Y 1 ) −q ] < +∞ for all q > 0: use for instance [5, Lemma 5, section B] to prove the result for the cone based process ω l (with the notations of [5] ) and then extend the result for X t thanks to Lemma 16. Fix q 0 > 0. By Markov's inequality, we deduce:
Let us admit for a while the following lemma Lemma 26. The family of functions (ϕ t (·)) t converges uniformly on R + as t → ∞ towards
Since P(M ′ ([0, 1]) = 0) = 0, we deduce lim s→∞ ϕ(s) = 0. Therefore, for q < q 0 /4, there exist s 0 > 0 and t 0 > 0 such that
Plugging this estimate into (52) yields:
Then, by induction and by using (a + b) 2 2a 2 + 2b 2 , we check that for s > s 0 :
where a 1 = 1 and a n+1 = a Q + a n , and thus Q 2 n a n . Then for all x > s, there exists n ∈ N such that s 2 n x < s 2 n+1 . In other words,
Thus we obtain from (53)
where
, we can choose β arbitrarily close to β 0 = − ln ϕ(s 1/2 ) ln s > 0. To sum up, we have proved that, for all β < β 0 , there exists x 0 = s 0 + Q 1/q and t 0 > 0 such that
It is straightforward to deduce
for all 0 < q < min(α, β 0 ). Put in other words, we have proved the result "only for small q". But, remembering that
and E[Y −q 1 ] < +∞ for all q > 0, we can deduce from (54) the result for arbitrary q by induction and by using Markov's inequality.
Proof of Lemma 26. Define the family of functions
t ([0, 1]) = 0 = 0, it is plain to deduce that f t can be continuously extended to [0, 1] by setting f t (1) = 0 for all t. In the same way we define a continuous function on [ 
and f (1) = 0 (possible because P M ′ ([0, 1]) = 0 = 0). The family (f t ) t pointwise converges as t → ∞ towards f . Furthermore, the functions f t are non increasing for all t. It is then standard to deduce the uniform convergence. The lemma follows.
Proof of Corollary 7. Consider a solution M of the ⋆-equation (14) with ω ε given by (16) and γ 2 = 2d. Consider an exponent 0 < q < 1, an open bounded set A and λ < 1. From equation (14) (with ε = λ) and Jensen's inequality we have:
where M is a copy of M independent of X. Conversely, we use Lemma 16 and equation (14):
where Z is a standard Gaussian random variable independent of M λ and a λ = inf x,y∈λA K ln 1 λ (y− x). Therefore:
We complete the proof by noticing that a λ C + ln 1 λ , which follows from the fact that k is Lipschitz at 0.
Remark 27. Actually, using the ⋆-equation to compute the power-law spectrum is not necessary: it can be computed with similar arguments for any derivative multiplicative chaos associated to a log-correlated Gaussian field.
C. Proof of Section 5
Proof of Theorem 8. Without loss of generality, we assume that k vanishes outside the ball B(0, 1). Let K be a compact set included in the ball B(0, 1) with Lebesgue Hausdorff dimension dim Leb (K).
We first want to prove d dim Leb 
there is a covering of K by a countable family of balls (B(x n , r n )) n such that n r ξ(q) n < ε.
By using in turn the stationarity and the power law spectrum of the measure, we have
Using Markov's inequality, we deduce
Thus, with probability 1 − √ ε, there is a covering of balls of K such that
Observe that necessarily q < 1 because ξ(1) = d and dim Leb (K) 1. So we may assume q < 1. By Frostman's Lemma, there is a probability measure γ supported by K such that
For q ∈ [0, 1[, let us define the random measure γ as the almost sure limit of the following family of positive random measures:
The limit is non trivial: Kahane [35] (see also a more general proof in [53] ) proved that, for a Radon measure γ(dx) satisfying (55) with a power exponent κ (instead of ξ(q) in (55)) the associated chaos
is non degenerate (i.e. the martingale is regular) provided that κ − s 2 2 > 0. In our context, this condition reads q 2 d < ξ(q), that is q < 1. From Frostman's lemma again (this form is non standard as it involves measures instead of distances, see [6, Lemma 17] for a proof), we just have to prove that the quantity
is finite almost surely. Actually [6, Lemma 17] requires to consider each of the 2 d portions of the ball:
1}. Yet, this is exactly the same proof but considering these portions of balls would heavily decrease the readability of the proof because of notational issues. So we keep on considering a ball in (57) . Finiteness of (57) follows from
Actually, by using Fatou's lemma in (58) , it is even sufficient to prove that:
From now on, we will focus on computing the above integral (59) . There is a way of making the computations with minimal effort: we exchange the process X t with the perfect scaling process introduced in [54] . We just have to justify that this change of processes is mathematically rigorous. So let us admit for a while the following lemma:
Lemma 28. If (59) is finite for the process (X t (x)) t, 0,x∈R d with correlations given by
where S stands for the sphere of R d , σ the uniform measure on the sphere and the function g u (for 0 < u 1) is given by So, from now on, we assume that the correlations of (X t (x)) t, 0,x∈R d are the new correlations specified in Lemma 28 (see [54] for further details). Notice also that the measure M γ also involves this new process. Such a family of kernels possesses useful scaling properties, namely that for |x| 1 and h, t 0, K t+h (e −h x) = K t (x) + h. In particular, we have the following scaling relation for all h, t 0:
where Ω h is a centered Gaussian random variable with variance h and independent of the couple
We will use the above relation throughout the proof.
By stationarity of the process X t , we can translate the integrand in the quantity (59) to get
Now we split the latter integral according to scales larger or smaller than e −t and obtain
We first estimate I 1 (t). For |x − y| > e −t , by using (61) with e −h = |y − x|, we deduce
In the last line, we have used a Girsanov transform to get rid of the numerator. Therefore, if we set c = sup
From Corollary 6, the quantity
Remark 29. Corollary 6 only deals with Gaussian fields with correlations given by (11) . From Kahane's convexity inequality, this quantity is also finite for Gaussian fields with correlations given by
for some bounded function g. In particular, it is finite for the field considered in Lemma 28.
To treat the term I 2 (t), we use quite a similar argument except that we use the scaling relation on h = t instead of − ln |y − x|, and the Girsanov transform again:
By using the fact that K 0 is positive and bounded by ln 2, we have (for some positive constant C independent of t)
, we can use Kahane's convexity inequalities to the convex mapping x → 1 x q . We deduce (for some positive constant C independent of t, which may change from line to line) compare with [21] where the KPZ formula is stated in terms of expected box counting dimensions. At criticality, things are a bit more subtle: the KPZ formula established in this paper is valid for all the derivative multiplicative chaos for which you can establish the renormalization theorem 5. This theorem is necessary to be in position to apply Kahane's convexity inequalities. In particular, the above proof also establishes Theorem 15 (and for the MFF as well).
D. Proofs for Free Fields
In this section, we extend our results to the case of free fields.
D.1 Whole-Plane Massive Free Field
We consider a white noise decomposition (X t ) t with either of the following covariance structures:
with p(u, x, y) = 
We will explain below how to construct the derivative multiplicative chaos and how to prove the Seneta-Heyde renormalization for both of them.
Derivative multiplicative chaos. Concerning the construction of the derivative multiplicative chaos, we can go along the lines of [18] . Yet, some observations help to manage the long-range correlations. Sticking to the notations of [18] , the point is to prove that the martingale (Z β t (A)) t is regular (and then to prove that the limiting measure has no atom), i.e., to follow the proof of [18, Proposition 14] . Basically, all computations rely on the joint law of the couple of processes (X t (w), X t (x)) t 0 for x = w: one has two quantities to estimate, Π 1 and Π 2 , and one can see that the following computations only rely on the law of this couple in equations (19) and (29) in [18, proof of Prop.14]. (These conditional expectations are then integrated with respect to the law of (X t (x)) t , so that considering their law indeed suffices.) The key point in [18] is the following: if the kernel k has compact support included in the ball B(0, 1) then the fields X t (w) − X s 0 (w), X t (x) − X s 0 (x) t s 0 are independent for s 0 ln 1 |x−w| . In the case of the MFF, this decorrelation property clearly does not hold. The idea is then to encode the long-range correlations into a nice field that can be easily controlled, and the logarithmic short-range correlations into another field possessing the decorrelation property. Let us describe the case where the correlations are given by (64). We introduce 4 independent Brownian motions B Then the conclusions of Theorem 5 hold.
Let us admit for a while the validity of this theorem and make some comments. The kernel k(v, x) plays the former role of k(vx): so basically, Theorem 5 corresponds to the case α = 0 and the above theorem slightly enlarges the allowed size of the support of k(v, x). This dependence of the size of the support does not allow us to deal with a covariance kernel K(x) = lim t→∞ K t (x) with long-range correlations. The subtle thing here is that a large class of kernels with long-range correlations may be decomposed into a part satisfying Theorem 30, plus a smooth (non logarithmically divergent) Gaussian field encoding the long-range correlations. So, in a way, the extra leeway corresponding to the additional logarithmic factor in [B.3] is what is needed to treat long-range correlations. We will apply this argument to the wholeplane MFF with the two possible types of correlation structures, (64) or (65). Observe that considering a well-chosen family of Gaussian processes with covariance structure (64) or (65) is not a restriction. Indeed, if we prove for one family (X t ) t the limit
→ 2/π in probability as t → +∞, then for any other family (X t ) t we will have the same convergence, at least in law, and since 2/π is a constant, we will also get convergence in probability for this family. So in what follows, we can construct as we please a family (X t ) t of Gaussian processes with covariance (64) or (65).
Application to the cut-off family with covariance (64). Let us set G m (x) = lim t→∞ G t (x). First, observe that
Hence G m is a square root convolution of k m , up to a multiplicative constant. Let us set
. Let us set for α > 1
Consider a smooth function ϕ defined on R such that 0 ϕ 1, ϕ = 1 over [0, 1] and ϕ = 0 on [2, +∞[, no matter its values on R − . Then, consider a white noise W on R + × R 2 and define
in such a way that the family (X sc t + X lc ) t 0 has the same law as (X t ) t 0 . The family (X sc t ) t encodes the short-range logarithmic divergence, whereas the family (X lc t ) t encodes the long-range correlations. Let us compute the covariance of X sc t :
in order to check that it satisfies the assumptions of Theorem 30. Thus we set
so that we can take f (y) = k m (y) to check [B.4] . Furthermore, it is obvious to see that k(v, x) = 0 for |x| ψ(v), hence [B.3]. Then:
Now, we use the fact that for some constant C we have g m (y) Ce −|y| for |y| 2, to deduce that [B.1] holds. To prove [B.2], we show a stronger statement: the uniform convergence as v → ∞ of k(v, ·/v) as well as its gradient towards k m and ∂k m , with a control of the rate of convergence. As a byproduct, we will also get a uniform Kolmogorov criterion for (X lc t ). Consider x ∈ R 2 , we have
If |x| > a 
−|y| e −|x−y| dy
e −|y| dy.
In the last inequality, we have used that |x − y| a Now we use the fact that, for each fixed x, the process t → (X lc t (x) − X lc t (0)) t is a martingale to deduce via the Doob inequality that for q 2: The Kolmogorov criterion ensures that, almost surely, the family (X lc t ) t is relatively compact in the space of continuous function equipped with the topology of the uniform convergence over compact subsets of R 2 . Furthermore, for each rational points the process (X lc t (x)) t is a martingale uniformly bounded in L 2 and therefore converges almost surely. Both of these statements imply that almost surely, the family (X lc t ) t converges uniformly over compact subsets towards a limiting process, which is nothing but
g m (y − xv) √ v (1 − ϕ)(a v |y − xv|)W (dv, dy).
Now we just have to gather the different pieces of the puzzle to conclude. We have proved that for each measurable set A, the family ( √ tM 2,sc t (A)) converges in probability towards M ′ ,sc (A). Therefore, for each subsequence, we can extract a subsequence, still indexed with t, such that the family of random measures ( √ tM 2,sc t (dx)) almost surely weakly converges towards M ′ ,sc (dx). Since the family (X lc t ) t converges uniformly over compact subsets towards X lc ∞ we deduce that for each compactly supported continuous φ we have the almost sure convergence as t → ∞ √ t Observe that this latter quantity is nothing but R 2 φ(x)M ′ (dx), where M ′ is the derivative multiplicative chaos associated with the family (X t ) t . This comes from the fact that the measure M 2,sc (dx) identically vanishes. Hence the result. Therefore Theorem 5 holds for star-scale invariant kernels satisfying these assumptions.
Application to the cut-off family with covariance (65). At first sight, the situation may appear different from the previous case because the structure of p(t, x, y) is seemingly different from k m (u(x − y))/u. Let us make the change of variables u = v −2 in (65) to get: dv. Observe also that the square root convolution of k is still a Gaussian density. It is now clear that we can repeat the above arguments up to the fact that we deal with e − m 2 2v 2 instead of 1 but this is harmless as only the behaviour for large v matters.
Proof of Theorem 30. This context is quite close to that we considered in the proof of Theorem 5. The proof remains unchanged, provided that we make the following modifications. First remark that the variance of X t is no longer t, but K t (0): this is not a real problem, as K t (0) satisfies t − c K t (0) t + c for some constant c > 0, thanks to Assumption [B.1]. In particular, Y β is no longer a Bessel process but rather a time changed Bessel process with a change of time close to t (within two constants). Then follow the proof without change until Lemma 21. Then replace the definitions of R Now use the fact that −ψ ′ (u) C ′ (1 + ln u) α u −2 to get: Since this quantity decays towards 0 faster than any power of t, we can conclude the whole proof similarly.
D.2 Gaussian Free Field
Recall that the normalized Green function over the domain D with Dirichlet boundary conditions is given by (20) . We consider a white noise W distributed on R 2 × R + and define:
p D ( s 2 , x, y)W (dy, ds).
The first observation we make is that the fluctuations of the GFF along the boundary of D are rather tricky to control. Yet this is not a problem: to construct the measure M ′ on D we just need to construct it on every domain D ′ ⊂ D such that dist(D ′ , D c ) > 0 and then consider an increasing sequence (D n ) n of such domains such that n D n = D. This is a rather standard argument, so that we will not discuss it further.
In what follows, we fix a subset D ′ ⊂ D such that dist(D ′ , D c ) = δ > 0. Concerning the construction of the derivative multiplicative chaos, the proof is the same as that explained for the MFF: just use the 4 Brownian motion decomposition to handle the long range correlations. One may also ask how to prove the second statement of [18, Proposition 19] as the variance of the family (X t (x)) t depends on the point x. This is not that complicated: for each x ∈ D ′ , define F (t, x) = π ∞ e −2t p D (s, x, x) ds. Observe that, on D ′ , we can find a constant C such that for all x ∈ D ′ and t 0, t − C F (t, x) t + C. Since the mapping t → F (t, x) is continuous and strictly increasing, we can consider the inverse mapping F −1 (t, x), which is also close to t within two constants. Then the Gaussian process Y t (x) = X F −1 (t,x) (x) has constant variance t. We can then use the comparison argument in [18] with a cone constructed log-correlated Gaussian field (based on [18, Lemma 18] ) to prove Proposition 19.
Concerning the Seneta-Heyde renormalization, the strategy is quite similar to the MFF. We first get rid of the integral between 1 and ∞ and consider Observe that this is the process we considered in the case of the MFF since we consider here the transition density of the whole-plane planar Brownian motion (up to the irrelevant term e − m 2 4 s term). In order to conclude as above that the Seneta-Heyde norming holds for the GFF, we have to show that the difference (X
