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Abstract
This paper is a continuation of the paper entitled “Subshifts, λ-graph bisystems
and C∗-algebras”, arXiv:1904.06464. A λ-graph bisystem consists of a pair of two
labeled Bratteli diagrams satisfying certain compatibility condition on their edge la-
beling. For any two-sided subshift Λ, there exists a λ-graph bisystem satisfying a
special property called FPCC. We will construct an AF-algebra FL with shift auto-
morphism ρL from a λ-graph bisystem (L
−,L+), and define a C∗-algebra RL by the
crossed product FL ⋊ρL Z. It is a two-sided subshift analogue of asymptotic Ruelle
algebras constructed from Smale spaces. If λ-graph bisystems come from two-sided
subshifts, these C∗-algebras are proved to be invariant under topological conjugacy
of the underlying subshifts. We will present a simplicity condition of the C∗-algebra
RL and the K-theory formulas of the C∗-algebras FL and RL. The K-group for
the AF-algebra FL is regarded as a two-sided extension of the dimension group of
subshifts.
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1 Introduction
This paper is a continuation of the preprint [23] entitled “Subshifts, λ-graph bisystems
and C∗-algebras”, arXiv:1904.06464.
Let Σ be a finite set called an alphabet. Let σ : ΣZ −→ ΣZ be a homeomorphism of the
shift σ((xn)n∈N) = (xn+1)n∈N, where ΣZ is endowed with its product topology. A closed
σ-invariant subset Λ of ΣZ is called a subshift. It is a topological dynamical system (Λ, σ)
on the compact Hausdorff space Λ. In [15], the author introduced a notion of λ-graph
system as a generalization of finite labeled directed graphs. A λ-graph system over a finite
alphabet Σ is a labeled Bratteli diagram (V,E, λ, ι) with a labeling map λ : E −→ Σ
of edges and an additional structure ι : V −→ V . The map ι : V = ∪∞l=0Vl −→ ∪
∞
l=1Vl
consists of a sequence ι : Vl+1 −→ Vl of sujections between vertices. In [15], it was proved
that any λ-graph system presents a subshift, and conversely any subshift may be presented
by a λ-graph system called the canonical λ-graph system. It was proved that two subshifts
are topologically conjugate if and only if their canonical λ-graph systems are (properly)
strong shift equivalent. In [16], a certain C∗-algebra associated with a λ-graph system
was introduced as a generalization of Cuntz–Krieger algebras. Since algebraic structure of
the Cuntz–Krieger algebras reflect one-sided shift structure of the underlying topological
Markov shifts, the C∗-algebras associated with λ-graph systems reflect one-sided shift
structure of the underlying subshifts.
There is a construction of C∗-algebras that reflect two-sided shift structure of topolog-
ical Markov shifts. It has been presented by D. Ruelle [31], and I. Putnam [27]. They con-
structed several classes of C∗-algebras from Smale spaces. Two-sided topological Markov
shifts are typical examples of Smale spaces, and the Smale space C∗-algebras for topo-
logical Markov shifts are asymptotic Ruelle algebras RaA. Let (ΛA, σA) be a topological
Markov shift defined by a nonnegative matrix A. The C∗-algebra RaA is realized, roughly
speaking, as the crossed product C∗-algebra FA⋊σAZ of the two-sided AF-algebra defined
by the matrix A by the shift automorphism σA ([7], [27], [29], etc. ). It is well-known that
a subshift can not be a Smale space unless it is a topological Markov shift. Hence we may
not apply the construction of C∗-algebras for general subshifts.
In this paper, we will construct a two-sided AF-algebra having shift automorphism
from a general subshift, so that we may construct a subshift version of asymptotic Ruelle
algebras. To construct AF-algebras from general subshifts, we will use a notion of λ-graph
bisystem introduced in a recent paper [23]. A λ-graph bisystem (L−,L+) consists of a
pair of two labeled Bratteli diagrams L−,L+ satisfying certain compatibility condition
on their edge labeling. Let (L−,L+) be a λ-graph bisystem, that consists of two labeled
Bratteli diagrams L− = (V,E−, λ−) and L+ = (V,E+, λ+). They have the common vertex
set V = ∪∞l=0Vl. The former one L
− has upward directed edges E− = ∪∞l=0E
−
l,l+1, and the
latter one L+ has downward directed edges E+ = ∪∞l=0E
+
l,l+1. The labeling maps of edges
λ− : E− −→ Σ− and λ+ : E+ −→ Σ+ satisfy certain compatibility condition, called local
property of λ-graph bisystem. For any two-sided subshift Λ, there exists a λ-graph bisys-
tem satisfying a special property called FPCC (Follower-Predecessor Compatibility Con-
dition). We will construct an AF-algebra FL from a λ-graph bisystem (L
−,L+) satisfying
FPCC. The AF-algebra FL has a shift automorphism ρL arising from a shift homeomor-
phism σ on Λ. Then we may construct the crossed product C∗-algebra FL ⋊ρL Z denoted
by RL. It is a two-sided subshift analogue of asymptotic Ruelle algebras constructed from
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Smale spaces. Under a certain irreducibility condition on (L−,L+), we have
Theorem 1.1 (Proposition 3.6, Theorem 4.8). Let (L−,L+) be a λ-graph bisystem satis-
fying FPCC.
(i) If (L−,L+) is irreducible, then the AF-algebra FL is simple.
(ii) If (L−,L+) satisfies condition (I) and is irreducible, then the C∗-algebra RL is sim-
ple.
For a two-sided subshift Λ, there exists a canonical method to construct a λ-graph
bisystem satisfying FPCC. The λ-graph bisystem is called the canonical λ-graph bisystem
for a subshift Λ and written (L−Λ ,L
+
Λ). The C
∗-algebras FLΛ ,RLΛ and the automorphism
ρLΛ for the canonical λ-graph bisystem (L
−
Λ ,L
+
Λ) for a subshift Λ are written FΛ,RΛ and
ρΛ, respectively. We may prove the following theorem.
Theorem 1.2 (Corollary 5.5). Suppose that two subshifts Λ1,Λ2 are topologically con-
jugate. Then there exists an isomorphism Φ : FΛ1 −→ FΛ2 of C
∗-algebras such that
Φ ◦ ρΛ1 = ρΛ2 ◦ Φ. Hence it induces an isomorphism Φ̂ : RΛ1 −→ RΛ2 between their
crossed products FΛ1 ⋊ρΛ1 Z and FΛ2 ⋊ρΛ2 Z.
The above theorem shows that the triple of its K-theory group
(K0(FΛ),K0(FΛ)+, ρΛ∗)
is invariant under topological conjugacy of subshift Λ. If Λ is a topological Markov shift
ΛA defined by a nonnegative matrix A, then the C
∗-algebra FΛA is isomorphic to the AF-
algebra defined by two-sided asymptotic equivalence relation on ΛA seen in [31] and [27]
(cf. [7], [29], etc.). The algebra and its K-group are deeply studied by Killough–Putnam
in [8] (cf. [7]).
Two subshifts Λ1,Λ2 are said to be flip conjugate if Λ1 is topologically conjugate to
Λ2 or its transpose
tΛ2. As a corollary, we have
Corollary 1.3 (Corollary 5.6). Suppose that two subshifts Λ1,Λ2 are flip conjugate. Then
there exists an isomorphism Ψ : RΛ1 −→ RΛ2 of C
∗-algebras.
Hence the C∗-algebra RΛ and its K-theory groups K∗(RΛ) are invariant under flip
conjugacy of subshifts.
We will compute the K-theoretic triple (K0(FL),K0(FL)+, σL∗) and the K-groups
Ki(RL), i = 0, 1 in terms of the λ-graph bisystem (L
−,L+) satisfying FPCC. Let us
denote by {vl1, . . . , v
l
m(l)} the vertex set Vl for l ∈ Z+ = {0, 1, 2, . . . }. For two vertices
vli ∈ Vl and v
l+1
j ∈ Vl+1, let M
−
l,l+1(i, j) (resp. M
+
l,l+1(i, j)) be the nonnegative integer of
the cardinal number of edges in L− (resp. L+) starting at vl+1j (resp. v
l
i) and ending with
vli (resp. v
l+1
j ). We then have m(l) ×m(l + 1) nonnegative matrices M
−
l,l+1 and M
+
l,l+1.
By the local property of λ-graph bisystem, the commutation relations
M−l,l+1M
+
l+1,l+2 =M
+
l,l+1M
−
l+1,l+2, l ∈ Z+ (1.1)
hold. The sequence of pairs (M−l,l+1,M
+
l,l+1)l∈Z+ of nonnegative matrices satisfying (1.1) is
called a nonnegative matrix bisystem. The transpose tM−l,l+1 of the matrixM
−
l,l+1 naturally
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induces an order preserving homomorphism from Zm(l) to Zm(l+1), where Zm(l) and Zm(l+1)
have their natural positive cones Z
m(l)
+ and Z
m(l+1)
+ , respectively. Let us denote by ZM−
the inductive limit lim
−→
{tM−l,l+1 : Z
m(l) −→ Zm(l+1)} of the abelian group. Its positive
cone lim−→{
tM−l,l+1 : Z
m(l)
+ −→ Z
m(l+1)
+ } is denoted by Z
+
M−
. The sequence of the transposed
matrices tM+l,l+1 ofM
+
l,l+1 naturally induces an order preserving endomorphism denoted by
λM+ on the ordered group ZM− . We set ZM−(k) = ZM− and Z
+
M−
(k) = Z+
M−
for k ∈ N,
and define an abelian group and its positive cone by the inductive limits:
∆(M−,M+) = lim−→
k
{λM+ : ZM−(k) −→ ZM−(k + 1)}, (1.2)
∆+
(M−,M+)
= lim−→
k
{λM+ : Z
+
M−
(k) −→ Z+
M−
(k + 1)}. (1.3)
We call the ordered group (∆(M−,M+),∆
+
(M−,M+)
) the dimension group for (M−,M+).
The map δ(M−,M+) : ZM−(k) −→ ZM−(k + 1) defined by δ(M−,M+)([X, k]) = ([X, k + 1])
for X ∈ ZM− yields an automorphism on (∆(M−,M+),∆
+
(M−,M+)
) called the dimension
automorphism. We call the triple (∆(M−,M+),∆
+
(M−,M+)
, δ(M−,M+)) the dimension triple
for (M−,M+). Let Λ be a subshift and (M−Λ ,M
+
Λ ) its associated nonnegative matrix
bisystem for the canonical λ-graph bisystem for the subshift Λ. Then the bidimension triple
(∆Λ,∆
+
Λ , δΛ) for Λ is defined to be the dimension triple (∆(M−Λ ,M
+
Λ )
,∆+
(M−Λ ,M
+
Λ )
, δ(M−Λ ,M
+
Λ )
).
Theorem 1.4 (Theorem 6.5). Let L be a λ-graph bisystem satisfying FPCC and (M−,M+)
its nonnegative matrix bisystem. We then have
(K0(FL),K0(FL)+, ρL∗) ∼= (∆(M−,M+),∆
+
(M−,M+), δ(M−,M+)).
For a two-sided subshift Λ, we in particular have the following formula
(K0(FΛ),K0(FΛ)+, ρΛ∗) ∼= (∆Λ,∆+Λ , δΛ).
We will compute the K-groups Ki(RL), i = 0, 1 of the C
∗-algebra RL in the following way.
Let (M−,M+) be a nonnegative matrix bisystem. For l ∈ Z+, we set the abelian groups
K l0(M
−,M+) = Zm(l+1)/(tM−l,l+1 −
tM+l,l+1)Z
m(l),
K l1(M
−,M+) = Ker(tM−l,l+1 −
tM+l,l+1) in Z
m(l).
By the commutation relation (1.1), the matrix tM−l,l+1 induces homomorphisms
tM−l0 :K
l
0(M
−,M+) −→ K l+10 (M
−,M+),
tM−l1 :K
l
1(M
−,M+) −→ K l+11 (M
−,M+).
We then have the following K-theory formulas for the C∗-algebra RL.
Theorem 1.5 (Theorem 6.11).
K0(RL) = lim−→
l
{tM−l0 : K
l
0(M
−,M+) −→ K l+10 (M
−,M+)},
K1(RL) = lim−→
l
{tM−l1 : K
l
1(M
−,M+) −→ K l+11 (M
−,M+)}.
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Some examples of the above dimension group (Proposition 7.4) and K-groups (Propo-
sition 7.5 and Proposition 7.6) for topological Markov shifts are presented in Section 7.
The K-groups for the even shift that is not any topological Markov shifts are computed
in Section 8 (Proposition 8.7 and Proposition 8.8).
Throughout the paper, the notation N,Z+ will denote the set of positive integers,
the set of nonnegative integers, respectively. By a nonnegative matrix we mean a finite
rectangular matrix with entries in nonnegative integers. For a finite set Σ, the notation
|Σ| denotes its cardinality.
2 Subshifts and λ-graph bisystems
Let Σ be a finite set, which we call an alphabet. We call each element of Σ a symbol or
a label. Let us denote by ΣZ the set of bi-infinite sequences (xn)n∈Z of Σ. The set ΣZ is
a compact Hausdorff space by the infinite product topology. The homeomorphism of the
shift σ : ΣZ −→ ΣZ is defined by σ((xn)n∈Z) = (xn+1)n∈Z. A σ-invariant closed subset
Λ ⊂ ΣZ, that is σ(Λ) = Λ, is called a subshift, that is a topological dynamical system
(Λ, σ). The space Λ is called the shift space for (Λ, σ). We often write the subshift (Λ, σ)
as Λ for brevity. Let us denote by Bn(Λ) the set of admissible words in Λ with length
n, that is Bn(Λ) = {(x1, . . . , xn) ∈ Σ
n | (xi)i∈Z ∈ Λ}. The subshift (ΣZ, σ) is called the
full |Σ|-shift. For an N ×N matrix A = [A(i, j)]Ni,j=1 with its entries A(i, j) in {0, 1}, the
topological Markov shift ΛA is defined by
ΛA = {(xn)n∈Z ∈ {1, 2, . . . , N}Z | A(xn, xn+1) = 1 for all n ∈ Z}. (2.1)
It is often called a shift of finite type or simply SFT. For a finite labeled directed graph
G = (V, E , λ) with vertex set V, edge set E and labeling map λ : E −→ Σ, one may define a
subshift ΛG consisting of bi-infinite label sequences of concatenating paths in the labeled
graph G. It is called a sofic shift ([6], [11], [12], [32]). There are lots of subshifts that are
not sofic shifts (see [14], etc.).
A λ-graph system L = (V,E, λ, ι) over Σ is a graphical object to present a general
subshift ([15]). It consists of a vertex set V = ∪l∈Z+Vl and edge set E = ∪l∈Z+El,l+1 that
is labeled with symbols in Σ by λ : E → Σ, and that is supplied with a surjective map
ι(= ιl,l+1) : Vl+1 → Vl for each l ∈ Z+. The surjective map ι : V −→ V satisfies a certain
compatibility condition with labeling on edges, called local property of λ-graph system.
See [15] for a general theory of λ-graph systems. We emphasize that the λ-graph systems
reflect right-one-sided structure of subshifts.
In [23], the author generalized the notion of λ-graph system and introduce a notion
of λ-graph bisystem, that is a two-sided extension of λ-graph system. It is defined in the
following way. For a directed edge e, denote by s(e) and t(e) its source vertex and terminal
vertex, respectively. Let Σ− and Σ+ be two finite alphabets.
Definition 2.1 ([23, Definition 3.1]). A λ-graph bisystem (L−,L+) is a pair of labeled
Bratteli diagrams L− = (V,E−, λ−) over Σ− and L+ = (V,E+, λ+) over Σ+ satisfying the
following five conditions:
(i) L− and L+ have its common vertex set V = ∪l∈Z+Vl, that is a disjoint union of finite
sets Vl, l ∈ Z+ with m(l) ≤ m(l + 1) for l ∈ Z+, where m(l) := |Vl| <∞.
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(ii) The edge sets E− and E+ are disjoint unions of finite sets E− = ∪l∈Z+E
−
l,l+1 and
E+ = ∪l∈Z+E
+
l,l+1, respectively.
(iii) (1) Every edge e− ∈ E−l,l+1 satisfies s(e
−) ∈ Vl+1, t(e−) ∈ Vl, and for every vertex
v ∈ Vl with l 6= 0, there exist e
− ∈ E−l,l+1, f
− ∈ E−l−1,l such that v = s(f
−) = t(e−),
and for every vertex v ∈ V0, there exists e
− ∈ E−0,1 such that v = t(e
−),
(2) Every edge e+ ∈ E+l,l+1 satisfies s(e
+) ∈ Vl, t(e
+) ∈ Vl+1, and for every vertex
v ∈ Vl with l 6= 0, there exist e
+ ∈ E+l,l+1, f
+ ∈ E+l−1,l such that v = t(f
+) = s(e+),
and for every vertex v ∈ V0, there exists e
+ ∈ E+0,1 such that v = s(e
+).
(iv) (1) The condition s(e−) = s(f−), λ−(e−) = λ−(f−) for e−, f− ∈ E− implies e− =
f−. This condition is said to be right-resolving for the labeling map λ− : E− −→ Σ−.
(2) The condition t(e+) = t(f+), λ+(e+) = λ+(f+) for e+, f+ ∈ E+ implies e+ =
f+. This condition is said to be left-resolving for the labeling map λ+ : E+ −→ Σ+.
(v) For every pair u ∈ Vl, v ∈ Vl+2 with l ∈ Z+, we put
E−+(u, v) :={(e
−, e+) ∈ E−l,l+1 ×E
+
l+1,l+2 | t(e
−) = u, s(e−) = s(e+), t(e+) = v},
E+−(u, v) :={(f
+, f−) ∈ E+l,l+1 × E
−
l+1,l+2 | s(f
+) = u, t(f+) = t(f−), s(f−) = v}.
Then there exists a bijective correspondence ϕ : E−+(u, v) −→ E
+
−(u, v) satisfying
λ−(e−) = λ−(f−), λ+(e+) = λ+(f+) whenever ϕ(e−, e+) = (f+, f−).
The property (v) is called the local property of λ-graph bisystem. The pair (L−,L+) is
called a λ-graph bisystem over Σ±.
We write {vl1, . . . , v
l
m(l)} for the vertex set Vl. The transition matrices A
−
l,l+1, A
+
l,l+1 for
L
−,L+ respectively are defined by setting
A−l,l+1(i, β, j) =
{
1 if t(e−) = vli, λ
−(e−) = β, s(e−) = vl+1j for some e
− ∈ E−l,l+1,
0 otherwise,
(2.2)
A+l,l+1(i, α, j) =
{
1 if s(e+) = vli, λ
+(e+) = α, t(e+) = vl+1j for some e
+ ∈ E+l,l+1,
0 otherwise
(2.3)
for i = 1, 2, . . . ,m(l), j = 1, 2, . . . ,m(l + 1), β ∈ Σ−, α ∈ Σ+. The local property of
λ-graph bisystem (L−,L+) ensures us the following identity
m(l+1)∑
j=1
A−l,l+1(i, β, j)A
+
l+1,l+2(j, α, k) =
m(l+1)∑
j=1
A+l,l+1(i, α, j)A
−
l+1,l+2(j, β, k) (2.4)
for i = 1, 2, . . . ,m(l), k = 1, 2, . . . ,m(l + 2), β ∈ Σ−, α ∈ Σ+. The pair (A−, A+) =
(A−l,l+1, A
+
l,l+1)l∈Z+ of the sequences of the matrices A
−
l,l+1, A
+
l,l+1, l ∈ Z+ is called the
transition matrix bisystem for (L−,L+). If its top vertex set V0 is a singleton, (L−,L+)
is said to be standard. If Σ− = Σ+, (L−,L+) is said to have a common alphabet. In this
case, we write the alphabet Σ− = Σ+ as Σ. We write an edge e− ∈ E− (resp. e+ ∈ E+)
as e without − sign (resp. + sign) unless we specify.
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Let (L−,L+) be a λ-graph bisystem over Σ±. For a vertex u ∈ Vl, its follower set F (u)
in L− and its predecessor set P (u) in L+ are defined in the following way:
F (u) :={(β1, β2, . . . , βl) ∈ (Σ
−)l | β1 = λ−(fl), β2 = λ−(fl−1), . . . , βl = λ−(f1);
fl ∈ E
−
l−1,l,fl−1 ∈ E
−
l−2,l−1, . . . , f1 ∈ E
−
0,1, s(fl) = u, t(fl) = s(fl−1), . . . , t(f2) = s(f1)}.
The set F (u) is figured such as
u
β1
−→©
β2
−→ · · ·
βl−1
−→©
βl−→© in L−.
Similarly,
P (u) :={(α1, α2, . . . , αl) ∈ (Σ
+)
l
| α1 = λ
+(e1), α2 = λ
+(e2), . . . , αl = λ
+(el);
e1 ∈ E
+
0,1,e2 ∈ E
+
1,2, . . . , el ∈ E
+
l−1,l, t(e1) = s(e2), t(e2) = s(e3), . . . , t(el−1) = s(el), t(el) = u}.
The set P (u) is figured such as
©
α1−→ ©
α2−→ · · ·
αl−1
−→ ©
αl−→ u in L+.
If a standard λ-graph bisystem (L−,L+) having a common alphabet satisfies the condition
F (u) = P (u) for every vertex u ∈ Vl, l ∈ N, it is said to satisfy Follower-Predecessor
Compatibility Condition, FPCC for brevity.
In [23, Example 3.2], several examples including λ-graph systems [15] are presented.
We will present a couple of examples of λ-graph bisystems satisfying FPCC.
Example 2.2.
(i) A λ-graph bisystem for full N-shift.
Let N be a positive integer with N > 1. Take a finite alphabet Σ = {α1, . . . , αN}. We
will construct a λ-graph bisystem (L−N ,L
+
N ) satisfying FPCC in the following way. Let
Vl = {vl} one point set for each l ∈ Z+, and E
−
l,l+1 = {e
−
1 , . . . , e
−
N}, E
+
l,l+1 = {e
+
1 , . . . , e
+
N}
such that
s(e−i ) = vl+1, t(e
−
i ) = vl, λ
−(e−i ) = αi for i = 1, . . . , N, l ∈ Z+,
s(e+i ) = vl, t(e
+
i ) = vl+1, λ
+(e+i ) = αi for i = 1, . . . , N, l ∈ Z+.
We set L−N = (V,E
−, λ−) and L+N = (V,E
+, λ+). Then (L−N ,L
+
N ) is a λ-graph bisystem
satisfying FPCC.
(ii) A standard λ-graph bisystem for golden mean shift.
The topological Markov shift defined by the matrix F =
[
1 1
1 0
]
is called the golden
mean shift (cf. [14]). Let Σ = {α, β}. We set V0 = {v
0
1}, V1 = {v
1
1 , v
1
2}, Vl = {v
l
1, v
l
2, v
l
3, v
l
4}
for l ≥ 2. The labeled Bratteli diagram L−F is defined as follows. Define upward directed
edges labeled symbols in Σ such as
v01
α
←− v11 , v
0
1
α
←− v12, v
0
1
β
←− v11 ,
v11
α
←− v21 , v
1
1
α
←− v23 , v
1
2
α
←− v22, v
1
2
α
←− v24, v
1
2
β
←− v21 , v
1
2
β
←− v22 ,
vl1
α
←− vl+11 , v
l
1
α
←− vl+13 , v
l
2
α
←− vl+12 , v
l
2
α
←− vl+14 , v
l
3
β
←− vl+11 , v
l
4
β
←− vl+12
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for l ≥ 2. The other labeled Bratteli diagram L+F is defined as follows. Define downward
directed edges labeled symbols in Σ such as
v01
α
−→ v11 , v
0
1
α
−→ v12, v
0
1
β
−→ v11 ,
v11
α
−→ v21 , v
1
1
α
−→ v22 , v
1
2
α
−→ v23, v
1
2
α
−→ v24, v
1
2
β
−→ v21 , v
1
2
β
−→ v23 ,
vl1
α
−→ vl+11 , v
l
1
α
−→ vl+12 , v
l
3
α
−→ vl+13 , v
l
3
α
−→ vl+14 , v
l
2
β
−→ vl+11 , v
l
4
β
−→ vl+13
for l ≥ 2. The pair (L−F ,L
+
F ) becomes a standard λ-graph bisystem satisfying FPCC. It is
figured in Figure 1 in the end of this section.
(iii) A (non-standard) λ-graph bisystem for golden mean shift.
In the above example, we consider the labeled graphs for l ≥ 2. Namely, Vl =
{vl1, v
l
2, v
l
3, v
l
4} for l ≥ 0. The labeled Bratteli diagram L
−
F is defined as follows. Define
upward directed edges labeled symbols in Σ = {α, β} such as
vl1
α
←− vl+11 , v
l
1
α
←− vl+13 , v
l
2
α
←− vl+12 , v
l
2
α
←− vl+14 , v
l
3
β
←− vl+11 , v
l
4
β
←− vl+12
for l ≥ 0. Similarly, the other labeled Bratteli diagram L+F is defined as follows. Define
downward directed edges labeled symbols in Σ such as
vl1
α
−→ vl+11 , v
l
1
α
−→ vl+12 , v
l
3
α
−→ vl+13 , v
l
3
α
−→ vl+14 , v
l
2
β
−→ vl+11 , v
l
4
β
−→ vl+13
for l ≥ 0. The pair (L−F ,L
+
F ) becomes a λ-graph bisystem satisfying FPCC. It is figured in
Figure 2 in the end of this section.
(iv) A standard λ-graph bisystem for square matrices with entries in {0, 1}.
Let M = [mi,j]
N
i,j=1 be an N ×N square matrix with entries in {0, 1}. We set N
2×N2
matrices M−,M+ over Σ by setting
M− :=

m11IN m21IN · · · mN1IN
m12IN m22IN · · · mN2IN
...
...
. . .
...
m1N IN m2NIN · · · mNNIN
 , M+ :=

M 0 . . . 0
0 M
. . .
...
...
. . .
. . . 0
0 . . . 0 M

where IN is the N × N identity matrix. Let V0 = {v
0
1} and Vl = {vij}
N
i,j=1 be the N
2
vertex set for l = 1, 2, . . . , and Σ = {αij}
N
i,j=1 anN
2 alphabet set. We consider two Bratteli
diagrams L−M ,L
+
M over Σ defined by the matrices M
−,M+, respectively in the following
way. To define upward Bratteli diagram L−M , define upward directed edges labeled symbols
in Σ such as for i, j, k = 1, 2, . . . , N ,
v01
αij
←− v1jk in L
−
M if mij 6= 0,
vlik
αij
←− vl+1jk in L
−
M if mij 6= 0 for l = 1, 2, . . . .
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Similarly, to define downward Bratteli diagram L+M , define downward directed edges la-
beled symbols in Σ such as for i, j, k = 1, 2, . . . , N ,
v01
αij
−→ v1kj in L
+
M if mij 6= 0,
vlki
αij
−→ vl+1kj in L
+
M if mij 6= 0 for l = 1, 2, . . . .
The pair (L−M ,L
+
M ) becomes a λ-graph bisystem satisfying FPCC (see [23, Lemma 4.2] for
detail).
Let (L−,L+) be a λ-graph bisystem satisfying FPCC. We say that (L−,L+) presents
a subshift Λ if the set of concatenated finite labeled paths in L− coincides with the set
B∗(Λ) = ∪∞n=0Bn(Λ) of admissible words of Λ, and similarly the set in L
+ also coincides
with B∗(Λ). In [23], it was proved that any λ-graph bisystem (L−,L+) satisfying FPCC
presents a two-sided subshift, and conversely, any two-sided subshift Λ over Σ is presented
by a λ-graph bisystem (L−,L+) satisfying FPCC. It is written (L−Λ ,L
+
Λ) and called the
canonical λ-graph bisystem for Λ. We will briefly review the construction of the canonical
λ-graph bisystem (L−Λ ,L
+
Λ) for Λ following [23].
We fix a subshift Λ over Σ. For k, l ∈ Z with k < l, we put n(k, l) = l − k − 1 ∈ Z+.
For x = (xn)n∈Z ∈ Λ, we put a set of words
Wk,l(x) :={(µk+1, µk+2, . . . , µl−1) ∈ Bn(k,l)(Λ) |
(. . . , xk−1, xk, µk+1, µk+2, . . . , µl−1, xl, xl+1, . . . ) ∈ Λ},
and Wk,k+1(x) := ∅. For x, y ∈ Λ, if Wk,l(x) = Wk,l(y), we write x
c
∼
(k,l)
y and call it
(k, l)-centrally equivalent. Define the set of equivalence classes
Ωck,l = Λ/
c
∼
(k,l)
,
that is a finite set because the set of words length less than or equal to n(k, l) is fi-
nite. Let m(k, l) = |Ωck,l| the cardinal number of the finite set Ω
c
k,l. We denote by
{Ck,l1 , C
k,l
2 , . . . , C
k,l
m(k,l)} the set Ω
c
k,l of
c
∼
(k,l)
equivalence classes. Since for x, y ∈ Λ, we
have x
c
∼
(k,l)
z if and only if σ(x)
c
∼
(k−1,l−1)
σ(z), we may identify Ωck,l with Ω
c
k−1,l−1 and C
k,l
i
with Ck−1,l−1i for i = 1, 2, . . . ,m(k, l) through the shift σ : Λ −→ Λ so that we identify
Ωck,l with Ω
c
k+n,l+n and C
k,l
i with C
k+n,l+n
i for all n ∈ Z, i = 1, 2, . . . ,m(k, l).
For x = (xn)n∈Z ∈ C
k,l
i and β ∈ Σ such that (β, νk+2, νk+3, . . . , νl−1) ∈ Wk,l(x) for
some ν = (νk+2, νk+3, . . . , νl−1) ∈ Bl−k−2(Λ), the bi-infinite sequence
x(β, ν) := (. . . , xk−1, xk, β, νk+2, νk+3, . . . , νl−1, xl, xl+1, . . . ) ∈ Λ
belongs to Λ. If x(β, ν) belongs to Ck+1,lh , we write C
k,l
i β ⊂ C
k+1,l
h . As in [23, Lemma
4..2], the notation Ck,li β ⊂ C
k+1,l
h is well-defined, that is, it does not depend on the
choice of x = (xn)n∈Z ∈ C
k,l
i and ν = (νk+2, νk+3, . . . , νl−1) ∈ Bl−k−2(Λ) as long as
(β, νk+2, νk+3, . . . , νl−1) ∈Wk,l(x).
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Similarly for x = (xn)n∈Z ∈ C
k,l
i and α ∈ Σ such that (µk+1, µk+2, . . . , µl−2, α) ∈
Wk,l(x) for some µ = (µk+1, µk+2, . . . , µl−2) ∈ Bl−k−2(Λ), the bi-infinite sequence
x(µ, α) := (. . . , xk−1, xk, µk+1, µk+2, . . . , µl−2, α, xl, xl+1, . . . ) ∈ Λ
belongs to Λ. If x(µ, α) belongs to Ck,l−1j , we write αC
k,l
i ⊂ C
k,l−1
j . The notation αC
k,l
i ⊂
Ck,l−1j is also well-defined, that is, it does not depend on the choice of x = (xn)n∈Z ∈ C
k,l
i
and µ = (µk+1, µk+2, . . . , µl−2) ∈ Bl−k−2(Λ) as long as (µk+1, µk+2, . . . , µl−2, α) ∈Wk,l(x).
Let us in particular specify the following equivalence classes Ωc−l,1 and Ω
c
−1,l and define
the vertex sets V −l and V
+
l for l = 0, 1, 2, . . . by setting
V −0 := {Λ}, V
−
1 := Ω
c
−1,1, V
−
2 := Ω
c
−2,1, V
−
3 := Ω
c
−3,1, · · · , V
−
l := Ω
c
−l,1, · · · ,
V +0 := {Λ}, V
+
1 := Ω
c
−1,1, V
+
2 := Ω
c
−1,2, V
+
3 := Ω
c
−1,3, · · · , V
+
l := Ω
c
−1,l, · · · .
Write V0 = V
−
0 = V
+
0 . The each classes C
−l,1
i and C
−1,l
i for i = 1, 2, . . . ,m(l) are identified
and written C li , by the bijective correspondence x ∈ V
+
l ←→ σ
l−1(x) ∈ V −l , and hence
V −l and V
+
l are identified for each l ∈ Z+, that are denoted by Vl. We regard C
l
i as a
vertex denoted by vli and define an edge e
− labeled β ∈ Σ from vl+1j to v
l
i if C
l+1
j β ⊂ C
l
i .
We write s(e−) = vl+1j , t(e
−) = vli and λ
−(e−) = β. The set of such edges from vl+1j to v
l
i
for some i = 1, . . . ,m(l), j = 1, . . . ,m(l + 1) is denoted by E−l,l+1. Similarly, we define an
edge e+ labeled α ∈ Σ from vli to v
l+1
j if αC
l+1
j ⊂ C
l
i . We write s(e
+) = vli, t(e
+) = vl+1j
and λ+(e+) = α. The set of such edges from vli to v
l+1
j for some i = 1, . . . ,m(l), j =
1, . . . ,m(l + 1) is denoted by E+l,l+1. These are written
vl+1j
β
−→
e−
vli if C
l+1
j β ⊂ C
l
i ,
vli
α
−→
e+
vl+1j if αC
l+1
j ⊂ C
l
i .
We set E− = ∪∞l=0E
−
l,l+1, E
+ = ∪∞l=0E
+
l,l+1. We now have the pair L
−
Λ = (V,E
−, λ−) and
L
+
Λ = (V,E
+, λ+) of labeled Bratteli diagrams.
Proposition 2.3 ([23, Proposition 4.4]). The pair (L−Λ ,L
+
Λ) of labeled Bratteli diagrams
is a λ-graph bisystem satisfying FPCC and presenting the subshift Λ.
The λ-graph bisystem (L−Λ ,L
+
Λ) for subshift Λ is called the canonical λ-graph bisystem
for Λ. The λ-graph bisystems presented in Example 2.2 (i), (ii) are the canonical λ-graph
bisystems for the full N -shift, the golden mean shift, respectively.
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L
−
F L
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α β α α αβ
Figure 1: A standard λ-graph bisystem (L−F ,L
+
F ) of Example 2.2 (ii)
where upward arrows ←− and ←− (bold) in L−F are labeled α and β, respectively,
whereas downward arrows ←− and ←− (bold) in L+F are labeled α and β, respectively.
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1
4
v02 v
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2
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2
3 v
2
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v01
v11 v
1
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1
3 v
1
4
v02 v
0
3 v
0
4
L
−
F L
+
F
Figure 2: A (non standard)λ-graph bisystem (L−F ,L
+
F ) of Example 2.2 (iii)
where upward arrows ←− and ←− (bold) in L−F are labeled α and β, respectively,
whereas downward arrows ←− and ←− (bold) in L+F are labeled α and β, respectively.
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3 Two-sided AF algebras
Suppose that (L−,L+) satisfy FPCC, that is, P (vni ) = F (v
n
i ) for all i = 1, 2, . . . ,m(n), n ∈
Z+. Let us denote by Λ the subshift presented by (L
−,L+). The set P (vni )(= F (v
n
i )) is
denoted by W ni . Put N
n
i = |W
n
i | ∈ Z+ and consider the N
n
i × N
n
i full matrix algebra
MNni (C) over C. Let E
n
i (µ, ν), µ, ν ∈W
n
i be the set of matrix units of the algebraMNni (C).
They are partial isometries satisfying the identities
Eni (µ, ν)E
n
i (µ, ν)
∗ = Eni (µ, µ), E
n
i (µ, ν)
∗ = Eni (ν, µ),
∑
µ∈Wni
Eni (µ, µ) = 1.
For k, l ∈ Z with k < l, put n(k, l) = l−k−1 ∈ Z+ andm(k, l) = m(n(k, l)) = m(l−k−1).
We define partial isometries Ek,li (µ, ν) for µ, ν ∈ Bn(k,l)(Λ), i = 1, 2, . . . ,m(k, l) by setting
Ek,li (µ, ν) :=
{
E
n(k,l)
i (µ, ν) if µ, ν ∈W
n(k,l)
i ,
0 otherwise.
Define the full matrix algebra Fk,li for the vertex v
n(k,l)
i ∈ Vn(k,l) by setting
Fk,li := C
∗(Ek,li (µ, ν) | µ, ν ∈W
n(k,l)
i ) (3.1)
that is the C∗-algebra generated by the partial isometries Ek,li (µ, ν), µ, ν ∈ W
n(k,l)
i . It is
isomorphic to M
N
n(k,l)
i
(C). Define also the finite dimensional C∗-algebra Fk,l
L
by
Fk,l
L
:=
m(nk,l⊕
i=1
Fk,li (=
m(k,l)⊕
i=1
M
N
n(k,l)
i
(C)). (3.2)
The following lemma is obvious.
Lemma 3.1. For k, l, k′, l′ ∈ Z with k < l and k′ < l′, assume l − k = l′ − k′. Then the
C∗-algebras Fk,li and F
k′,l′
i are isomorphic for each i = 1, 2, . . . ,m(k, l) and hence F
k,l
L
and Fk
′,l′
L
are isomorphic.
Recall that (A−, A+) = (A−n,n+1, A
+
n,n+1)n∈Z+ denotes the transition matrix bisystem
for the λ-graph bisystem (L−,L+) defined by (2.2) and (2.3). We put
ι+(E
k,l
i (µ, ν)) =
∑
α∈Σ
m(k,l+1)∑
j=1
A+
n(k,l),n(k,l+1)(i, α, j)E
k,l+1
j (µα, να),
ι−(E
k,l
i (µ, ν)) =
∑
β∈Σ
m(k−1,l)∑
j=1
A−
n(k,l),n(k−1,l)(i, β, j)E
k−1,l
j (βµ, βν),
where n(k, l) = l− k− 1 and m(k, l) = m(n(k, l)) = m(l− k − 1), and hence n(k, l+ 1) =
n(k − 1, l) = n(k, l) + 1.
Lemma 3.2. The above maps define unital embeddings
ι+ : F
k,l
L
→֒ Fk,l+1
L
, ι− : F
k,l
L
→֒ Fk−1,l
L
of C∗-algebras.
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Proof. We have
ι+(E
k,l
i (µ, ν))ι+(E
k,l
i′ (µ
′, ν ′))
=
∑
α∈Σ
m(k,l+1)∑
j=1
A+
n(k,l),n(k,l+1)(i, α, j)E
k,l+1
j (µα, να)

·
∑
α′∈Σ
m(k,l+1)∑
j′=1
A+
n(k,l),n(k,l+1)(i
′, α′, j′)Ek,l+1j′ (µ
′α′, ν ′α′)

=
∑
α,α′∈Σ
m(k,l+1)∑
j,j′=1
A+
n(k,l),n(k,l+1)(i, α, j)A
+
n(k,l),n(k,l+1)(i
′, α′, j′)
Ek,l+1j (µα, να)E
k,l+1
j′ (µ
′α′, ν ′α′).
Since
Ek,l+1j (µα, να)E
k,l+1
j′ (µ
′α′, ν ′α′)
=
{
Ek,l+1j (µα, ν
′α) if j = j′ and ν = µ′, α = α′,
0 otherwise,
and
A+
n(k,l),n(k,l+1)(i, α, j)A
+
n(k,l),n(k,l+1)(i
′, α, j) = 0 for i 6= i′
because L+ is left-resolving, we have
ι+(E
k,l
i (µ, ν))ι+(E
k,l
i′ (µ
′, ν ′))
=
{∑
α∈Σ
∑m(k,l+1)
j=1 A
+
n(k,l),n(k,l+1)(i, α, j)E
k,l+1
j (µα, ν
′α) if ν = µ′, i = i′,
0 otherwise
=
{
ι+(E
k,l
i (µ, ν
′)) if ν = µ′, i = i′,
0 otherwise
=ι+(E
k,l
i (µ, ν)E
k,l
i′ (µ
′, ν ′)).
Hence ι+ : F
k,l
L
−→ Fk,l+1
L
may extend to a homomorphism from Fk,l
L
to Fk,l+1
L
, that is
clearly injective. Similarly we know that ι− : F
k,l
L
−→ Fk−1,l
L
yields an injective homo-
morphism of C∗-algebras.
We will next show that ι+ : F
k,l
L
−→ Fk,l+1
L
and similarly ι− : F
k,l
L
−→ Fk−1,l
L
are
unital. Put the projections
P k,li :=
∑
µ∈Wn(k,l)i
Ek,li (µ, µ) and P
k,l
L
:=
m(k,l)∑
i=1
P k,li .
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They are the unit of Fk,li and that of F
k,l
L
, respectively. We have
ι+(P
k,l
L
) =
m(k,l)∑
i=1
∑
µ∈Wn(k,l)i
∑
α∈Σ
m(k,l+1)∑
j=1
A+
n(k,l),n(k,l+1)(i, α, j)E
k,l+1
j (µα, µα)
=
m(k,l+1)∑
j=1
m(k,l)∑
i=1
∑
µ∈Wn(k,l)i
∑
α∈Σ
A+
n(k,l),n(k,l+1)(i, α, j)E
k,l+1
j (µα, µα)
 .
For a fixed j = 1, 2, . . . ,m(k, l + 1), we see
m(k,l)⋃
i=1
⋃
µ∈Wn(k,l)i
⋃
α∈Σ
{µα | A+
n(k,l),n(k,l+1)(i, α, j) = 1} =W
n(k,l+1)
j ,
so that
ι+(P
k,l
L
) =
m(k,l+1)∑
j=1
P k,l+1j = P
k,l+1
L
.
The other equality ι−(P
k,l
L
) = P k−1,l
L
is similarly shown.
Lemma 3.3. For k, l ∈ Z with k < l, the following diagram is commutative:
Fk,l
L
ι+
−−−−→ Fk,l+1
L
ι−
y ι−y
Fk−1,l
L
ι+
−−−−→ Fk−1,l+1
L
.
Proof. We have
(ι− ◦ ι+)(E
k,l
i (µ, ν))
=
∑
α∈Σ
m(k,l+1)∑
h=1
A+
n(k,l),n(k,l+1)(i, α, h)ι−(E
k,l+1
h (µα, να))
=
∑
α,β∈Σ
m(k−1,l+1)∑
j=1
m(k,l+1)∑
h=1
A+
n(k,l),n(k,l+1)(i, α, h)A
−
n(k,l+1),n(k−1,l+1)(h, β, j)
Ek−1,l+1j (βµα, βνα).
On the other hand
(ι+ ◦ ι−)(E
k,l
i (µ, ν))
=
∑
β∈Σ
m(k−1,l)∑
h=1
A−
n(k,l),n(k−1,l)(i, β, h)ι+(E
k−1,l
h (βµ, βν))
=
∑
α,β∈Σ
m(k−1,l+1)∑
j=1
m(k−1,l)∑
h=1
A−
n(k,l),n(k−1,l)(i, β, h)A
+
n(k−1,l),n(k−1,l+1)(h, α, j)
Ek−1,l+1j (βµα, βνα).
15
The local property of λ-graph bisystem (2.4) tells us the identity
m(k,l+1)∑
h=1
A+
n(k,l),n(k,l+1)(i, α, h)A
−
n(k,l+1),n(k−1,l+1)(h, β, j)
=
m(k−1,l)∑
h=1
A−
n(k,l),n(k−1,l)(i, β, h)A
+
n(k−1,l),n(k−1,l+1)(h, α, j),
so that we conclude that
(ι− ◦ ι+)(E
k,l
i (µ, ν)) = (ι+ ◦ ι−)(E
k,l
i (µ, ν)).
Hence we have an inductive system of finite dimensional C∗-algebras:
{ι+ : F
k,l
L
−→ Fk,l+1
L
, ι− : F
k,l
L
−→ Fk−1,l
L
| k, l ∈ Z, k < l}. (3.3)
Definition 3.4. Two-sided AF algebra FL associated with a λ-graph bisystem (L
−,L+)
satisfying FPCC is defined by the AF-algebra defined by the inductive system (3.3). If
in particular, (L−Λ ,L
+
Λ) is the canonical λ-graph bisystem for a subshift Λ, we write the
AF-algebra FLΛ as FΛ and call it the AF-algebra defined by the two-sided subshift Λ.
Let (L−,L+) be a λ-graph bisystem. For the labeled Bratteli diagram L− = (V,E−, λ−),
let tL− = (V, tE−, λ−) be the labeled Bratteli diagram whose edges are reversed in its di-
rections, that is the edge set tE− is defined by tE− = ∪∞l=0
tE−l,l+1 where
tE−l,l+1 is the set
of all edges obtained by reversing its directions of all edges of E−l,l+1. We then have two
labeled Bratteli diagrams tL− and L+ both of which have downward edges and the same
vertex set V . Let us B(tL−,L+) be the Bratteli diagram (V,
tE− ∪ E+, λ− ∪ λ+), where
tE− ∪ E+ = ∪∞l=0(
tE−l,l+1 ∪ E
+
l,l+1).
Definition 3.5. A λ-graph bisystem (L−,L+) is said to be irreducible if for any vertex
vli ∈ Vl, there exists L ∈ N with L > l such that for any vertex v
L
j ∈ VL there exists a
labeled path of B(tL−,L+) from v
l
i to v
L
j .
We thus reach the following proposition
Proposition 3.6. Let (L−,L+) be a λ-graph bisystem satisfying FPCC. If (L−,L+) is
irreducible, then the AF-algebra FL is simple.
Proof. It is well-known that an ideal of an AF-algebra bijectively corresponds to a hered-
itary subset of the Bratteli diagram which defines the AF-algebra ([1]). The irreducibility
ensures us that there is no nontrivial hereditary subset of the Bratteli diagram B(tL−,L+),
so that the algebra FL is simple.
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4 C∗-algebras associated with two-sided subshifts
Let (L−,L+) be a λ-graph bisystem satisfying FPCC. Let Λ be its presenting subshift.
In the first half of this section, we will construct an automorphism ρL on the AF-algebra
FL arising from the shift σ on the subshift Λ, and then define the C
∗-algebra RL as the
crossed product FL ⋊ρL Z. In the second half of the section, we will give a condition on
(L−,L+) under which the C∗-algebra FL ⋊ρL Z becomes simple.
For the transition matrix bisystem (A−, A+) for (L−,L+), we define matrices A−n1,n2 , A
+
n1,n2
,
for n1, n2 ∈ Z+ with n1 < n2 and γ = (γ1, . . . , γn2−n1) ∈ Bn2−n1(Λ) by setting,
A−n1,n2(i, γ, j) =
m(n2−1)∑
jn2−n1−1=1
· · ·
m(n1+1)∑
j1=1
A−n1,n1+1(i, γ1, j1)A
−
n1+1,n1+2
(j1, γ2, j2) · · ·
· · ·A−n2−1,n2(jn2−n1−1, γn2−n1 , j),
A+n1,n2(i, γ, j) =
m(n2−1)∑
jn2−n1−1=1
· · ·
m(n1+1)∑
j1=1
A+n1,n1+1(i, γ1, j1)A
+
n1+1,n1+2
(j1, γ2, j2) · · ·
· · ·A+n2−1,n2(jn2−n1−1, γn2−n1 , j).
Lemma 4.1. For k1, l1, k2, l2 ∈ Z such that k1 < l1 ≤ k2 < l2, the two projections
ιl2−l1+ (E
k1,l1
i1
(µ, µ)), ιk2−k1− (E
k2,l2
i2
(ν, ν))
for µ ∈W
n(k1,l1)
i1
, ν ∈W
n(k2,l2)
i2
commute to each other in Fk1,l2
L
.
Proof. We have
ιk2−k1− (E
k2,l2
i2
(ν, ν))
=
∑
η∈Bk2−k1(Λ)
m(k1,l2)∑
j2=1
A−
n(k2,l2),n(k1,l2)
(i2, η, j2)E
k1,l2
j2
(ην, ην) in Fk1,l2
L
and
ιl2−l1+ (E
k1,l1
i1
(µ, µ))
=
∑
γ∈Bl2−l1 (Λ)
m(k1,l2)∑
j1=1
A+
n(k1,l1),n(k1,l2)
(i1, γ, j1)E
k1,l2
j1
(µγ, µγ) in Fk1,l2
L
.
We note that
Ek1,l2j1 (µγ, µγ)E
k1,l2
j2
(ην, ην) =
{
Ek1,l2j1 (µγ, ην) if j1 = j2, µγ = ην,
0 otherwise,
(4.1)
and
Ek1,l2j2 (ην, ην)E
k1,l2
j1
(µγ, µγ) =
{
Ek1,l2j1 (ην, µγ) if j1 = j2, ην = µγ,
0 otherwise.
(4.2)
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As µγ = ην if and only if γ = ξν, η = µξ for some ξ ∈ Bk2−l1(Λ), we have
ιl2−l1+ (E
k1,l1
i1
(µ, µ))ιk2−k1− (E
k2,l2
i2
(ν, ν))
=
∑
ξ∈Bk2−l1(Λ)
m(k1,l2)∑
j=1
A+
n(k1,l1),n(k1,l2)
(i1, ξν, j)A
−
n(k2,l2),n(k1,l2)
(i2, µξ, j)E
k1,l2
j (µξν, µξν)
and
ιk2−k1− (E
k2,l2
i2
(ν, ν))ιl2−l1+ (E
k1,l1
i1
(µ, µ))
=
∑
ξ∈Bk2−l1(Λ)
m(k1,l2)∑
j=1
A−
n(k2,l2),n(k1,l2)
(i2, µξ, j)A
+
n(k1,l1),n(k1,l2)
(i1, ξν, j)E
k1,l2
j (µξν, µξν),
so that ιl2−l1+ (E
k1,l1
i1
(µ, µ)) commutes to ιk2−k1− (E
k2,l2
i2
(ν, ν)).
Define ρL : F
k,l
L
−→ Fk+1,l+1
L
by setting
ρL(E
k,l
i (µ, ν) = E
k+1,l+1
i (µ, ν) for µ, ν ∈W
n(k,l)
i . (4.3)
As W
n(k,l)
i =W
n(k+1,l+1)
i , the partial isometry E
k+1,l+1
i (µ, ν) is defined for µ, ν ∈W
n(k,l)
i .
Since ρL ◦ ι+ = ι+ ◦ ρL and ρL ◦ ι− = ι− ◦ ρL, it is easy to see that ρL : FL −→ FL gives
rise rise to an automorphism on the C∗-algebra FL, that will be written as ρL. For k, l ∈ Z
with k < l and µ ∈ Bn(k,l)(Λ), we put the projection
Ek,l(µ) :=
m(k,l)∑
i=1
Ek,li (µ, µ).
Let us denote by DL the diagonal algebra of the AF-algebra FL, that is generated
by the projections of the form Ek,li (µ, µ) for µ ∈ W
n(k,l)
i , i = 1, 2, . . . ,m(k, l), k, l ∈ Z
with k < l. Let us denote by C(Λ) the commutative C∗-algebra of all complex valued
continuous functions on Λ.
Proposition 4.2. There exists an embedding ιΛ : C(Λ) →֒ DL of the commutative C
∗-
algebra C(Λ) into the diagonal algebra DL such that ιΛ ◦σ
∗
Λ = ρL ◦ιΛ, where σ
∗
Λ : C(Λ) −→
C(Λ) is the automorphism defined by σ∗Λ(f) = f ◦ σ
−1
Λ for f ∈ C(Λ).
Proof. For k, l ∈ Z with k < l and an admissible word µ = (µ1, . . . , µn(k,l)) ∈ Bn(k,l)(Λ),
we denote by Uk,lµ the cylinder set on Λ
Uk,lµ = {(xn)n∈Z ∈ Λ | xk+1 = µ1, xk+2 = µ2, . . . , xl−1 = µn(k,l)}.
Let χ
U
k,l
µ
be the characteristic function on Λ. It is easy to see that the correspondence
χ
U
k,l
µ
∈ C(Λ) −→ Ek,l(µ) ∈ DL
yields an injective homomorphism ιΛ : C(Λ) →֒ DL satisfying ιΛ ◦ σ
∗
Λ = ρL ◦ ιΛ.
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We will now define the C∗-algebra RL associated with λ-graph bisystem satisfying
FPCC.
Definition 4.3. RL := FL ⋊ρL Z
If, in particular, (L−Λ ,L
+
Λ) is the canonical λ-graph bisystem for a subshift Λ, the C
∗-
algebra RLΛ is called the C
∗-algebra associated with two-sided subshift Λ, and written
RΛ.
We remark that a subshift can not be any Smale space unless it is a shift of finite type
(cf. [27], [28], [31]). The above definition of the C∗-algebras associated with two-sided
subshifts is a generalization of the asymptotic Ruelle algebras for shifts of finite type to
general subshifts.
We will next give a condition on (L−,L+) under which the C∗-algebra RL becomes
simple. In what follows, we assume that a λ-graph bisystem (L−,L+) satisfies FPCC.
Let us denote by Λ the presented subshift by (L−,L+). We provide a lemma similar to
Lemma 4.1.
Lemma 4.4. For k1, l1, k2, l2 ∈ Z with k1 < l1 ≤ k2 < l2 and i2 = 1, 2, . . . ,m(n(k2, l2)),
the projection ιl2−l1+ (Ek1,l1(µ)) commutes to the partial isometry ι
k2−k1− (E
k2,l2
i2
(µ′, ν ′)) for
µ ∈ Bn(k1,l1)(Λ), µ
′, ν ′ ∈ W n(k2,l2)i2 in F
k1,l2
L
. Similarly, ιk2−k1− (E
k2,l2(µ)) commutes to
ιl2−l1+ (E
k1,l1
i1
(µ′, ν ′)) for µ ∈ Bn(k2,l2)(Λ) and µ
′, ν ′ ∈W n(k1,l1)i1 in F
k1,l2
L
.
Proof. As in the proof of Lemma 4.1, we have
ιl2−l1+ (E
k1,l1(µ))ιk2−k1− (E
k2,l2
i2
(µ′, ν ′))
=
∑
γ∈Bl2−l1 (Λ)
m(k1,l2)∑
j1=1
m(k1,l1)∑
i1=1
A+
n(k1,l1),n(k1,l2)
(i1, γ, j1)E
k1,l2
j1
(µγ, µγ)
·
∑
η∈Bk2−k1 (Λ)
m(k1,l2)∑
j2=1
A−
n(k2,l2),n(k1,l2)
(i2, η, j2)E
k1,l2
j2
(ηµ′, ην ′)
=
∑
ξ∈Bk2−l1 (Λ)
m(k1,l2)∑
j=1
m(k1,l1)∑
i1=1
A+
n(k1,l1),n(k1,l2)
(i1, ξµ
′, j)A−
n(k2,l2),n(k1,l2)
(i2, µξ, j)E
k1 ,l2
j (µξµ
′, µξν ′),
and similarly we have
ιk2−k1− (E
k2,l2
i2
(µ′, ν ′))ιl2−l1+ (E
k1,l1(µ))
=
∑
η∈Bk2−k1(Λ)
m(k1,l2)∑
j2=1
A−
n(k2,l2),n(k1,l2)
(i2, η, j2)E
k1,l2
j2
(ηµ′, ην ′)
·
∑
γ∈Bl2−l1(Λ)
m(k1,l2)∑
j1=1
m(k1,l1)∑
i′1=1
A+
n(k1,l1),n(k1,l2)
(i′1, γ, j1)E
k1,l2
j1
(µγ, µγ)
=
∑
ξ∈Bk2−l1 (Λ)
m(k1,l2)∑
j=1
m(k1,l1)∑
i′1=1
A+
n(k1,l1),n(k1,l2)
(i′1, ξν
′, j)A−
n(k2,l2),n(k1,l2)
(i2, µξ, j)E
k1,l2
j (µξµ
′, µξν ′).
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Now suppose that
A+
n(k1,l1),n(k1,l2)
(i1, ξµ
′, j)A−
n(k2,l2),n(k1,l2)
(i2, µξ, j) = 1.
Since µ′, ν ′ ∈W n(k2,l2)i2 and A
−
n(k2,l2),n(k1,l2)
(i2, µξ, j) = 1, we have µξν
′ ∈ F (vn(k1,l2)j ) in L
−
and hence µξν ′ ∈ P (vn(k1,l2)j ) in L
+ because (L−,L+) satisfies FPCC. Hence there exists
i′1 ∈ Vn(k1,l1) such that A
+
n(k1,l1),n(k1,l2)
(i′1, ξµ
′, j) = 1, so that
A+
n(k1,l1),n(k1,l2)
(i′1, ξν
′, j)A−
n(k2,l2),n(k1,l2)
(i2, µξ, j) = 1.
Such i′1 satisfying A
+
n(k1,l1),n(k1,l2)
(i′1, ξν
′, j) = 1 is uniquely determined by the word ξν ′
and the vertex v
n(k1,l2)
j , because L
+ is left-resolving.
Conversely, suppose that
A+
n(k1,l1),n(k1,l2)
(i′1, ξν
′, j)A−
n(k2,l2),n(k1,l2)
(i2, µξ, j) = 1.
By a similar argument to the above one, we know that there exists a unique vertex
v
n(k1,l1)
i1
∈ Vn(k1,l1) such that A
+
n(k1,l1),n(k1,l2)
(i1, ξν
′, j) = 1, and hence
A+
n(k1,l1),n(k1,l2)
(i1, ξν
′, j)A−
n(k2,l2),n(k1,l2)
(i2, µξ, j) = 1.
Therefore the equality
m(k1,l1)∑
i1=1
A+
n(k1,l1),n(k1,l2)
(i1, ξµ
′, j)A−
n(k2 ,l2),n(k1,l2)
(i2, µξ, j)
=
m(k1,l1)∑
i′1=1
A+
n(k1,l1),n(k1,l2)
(i1, ξν
′, j)A−
n(k2 ,l2),n(k1,l2)
(i2, µξ, j)
holds. We thus see that ιl2−l1+ (Ek1,l1(µ)) commutes to ι
k2−k1− (E
k2,l2
i2
(µ′, ν ′)).
Similarly we may prove that ιk2−k1− (Ek2,l2(µ)) commutes to ι
k2−l1
+ (E
k1,l1
i1
(µ′, ν ′)) for
µ ∈ Bn(k2,l2)(Λ) and µ
′, ν ′ ∈W n(k1,l1)i1 .
For k,K ∈ N with k < K, a word µ = (µ1, . . . , µK) ∈ BK(Λ) is said to be k-aperiodic
if the words with length K − k
µ[1,K−k] = (µ1, µ2, . . . , µK−k),
µ[2,K−k+1] = (µ2, µ3, . . . , µK−k+1),
. . . ,
µ[1+k,K] = (µ1+k, µ2+k, . . . , µK)
are all distinct.
Definition 4.5. A λ-graph bisystem (L−,L+) satisfying FPCC is said to satisfy condition
(I+) (resp. (I−)) if for n, k ∈ N there exists K ∈ N with k < K such that there exists
a k-aperiodic word µ(i) ∈ BK(Λ) for each i = 1, 2, . . . ,m(n) such that µ(i) starts (resp.
ends) with vni ∈ Vn in L
+ (resp. L−). If (L−,L+) satisfies at least one of condition (I+)
or (I−), it is said to satisfy condition (I).
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Let M be an N × N square matrix with entries in {0, 1}. It is easy to see that the
λ-graph bisystem (L−M ,L
+
M ) defined in Example 2.2 (iv) satisfies condition (I) in the above
sense if and only if the matrix M satisfies condition (I) in the sense of Cuntz–Krieger [4].
Let us denote by F l
L
the C∗-subalgebra F−l,l
L
of the AF-algebra FL for l ∈ Z+. Let
us identify the commutative C∗-subalgebra generated by the projections Ek,l(µ), k, l ∈
Z, k < l, µ ∈ Bn(k,l)(Λ) with the commutative C
∗-algebra C(Λ) by Proposition 4.2.
Lemma 4.6. Assume that (L−,L+) satisfies condition (I). For k, l ∈ N with k ≤ l, there
exists a projection qlk ∈ C(Λ) ∩ F
l
L
′
= {x ∈ C(Λ) | ax = xa for all a ∈ F l
L
} such that
(1) qlka 6= 0 for all a ∈ F
l
L
with a 6= 0.
(2) qlkρ
m
L
(qlk) = 0 for m = 1, 2, . . . , k.
Proof. Assume that (L−,L+) satisfies condition (I+). For k, l ∈ N with k ≤ l, let n =
n(−l, l) = 2l − 1. For the n, k ∈ N, the condition (I+) ensures us that there exists K > k
such that there exists a k-aperiodic word µ(i) ∈ Bk(Λ) for each i = 1, 2, . . . ,m(n) such
that µ(i) starts with vni in L
+. We set a projection
qlk =
m(n)∑
i=1
En,n+K+1(µ(i)) ∈ C(Λ). (4.4)
Let −l < l < n < n +K + 1 correspond to k1 < l1 < k2 < l2 in Lemma 4.1, respectively.
We know that qlk commutes to F
l
L
. As the words µ(i) starts at vni for all i = 1, 2, . . . ,m(n),
we have qlka 6= 0 for all a ∈ F
l
L
with a 6= 0. As the words µ(i) are k-aperiodic, we have
qlkρ
m
L
(qlk) = 0 for m = 1, 2, . . . , k.
In case (L−,L+) satisfies condition (I−), we easily see that the projection qlk defined
by (4.4) satisfies qlkρ
m
L
(qlk) = 0 for m = −1,−2, . . . ,−k. We then have
qlkρ
|m|
L
(qlk) = ρ
|m|
L
(qlkρ
m
L (q
l
k)) = 0.
Therefore the projection qlk satisfies the desired properties.
Let U be the generating unitary in RL = FL ⋊ρL Z corresponding to the positive
generator of Z satisfying the relation
ρL(x) = UxU
∗, x ∈ FL. (4.5)
The following proposition shows a uniqueness of the crossed product C∗-algebra FL⋊ρL Z
under condition (I).
Proposition 4.7. Assume that (L−,L+) satisfies condition (I). If there exists an injective
homomorphism π : FL −→ B from FL to a C
∗-algebra B and a unitary u in B satisfying
the relation
π(ρL(x)) = uπ(x)u
∗, x ∈ FL, (4.6)
then the correspondence
x ∈ FL −→ π(x) ∈ B, U −→ u ∈ B
extends to an isomorphism from FL ⋊ρL Z onto the C
∗-subalgebra of B generated by
π(x), x ∈ FL and u.
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Proof. Assume that (L−,L+) satisfies condition (I). In general, a pair (A, ρ) of a unital
C∗-algebra A and an automorphism ρ of A is an example of a C∗-symbolic dynamical
system introduced in [17] (cf. [18], [19]). By the previous lemma, the pair (FL, ρL)
satisfies condition (I) as a C∗-symbolic dynamical system in the sense of [19, Section 3],
so that by [19, Theorem 3.9], we know the desired assertion.
Therefore we have the following simplicity criterion for the C∗-algebra RL.
Theorem 4.8. Assume that (L−,L+) satisfies condition (I). If (L−,L+) is irreducible,
the C∗-algebra RL is simple.
Proof. Suppose that (L−,L+) satisfies condition (I). By Proposition 4.7, any nontrivial
ideal I of the crossed product RL = FL ⋊ρL Z has nontrivial intersection with the AF-
algebra FL. As the AF-algebra FL is simple by Proposition 3.6, we may conclude that the
crossed product FL ⋊ρL Z is simple.
5 Invariance under topological conjugacy
In this section, we will prove that the pair (FL, ρL) for a λ-graph bisystem (L
−,L+) satis-
fying FPCC is invariant under properly strong shift equivalence of the associated symbolic
matrix bisystems, so that the crossed product RL is also invariant under the equivalence
relation in the symbolic matrix bisystems. As a corollary, if two subshifts Λ1,Λ2 are
topologically conjugate, then the pairs (FLΛ1 , ρLΛ1 ) and (FLΛ2 , ρLΛ2 ) for their canonical
λ-graph bisystems LΛ1 ,LΛ2 are invariant. Hence the K-groups (K0(FL),K0(FL)+, ρL∗)
and the C∗-algebra RL yield topological conjugacy invariants for subshifts. In order to
prove such invariance, we recall the notion of symbolic matrix bisystem and its properly
strong shift equivalence introduced in [23]. We first recall the definition of symbolic matrix
bisystem, that is a matrix presentation of a λ-graph bisystem.
Let Σ be a finite alphabet and SΣ be the set of finite formal sums of elements of Σ.
By a symbolic matrix A over Σ we mean a rectangular finite matrix A = [A(i, j)]i,j whose
entries in SΣ. We write the empty word ∅ as 0 in SΣ. For the symbolic matrix A, if
A(i, j) = α1+ · · ·+αn, then we write an edge ek labeled αk for k = 1, . . . , n from a vertex
vi to a vertex vj , so that we have a finite labeled directed graph.
For two alphabets Σ,Σ′, the notation Σ ·Σ′ denotes the set {a · b | a ∈ Σ, b ∈ Σ′}. The
following notion of specified equivalence between symbolic matrices due to M. Nasu in [24],
[25]. For two symbolic matrices A over alphabet Σ and A′ over alphabet Σ′ and a bijection
ϕ from a subset of Σ onto a subset of Σ′, we call A and A′ are specified equivalence under
specification ϕ if A′ can be obtained from A by replacing every symbol α appearing in
components of A by ϕ(α). We write it as A
ϕ
≃ A′, and call ϕ a specification from Σ to Σ′.
For two alphabet Σ1,Σ2, the bijection α · β ∈ Σ1 ·Σ2 −→ β ·α ∈ Σ2 ·Σ1 naturally yields a
bijection from SΣ1·Σ2 to SΣ2·Σ1 that we denote by κ and call the exchanging specification
between Σ1 and Σ2.
Definition 5.1 ([23]). A symbolic matrix bisystem (M−l,l+1,M
+
l,l+1), l ∈ Z+ is a pair of
sequences of rectangular symbolic matricesM−l,l+1 over Σ
− andM+l,l+1 over Σ
+ satisfying
the following five conditions:
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(i) BothM−l,l+1 andM
+
l,l+1 are m(l)×m(l+1) rectangular symbolic matrices such that
m(l) ≤ m(l + 1) for l ∈ Z+.
(ii) (1) For i, there exists j such thatM−l,l+1(i, j) 6= 0, and for i, there exists j such that
M+l,l+1(i, j) 6= 0.
(2) For j, there exists i such thatM−l,l+1(i, j) 6= 0, and for j, there exists i such that
M+l,l+1(i, j) 6= 0.
(iii) Each column of bothM−l,l+1 andM
+
l,l+1 does not have multiple labeling. This means
that if M−l,l+1(i, j) = α1 + · · · + αn, then the symbols α1, . . . , αn do not appear in
any other rows of the jth column. The same condition is required for M+l,l+1.
(iv) Both the jth columns [M−l,l+1(i, j)]
m(l)
i=1 and [M
+
l,l+1(i, j)]
m(l)
i=1 do not have multiple
symbols for each j = 1, 2, . . . ,m(l+1). Namely, if a symbol α appears inM−l,l+1(i, j)
for some i ∈ {1, 2, . . . ,m(l)}, then it does not appear in any other row M−l,l+1(i
′, j)
for i′ 6= i, and M+l,l+1 has the same property.
(v) The specified equivalence M−l,l+1M
+
l+1,l+2
κ
≃ M+l,l+1M
−
l+1,l+2 for l ∈ Z+ holds, that
means for i = 1, 2, . . . ,m(l), j = 1, 2, . . . ,m(l + 2)
m(l+1)∑
k=1
M−l,l+1(i, k)M
+
l+1,l+2(k, j) =
m(l+1)∑
k=1
κ
(
M+l,l+1(i, k)M
−
l+1,l+2(k, j)
)
(5.1)
holds, where κ is the exchanging specification between Σ and Σ′.
The condition (v) exactly expresses the local property of λ-graph bisystem (v) in Definition
2.1. The pair (M−,M+) is called a symbolic matrix bisystem over Σ±.
It is easy to see that symbolic matrix bisystem is exactly a matrix presentation of λ-
graph bisystem. A symbolic matrix bisystem (M−,M+) is said to be standard ifm(0) = 1,
that is its row sizes of the matrices M−0,1 and M
+
0,1 are one. A symbolic matrix bisys-
tem (M−,M+) is said to have a common alphabet if Σ− = Σ+. In this case, write the
alphabet Σ− = Σ+ as Σ, and say that (M−,M+) is a symbolic matrix bisystem over
common alphabet Σ. It s said to satisfy Follower-Predecessor Compatibility Condition,
FPCC for brevity, if for every l ∈ N and j = 1, 2, . . . ,m(l), the set of words appear-
ing in [M−0,1M
−
1,2 · · ·M
−
l−1,l](i, j) coincides with the set of transposed words appearing in
[M+0,1M
+
1,2 · · ·M
+
l−1,l](i, j). Hence we may recognize that symbolic matrix bisystems sat-
isfying FPCC and λ-graph bisystems satisfying FPCC are the same objects (see [23] for
detail).
As seen in Section 2, any subshift is presented by a λ-graph bisystem satisfying FPCC,
and hence by a symbolic matrix bisystem satisfying FPCC. In [23], we introduced a notion
of properly strong shift equivalence in symbolic matrix bisystems satisfying FPCC, and
proved that two subshifts are topologically conjugate if and only if their canonical symbolic
matrix bisystems are properly strong shift equivalent.
Let (M−1 ,M
+
1 ) and (M
−
2 ,M
+
2 ) be symbolic matrix bisystems over alphabets Σ1 and
Σ2, respectively, both of them satisfy FPCC, whereM
−
1 l,l+1,M
+
1 l,l+1 are m1(l)×m1(l+1)
matrices and M−2 l,l+1,M
+
2 l,l+1 are m2(l)×m2(l + 1) matrices.
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Definition 5.2 ([23]). Two symbolic matrix bisystems (M−1 ,M
+
1 ) and (M
−
2 ,M
+
2 ) are
said to be properly strong shift equivalent in 1-step if there exist alphabets C,D and
specifications
ϕ1 : Σ1 → C ·D, ϕ2 : Σ2 → D · C
and sequences c(l), d(l) on l ∈ Z+ such that there exist for each l ∈ Z+
(1) a c(l)× d(l + 1) matrix Pl over C,
(2) a d(l)× c(l + 1) matrix Ql over D,
(3) a d(2l + 1)× d(2l + 2) matrix X2l+1 over D,
(4) a c(2l) × c(2l + 1) matrix X2l over D,
(5) a c(2l + 1)× c(2l + 2) matrix Y2l+1 over C,
(6) a d(2l) × d(2l + 2) matrix Y2l over C
satisfying the following equations:
M+1 l,l+1
ϕ1
≃ P2lQ2l+1, M
+
2 l,l+1
ϕ2
≃ Q2lP2l+1, (5.2)
M−1 l,l+1
κϕ1
≃ X2lY2l+1, M
−
2 l,l+1
κϕ2
≃ Y2lX2l+1 (5.3)
and
Y2l+1P2l+2
κ
≃ P2l+1Y2l+2, X2l+1Q2l+2
κ
≃ Q2l+1X2l+2, (5.4)
X2lP2l+1
κ
≃ P2lX2l+1, Y2lQ2l+1
κ
≃ Q2lY2l+1, (5.5)
where κ is the exchanging specification defined by κ(a · b) = b · a.
We write this situation as (M−1 ,M
+
1 ) ≈1−pr
(M−2 ,M
+
2 ). Two symbolic matrix bisystems
(M−1 ,M
+
1 ) and (M
−
2 ,M
+
2 ) are said to be properly strong shift equivalent in ℓ-step if there
exists a sequence of symbolic matrix bisystems (M−(i),M
+
(i)), i = 1, 2, . . . , ℓ− 1 such that
(M−1 ,M
+
1 ) ≈1−pr
(M−(1),M
+
(1)) ≈1−pr
· · · ≈
1−pr
(M−(ℓ−1),M
+
(ℓ−1)) ≈1−pr
(M−2 ,M
+
2 ).
We write this situation as (M−1 ,M
+
1 ) ≈
ℓ−pr
(M−2 ,M
+
2 ) and simply call it a properly strong
shift equivalence.
Properly strong shift equivalence in symbolic matrix bisystems is an equivalence re-
lation ([23, Proosition 6.2]). For a subshift Λ, the symbolic matrix bisystem (M−Λ ,M
+
Λ )
associated to the canonical λ-graph bisystem (L−,L+) for Λ is called the canonical sym-
bolic matrix bisystem for Λ. We have proved the following theorem.
Theorem 5.3 ([23, Theorem 6.3]). Two subshifts are topologically conjugate if and only
if their canonical symbolic matrix bisystems are properly strong shift equivalent.
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Thanks to Theorem 5.3, the following theorem will show that the automorphism ρLΛ
on the AF-algebra FLΛ is invariant under topological conjugacy of subshifts.
Theorem 5.4. Let (L−1 ,L
+
1 ) and (L
−
2 ,L
+
2 ) be λ-graph bisystems satisfying FPCC. If their
symbolic matrix bisystems (M−1 ,M
+
1 ) and (M
−
2 ,M
+
2 ) are properly strong shift equivalent,
then there exists an isomorphism Φ : FL1 −→ FL2 of C
∗-algebras such that Φ ◦ ρL1 =
ρL2 ◦Φ. Hence it induces an isomorphism Φ̂ : RL1 −→ RL2 between their crossed products
FL1 ⋊ρL1 Z and FL2 ⋊ρL2 Z.
Proof. Assume that the symbolic matrix bisystems (M−1 ,M
+
1 ) and (M
−
2 ,M
+
2 ) are prop-
erly strong shift equivalent in 1-step. Let Pl,Ql,Xl,Yl, l ∈ Z+ be symbolic matrices as
in Definition 5.2. As in [23, Section 6], there exist a bipartite symbolic matrix bisystem
(M̂−,M̂+) with alphabets C,D and specifications ϕ1 : Σ1 −→ C · D,ϕ2 : Σ2 −→ D · C
such that
(M−1 ,M
+
1 )
ϕ1
≃ (M̂CD−,M̂CD+), (M−2 ,M
+
2 )
ϕ2
≃ (M̂DC−,M̂DC+) (5.6)
where (M̂CD−,M̂CD+) and (M̂DC−,M̂DC+) are symbolic matrix bisystems defined by
the following way (cf. [23, Lemma 6.5])
M̂CD−l,l+1 := (X2lY2l+1)
κ, M̂DC−l,l+1 := (Y2lX2l+1)
κ,
M̂CD+l,l+1 := P2lQ2l+1, M̂
DC+
l,l+1 := Q2lP2l+1
where for a symbolic matrix A, the matrix Aκ is denoted by Aκ(i, j) = κ(A(i, j)) for the
exchanging spacification κ. Let (L̂CD−, L̂CD+), (L̂DC−, L̂DC+) and (L̂−, L̂+) be the corre-
sponding λ-graph bisystems to the symbolic matrix bisystems (M̂CD−,M̂CD+), (M̂DC−,M̂DC+)
and (M̂−,M̂+), respectively. The relations (5.6) tells us that the λ-graph bisystems
(L−1 ,L
+
1 ) and (L
−
2 ,L
+
2 ) are identified with (L̂
CD−, L̂CD+) and (L̂DC−, L̂DC+), through the
specifications ϕ1 : Σ1 −→ C ·D and ϕ2 : Σ2 −→ D · C, respectively. We identify symbols
in Σ1 (resp. Σ2) with symbols in C ·D (resp. D · C) through ϕ1 (resp. ϕ2).
Let us denote by Ek,l1,i1(µ, ν) for µ, ν ∈ W
n(k,l)
i1
the generating partial isometries in
Fk,l
L1
. We use similar notation for Ek,l2,i2(ξ, η). Let (Â
−
l,l+1, Â
+
l,l+1) be the transition matrix
bisystem for the bipartite λ-graph bisystem (L̂−, L̂+). We define homomorphisms
j+ : F
k,l
L1
−→ Fk,l+1
L2
, j− : F
k,l
L2
−→ Fk−1,l
L1
(5.7)
by setting
j+(E
k,l
1,i1
(µ, ν))
=
∑
c∈C,d∈D
m1(nˆ(k,l)+1)∑
h=1
m2(k,l+1)∑
j2=1
Â+
nˆ(k,l),nˆ(k,l)+1(i1, c, h)Â
−
nˆ(k,l)+1,nˆ(k,l+1)(h, d, j2)E
k,l+1
2,j2
(dµc, dνc),
j−(E
k,l
2,i2
(ξ, η))
=
∑
c∈C,d∈D
m2(nˆ(k,l)+1)∑
g=1
m1(k−1,l)∑
j1=1
Â+
nˆ(k,l),nˆ(k,l)+1(i2, d, g)Â
−
nˆ(k,l)+1,nˆ(k,l+1)(g, d, j1)E
k−1,l
1,j1
(cξd, cηd),
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where nˆ(k, l) = 2(l − k − 1). We then have
j− ◦ j+ : F
k,l
L1
−→ Fk−1,l+1
L1
, j+ ◦ j− : F
k,l
L2
−→ Fk−1,l+1
L2
and
j− ◦ j+ = ι− ◦ ι+ in FL1 , j+ ◦ j− = ι+ ◦ ι− in FL2 ,
so that the homomorphisms j+ : F
k,l
L1
−→ Fk,l+1
L2
, j− : F
k,l
L1
−→ Fk−1,l
L2
yield isomorphisms
between FL1 and FL2 . We denote the isomorphism induced by j+ : F
k,l
L1
−→ Fk,l+1
L2
by
Φ : FL1 −→ FL2 , so that its inverse Φ
−1 : FL2 −→ FL1 is induced by j− : F
k,l
L2
−→ Fk,l+1
L1
.
As the equalities
j+ ◦ ρL1 = ρL2 ◦ j+, j− ◦ ρL2 = ρL1 ◦ j−
hold, we know that Φ ◦ ρL1 = ρL2 ◦ Φ.
For subshifts Λ1 and Λ2, we consider their canonical λ-graph bisystems (L
−
1 ,L
+
1 ) and
(L−2 ,L
+
2 ) for the subshifts Λ1 and Λ2, respectively. As a corollary, we have
Corollary 5.5. Suppose that two subshifts Λ1 and Λ2 are topologically conjugate. Then
there exists an isomorphism Φ : FΛ1 −→ FΛ2 of C
∗-algebras such that Φ ◦ ρΛ1 = ρΛ2 ◦
Φ. Hence it induces an isomorphism Φ̂ : RΛ1 −→ RΛ2 between their crossed products
FΛ1 ⋊ρΛ1 Z and FΛ2 ⋊ρΛ2 Z.
For a subshift (Λ, σ), let us denote by (tΛ, σ) the transposed subshift (Λ, σ−1) of (Λ, σ).
The C∗-algebra FtΛ⋊ρtΛ Z is canonically isomorphic to FΛ⋊ρΛ−1 Z that is also isomorphic
to FΛ ⋊ρΛ Z. Two subshifts Λ1 and Λ2 are said to be flip conjugate if Λ1 is conjugate to
Λ2 or its transpose
tΛ2. Hence we have
Corollary 5.6. Suppose that two subshifts Λ1 are Λ2 are flip conjugate. Then there exists
an isomorphism Ψ : RΛ1 −→ RΛ2 of C
∗-algebras.
We remark that the isomorphism Φ : FL1 −→ FL2 defined in the proof of Theorem
5.4 satisfies Φ(DL1) = DL2 and Φ(C(Λ1)) = C(Λ2) where Λ1,Λ2 are presented subshifts
by L1,L2, respectively. The condition Φ ◦ ρL1 = ρL2 ◦Φ implies the induced isomorphism
Φ̂ : RL1 −→ RL2 satisfies Φ̂ ◦ ρˆL1,t = ρˆL2,t ◦ Φ̂, t ∈ T, where ρˆLi,t denotes the dual action
on FLi ⋊ρLi Z.
We remark also recent preprints [21], [22]. If in particular a subshift is a topological
Markov shift (ΛA, σA), then the C
∗-algebra RΛA denoted by RA is nothing but the asymp-
totic Ruelle algebra written RaσA in [27]. In this case we know much more than Corollary
5.5 and Corollary 5.6.
Proposition 5.7 ([21], [22]). Let (ΛA, σA) and (ΛB , σB) be the topological Markov shifts
defined by irreducible non-permutation matrices A and B, respectively.
(i) (ΛA, σA) and (ΛB , σB) are topologically conjugate if and only if there exists an iso-
morphism Φ : RA −→ RB such that Φ(C(ΛA)) = C(ΛB) and Φ ◦ ρˆA,t = ρˆB,t ◦Φ, t ∈
T.
(ii) (ΛA, σA) and (ΛB , σB) are flip conjugate if and only if there exists an isomorphism
Φ : RA −→ RB such that Φ(C(ΛA)) = C(ΛB) and Φ ◦ ρˆA,t = ρˆB,ǫt ◦Φ, t ∈ T, where
ǫ = ±1,
where ρˆA (resp. ρˆB) is the dual action on RA = FΛA ⋊ρA Z (resp. RB = FΛB ⋊ρB Z).
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6 Didimension groups and K-theory formulas
Let (L−,L+) be a λ-graph bisystem over alphabets Σ±. Let (A−, A+) = (A−l,l+1, A
+
l,l+1)l∈Z+
be its transition matrix bisystem. We define the sequence (M−,M+) of m(l) ×m(l + 1)
matrices by
M−l,l+1(i, j) =
∑
β∈Σ−
A−l,l+1(i, β, j), (6.1)
M+l,l+1(i, j) =
∑
α∈Σ+
A+l,l+1(i, α, j), (6.2)
for i = 1, 2, . . . ,m(l), j = 1, 2, . . . ,m(l + 1). By the local property of λ-graph bisystem,
the commutation relations
M−l,l+1M
+
l+1,l+2 =M
+
l,l+1M
−
l+1,l+2, l ∈ Z+ (6.3)
hold. The sequence of pairs of nonnegative matrices is called a nonnegative matrix bisys-
tem. In this section, we will introduce the notions of dimension group, K-groups for
nonnegative matrix bisystems. The dimension group defined in this section is a general-
ization of the dimension group for nonnegative matrices defined by W. Krieger in [9], [10],
and for nonnegative matrix systems defined by the author in [15]. For a λ-graph bisystem
(L−,L+) satisfying FPCC, the dimension group will be isomorphic to the K0-group of
the AF-algebra FL and K-groups are isomorphic to the K-groups for the C
∗-algebra RL.
Hence if (L−,L+) is the canonical λ-graph bisystem for a subshift Λ, the dimension group
and K-groups are invariant under topological conjugacy of subshifts.
We first formulate the dimension group and the dimension triple for nonnegative matrix
bisystems. Let (M−,M+) be a nonnegative matrix bisystem. The transpose tM−l,l+1 of the
matrixM−l,l+1 naturally induces an order preserving homomorphism from Z
m(l) to Zm(l+1),
where the positive cone Z
m(l)
+ of the group Z
m(l) is defined by
Z
m(l)
+ = {(n1, n2, . . . , nm(l)) ∈ Z
m(l)|ni ∈ Z+, i = 1, 2, . . . ,m(l)}.
We put the inductive limits:
ZM− = lim−→{
tM−l,l+1 : Z
m(l) −→ Zm(l+1)},
Z
+
M−
= lim−→{
tM−l,l+1 : Z
m(l)
+ −→ Z
m(l+1)
+ }
of the abelian group and its positive cone. By the relation (6.3), the sequence of the
transposed matrices tM+l,l+1 of M
+
l,l+1 naturally induces an order preserving endomorphism
on the ordered group ZM− by xl ∈ Z
m(l) −→ tM+l,l+1xl ∈ Z
m(l+1) that is denoted by λM+ .
We set ZM−(k) = ZM− and Z
+
M−
(k) = Z+
M−
for k ∈ N, and define an abelian group and
its positive cone by the following inductive limits:
∆(M−,M+) = lim−→
k
{λM+ : ZM−(k) −→ ZM−(k + 1)}, (6.4)
∆+
(M−,M+)
= lim−→
k
{λM+ : Z
+
M−
(k) −→ Z+
M−
(k + 1)}. (6.5)
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We call the ordered group (∆(M−,M+),∆
+
(M−,M+)
) the dimension group for (M−,M+).
Let us denote by [X, k] for X ∈ ZM−(k), k ∈ N the element [X, k] in ∆(M−,M+). Since
the map δ(M−,M+) : ZM−(k) −→ ZM−(k + 1) defined by δ(M−,M+)([X, k]) = [X, k + 1]
for X ∈ ZM− yields an automorphism on ∆(M−,M+) that preserves the positive cone
∆+
(M−,M+)
. We still denote it by δ(M−,M+) and call it the dimension automorphism. We
call the triple (∆(M−,M+),∆
+
(M−,M+)
, δ(M−,M+)) the dimension triple for (M
−,M+). Let
Λ be a subshift and (M−Λ ,M
+
Λ ) its associated nonnegative matrix bisystem for Λ. Then
the bidimension triple (∆Λ,∆
+
Λ , δΛ) for subshift Λ is defined to be the dimension triple
(∆(M−Λ ,M
+
Λ )
,∆+
(M−Λ ,M
+
Λ )
, δ(M−Λ ,M
+
Λ )
).
Suppose that (L−,L+) is a λ-graph bisystem satisfying FPCC. Consider the sequence
Fk,l
L
, k, l ∈ N with k < l of finite dimensional C∗-subalgebras of the AF-algebra FL. Put
F l
L
= F−l,l
L
for l ∈ N. The following lemma is direct.
Lemma 6.1. We have an increasing sequence
F1L →֒ F
2
L →֒ F
3
L →֒ · · ·
such that the union ∪∞l=1F
l
L
generates the AF algebra FL.
We may write the AF algebra FL as FL = liml→∞F lL.We define the matrix component
A2l,l+1(i, β, α, j) for i = 1, 2, . . . ,m(2l − 1), j = 1, 2, . . . ,m(2l + 1), α, β ∈ Σ
by
A2l,l+1(i, β, α, j) =
m(2l)∑
k=1
A−2l−1,2l(i, β, k)A
+
2l,2l+1(k, α, j). (6.6)
Then the inclusion map ιl,l+1 : F
l
L
→֒ F l+1
L
defined by
ιl,l+1(E
−l,l
i (µ, ν)) := ι+ ◦ ι−(E
−l,l
i (µ, ν)), l ∈ N
satisfies
ιl,l+1(E
−l,l
i (µ, ν)) =
∑
α,β∈Σ
m(2l+1)∑
j=1
A2l,l+1(i, β, α, j)E
−l−1,l+1
j (βµα, βνα). (6.7)
Put
M2l,l+1(i, j) =
∑
α,β∈Σ
A2l,l+1(i, β, α, j)
so thatM2l,l+1(i, j) = [M
−
2l−1,2lM
+
2l,2l+1](i, j) for i = 1, 2, . . . ,m(2l−1), j = 1, 2, . . . ,m(2l+
1). Denote by tM2l,l+1 the transpose of M
2
l,l+1. We thus have
Lemma 6.2. For l ∈ N, we have the commutative diagram:
K0(F
l
L
)
ιl,l+1∗
−−−−→ K0(F
l+1
L
)∥∥∥ ∥∥∥
Z
m(2l−1)
tM2l,l+1
−−−−→ Zm(2l+1).
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Proof. As F l
L
= ⊕
m(2l−1)
i=1 F
−l,l
i = ⊕
m(2l−1)
i=1 MN2l−1i
(C), we have
K0(F
l
L)
∼=
m(2l−1)⊕
i=1
K0(MN2l−1i
(C)) ∼=
m(2l−1)⊕
i=1
Z = Zm(2l−1). (6.8)
By (6.7), the equality
ιl,l+1∗([E
−l,l
i (µ, µ)]) =
m(2l+1)∑
j=1
M2l,l+1(i, j)[E
−l−1,l+1
j (βµα, βµα)] (6.9)
holds. Since the group K0(F
l
L
) is generated by the projections E−l,li (µ, µ), µ ∈W
2l−1
i , i =
1, 2, . . . ,m(2l − 1), we obtain the desired commutative diagram.
Since
K0(FL) ∼= lim
l→∞
{ιl,l+1∗ : K0(F lL) −→ K0(F
l+1
L
)},
we have
Proposition 6.3. K0(FL) ∼= lim
l→∞
{tM2l,l+1 : Z
m(2l−1) −→ Zm(2l+1)}.
Define the ordered abelian group (D(M−,M+),D
+
(M− ,M+)
) by setting
D(M−,M+) := lim
l→∞
{tM2l,l+1 : Z
m(2l−1) −→ Zm(2l+1)},
D+(M−,M+) := liml→∞
{tM2l,l+1 : Z
m(2l−1)
+ −→ Z
m(2l+1)
+ }
and the map d(M−,M+) : Z
m(2l−1) −→ Zm(2l+1) by
d(M−,M+)(x) :=
tM22l,2l+1
tM22l−1,2lx ∈ Z
m(2l+1) for x ∈ Zm(2l−1).
Since tM22l+1,2l+2 ◦d(M−,M+) = d(M−,M+) ◦
tM22l−2,2l−1 for l ∈ Z+, the map d(M−,M+) yields
an endomorphism on D(M−,M+), that we still denote by d(M−,M+). The identification
between K0(F
l
L
) and Zm(2l−1) in (6.8) gives rise to the following proposition.
Proposition 6.4. Let L be a λ-graph bisystem satisfying FPCC and (M−,M+) its non-
negative matrix bisystem. Then we have a natural identification
(K0(FL),K0(FL)+, ρL∗) ∼= (D(M−,M+),D
+
(M−,M+)
, d(M−,M+)).
We have the following theorem.
Theorem 6.5. There exists an isomorphism Ψ : K0(FL) −→ ∆(M−,M+) of abelian groups
such that Ψ(K0(FL)+) = ∆
+
(M−,M+)
and Ψ ◦ ρL∗ = δ(M−,M+) ◦Ψ, that is
(K0(FL),K0(FL)+, ρL∗) ∼= (∆(M−,M+),∆
+
(M−,M+)
, δ(M−,M+)).
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Proof. Since FL is the AF algebra of the inductive system lim
k,l→∞
Fk,l
L
, we have K0(FL) =
lim
k,l→∞
K0(F
k,l
L
). Hence forX ∈ K0(FL), we may assume thatX = [X
k,l
i ]
m(k,l)
i=1 ∈ K0(F
k,l
L
) =
Z
m(k,l) for some k, l ∈ Z with k < l, where m(k, l) = m(l − k − 1). Since
∆(M−,M+) = lim
l→∞
{λ+M : ZM−(l) −→ ZM−(l + 1)}
where ZM−(l) = ZM− = limn→∞{tM
−
n,n+1 : Z
m(n) −→ Zm(n+1)}, l ∈ N, we may define
Ψ(Xk,li ) ∈ ZM−(l) by
Ψ(Xk,li ) = [X
k,l
i ]
m(l−k−1)
i=1 ∈ Z
m(l−k−1) in ZM−(l).
We will show that Ψ yields a well-defined homomorphism from K0(FL) to ∆(M−,M+).
Suppose that [X] = [Y ] in K0(FL) with X = [X
k1,l1
i ]
m(l1−k1−1)
i=1 ∈ Z
m(l1−k1−1) and
Y = [Y k2,l2j ]
m(l2−k2−1)
j=1 ∈ Z
m(l2−k2−1). Take k, l ∈ Z such that k < ki, li < l for i = 1, 2 and
ιl−l1+ ◦ ι
k1−k− (X) = ι
l−l2
+ ◦ ι
k2−k− (Y ). (6.10)
We then have
Ψ(X) =[Xk1,l1i ]
m(l1−k1−1)
i=1 ∈ Z
m(l1−k1−1) in ZM−(l1),
Ψ(Y ) =[Y k2,l2j ]
m(l2−k2−1)
j=1 ∈ Z
m(l2−k2−1) in ZM−(l2).
As
λl−l1
M+
([Xk1,l1i ]
m(l1−k1−1)
i=1 ), λ
l−l2
M+
([Y k2,l2j ]
m(l2−k2−1)
j=1 ) ∈ ZM−(l)
such that
λl−l1
M+
([Xk1,l1i ]
m(l1−k1−1)
i=1 ) ∈ Z
m((l1−k1−1)+(l−l1)) = Zm(l−k1−1),
λl−l2
M+
([Y k2,l2j ]
m(l2−k2−1)
j=1 ) ∈ Z
m((l2−k2−1)+(l−l2)) = Zm(l−k2−1),
by (6.10), we have
tM−
l−k1−1,(l−k1−1)+(k1−k)(λ
l−l1
M+
([Xk1,l1i ]
m(l1−k1−1)
i=1 )) (6.11)
=tM−
l−k2−1,(l−k2−1)+(k2−k)(λ
l−l2
M+
([Y k2,l2j ]
m(l2−k2−1)
j=1 )) in Z
m(l−k−1). (6.12)
We know that
[[Xk1,l1i ]
m(l1−k1−1)
i=1 in ZM−(l1)] = [λ
l−l1
M+
([Xk1,l1i ]
m(l1−k1−1)
i=1 in ZM−(l)] (6.13)
as elements of ∆(M−,M+) and
[λl−l1
M+
([Xk1,l1i ]
m(l1−k1−1)
i=1 ) in Z
m(l−k1−1)] (6.14)
=[tM−
l−k1−1,(l−k1−1)+(k1−k)(λ
l−l1
M+
([Xk1,l1i ]
m(l1−k1−1)
i=1 )) in Z
m(l−k−1)] (6.15)
as elements of ZM− . Similarly,
[[Y k2,l2j ]
m(l2−k2−1)
j=1 in ZM−(l2)] = [λ
l−l2
M+
([Y k2,l2j ]
m(l2−k2−1)
j=1 ) in ZM−(l)] (6.16)
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as elements of ∆(M−,M+) and
[λl−l2
M+
([Y k2,l2j ]
m(l2−k2−1)
j=1 ) in Z
m(l−k2−1)] (6.17)
=[tM−
l−k2−1,(l−k2−1)+(k2−k)(λ
l−l2
M+
([Y k2,l2j ]
m(l2−k2−1)
j=1 )) in Z
m(l−k−1)] (6.18)
as elements of ZM− . Therefore by (6.12), (6.13), (6.15), (6.16) and (6.18) we know that
Ψ(X) = Ψ(Y ) as elements of ∆(M−,M+) so that Ψ yields a well-defined homomorphism
from K0(FL) to ∆(M−,M+).
Conversely, for [Z] ∈ ZM−(l) in ∆(M−,M+), we my assume that Z ∈ Z
m(n) for some
n ∈ N so that Z = [Zi]
m(n)
i=1 . Put k = l − 1 − n and hence n = l − k − 1 so that
Zk,l := [Zi]
m(l−k−1)
i=1 ∈ Z
m(k,l). Define Φ(Z) := [Zk,l] in Zm(k,l) = K0(F
k,l
Λ ). It is routine to
check that Φ yields a well-defined homomorphism from ∆(M−,M+) to K0(FL) such that
Φ ◦Ψ = idK0(FL), Ψ ◦ Φ = id∆(M−,M+) .
Therefore the group K0(FL) is isomorphic to the group ∆(M−,M+). The construction of Φ
and Ψ shows that Ψ(K0(FL)+) ⊂ ∆
+
(M−,M+)
and Φ(∆+
(M−,M+)
) ⊂ K0(FL)+) so that
Ψ(K0(FL)+) = ∆
+
(M−,M+)
, Φ(∆+
(M−,M+)
) = K0(FL)+
and hence Ψ and Φ give rise to order preserving isomorphisms inverses to each other.
For X = [Xk,li ]
m(k,l)
i=1 ∈ K0(F
k,l
L
), we have
ρL∗(X) = [X
k+1,l+1
i ]
m(k+1,l+1)
i=1 ∈ K0(F
k+1,l+1
L
)
where Xk,li = X
k+1,l+1
i and m(k, l) = m(k + 1, l + 1) so that
(Ψ ◦ ρL∗)(X) = [X
k+1,l+1
i ]
m(k+1,l+1)
i=1 ∈ Z
m(l−k−1) in ZM−(l + 1). (6.19)
Since the right hand side of (6.19) is nothing but δ(M−,M+) ◦ Ψ(X), we have Ψ ◦ ρL∗ =
δ(M−,M+) ◦Ψ.
We will next present K-theory formulas for the C∗-algebra RL. Let (M−,M+) be a
nonnegative matrix bisystem. For l ∈ Z+, we set the abelian groups
K l0(M
−,M+) = Zm(l+1)/(tM−l,l+1 −
tM+l,l+1)Z
m(l),
K l1(M
−,M+) = Ker(tM−l,l+1 −
tM+l,l+1) in Z
m(l).
The following lemma is straightforward by using the commutation relations (6.3).
Lemma 6.6. The map tM−l,l+1 : Z
m(l) −→ Zm(l+1) naturally induces homomorphisms
between the following groups:
tM−l∗ : K
l
∗(M
−,M+)→ K l+1∗ (M
−,M+) for ∗ = 0, 1.
We now define the K-groups for nonnegative matrix bisystem (M−,M+).
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Definition 6.7. The K-groups for (M−,M+) are defined by the inductive limits of the
abelian groups:
K0(M
−,M+) = lim−→
l
{tM−l0 : K
l
0(M
−,M+) −→ K l+10 (M
−,M+)}, (6.20)
K1(M
−,M+) = lim
−→
l
{tM−l1 : K
l
1(M
−,M+) −→ K l+11 (M
−,M+)}. (6.21)
It is routine to show the following lemma by definition.
Lemma 6.8.
(i) K0(M
−,M+) = ZM−/(id−λM+)ZM− ,
(ii) K1(M
−,M+) = Ker(id−λM+) in ZM− .
The following formulas show that the groups K∗(M−,M+) are determined by its di-
mension triple.
Lemma 6.9.
(i) K0(M
−,M+) = ∆(M−,M+)/(id−δ(M−,M+))∆(M−,M+),
(ii) K1(M
−,M+) = Ker(id−δ(M−,M+)) in ∆(M−,M+).
Proof. As the automorphism δ(M−,M+) is given by λM+ = {
tM+l,l+1} on ∆(M−,M+), the
assertions are straightforward by Lemma 6.8.
Now the C∗-algebra RL is the crossed product FL ⋊ρL Z, so that the six term exact
sequence of K-theory ([26])
K0(FL)
id−ρL∗−−−−−→ K0(FL)
ι∗−−−−→ K0(RL)x y
K1(RL) ←−−−−
ι∗
K1(FL) ←−−−−−
id−ρL∗
K1(FL)
holds. As FL is an AF-algebra, one sees that K1(FL) = 0, and hence we have the following
formulas.
Lemma 6.10.
K0(RL) ∼= K0(FL)/(id−ρL∗)K0(FL),
K1(RL) ∼= Ker(id−ρL∗) in K0(FL).
By Theorem 6.5, we conclude the following theorem.
Theorem 6.11. Ki(RL) ∼= Ki(M
−,M+), i = 0, 1.
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7 Topological Markov shifts
In this section, we will compute the dimension triple (∆(M−,M+),∆
+
(M−,M+)
, δ(M−,M+))
and the K-groups Ki(RL), i = 0, 1 for some examples.
Let G = (V,E) be a finite directed graph. We assume that G is primitive (see [14, p.
127]). Let V = {v1, . . . , vN} and put Σ = E the edge set of G. We further assume that
G does not have multiple edges. Put V˜ = V × V . We write each element (vp, vi) of V˜ as
(p, i), so that V˜ = {(p, i) | p, i = 1, 2, . . . , N}. We also write an edge from vi to vj as αij .
If there is no edge from vi to vj , we write αij = 0. Hence the adjacency matrix of the
graph is written A = [αij ]
N
i,j=1. Let ΛG be the topological Markov shift over Σ defined by
the graph G (see [14]).
Lemma 7.1. Let (M−ΛG ,M
+
ΛG
) be the canonical symbolic matrix bisystem for the topolog-
ical Markov shift ΛG defined by a primitive finite directed graph G as an edge shift. Define
N2 ×N2 matrices M−G,M
+
G over Σ by setting
M−G((p, i), (q, j)) =
{
αqp if i = j,
0 if i 6= j,
M+G((p, i), (q, j)) =
{
αij if p = q,
0 if p 6= q
for (p, i), (q, j) ∈ N ×N = N2, that is
M−G :=

α11IN α21IN · · · αN1IN
α12IN α22IN · · · αN2IN
...
...
. . .
...
α1NIN α2NIN · · · αNNIN
 , M+G :=

A 0 . . . 0
0 A
. . .
...
...
. . .
. . . 0
0 . . . 0 A
 . (7.1)
Then there exists L ∈ N such that
M−ΛG l,l+1 =M
−
Gl,l+1, M
+
ΛG l,l+1
=M+Gl,l+1 for all l ≥ L.
Proof. Since the matrix A is primitive, there exists L such that Al(i, j) 6= 0 for all i, j =
1, 2, . . . , N, l ≥ L. Take and fix l ≥ L. The equivalence class Ωc−l,1 is determined by the
two vertices vq and vj such that y ∈ Λ belongs to Ω
c
−l,1 if and only if vq = t(y−l) and
vj = s(y1). If there exists β ∈ Σ = E such that s(β) = vq, t(β) = vp, then the class Ω
c
−l+1,1
defined by y(−∞,l]β and y[1,∞) determines the two vertices vp and vi. Hence if there exists
an edge β in G such that s(β) = vq, t(β) = vp, then we haveM
−
G((p, j), (q, j)) = β(= αqp).
It is clear that M−G((p, i), (q, j)) = 0 if i 6= j.
On the other hand, the equivalence class Ωc−1,l is determined by the two vertices vp
and vj such that x ∈ Λ belongs to Ω
c
−1,l if and only if vp = t(x−1) and vj = s(xl). If
there exists α ∈ Σ = E such that s(α) = vi, t(α) = vj, then the class Ω
c
−1,l−1 defined by
x(−∞,−1] and αx[l,∞) determines the two vertices vp and vi. Hence if there exists an edge
α in G such that s(α) = vi, t(α) = vj , then we have M
+
G((p, i), (p, j)) = α(= αij). It is
clear that M+G((p, i), (q, j)) = 0 if p 6= q.
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For the symbolic matrix A above, let us denote by A the N × N matrix over {0, 1}
obtained from A by setting all the symbols αij equal to 1. Let us denote by MN (Z)
the abelian group of N × N matrix algebra over Z. For the N × N matrix A, let ΨA :
MN (Z) −→ MN (Z) be the homomorphism defined by ΨA(X) =
tAXtA for X ∈ MN (Z).
In our situation, we note that m(2l − 1) = m(2l + 1) = N2 for all l ≥ L. Let M−G ,M
+
G
be the N2×N2 matrix over {0, 1} obtained fromM−G,M
+
G by setting all the symbols αij
equal to 1, respectively. We put M2G =M
−
GM
+
G .
Lemma 7.2. For l ∈ N with l ≥ L, we have the commutative diagram:
Z
m(2l−1) M2G−−−−→ Zm(2l+1)∥∥∥ ∥∥∥
MN (Z)
ΨA−−−−→ MN (Z).
Proof. We assume l ≥ L. For X = [X(q,i)](q,i)∈N×N ∈MN (Z), we have
[tAXtA](p,j) =
∑
(q,i)∈N×N
αqpαjiX(q,i)
=
∑
(q,i)∈N×N
M−GM
+
G ((p, j), (q, i))X(q,i)
=
∑
(q,i)∈N×N
M2G((p, j), (q, i))X(q,i)
so that we obtain the desired commutative diagram.
Therefore we have the following proposition.
Proposition 7.3. Let (ΛG, σ) be the topological Markov shift defined by a primitive di-
rected graph G = (V,E). Let A be its transition matrix. Then we have
K0(FΛG) = lim
l→∞
{ΨA :MN (Z) −→MN (Z)} (7.2)
where ΨA(X) =
tAXtA for X ∈MN (Z).
The above formula (7.2) has appeared in Putnam’s paper [27] (cf. [7], [20]). In his
paper, the right hand of (7.2) is written as H(tA). For the full N -shift, the group K0(FΛG)
has been already computed as in the following way.
Proposition 7.4 ([23, Lemma 10.2]). Let ΛN be the full N -shift for 1 < N ∈ N. Then
the bidimension triple (∆ΛN ,∆
+
ΛN
, δΛN ) is isomorphic to (Z[
1
N2
],Z[ 1
N2
]+, N×), where N×
means the multiplication by N on Z[ 1
N2
].
We remark that the ordinary dimension triple for the fullN -shift ΛN is (Z[
1
N
],Z[ 1
N
]+, N×).
Although the ordered groups (Z[ 1
N2
],Z[ 1
N2
]+) and (Z[ 1
N
],Z[ 1
N
]+) are isomorphic, their di-
mension triples are different.
We will now present examples of Ki(RΛG), i = 1, 2 for topological Markov shifts ΛG.
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Examples.
1. Full 2-shift. Let A =
[
a b
c d
]
be a symbolic matrix over alphabet Σ = {a, b, c, d}.
Let G2 be the finite directed graph having two vertices and four directed edges associated
with the symbolic matrix A. Let us consider the symbolic matrix bisystem (M−G2 ,M
+
G2
)
defined by (7.1). It satisfies FPCC. Let (L−G2 ,L
+
G2
) be the associated λ-graph bisystem.
Its presenting subshift is topologically conjugate to the full 2-shift. Put M2 =
[
1 1
1 1
]
. By
(7.1), the associated nonnegative matrix bisystem (M−2 ,M
+
2 ) is given by
M−2 =

1 0 1 0
0 1 0 1
1 0 1 0
0 1 0 1
 , M+2 =

1 1 0 0
1 1 0 0
0 0 1 1
0 0 1 1
 . (7.3)
We will show the following
Proposition 7.5. Ki(RΛG2 )
∼= Z[12 ], i = 0, 1.
Proof. Since
tM−2 −
tM+2 =M
−
2 −M
+
2 =

0 −1 1 0
−1 0 0 1
1 0 0 −1
0 1 −1 0
 ,
we easily have (tM−2 −
tM+2 )Z
4 = A2Z
4 where A2 =

−1 0 0 0
0 −1 0 0
0 1 0 0
1 0 0 0
 . We set
R =

1 0 0 0
0 1 0 0
0 1 1 0
1 0 0 1
 , B2 = RA2 =

−1 0 0 0
0 −1 0 0
0 0 0 0
0 0 0 0
 .
The diagram
Z
4/(M−2 −M
+
2 )Z
4 M
−
2−−−−→ Z4/(M−2 −M
+
2 )Z
4∥∥∥ ∥∥∥
Z
4/A2Z
4
Z
4/A2Z
4
R
y Ry
Z
4/B2Z
4 RM
−
2 R
−1
−−−−−−→ Z4/B2Z
4
commutes, where M−2 is the endomorphism on the abelian group Z
4/(M−2 −M
+
2 )Z
4 in-
duced by the matrix M−2 . As RM
−
2 R
−1

0
0
z
w
 =

1 −1 1 0
−1 1 0 1
0 0 1 1
0 0 1 1


0
0
z
w
 =

z
w
z + w
z + w
 , we
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have the commutative diagram
Z
4/B2Z
4 RM
−
2 R
−1
−−−−−−→ Z4/B2Z
4∥∥∥ ∥∥∥
Z
2 M2−−−−→ Z2
.
As lim
l→∞
{M2 : Z
2 −→ Z2} ∼= Z[
1
2
], we have K0(RΛG2 )
∼= Z[12 ].
We will next compute K1(RΛG2 ). A vector

x
y
z
w
 belongs to Ker(tM−2 − tM+2 ) if and
only if x = w, y = z. By putting P =

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
 , we see that
Ker(tM−2 −
tM+2 ) in Z
4 ∼= PZ4 ∼= Z2,
so that the diagram
Ker(tM−2 −
tM+2 )
M−2−−−−→ Ker(tM−2 −
tM+2 )
P
y yP
Z
2 M2−−−−→ Z2
commutes and hence K1(RΛG2 )
∼= Z[12 ].
2. Golden mean shift. Let F =
[
a b
c 0
]
be a symbolic matrix over alphabet
Σ = {a, b, c}. Let GF be the finite directed graph having two vertices and three directed
edges associated with the symbolic matrix F . Let us consider the symbolic matrix bisystem
(M−GF ,M
+
GF
) defined by (7.1). It satisfies FPCC. Let (L−GF ,L
+
GF
) be the associated
λ-graph bisystem. Its presenting subshift is topologically conjugate to the topological
Markov shift defined by the matrix F =
[
1 1
1 0
]
, that is called the golden mean shift
written ΛF (cf. [14]). The matrix F has the unique positive eigenvalue
1+
√
5
2 , denoted by
β. By (7.1), the associated nonnegative matrix bisystem (F−, F+) is given by
F− =

1 0 1 0
0 1 0 1
1 0 0 0
0 1 0 0
 , F+ =

1 1 0 0
1 0 0 0
0 0 1 1
0 0 1 0
 . (7.4)
We will show the following.
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Proposition 7.6. Ki(RΛF )
∼= Z2, i 0, 1.
Proof. Since
tF− − tF+ = F− − F+ =

0 −1 1 0
−1 1 0 1
1 0 −1 −1
0 1 −1 0
 ,
we easily have (tF− − tF+)Z4 = F ′Z4 where F ′ =

−1 0 0 0
1 −1 0 0
0 1 0 0
1 0 0 0
 . We set
S =

1 0 0 0
1 1 0 0
1 1 1 0
1 0 0 1
 , B2 = SF ′ =

−1 0 0 0
0 −1 0 0
0 0 0 0
0 0 0 0
 .
The diagram
Z
4/(F− − F+)Z4 F
−
−−−−→ Z4/(F− − F+)Z4∥∥∥ ∥∥∥
Z
4/F ′Z4 Z4/F ′Z4
S
y Sy
Z
4/B2Z
4 SFS
−1
−−−−→ Z4/B2Z
4
commutes, where F− denotes the endomorphism on the abelian group Z4/(F− − F+)Z4
induced by the matrix F−. As SF−S−1

0
0
z
w
 =

1 −1 1 0
−1 0 1 1
0 0 1 1
0 0 1 0


0
0
z
w
 =

z
z + w
z + w
z
 , the
diagram
Z
4/B2Z
4 SF
−S−1
−−−−−→ Z4/B2Z
4∥∥∥ ∥∥∥
Z
2 F−−−−→ Z2
commutes. As lim
l→∞
{F : Z2 −→ Z2} ∼= Z[
1
β
], we have K0(RΛF )
∼= Z[ 1β ]. Since
1
β
= 1 − β,
the group Z[ 1
β
] is isomorphic to Z+ Zβ and hence to Z2.
We will next compute K1(RΛF ). A vector

x
y
z
w
 belongs to Ker(tF−− tF+) if and only
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if z = y, w = x− y. By putting P =

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
 , we see that
Ker(tF− − tF+) in Z4 ∼= PZ4 ∼= Z2,
so that the diagram
Ker(tF− − tF+)
F−2−−−−→ Ker(tF− − tF+)
P
y yP
Z
2 F−−−−→ Z2
commutes and hence we K1(RΛF )
∼= Z[ 1β ]
∼= Z2.
Remark 7.7. As in [23, Lemma 10.4], we know that the C∗-algebra RΛF is a simple AT-
algebra with real rank zero having a unique tracial state τ such that τ∗(K0(RΛF )) = Z+Zβ.
Hence by classification of theory of C∗-algebra ([5], cf. [30]), RΛF is isomorphic to the
irrational rotation C∗-algebra Aβ with irrational angle β.
8 Even shift
The even shift written Λev is a sofic subshift over alphabet {α, β} whose forbidden words
are the set of words
α
odd︷ ︸︸ ︷
β · · · β α.
It lives outside topological Markov shifts (cf. [14, Example 1.2.4]). In this section, we will
compute the K-groups for two C∗-algebras RΛcev and RΛλev associated with the λ-graph
bisystems (L−Λcev ,L
+
Λcev
) and (L−
Λλev
,L+
Λλev
) both of which present the even shift, respectively.
The former one (L−Λcev ,L
+
Λcev
) is the canonical symbolic matrix bisystem for Λev. The latter
one (L−
Λλev
,L+
Λλev
) is an irreducible component of the former one, so that the associated
C∗-algebra RΛλev is simple, whereas the other one RΛcev is not simple.
We will first visualize the canonical λ-graph bisystem (L−Λcev ,L
+
Λcev
) for Λev. For l ∈ N,
we put
Ωc−1,l(1, 1) := {x[0,l−1] ∈ Bl(Λev) | (xn)n∈N ∈ Λev, x−1 = α, xl = α},
Ωc−1,l(1, 2) := {x[0,l−1] ∈ Bl(Λev) | (xn)n∈N ∈ Λev, x−1 = α, xl = β, xl+1 = α},
Ωc−1,l(2, 1) := {x[0,l−1] ∈ Bl(Λev) | (xn)n∈N ∈ Λev, x−2 = α, x−1 = β, xl = α},
Ωc−1,l(2, 2) := {x[0,l−1] ∈ Bl(Λev) | (xn)n∈N ∈ Λev, x−2 = α, x−1 = β, xl = β, xl+1 = α},
Ωc−1,l(1,∞) := {x[0,l−1] ∈ Bl(Λev) | (xn)n∈N ∈ Λev, x−1 = α, x[l,∞) = β
+∞},
Ωc−1,l(2,∞) := {x[0,l−1] ∈ Bl(Λev) | (xn)n∈N ∈ Λev, x−2 = α, x−1 = β, x[l,∞) = β
+∞},
Ωc−1,l(∞, 1) := {x[0,l−1] ∈ Bl(Λev) | (xn)n∈N ∈ Λev, x(−∞,−1] = β
−∞, xl = α},
Ωc−1,l(∞, 2) := {x[0,l−1] ∈ Bl(Λev) | (xn)n∈N ∈ Λev, x(−∞,−1] = β
−∞, xl = β, xl+1 = α},
Ωc−1,l(∞,∞) := {x[0,l−1] ∈ Bl(Λev) | (xn)n∈N ∈ Λev, x(−∞,−1] = β
−∞, x[l,∞) = β+∞},
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where β+∞ = (b, b, b, . . . ), β−∞ = (. . . , b, b, b) all symbols are βs.
Lemma 8.1.
(i) For l = 1, we have
Ωc−1,1(1, 1) = {α}, Ω
c
−1,1(1, 2) = Ω
c
−1,1(2, 1) = {β}, Ω
c
−1,1(2, 2) = ∅,
Ωc−1,1(1,∞) = Ω
c
−1,1(2,∞) = Ω
c
−1,1(∞, 1) = Ω
c
−1,1(∞, 2) = Ω
c
−1,1(∞,∞) = {α, β}
and
Ωc−1,1 = Ω
c
−1,1(1, 1) ⊔ Ω
c
−1,1(1, 2) ⊔ Ω
c
−1,1(∞,∞).
Hence the sets {Ωc−1,1(1, 1), Ω
c
−1,1(1, 2), Ω
c
−1,1(∞,∞)} are (−1, 1)-centrally equiva-
lence classes of Λev.
(ii) For l ≥ 2, each of the sets Ωc−1,l(i, j), i, j = 1, 2,∞ is non-empty, and they are
disjoint such that
Ωc−1,l =
⊔
i,j=1,2,∞
Ωc−1,l(i, j).
Hence the sets {Ωc−1,l(i, j) | i, j = 1, 2,∞} are (−1, l)-centrally equivalence classes of
Λev.
Let us represent the canonical λ-graph bisystem (L−Λcev ,L
+
Λcev
) of the even shift Λev. Since
{Ωc−1,l(i, j) | i, j = 1, 2,∞} are the (−1, l)-centrally equivalence classes {C
−1,l
i | i = 1, 2, 3}
for l = 1 and {C−1,li | i = 1, 2, . . . , 9} for l ≥ 2, we define its vertices by setting
v11 := Ω
c
−1,1(1, 1), v
1
2 := Ω
c
−1,1(1, 2), v
1
3 := Ω
c
−1,1(∞,∞)
and
vl1 := Ω
c
−1,l(1, 1), v
l
2 := Ω
c
−1,l(1, 2), v
l
3 := Ω
c
−1,l(2, 1) v
l
4 := Ω
c
−1,l(2, 2),
vl5 := Ω
c
−1,l(1,∞), v
l
6 := Ω
c
−1,l(2,∞), v
l
7 := Ω
c
−1,l(∞, 1) v
l
8 := Ω
c
−1,l(∞, 2),
vl9 := Ω
c
−1,l(∞,∞) for l ≥ 2.
Define the vertex sets Vl by
V c0 := {v
0
1}, V
c
1 := {v
1
1 , v
1
2 , v
1
3}, V
c
l := {v
l
i}
9
i=1 for l ≥ 2.
Following the construction of the canonical λ-graph bisystem for subshift as in Section
2, we have the canonical λ-graph bisystem (L−Λcev ,L
+
Λcev
) for Λev with its vertex V
c
l =
∪∞l=0Vl. It is figured as Figure 3 and Figure 4 in the end of this section. Let us denote
by (Mc−,Mc+) the associated symbolic matrix bisystem for (L−Λcev ,L
+
Λcev
). The following
lemma is straightforward by its construction of (L−Λcev ,L
+
Λcev
) and by viewing Figure 3 and
Figure 4.
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Lemma 8.2.
Mc−0,1 = [α, β, α + β], M
c+
0,1 = [α, β, α + β],
Mc−1,2 =
α 0 β 0 0 0 α 0 0β α 0 β β 0 0 α+ β 0
0 0 0 0 α β β 0 α+ β
 ,
Mc+1,2 =
α β 0 0 α 0 0 0 0β 0 α β 0 α+ β β 0 0
0 0 0 0 β 0 α β α+ β
 ,
Mc−l,l+1 =

α 0 β 0 0 0 α 0 0
0 α 0 β 0 0 0 α 0
β 0 0 0 0 0 0 0 0
0 β 0 0 0 0 0 0 0
0 0 0 0 α β 0 0 α
0 0 0 0 β 0 0 0 0
0 0 0 0 0 0 β 0 0
0 0 0 0 0 0 0 β 0
0 0 0 0 0 0 0 0 β

, Mc+l,l+1 =

α β 0 0 α 0 0 0 0
β 0 0 0 0 0 0 0 0
0 0 α β 0 α 0 0 0
0 0 β 0 0 0 0 0 0
0 0 0 0 β 0 0 0 0
0 0 0 0 0 β 0 0 0
0 0 0 0 0 0 α β α
0 0 0 0 0 0 β 0 0
0 0 0 0 0 0 0 0 β

for l ≥ 2.
Let M c−,M c+ be the 9× 9 matrices obtained fromMc−l,l+1,M
c+
l,l+1, l ≥ 2 by setting all
the symbols equal to one, so that
M c− =

1 0 1 0 0 0 1 0 0
0 1 0 1 0 0 0 1 0
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 1 1 0 0 1
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1

, M c+ =

1 1 0 0 1 0 0 0 0
1 0 0 0 0 0 0 0 0
0 0 1 1 0 1 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 1 1
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1

and hence
tM c− =

1 0 1 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 1 1 0 0 0
0 0 0 0 1 0 0 0 0
1 0 0 0 0 0 1 0 0
0 1 0 0 0 0 0 1 0
0 0 0 0 1 0 0 0 1

, tM c+ =

1 1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0
0 0 1 1 0 0 0 0 0
0 0 1 0 0 0 0 0 0
1 0 0 0 1 0 0 0 0
0 0 1 0 0 1 0 0 0
0 0 0 0 0 0 1 1 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0 1

.
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We put
B := tM c− − tM c+ =

0 −1 1 0 0 0 0 0 0
−1 1 0 1 0 0 0 0 0
1 0 −1 −1 0 0 0 0 0
0 1 −1 0 0 0 0 0 0
−1 0 0 0 0 1 0 0 0
0 0 −1 0 1 −1 0 0 0
1 0 0 0 0 0 0 −1 0
0 1 0 0 0 0 −1 1 0
0 0 0 0 1 0 −1 0 0

.
Hence we have
Lemma 8.3. K0(RΛcev)
∼= lim−→{
tM c− : Z9/BZ9 −→ Z9/BZ9}.
To compute the above group of the inductive limit, we provide some notation of basic
operations on matrices from elementary linear algebras. For i, j = 1, 2, . . . , 9, define the
column operations to be:
C(i→ j) = Add the ith column to the jth column,
C(−i→ j) = Add the minus of the ith column to the jth column,
C(i↔ j) = Exchange the ith column and the jth column.
The row operations R(i → j), R(−i → j), R(i ↔ j) are similarly defined. The matrix B
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can be transformed by the sequence of the following column operations:
B
↓ C(4→ 1)C(5→ 7)C(8→ 7)C(−8→ 2)C(7→ 1)
0 −1 1 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0
0 0 −1 −1 0 0 0 0 0
0 1 −1 0 0 0 0 0 0
−1 0 0 0 0 1 0 0 0
1 0 −1 0 1 −1 1 0 0
0 1 0 0 0 0 −1 −1 0
0 0 0 0 0 0 0 1 0
0 0 0 0 1 0 0 0 0

↓ C(6→ 1)C(7→ 2)C(−6→ 3)C(−7→ 5)
0 −1 1 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0
0 0 −1 −1 0 0 0 0 0
0 1 −1 0 0 0 0 0 0
0 0 −1 0 0 1 0 0 0
0 1 0 0 0 −1 1 0 0
0 0 0 0 1 0 −1 −1 0
0 0 0 0 0 0 0 1 0
0 0 0 0 1 0 0 0 0

↓ C(6→ 2)C(3→ 2)C(−4→ 2)C(8→ 5)
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 −1 −1 0 0 0 0 0
0 0 −1 0 0 0 0 0 0
0 0 −1 0 0 1 0 0 0
0 0 0 0 0 −1 1 0 0
0 0 0 0 0 0 −1 −1 0
0 0 0 0 1 0 0 1 0
0 0 0 0 1 0 0 0 0

,
where the column operations C(i1 → i2) · · ·C(in−1 → in) are taken from the leftmost
C(i1 → i2) in order. The last matrix goes to the following matrix denoted by C by the
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operations C(1↔ 3)C(2↔ 4)C(5↔ 9)
C :=

1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
−1 −1 0 0 0 0 0 0 0
−1 0 0 0 0 0 0 0 0
−1 0 0 0 0 1 0 0 0
0 0 0 0 0 −1 1 0 0
0 0 0 0 0 0 −1 −1 0
0 0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 0 1

.
We note that the equality BZ9 = CZ9 and hence Z9/BZ9 = Z9/CZ9 hold. By the row
operations R(−8→ 9)R(7 → 8)R(6 → 7)R(5 → 6)R(2 → 3)R(1 → 5)R(1 → 4)R(1 → 3),
where the row operations above are taken from the rightmost R(1 → 3) in order, the
matrices C and tM− go to the following matrices respectively:
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 −1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0

,

1 0 1 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0
2 1 1 1 0 0 0 0 0
1 1 1 0 0 0 0 0 0
1 0 1 0 1 1 0 0 0
1 0 1 0 2 1 0 0 0
2 0 1 0 2 1 1 0 0
2 1 1 0 2 1 1 1 0
−2 −1 −1 0 −1 −1 −1 −1 1

,
that are written C1 and M1, respectively. We thus have
Lemma 8.4. K0(RΛcev)
∼= Z3.
Proof. As tM c− : Z9/CZ9 −→ Z9/CZ9 is conjugate to M1 : Z9/C1Z9 −→ Z9/C1Z9,
through the preceding row operations, and the latter one is conjugate to F⊕id : Z2⊕Z −→
Z
2 ⊕ Z where F =
[
1 1
1 0
]
, we have
lim−→{
tM c− : Z9/CZ9 −→ Z9/CZ9} ∼= lim−→{F ⊕ id : Z
2 ⊕ Z −→ Z2 ⊕ Z} ∼= Z[
1
β
]⊕ Z,
where β = 1+
√
5
2 . Therefore we know that K0(RΛcev)
∼= Z[ 1β ]⊕ Z
∼= Z3.
We will next compute K1(RΛcev) that is isomorphic to the group of the inductive limit
lim−→{
tM c− : Ker(B) in Z9 −→ Ker(B) in Z9}.
43
By the following row operations from the rightmost in order, the matrix B goes to:
B
↓ R(6→ 8)R(−9→ 8)R(1→ 8)R(5→ 6)R(1→ 3)R(2→ 3)R(1→ 4)
0 −1 1 0 0 0 0 0 0
−1 1 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
−1 0 0 0 0 1 0 0 0
−1 0 −1 0 1 0 0 0 0
1 0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 −1 0 0

↓ R(9↔ 5)R(7↔ 6)R(5↔ 4)R(6↔ 3)
0 −1 1 0 0 0 0 0 0
−1 1 0 1 0 0 0 0 0
−1 0 −1 0 1 0 0 0 0
−1 0 0 0 0 1 0 0 0
0 0 0 0 1 0 −1 0 0
1 0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0

.
We write the last matrix as D, so that Ker(B) = Ker(D) and
Ker(D) = {(xi)
9
i=1 ∈ Z
9 | x1 = x2 + x4 = −x3 + x5 = x6 = x8, x2 = x3, x5 = x7}. (8.1)
We provide a lemma
Lemma 8.5. Put the matrix M =
1 1 01 0 0
1 0 1
 . The correspondence Φ : Ker(D) −→ Z3
defined by Φ((xi)
9
i=1) = (x7, x8, x9) gives rise to an isomorphism such that the diagram
Ker(D)
tMc−
−−−−→ Ker(D)
Φ
y yΦ
Z
3 M−−−−→ Z3
commutes.
Proof. By (8.1), an element (x7, x8, x9) ∈ Z
3 uniquely determines the other (xi)
6
i=1 such
that (xi)
9
i=1 ∈ Ker(D). This shows that Φ : Ker(D) −→ Z
3 gives rise to an isomorphism.
For (x, y, z) = (x7, x8, x9) ∈ Z
3, we have
Φ−1(x, y, z) = (y, x− y, x− y,−x+ 2y, x, y, x, y, z) ∈ Z9
44
so that
tM c−(Φ−1(x, y, z)) = (x, y, y, x − y, x+ y, x, x+ y, x, x+ z) ∈ Z9
and hence
(Φ ◦ tM c− ◦ Φ−1)(x, y, z) = (x+ y, x, x+ z) ∈ Z9,
proving the commutativity of the diagram.
We thus have
Lemma 8.6. K1(RΛcev)
∼= Z3.
Proof. Put the matrix U =
 1 0 00 1 0
−1 −1 1
 . The diagram
Z
3 M−−−−→ Z3
U
y yU
Z
3 F⊕id−−−−→ Z3
commutes. By the preceding lemma, we have K1(RΛcev)
∼= Z[ 1β ]⊕ Z
∼= Z3.
We thus reach the K-group formulas.
Proposition 8.7. Ki(RΛcev)
∼= Z3, i = 0, 1.
Let us next consider the λ-graph bisystem (L−
Λλev
,L+
Λλev
) that is figured as Figure 5 in
the end of this section. It is a subsystem of (L−Λcev ,L
+
Λcev
) and irreducible, satisfies condition
(I) in the sense of Definition 4.5. Hence the associated C∗-algebra RΛλev is simple. The
associated symbolic matrix bisystem with (L−Λcev ,L
+
Λcev
) is denoted by (Mλ−l,l+1,M
λ+
l,l+1)l∈Z+
that is written
Mλ−0,1 = [α, β], M
λ+
0,1 = [α, β],
Mλ−1,2 =
[
α 0 β 0
β α 0 β
]
, Mλ+1,2 =
[
α β 0 0
β 0 α β
]
,
Mλ−l,l+1 =

α 0 β 0
0 α 0 β
β 0 0 0
0 β 0 0
 , Mλ+l,l+1 =

α β 0 0
β 0 0 0
0 0 α β
0 0 β 0
 for l ≥ 2.
Let us denote by (Mλ−l,l+1,M
λ+
l,l+1)l∈Z+ the associated nonnegative matrix bisystem from
(Mλ−l,l+1,M
λ+
l,l+1)l∈Z+ obtained by setting all the symbols equal to one, so that we have
Mλ−l,l+1 = F
−, Mλ+l,l+1 = F
+ for l ≥ 2,
where F−, F+ are the matrices appeared in (7.4). Hence by Proposition 7.6, we have
Ki(RΛλev)
∼= Ki(RΛF ), i = 0, 1
so that
Proposition 8.8. Ki(RΛλev)
∼= Z2, i = 0, 1.
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Figure 3: The labeled Bratteli diagram L−Λcev of the canonical λ-graph bisystem
(L−Λcev ,L
+
Λcev
) of the even shift Λev
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Figure 4: The labeled Bratteli diagram L+Λcev of the canonical λ-graph bisystem
(L−Λcev ,L
+
Λcev
) of the even shift Λev
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