We present algorithms that solve the following problem: given three ranges of floating-point numbers R x , R y , R z , a floating-point operation (op), and a rounding-mode (round), generate three floating-point numbersx,ȳ,z such thatx 
Introduction
Floating-point unit verification presents a unique challenge in the field of processor verification. The particular complexity of this area stems from the vast test-space, which includes many corner cases that should each be targeted, and from the intricacies of the implementation of floating-point operations. Verification by simulation involves executing a subset of tests which is assumed to be a representative sample of the entire test-space [2] . In doing so, we would like to be able to define a particular subspace, which we consider as "interesting" in terms of verification, and then generate tests selected at random out of the subspace.
Consider the following cases as examples of this approach. It is interesting to check the instruction FP-SUB, where the two inputs are normalized numbers and the output is denormal, since this means the inputs had values that were close to each other, resulting in a massive cancellation of the most significant bits of the inputs and underflow in the result.
As a more general example, consider the following 10 basic ranges of floating-point numbers: ±normalized numbers, ±denormal numbers, ±zero, ±infinity, and ±NaNs. For a binary instruction, it is interesting to generate test cases (when possible) for all the combinations of selecting two inputs and the output out of these ranges (1000 combinations).
Subsets of floating-point numbers may be represented in various ways. Some examples of common representations are:
1. Ranges of floating-point numbers.
2. Masks. In this representation each bit may take on one of the values 0, 1, X, where X specifies that both 0 and 1 are possible. For example 01X1X represents the set {01010, 01011, 01110, 01111}.
3. Number of 1s (0s). This defines the set of all floating-point numbers that have a given number of 1s (0s).
Probably the most natural of these, in the context of testgeneration, is the representation as ranges. The primary advantage in representing sets of numbers as ranges, is its simplicity. All the basic types of floating-point numbers are readily defined in terms of ranges. Many interesting sets of numbers can be efficiently represented as a union of ranges. Test generation for the FP-ADD instruction, where the input sets are described as masks, is discussed in [3] . Examples of other algorithms that may be used for test generation may be found in [6] , [8] , and [9] .
In this paper, we describe algorithms that provide random solutions given constraints on the instructions add, subtract, multiply, and divide when the two inputs and the output sets are all represented as ranges. In other words, given a floating-point operation op ∈ {add, subtract, multiply, divide}, a rounding mode round ∈ { to-zero, to-positive-infinity, to-negative-infinity, to-nearest }, and three ranges R x , R y , R z of floating pointnumbers, the algorithm will produce three random floating-point numbers,x,ȳ,z, such thatx ∈ R x ,ȳ ∈ R y ,z ∈ R z , andz = round(x opȳ).
The difficulty in solving range constraints stems from the fact that although a floating-point range appears to be a continuous set of numbers, each range is in fact a set of discrete machine numbers. To illustrate this, consider two floating-point numbersx ∈ R x andz ∈ R z . It is quite possible that there exists a real number y, in the real interval defined by the endpoints of R y , for which round(x × y) = z, but that there does not exist such a machine number.
The algorithms presented have been implemented in a floating-point test-generator, FPgen, in the IBM Haifa Research Labs [4] . FPgen is an automatic floating-point test-generator, which receives as input the description of a floating-point coverage task [2] and outputs a random test that covers this task. A coverage task is defined by specifying a floating-point instruction and a set of constraints on the inputs, on the intermediate result(s), and on the final result. For each task, the generator produces a random test that satisfies all the constraints. FPgen employs various algorithms, both analytic and heuristic, to solve the various constraint types. Solving the general constraint problem is NP-Complete. When the constraints are given as ranges, FPgen employs the algorithms described in this paper in order to generate the test cases.
In Section, 2 we describe the problem more formally and outline our general approach. In Section 3, we present the continuous algorithm, which works efficiently for all four arithmetic operations in most cases. In Section 4, we investigate the cases in which the algorithm does not work efficiently for multiplication. In Section 5, we present a second algorithm for addition, which solves the cases that are too difficult for the continuous algorithm. Section 6 includes a summary of the results and some suggestions for future work in this area.
Problem Definition

Formalization
We investigate the following problem: Throughout the paper, we represent machine numbers using lower-case letters with an upper bar, for examplex. This notation is used to distinguish them from real numbers, which are represented by regular lower-case letters, for example x.
General algorithm
In the following Sections, we present two algorithms, the continuous algorithm and the discrete algorithm. The continuous algorithm is based on the similarity between the problem discussed here, and the problem of finding such a solution when the ranges are real number intervals. In the case of real numbers, the problem is relatively simple: we reduce the intervals and find a solution by using the inverse of the required operation. For machine numbers, it is not possible to use the inverse operation, therefore the algorithm that we propose differs slightly. As we will show later, the continuous algorithm is very efficient for most cases, for all four operations. Howerever, there are certain cases for which this is not true.
The discrete algorithm is specific for addition and subtraction. It is slower than the continuous algorithm, however, if a solution exists, this algorithm will find it. Therefore, for addition, we suggest first running the continuous algorithm. If the algorithm does not terminate within a reasonable amount of time, use the discrete algorithm.
In general, our discussion focuses on a solution for IEEE 754 sets of floating-point numbers. However, the algorithms can easily be converted to non-IEEE rounding modes (such as round half down), and most of the results are valid for any floating-point format (such as decimal floating-point [5] ).
Some of the discussion which follows is valid for all four arithmetic operations. However, an important part of the discussion is restricted to addition, subtraction, and multiplication. Note, the problems for addition and subtraction are actually equivalent, becauseȳ may be replaced by −ȳ. Hence subtraction is not discussed further. Throughout the paper, we indicate which parts are relevant to all operations and which parts are true only for specific operations. 
Notation
• p (precision). This signifies the number of bits in the significand, F, of the floating-point number.
• ulp(x) or unit in the last place. This is the weight of one unit in the least significant bit of the significand of 
The Continuous Algorithm
In the following Section, we describe the continuous algorithm for addition. Similar algorithms are also valid for the division and multiplication problems. For the divide continuous algorithm, the symbols + and − should be replaced by the symbols ÷ and ×, respectively. For the multiply continuous algorithm, the symbols + and − should be replaced by the symbols × and ÷, respectively.
Eliminating the round operation
We define the set
Obviously I z is an interval, and
We denote the ends of this interval by a z , and b z .
Clearly
, depending onā z ,b z and on the rounding mode. Our problem can now be formulated as follows:
Find two machine numbersx,ȳ such thatā x ≤x ≤b x , a y ≤ȳ ≤b y , andx +ȳ ∈ I z .
We define the set of all real number pairs that solve the above inequalities as follows
(1) Clearly, the set of all solutions to our problem is the subset of A x,y , which includes all the pairs in which x and y are machine numbers. In Figure 1 , we depict the set of solutions for addition. 
Reducing the input intervals
There are cases in which some of the intervals [ā x ,b x ], and [ā y ,b y ], I z can be reduced to smaller intervals, such that the problems remain equivalent. By equivalent we mean that the set A x,y is the same for both problems. We perform the reduction as follows:
For the + operation and I z = [a z , b z ], and for every (x, y) ∈ A x,y :
In other words,
The two relations above imply that
Combining this with the original boundaries on x and y from Equation 1, we get new boundaries on x, y, and x+y, which we denote by A x , B x , A y , B y , A z , B z :
, some of the ≤ relations need to be replaced by < relations. Apart from this, the results would be identical. We can summarize the results in the following way:
For the + operation we have, In order to follow a similar argument for the × and the ÷ operations, we have to first assume (with no loss of generality) that the operands are all positive.
Proposition 1 The intervals
To see this, it suffices to show that for every A x < x < B x , there exists a y, such that (x, y) ∈ A x,y and likewise for every A y < y < B y and for every A z < z < B z . We shall prove this for every A x < x < B x , with the + operation. The rest of the cases have similar proofs. 
Finding a random solution using the continuous algorithm
The above discussion enables us to generate random solutions in the following way:
(i) Choose a random machine numberx ∈ I x . If no such x exists, there is no solution. Stop.
(ii) Choose a random machine numberȳ in the interval
If no suchȳ exists, go back to step (i).
(iii) Ifā z ≤ round(x +ȳ) ≤b z , return the result (x,ȳ) and stop. Otherwise, go back to step (i).
Intuitively, we see that this method is very efficient if the projections of the machine number solutions onto the x, y and z axes give sets which are each dense in I x , I y and I z respectively. At the other extreme, when the density of the machine numbers is relatively small, the algorithm may work for an unacceptably long amount of time. In the following two Sections we discuss this problem in more depth.
Efficiency of the Continuous Algorithm for Multiplication
For the multiply operation, the algorithm of the previous Section is adequate, except for one extreme case, when a z =b z .
We illustrate this using an example with binary floatingpoint numbers with a three bit significand: so there is no solution (step (i) cannot discover this) although A x,y is not empty. In this particular case, the continuous algorithm may run for an unreasonably long time.
The following theorem proves the sufficiency of the algorithm for all other cases. Note, this theorem is valid only for binary floating point systems.
Theorem 1 For the × operation in a binary floating point system, assume that the set A x,y is not empty, and that a z <b z . Letx be a machine number in I x and letā y be a normalized machine number. Then there exists at least one machine number,ȳ, such that (x,ȳ) is a solution.
Note, the conditionā z <b z implies that there exist at least two machine numbers in I z . Therefore, the only case not covered by the theorem is the case where I z contains a single machine number.
The fact thatx ∈ I x means that there exists some y 0 ∈ I y (not necessarily a machine number), such that (x, y 0 ) ∈ A x,y .
The assumption thatā y is normalized is not really restrictive. This is because if bothx,ȳ are denormals, their rounded product has only two possible values. Namely, 0 and the smallest positive denormalized machine number, depending on the rounding mode. This is a simple case, which can be easily treated. Therefore, in interesting cases, eitherā x orā y must be normalized.
Proof: We divide the discussion into three sub cases.
As mentioned above, there exists a real number, y 0 , such that (x, y 0 ) ∈ A x,y . Obviouslyā x ≤x ≤b x in all three cases. Now, in case (i), we chooseȳ =ā y . Consequently, a y ≤ȳ ≤b y andȳ
Because (x, y 0 ) ∈ A x,y we must havexy 0 ≤ b z . However, (in case (i)) the point (x,ā y ) = (x,ȳ) lies on the lower boundary of A x,y , so,ȳ ≤ y 0 , which means that eitherȳ = y 0 , hence (x,ȳ) ∈ A x,y , orȳ < y 0 , hencexȳ <xy 0 ≤ b z and again (x,ȳ) ∈ A x,y .
In case (ii) we chooseȳ =b y , therefore,ā y ≤ȳ ≤b
Since (x, y 0 ) ∈ A x,y we must havexy 0 ≥ a z . However (in case (ii)), the point (x,b y ) = (x,ȳ) lies on the upper boundary of A x,y , so,ȳ ≥ y 0 and eitherȳ = y 0 , hence (x,ȳ) ∈ A x,y , orȳ > y 0 , hencexȳ >xy 0 ≥ a z and again (x,ȳ) ∈ A x,y . In case (iii), all points (x, y) between the points (x, a z /x), (x, b z /x) (inclusive) must satisfyā y ≤ y ≤b y . Hence, in order to complete the proof, it suffices to show that there exists at least one machine number,ȳ, such that a z /x <ȳ < b z /x: Letȳ 1 be the largest machine number that satisfiesȳ 1 ≤ a z /x. We chooseȳ =ȳ 1 + ulp(ȳ 1 ). Obviouslyȳ is a machine number andȳ > a z /x. We complete the proof by showing thatȳ < b z /x. We denote z 1 =xȳ 1 , z =xȳ. Then, 
a y is a machine number satisfyingā y ≤ a z /x. Therefore,ȳ 1 ≥ā y , andȳ 1 is normalized. Hence S(ȳ 1 ) ≥ 1.
because there exist at least two machine numbers in I z . This implies that z < z 1 + 2 ulp(z 1 ) and that a z + 2 ulp(a z ) ≤ b z . Therefore,
and the proof is complete.
The Discrete Algorithm for the + Operation
Preliminary discussion
There are some cases in which the algorithm of Section 3.3, applied to the + operation, does not work efficiently. This occurs, for example, when there is a significant cancellation of bits; in other words, when the exponent of the result is smaller than the input exponents. We illustrate this point by an example using binary floating-point numbers with a three bit significand: 2 , with round to nearest mode. Clearly the set A x,y in this example, is not empty. Yet, there is no solution of machine numbers. The set of solutions is sparse on the z axis, in the vicinity of the interval [ā z ,b z ]. In general, the algorithm cannot detect whether such a solution exists.
Therefore, we need to find a different algorithm for addition, which solves these difficult cases as well. The focus of this algorithm will be to search for a solution within a subspace of the (x, y) plane. More specifically, the algorithm described below works only in cases where the rectangle
has the following properties:
(I) The step size, ∆y, between successive machine numbers along the y-axis, is constant throughout the rectangle.
(II) The step size, ∆x, between successive machine numbers along the x-axis, may vary within the rectangle, but is always at least the size of ∆y.
The conditions on x and y are interchangeable. In order to make use of this algorithm, the original rectangle R, which contains all the solution pairs, must be divided into sub-rectangles, each of which has these properties. A method for efficient partitioning of the original rectangle is described in Section 5.5.
In the most extreme case, the original rectangle may include all of the pairs of floating-point numbers (both positive and negative). In such a case, the number of subrectangles will be approximately 8(E max −E min ), which is close to 16000 for IEEE double precision. This algorithm is therefore slower than the one described in Section 3.3. Hence we recommend using first the continuous algorithm, and if it does not find a solution within a reasonable amount of time, to then use the discrete algorithm.
We first set up the theoretical framework underlying the algorithm, in Sections 5.2 and 5.3, by showing a necessary and sufficient condition for the existence of a solution. The algorithm itself is presented in Sections 5.4 and 5.5.
Interval lemmas Lemma 1 Given two intervals
This lemma has been formulated for closed intervals. We may similarly formulate this lemma for intervals in which one, or both, ends are open. The proof of the lemma is immediate.
Lemma 2
Let P be a set of points on the real axis, let I be an interval on the real axis, and let I P be a closed interval on the real axis, whose end points are both in P . Then, I P ∩ I ∩ P = ∅ if and only if I P ∩ I = ∅ and I ∩ P = ∅.
Proof:
It is easy to see that
Now, assume that I P ∩ I = ∅ and that I ∩ P = ∅. If at least one of the ends of I P is in I, this end point is included in I P ∩ I ∩ P . Therefore, we assume that both ends are outside of I. There are three possibilities: (i) both ends lie to the left of I, (ii) both ends lie to the right of I and (iii) the left end lies to the left of I and the right end lies to the right of I. In cases (i)and (ii) we have I P ∩ I = ∅, which contradicts our assumptions. In case (iii) we have I ⊆ I P , so I P ∩ I ∩ P = I ∩ P = ∅.
Condition for the existence of a solution
In what follows, we assume that the rectangle R satisfies conditions (I) and (II) of sub-Section 5. Because of conditions (I) and (II), every point of D(x) can be written in the formā x +ā y + k ∆y, where k is an integer. We also define I(x) to be the smallest interval of real numbers that includes D(x). Namely,
We will need the following lemma:
Lemma 3 Assume that at least one point of the sequencē
a x +ā y + k ∆y ( k = 0, ±1, ±2, · · ·) is included in I z . Given a machine numberx ∈ [ā x ,b x ], a
necessary and sufficient condition for the existence of a solution in
Proof: We use Lemma 2 and substitute
Obviously D(x) = I(x) ∩ P . Hence, from Lemma 2 we find that
Theorem 2 Assume that I z is closed on both ends and that (I) and (II) are satisfied. A necessary and sufficient condition for the existence of a solution for the + operation, is:
At least one integer k, satisfies
and at least one machine numberx, satisfies where
Remark: Theorem 2 was formulated with the assumption that I z is closed at both of its ends. If this is not so, the formulation is similar when using the relation < to replace some of the corresponding ≤ relations. Proof: A number in D(x) ∩ I z must be of the form x +ȳ =ā x +ā y + k ∆y and must be included in I z . Therefore, from Lemma 3 we see that necessary and sufficient conditions for the existence of a solution are a z ≤ a x +ā y + k ∆y ≤ b z for some k and I(x) ∩ I z = ∅. The first of these conditions is equivalent to
and the second is equivalent tox +ā y ≤ b z ,x +b y ≥ a z from Lemma 1, which is equivalent to
The solutions which correspond tox, must clearly be of the form (x,ā y + n ∆y), with n = 0, 1, · · · , N, and they must satisfy a z ≤x +ā y + n ∆y ≤ b z . Therefore, we must have
The discrete algorithm
Theorem 2 leads us to formulate a second algorithm for the addition. Because the theorem assumes conditions (I) and (II), one must first divide the rectangle R into subrectangles, each of which either satisfies these conditions, or satisfies the conditions with x and y interchanged.
The following algorithm must be applied to each of these sub-rectangles in a random order, until a solution is found.
(i) Test for the existence of an integer k, which satisfies
If no such k exists, stop. There is no solution.
(ii) Choose, at random, a machine numberx that satisfies
If no suchx exists, stop. There is no solution.
(iii) Choose at random, an integer n that satisfies
(such an n must exist!). Return the solution (x,ā y + n ∆y) and stop.
The remark that follows Theorem 2, applies to this algorithm as well. We need only apply this algorithm to those sub-rectangles that intersect the sub-plane a z ≤ x+y ≤ b z .
Partitioning the original ranges into subrectangles
Several different methods can be used to partition the original rectangle into sub-rectangles. In the simplest method, each sub-rectangle includes exactly one exponent for both x and y. Using this method, in the worst case, we get approximately 4(E max − E min ) 2 rectangles, which is around 16,000,000 for double precision. Therefore, this solution is impractical.
The following method generates, in the worst case, approximately 8(E max − E min ) sub-rectangles, which is around 16,000 for double precision. For each exponent, E, we define the following two rectangles:
1. The exponent of y is E and the exponent of x ≥ E.
The exponent of x is E and the exponent of y > E.
For each quadrant, there are about 2(E max −E min ) rectangles. Because, in the worst case, we must define these rectangles for each quadrant of the plane, in total we get about 8(E max − E min ). Figure 2 illustrates the partition to sub-rectangles for the first quadrant. 
Summary and Future Work
We presented algorithms for addition, multiplication, and division, based on the fact the machine number ranges behave similarly to real number intervals in many cases. We pointed out that these algorithms are usually efficient and fast, and that similar algorithms may be easily formulated for other arithmetic operations.
We showed that the continuous algorithm is efficient for multiplication, whenever the result range consists of more than one value (i.e., whenā z =b z ). For addition, we presented the discrete algorithm, which always finds a solution, if one exists. This algorithm is slower than the continuous algorithm, and its use is recommended only in those cases in which the continuous algorithm does not work efficiently.
A natural extension of this work is to generalize the algorithm to fully support the ÷ operation. This includes checking the effectiveness of the continuous algorithm and possibly finding an additional algorithm that solves those cases for which the continuous algorithm is insufficient. The solution for multiplication is not yet complete. We need to find an algorithm that efficiently solves the case of a single value in the result range.
It is also interesting to investigate the multiply-add instruction (a × b + c) [7] , which is under a standardization process, and which is known to be bug-prone. It is not difficult to formulate a continuous algorithm. But solving this instruction, obviously involves the problems that arise when solving the + instruction. However, this problem is even more complex, as we have a variable step size between consecutive machine numbers in the product ( a × b ).
