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The model for predicting students’ success in acquiring programming knowledge and skills is presented in this paper. In 
order to collect the data needed for development of the model, 159 undergraduate IT students from Faculty of Technical 
Sciences in Čačak were analyzed. Besides the score on programming knowledge test, the following data were also gathered 
for each student: high school, the subject he/she took at the entrance exam, size of student’s birthplace, average high school 
grade, points from high school, gender, previous education, existence of IT educational profile in high school, study year, 
percentage of attendance on classes, reason for enrolment, subjective assessment of preparedness for programming, solving 
sequential tasks, type of programming student prefers, subjective assessment of preparedness for working in industry, 
solving tasks with branching and cycle, solving complex tasks, knowledge level, formal education, informal education, 
Kolb's learning style. In order to predict students’ success in learning programming multilayer perceptron was used with 
backpropagation learning algorithm. The cross-validation methodology was used for the training and testing of the 
classifiers. Transformation process is performed on the points students achieved on the test in order to get three categories 
related to success. Based on the results about the relevance of the parameters, the model reached an accuracy of 92.3%. In 
order to facilitate the use of the model, a Web-based application for displaying the results was created. It is primarily 
intended for teachers with no experience in working with neural networks, who can use it for planning the teaching. 
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Introduction 
The digital world of today demands programming 
competences. Programming has become an essential 
tool and crucial skill in many spheres of human 
activity. Thus, there is a growing need for prediction 
of behaviour patterns and future achievement of 
students in programming, especially ones attending IT 
study programs. The existing solutions and models for 
predicting students’ achievement are not sufficiently 
adapted to the specificities of IT, either regarding 
the whole field, or its different subfields (e.g. 
programming, computer networks, data security, 
network security, data bases, etc.). Moreover, the end 
users who do not possess specific IT competences 
related to artificial neural networks should also be 
able to determine the values of the input parameters 
and obtain the result for the predicted parameter. The 
subject of this research is the application of artificial 
neural networks for predicting the achievement level 
in the field of programming, as well as development 
of a Web based application for working with the 
proposed model of artificial neural networks. The 
research goals include: 1) creation and evaluation of 
the neural network model for predicting the success in 
learning programming; 2) creation of a Web based 
application for working with the created model of 
artificial neural networks. General hypothesis: It is 
possible to develop an artificial neural network model 
in order to accurately predict students' success in 
programming, taking into account specific 
characteristics of its learning. The evaluation 
measures of the model’s accuracy are in accordance 
with the results of real–time validation. The practical 
goal of the paper refers to the adaptation of teaching 
process according to the predicted values of the 
parameter “success in learning programming”. A 
great deal of related research is concerned with the 
analysis of success in programming as well as the use 
of neural networks in the process. Bahadir1 uses 
artificial neural networks and regression analysis to 








of mathematics. Data mining techniques are often 
compared to traditional techniques in order to identify 
possibilities in predicting success. Such an approach 
was used by Hardgrave et al.2 That study concluded 
that artificial neural networks provide satisfactory 
results in prediction of success. In addition to 
comparing with traditional techniques, the authors 
also compare different data mining techniques in 
order to find the most accurate model for success 
prediction. Ibrahim and Rusli3 compared artificial 
neural networks, decision tree and linear regression 
and found that the best result was obtained by 
artificial neural networks. Oladokun et al.4 used 
artificial neural networks in order to predict the 
success of students applying to university. The 
starting point for this research was the fact that 
graduates from some Nigerian universities do not 
possess satisfactory knowledge and skills. Because of 
the limitations of classic statistical techniques, 
artificial neural networks were used by Lau5 to predict 
students’ performance. That model was created with 
11 input parameters and two hidden layers. This paper 
also confirmed satisfactory accuracy of neural 
network models. 
 
Materials and Methods 
In order to achieve the goals, the artificial neural 
network is used, together with the methodology 
related to this technique. The methodology includes 
the following specific research tasks which are related 
to data mining process: data collection, pre–
processing and transformation. 
 
Data Collection, Pre–processing and Transformation 
For the purpose of collecting, processing and 
analyzing data and presenting the results on which the 
development of the model is based, the following 
research techniques will be used: 1) for data 
collection (most instruments were developed by the 
authors):  
a) for primary data: questionnaires, knowledge tests 
on programming, Kolb's Learning Style Inventory, 
self–assessment scales;  
b) for secondary data: data on students’ performance 
from internal records in higher education institution 
and external data on programs of high school 
subjects within the IT field (which is publicly 
available data of the Ministry of Education, Science 
and Technological Development). 
The sample consists of 159 students of four–year 
study program Information Technologies at the 
Faculty of Technical Sciences Čačak, University of 
Kragujevac. The number of students who participated 
in the research is shown in Table 1, including year of 
study and gender. 
Two generations of students (2017 and 2018) were 
used for the first year of the research. The 2018 
generation students represented a sample that was used 
for real–time validation. The data was collected at the 
Faculty of Technical Sciences, in the student services’ 
database and in direct contact with students. All 
relevant data were collected: high school, city of 
previous education, number of points from high school 
and subject chosen for the entrance exam. The data 
pre–processing is a necessary step in data mining 
process. Pre–processing is a phase that involves 
removing the entries which contain errors. In this 
phase, anything that is not relevant to this specific 
research is considered an error and it is removed. For 
example, the database contains the names of students, 
which is irrelevant for the research. There were no 
empty cells so the problem with missing data did not 
exist. The collected data are in the appropriate form for 
the research and majority of parameters do not demand 
further transformation. In the research transformation is 
performed on the points students achieved on the test. 
Students had a test with questions and tasks from 
programming. All the answers were recorded in a 
database. For the purpose of the research composite 
measure of success was made. It included: the test 
results, percent of passed subjects related to 
programming and average grade in these subjects. 
At the beginning levels of success in programming 
were defined as: 
• 1 – very successful students (achievement >70%) 
• 2 – students with average (>40% achievement 
≤70%) 
• 3 – students with small success or unsuccessful 
(achievement ≤40%) 
 
Neural Network Model Creation and Training 
A so–called multilayer perceptron is used in this 
research which can be trained by many algorithms. 
 
Table 1 — Number of students by gender and year of study 
Year of study Female  Мale Total 
1 14 15 29 
1 5 29 34 
2 16 18 34 
3 9 23 32 
4 7 23 30 
Total 51 108 159 
 




The neural network algorithm is used to create a 
network that can contain three layers of neurons: an 
input layer, a hidden layer (which is optional), and an 
output layer. Neural network model is presented in 
Fig 1. The input layer contains the following 
parameters: high school, the subject he/she took at the 
entrance exam, size of student’s birthplace, average 
high school grade, points from high school, gender, 
previous education, existence of IT educational 
profile in high school, study year, percentage of 
attendance on classes, reason for enrolment, 
subjective assessment of preparedness for 
programming, solving sequential tasks, solving tasks 
with branching and cycle, solving complex tasks, type 
of programming student prefers, subjective 
assessment of preparedness for working in industry, 
knowledge level, formal education, informal 
education, Kolb's learning style. The back–
propagation training algorithm was applied.Weights 
are set for individual elements of initialized neural 
network. They are randomly assigned after which the 
optimisation process starts. The weights are applied to 
the activation function in order to determine each 
neuron’s output. An error function is defined and the 
function captures the delta between the correct output 
and the actual output of the model (given the current 
model weights). The main objective is discovering the 
weights that can generate the most accurate output. 
Neural Network Evaluation  
As mentioned earlier, neural network model 
contains three layers (Fig 1):  
• Input layer (standardized term, 34.02.07 in 
ISO/IEC 2382–34:1999, 1999);  
• Hidden layer; 
• Output layer (34.02.08 in ISO/IEC 2382–34:1999, 
1999). 
Neurons in the hidden layer use a sigmoid function: 
(f(x) =  which converts the input in the interval  
(–∞, +∞) to interval (0, 1)). Output neuron represents 
the attribute values that were predicted. In this study, 
the output refers to the number of students. Neurons 
in the output layer use linear activation function. The 
back–propagation algorithm was used to train the 
neural network. 30% of data for testing and 70% of 
data for training the neural network are used for 
model evaluation in this research. Similar approach is 
presented in7–9 but in other fields. Besides that, the 
root mean square error is calculated according to 
equation (1).(10) Confusion matrix is presented in 
Table 4.  
 
𝑅𝑀𝑆𝐸 ∑ 𝑡 𝑜  
 
where ti refers to the calculated output given by the 
network, oi stands for the real output for case i, and n 
is the number of cases in the sample. The model is 
useful when RMSE is lower than 1. Lower RMSE is a 
sign of a model which is more accurate than 
unintelligent predictor. RMSE presents the relation 
between total error of the created model and 
unintelligent predictor (which always predicts mean 
value of the output). In order to get the satisfying 
performance, the occurrence of two main problems 
(overfitting and underfitting) should be reduced. 
When machine learning model cannot capture the 
underlying trend of the data underfitting occurs. 
Overfitting occurs when machine learning model tries 
to detect all the data points. The overfitting is the 
often problem in supervised learning. There are 
several ways to avoid this issue, like cross–validation, 
training with more data, removing features, early 
stopping the training, regularization and ensembling. 
In order to avoid overfitting in this research,  
cross–validation was used. The cross–validation 
methodology was used for the training and testing of 
the classifiers. The data set is randomly divided into a 
set of K distinct sets. Training is carried on K–1 sets 
and the remaining set is tested. The process is 
 
Fig. 1 — Artificial neural network model6 




repeated for all of the possible K training and test sets. 
The average of all K results represents the 
classification results. 
 
Results and Discussion 
This section presents the research results presented 
within Weka program.11 An artificial neural network 
with the following parameters is selected: 
• Learning rate: 0,3 
• Momentum: 0,2 
The results have shown that the prediction 
accuracy of the model is exactly 77, 69% (Table 2). 
Accuracy measures are presented for each class 
separately (Table 3). 
Moreover, the Confusion Matrix displays 
accurately and inaccurately classified cases by classes 
(Table 4). 
In addition to the performed analysis, an evaluation 
of the attributes was done in order to optimize the 
neural network model and increase its accuracy. All 
eleven criteria were used in order to select attributes 
in Weka. The best result was obtained using Relief 
Attribute Eval. 
It evaluates the value of an attribute by repeatedly 
sampling an event and considering the value of the 
famous attribute for the nearest sample of the same 
and different class. 
With the mentioned algorithm for attribute selection, 
the following parameters with a rank above 0,5 were 
selected as input parameters (Table 5). In this way, the 
neural network was optimized with the following inputs: 
After the creation of a new model of neuron 
networks with the mentioned six input parameters, the 
following accuracy result was obtained (Table 6, 







Table 2 — ANN model’s accuracy 
Correctly Classified Instances  101 77.6923 % 
Incorrectly Classified Instances  29 22.3077 % 
Kappa statistic  0.6603 
Mean absolute error  0.1521 
Root mean squared error  0.3553 
Relative absolute error  34.605 % 
Root relative squared error  75.7955 % 
Total Number of Instances 130  
 
 
Table 3 — Detailed Accuracy By Class 
 TP Rate FP Rate Precision Recall F–Measure MCC ROC Area PRC Area Class 
 0.659 0.163 0.674 0.659 0.667 0.499 0.755 0.680 average success 
 0.800 0.053 0.848 0.800 0.824 0.762 0.956 0.876 very successful 
 0.863 0.127 0.815 0.863 0.838 0.729 0.916 0.849 unsuccessful 
Weighted Avg. 0.777 0.119 0.776 0.777 0.776 0.660 0.872 0.799  
 
Table 7 — Detailed Accuracy By Class 
 TP Rate FP Rate Precision Recall F–Measure MCC ROC Area PRC Area Class 
 0.909 0.047 0.909 0.909 0.909 0.863 0.929 0.949 average success 
 1.000 0.042 0.897 1.000 0.946 0.927 0.991 0.973 very successful 
 0.882 0.025 0.957 0.882 0.918 0.871 0.930 0.890 unsuccessful 
Weighted Avg. 0.923 0.037 0.925 0.923 0.923 0.883 0.946 0.932  
 
 
Table 4 — Confusion Matrix 
a b c Average success 







b = very successful 
c = unsuccessful 
 
Table 5 — Display of the top 6 parameters 
Rank Input parameters 
0.1093  Average grade  
0.09591  Gender  
0.06862  Solving sequential tasks 
0.06339  Students’ subjective assessment of whether they are ready to work in the field of programming  
0.06169  Size of the town in which students finished 
highschool  
0.05719  Kolb 
 
Table 6 — Accuracy after variable selection 
Correctly Classified Instances  121 92.3077 % 
Incorrectly Classified Instances  9 7.6923 % 
Kappa statistic  0.8839 
Mean absolute error  0.0667 
Root mean squared error  0.227 
Relative absolute error  15.1676 % 
Root relative squared error  48.426 % 
Total Number of Instances 130  
 
Table 8 — Confusion Matrix 
a b c Average success 
40 2 2 a = average success 
0 35 0 b = very successful 
4 2 45 c = unsuccessful 
 





As it can be seen from the obtained results, the 
accuracy was increased to 92.30%. Comparison of  
the results with the related research shows that the 
models used in this field have satisfactory accuracy  
in general. In other words, with adequately used  
data mining methods, this field is suitable for analysis 
and prediction. The convergence curve for the summed 
squared error is shown in Fig 2. Randomly generated 
initial weights and the thresholds influence the summed 
squared error between the displacements from 
numerical simulation and those from backpropagation 
network. Thus, it is not too difficult to fall into local 
convergence during the process of training.  
In order to assure providing results to teachers, the 
web based application was developed. Its architecture 
is presented in Fig 3. 
After entering the parameters through application’s 
interface (Fig 4), the end user gets the results related 
to the category for the chosen student. One test 
parameter for new student along with expected 
achievement is shown as an example in Fig 4. 
The main advantages of proposed application are: 
• its simplicity and 
• easy adaptation to other educational questions. 
 
Conclusions 
Taking into consideration the methodology 
presented and the obtained results, several conclusions 
can be drawn: 
• Years of experience in working with students in 
the field of programming have resulted in an 
original artificial neural network model with 
satisfactory prediction accuracy; 
• Possibilities of applying artificial neural networks 
in relation to the proposed model and accuracy of 
prediction make it possible to identify potentially 
successful and unsuccessful students which 
 




Fig. 4 — Application’s graphical user interface 
  
 
Fig. 2 — Convergence curve of neural network 
 




further influences the course planning and 
individual approach to extremely successful and 
unsuccessful students in order to meet their 
specific learning needs. 
Advantages of the proposed solution are related to 
the availability of the results from neural networks to 
people without specific IT skills through the use of 
developed Web based application. Its simplicity and 
friendly user interface allow users to use advanced 
techniques and consequently adapt their teaching 
according to the results. Limitations of the study are 
related to the size of the sample – larger sample 
would result in smaller error of prediction model and 
more precise results. This limitation could easily be 
resolved with a greater number of participants in 
future research. Three classes of success in this  
model could also be observed as a limitation but it 
should be noted that more classes (eg. 6 clasess  
which depict students grades) would diminish 
precision of predictions. 
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