Coupled cell systems are dynamical systems associated to a network and synchrony subspaces, given by balanced colorings of the network, are invariant subspaces for every coupled cell systems associated to that network. Golubitsky and Lauterbach (SIAM J. Applied Dynamical Systems, 8 (1) 2009, 40-75) prove an analogue of the Equivariant Branching Lemma in the context of regular networks. We generalize this result proving the generic existence of steady-state bifurcation branches for regular networks with maximal synchrony. We also give necessary and sufficient conditions for the existence of steady-state bifurcation branches with some submaximal synchrony. Those conditions only depend on the network structure, but the lattice structure of the balanced colorings is not sufficient to decide which synchrony subspaces support a steady-state bifurcation branch.
Introduction
Coupled cell networks describe influences between cells and can be represented by graphs. A dynamical system that respects a network structure is called a coupled cell system associated to the network. In [16] and [7] , the authors formalize the concepts of (coupled cell) network and coupled cell system. They also show that there exists an intrinsic relation between coupled cell systems and networks, proving that a polydiagonal subspace given by a coloring of the network is an invariant subspace for any coupled cell system if and only if the coloring is balanced. Here, a coloring is balanced if any two cells with the same color receive, for each color, the same number of inputs starting in cells with that color. And a polydiagonal subspace given by a balanced coloring is called a synchrony subspace. Given a balanced coloring, they define the corresponding quotient network by merging cells with equal color. Moreover, the restriction of a coupled cell system to a synchrony subspace is a coupled cell system for the quotient. We will focus on regular networks, where all cells and edges are identical, and each regular network can be represented by an adjacency matrix. The adjacency matrix of a quotient network is given by the restriction of the original network adjacency matrix to the corresponding synchrony subspace, [1] .
Equivariant theory is the study of dynamical systems that commute with an action of a group in the phase space and isotropy subgroups are the subgroups that fix some point of the phase space, see e.g. [4] . For each isotropy subgroup, the set of fixed points forms an invariant subspace for every equivariant dynamical system and it is called the fixed point subspace. One goal of equivariant bifurcation theory is to characterize which isotropy subgroups support a bifurcation. The Equivariant Branching Lemma [3] is one of the first important results about the existence of symmetry-breaking steady-state bifurcation branches for isotropy subgroups that have one dimensional fixed point subspaces. Later this result was extended for isotropy subgroups that have odd dimensional fixed point subspaces, see e.g. [9, 2] . This topic is a large source of inspiration to the study of synchrony-breaking bifurcations on networks, where one of the key questions concerns the characterization of synchrony subspaces which support (generically) steady-state bifurcation branches.
A similar result to the first version of the Equivariant Branching Lemma for regular networks has been already stated, see [17, Lemma. The eigenvalues of the Jacobian of a coupled cell system associated to a regular network at a full synchronous solution are related to the eigenvalues of its adjacency matrix and this relation preserves multiplicities, [10] . So, we can use the eigenvalue structure of the network adjacency matrix to tabulate the possible local codimension-one (steady-state or Hopf) synchrony-breaking bifurcations that can occur for the coupled cell systems associated to a network. We say that an eigenvalue of the adjacency matrix belongs to a balanced coloring, if it has an eigenvector in the synchrony sub-space given by that coloring. Fixing an eigenvalue, we say that a coloring is maximal if the eigenvalue belongs to that coloring and it does not belong to any lower dimensional synchrony subspace. The Synchrony Branching Lemma states that every synchrony subspace given by a maximal coloring with a simple eigenvalue (algebraic multiplicity 1) generic supports a bifurcation branch. In [15] , the authors study the degeneracy of steady-state bifurcation problems for regular networks and simple eigenvalues. They give conditions on the network structure for the degeneracy of steady-state bifurcation problems and they also present examples of regular networks that have generic highly degenerated steady-state bifurcation problems. In [8] , it is given a characterization of the synchrony subspaces which support a synchrony-breaking bifurcation using the lattice structure of balanced colorings, for regular networks that only have simple eigenvalues.
In this manuscript, we generalize the Synchrony Branching Lemma for semisimple eigenvalues (the algebraic and geometric multiplicity are equal). We prove that a synchrony subspace given by a maximal coloring generically supports a bifurcation branch, if the semisimple eigenvalue has odd multiplicity, 4.1. This follows from the application of the Lyapunov-Schmidt Reduction [6] and a blow-up technique also used in equivariant bifurcation, see e.g. [9] . In the way, we prove that the degeneracy of a bifurcation problem associated to a semisimple eigenvalue only depends on the network structure, 3.1. Next, we focus on semisimple eigenvalues with multiplicity 2. If a coloring is maximal and has even degeneracy, then its synchrony subspace supports a bifurcation branch, 5.1. We also give necessary and sufficient conditions for the existence of bifurcation branches on synchrony subspaces given by submaximal colorings, i.e., the eigenvalue belongs to the submaximal coloring and it must have multiplicity 0 or 1 in any synchrony subspace strictly included in the synchrony subspace given by the submaximal coloring, 5.2. Those conditions only depend on the network structure. We give examples of networks where the previous results apply, including two networks that have the same synchrony lattice structure but do not have the same type of synchrony-breaking bifurcations, 3.1 and 5.3. Despite we do not present an explicit network, we show how a network can have a semisimple eigenvalue with multiplicity 2 and do not support a bifurcation branch, see 4.2.
This text is organized as follows: in 2, we review some concepts and results of networks, coupled cell systems and steady-state bifurcations on networks, focusing on regular networks. Choosing a semisimple eigenvalue of the adjacency matrix and considering a generic coupled cell system with a bifurcation condition associated to the eigenvalue, in 3, we apply the Lyapunov-Schmidt Reduction and a blow-up technique to the coupled cell system reducing the bifurcation problem to the problem of finding zeros of a vector field in a sphere. Next, we prove the existence of a bifurcation branch, if the eigenvalue has odd multiplicity, 4. Last, we study the existence of bifurcation branches, when the eigenvalue has multiplicity 2, 5.
Settings
In this section, we recall some facts about networks and coupled cell systems, following [16, 7] , and steady-state bifurcations on coupled cell systems.
Regular Networks
A directed graph is a tuple G = (C, E, s, t), where c ∈ C is a cell and e ∈ E is a directed edge from the source cell, s(e), to the target cell, t(e). We assume that the sets of cells and edges are finite. The input set of a cell c, I(c), is the set of edges that target c. See 2 for an example of a quotient network. The set of balanced colorings forms a complete lattice, see [14, 8] . Denote by Λ N the set of balanced colorings for N. For every ⊲⊳ 1 , ⊲⊳ 2 ∈ Λ N , we say that ⊲⊳ 1 is a refinement of ⊲⊳ 2 , and we write ⊲⊳ 1 ≺⊲⊳ 2 , if ⊲⊳ 1 =⊲⊳ 2 and c ⊲⊳ 1 d implies c ⊲⊳ 2 d for every cells c, d of N. We denote by the relation of refinement or equal. The pair (Λ N , ) forms a lattice. Now, we introduce the definition of µ-maximal and µ-submaximal colorings, where µ is an eigenvalue of the network adjacency matrix. Definition 2.4. Let N be a regular network, ⊲⊳ a balanced coloring of N and µ an eigenvalue of the adjacency matrix associated to N. We say that ⊲⊳ is a µ-maximal coloring if for every ⊲⊳ ′ such that ⊲⊳≺⊲⊳ ′ we have that µ is not an eigenvalue of the adjacency matrix associated to N/ ⊲⊳ ′ . ♦ Definition 2.5. Let N be a regular network, ⊲⊳ a balanced coloring of N and µ an eigenvalue of the adjacency matrix associated to N with multiplicity m > 1. We say that ⊲⊳ is a µ-submaximal coloring of type j if there are j balanced colorings ⊲⊳ 1 , . . . , ⊲⊳ j all distinct such that: (i) ⊲⊳≺⊲⊳ i , ⊲⊳ i ⊲⊳ i ′ and µ is an eigenvalue with multiplicity 1 of the adjacency matrix associated to N/ ⊲⊳ i for i, i ′ = 1, . . . , j with i = i ′ ; (ii) for any other balanced coloring ⊲⊳ ′ such that ⊲⊳≺⊲⊳ ′ we have that µ is not an eigenvalue of the adjacency matrix associated to N/ ⊲⊳ ′ or ⊲⊳ i ⊲⊳ ′ for some i = 1, . . . , j. We say that ⊲⊳ 1 , . . . , ⊲⊳ j are the µ-simple components of ⊲⊳. ♦ Example 2.1. We consider the network #51 of [8] (1b), which we denote by N 51 and it has the following adjacency matrix: 
Coupled Cell Systems
In order to associate dynamics to a network, following [16, 7] , we specify a phase space for the network and describe vector fields that are admissible for the network.
Let N be a regular network with valency ϑ and represented by the adjacency matrix A. We correspond to each cell c a coordinate x c and assume that x c ∈ R. The network phase space is the product of the phase space of the cells, i.e., R |N | . A vector field F : R |N | → R |N | is admissible for a regular network N if:
1. The dynamics of cell c depends only on its internal state and on the state of its input cells, s(I(c)). Thus there is a function f : R×R ϑ → R such that for every cell c
where x s(I(c)) = (x s(e) ) e∈I(c) ;
2. The state of the input cells have equal effect on the dynamics. That is, the function f is S ϑ -invariant, where S ϑ is the group of permutations in {1, . . . , ϑ}.
where
A coupled cell system associated to a regular network N is a dynamical system defined by an admissible vector field F :
Let f : R × R ϑ → R be a S ϑ -invariant function. We denote by f N the admissible vector field for N defined by f and given by the previous formulas. Observe that every admissible vector field for N is equal to f N for some S ϑ -invariant function f . We say that a function f : R × R ϑ → R is regular if f is S ϑ -invariant and (0, 0, . . . , 0) is an isolated zero of f . In this case 0 ∈ R |N | is an equilibrium point of the coupled cell system defined by f N . For differentiable admissible vector fields f N , its Jacobian at the origin can be represented in terms of the adjacency matrix of N, see [10] . We denote by J N f the Jacobian of f N at the origin 0 ∈ R |N | . We have that
where Id is the |N| × |N| identity matrix,
For every eigenvalue µ of A with algebraic multiplicity m a and geometric multiplicity m g , we have that f 0 + µf 1 is an eigenvalue of J N f with the same multiplicities m a and m g . See [10, Proposition 3.1] . Moreover, the kernel of J N f can be described using the eigenvectors of A. Denote by v 1 , . . . , v j a set of linear independent eigenvectors of A and µ 1 , . . . , µ j its corresponding eigenvalues, where j is equal to the sum of all geometric multiplicities. Then
where span denotes the linear subspace spanned by the vectors. Definition 2.6. A polydiagonal subspace of R |N | is a subspace defined by the equality of certain cell coordinates. Let ⊲⊳ be a coloring in N. The polydiagonal subspace associated to ⊲⊳ is defined by
Each polydiagonal subspace defines an unique coloring of the cells. A subset
A synchrony subspace of a network is an invariant polydiagonal subspace for any vector field admissible for the network. ♦
We have that the synchrony subspaces and balanced colorings are in oneto-one correspondence. The restriction of an admissible vector field to a synchrony subspace ∆ ⊲⊳ is an admissible vector field for the quotient network associated to the balanced coloring ⊲⊳. Moreover, any admissible vector field for the quotient network lifts to an admissible vector field for the network. 
The admissible vector field f Q for Q lifts to the admissible vector field f N for N.
In particular, the previous result means that if
And we say that x Q (t) is lifted to x N (t).
Steady-Sate Bifurcation on Regular Networks
Let N be a regular network with valency ϑ and represented by the adjacency matrix A. We consider a family of regular functions f : R × R ϑ × R → R depending on a parameter λ, i.e., for each λ ∈ R, the function f (x 0 , x 1 , . . . , x ϑ , λ) is regular. In this work, we assume that this function is smooth in some neighborhood of the origin. Consider the coupled cell systeṁ
Since we are assuming that f is regular, the origin 0 ∈ R |N | is an equilibrium point of the coupled cell system for every λ ∈ R.
We are interested in studying the steady-state bifurcations of 2.2 occurring from the origin x = 0 at λ = 0. A local steady-state bifurcation at λ = 0 near the origin can only occur if J N f has a zero eigenvalue. Thus we will assume that one of the eigenvalues of J N f is zero, say, f 0 + µf 1 = 0 for some eigenvalue µ of A, where f 0 and f 1 are defined in 2.1. Observe that, under the generic hypothesis on f , f 1 = 0, µ is the unique eigenvalue satisfying f 0 + µf 1 = 0. In this case, we say that f is a regular function with a bifurcation condition associated to µ. Definition 2.7. Let N be a regular network with valency ϑ and represented by the adjacency matrix A, and f :
for every z > 0. We say that an equilibrium branch b is a bifurcation branch of f on N if b is different from the trivial equilibrium branch of f on N, i.e., for every z = 0, b N (z) = 0.
♦
Despite two different bifurcation branches can define essentially the same branch (e.g., by rescaling of the parameter), it is not a problem for our discussion about the existence of bifurcation branches (see [4, Section 4.2] for a definition of bifurcation branch that takes this aspect into account).
The trivial equilibrium branch is totally synchronized, since all cell's coordinates have the same value. Other bifurcation branches can have less synchrony depending on which synchrony subspaces they belong.
Definition 2.8. We say that an equilibrium branch
In the same way we lift solutions, we can lift bifurcation branches on a quotient network to the original network, see the end of 2.2.
Synchrony Branching Lemma
In this section, we establish the two main steps in order to prove the existence of a bifurcation branch of generic regular functions on regular networks. First we apply the method of Lyapunov-Schmidt Reduction, [6, Chapter VII] , to the coupled cell system and we obtain a reduced equation for the bifurcation problem. Next we apply a blow-up argument (see e.g. [9] ) to transform the reduced equation into a vector field on a sphere.
Let N be a regular network with valency ϑ and represented by the adjacency matrix A, µ an eigenvalue of A and f : R × R ϑ × R → R a regular function with a bifurcation condition associated to µ. Hence ker(J ⊥ . Applying the Lyapunov-Schmidt Reduction method, we get a function g : R m × R → R m such that the solutions of f N (x, λ) = 0 are in one-to-one correspondence with the solutions of g(y, λ) = 0. We can calculate the derivatives of g at the origin using the derivatives of f at the origin, see [6, Chapter VII §1 (d)]. Since f (0, 0, . . . , 0, λ) = 0 for every λ, we have that
The Taylor expansion of g at (y, λ) = (0, 0) has the following form:
Dg λ is the matrix with entries (∂ 2 g i /∂λ∂y j ) evaluated at (y, λ) = (0, 0), Q k has homogenous polynomial components in the variable y of smallest degree k such that Q k does not vanish. From [6, Chapter VII §1 (d)], we know that
where ·, · is the usual inner product in R |N | . Therefore
We will assume that the eigenvalue µ is semisimple, i.e., µ has the same algebraic and geometric multiplicity. Note that L is invertible if and only if µ is semisimple.
Since L is invertible, we can choose a basis v
In the following we assume that µ is semisimple and that we have chosen a basis of range(J N f )
⊥ in the Lyapunov-Schmidt Reduction such
where Q k has homogenous polynomial components in the variable y of smallest degree k such that Q k does not vanish and
Definition 3.1. Let N be a regular network with valency ϑ and f : R × R ϑ × R → R a regular function. We denote by k(N, f ) the integer k in 3.1. We say that the bifurcation problem of f on N has k − 1 degeneracy. ♦
In [15] , the authors studied the degeneracy of a bifurcation problem on regular networks associated to simple eigenvalues. They have shown that there exist bifurcation problems on regular networks with high degeneracy. We refer the reader to their work for examples of k-degenerated bifurcation problems on regular networks, with 1 ≤ k ≤ 5.
Before we prove that the integer k(N, f ) does not depend generically on the regular function f associated to some eigenvalue, we give an explicit formula for the second derivatives of g i with respect to y j and y l for 1 ≤ i, j, l ≤ m.
Since f : R×R ϑ ×R → R is a regular function, it has the following Taylor expansion at the origin:
For every cell c in N, we denote by c 1 , . . . , c ϑ the source cells of the edges that target c (repeated, if there is more than one edge from the same cell).
where w * z = (w 1 z 1 , w 2 z 2 , . . . , w n z n ), for w, z ∈ R n . So
It follows from [6, Chapter VII §1 (d)] and the Taylor expansion of f that
Since µ is semisimple, v * i is orthogonal to any generalized eigenvector associated to an eigenvalue different from µ. Writing v j * v l in the base of generalized eigenvectors of A, we have that
Thus, generically, the vanish of the second derivatives of g is independent of the regular function f with a bifurcation condition associated to µ. Next, we prove that the smallest integer k(N, f ) is, generically, the same for every regular function f with a bifurcation condition associated to µ.
Lemma 3.1. Let N be a regular network with valency ϑ and adjacency matrix A, µ an eigenvalue of A and f, f ′ : R × R ϑ × R → R regular functions with a bifurcation condition associated to µ. Then, generically,
Proof. For a given integer l, we can rearrange the terms in the Taylor expansion of f as follows
where P l−1 is a polynomial of degree lower or equal to l − 1, P l+1 has only terms of degree upper or equal to l + 1, R is a function such that R(x 0 , x 1 , . . . , x ϑ , 0) = 0 and P l is homogenous polynomial of degree l:
..n ϑ is the l-partial derivative of f at (0, 0, . . . , 0, 0) with respect n 0 times to x 0 , n 1 times to x 1 , . . . , and n ϑ times to x ϑ . Since f is S ϑ -invariant, P l is also S ϑ -invariant and it has the following form, see e.g. [11] ,
. . , i l ≤ m, the l-th derivative of g i with respect to y i 1 , y i 2 , . . . , y i l at (y, λ) = (0, . . . , 0, 0) is given by
where A n 0 n 1 ...n ϑ (v i 1 , . . . , v i l ) ∈ R |N | and it is given for every cell c in N by
, where σ(0) = 0, c 0 = c and c 1 , . . . , c ϑ are the source cells of the edges that target c.
Note
. . ∂y i l ) as a polynomial function in the variables f n 0 n 1 ...n ϑ , where 0 ≤ n 0 ≤ l and 0 ≤ n 1 ≤ n 2 ≤ · · · ≤ n ϑ ≤ l such that n 0 + n 1 + · · · + n ϑ = l. We have two cases:
for every 0 ≤ n 0 ≤ l and 0 ≤ n 1 ≤ n 2 ≤ · · · ≤ n ϑ ≤ l; otherwise the set of regular functions such that (∂ l g i )/(∂y i 1 ∂y i 2 . . . ∂y i l ) = 0 is residual and for every generic regular function we have that
Therefore, generically, given f regular every term in the variable y of degree l in g vanishes if and only if
The second part of the previous "if and only if" does not depend on the regular function f . So for every regular functions f, f ′ : R × R ϑ × R → R with a bifurcation condition associated to µ, we have generically that
Following the previous lemma, we define the smallest k in 3.1 as a function of the network N and the eigenvalue µ. Definition 3.2. Let N be a regular network and µ an eigenvalue of its adjacency matrix. For any generic regular function f with a bifurcation condition associated to µ, we define k(N, µ) = k(N, f ). We say that the bifurcation problem associated to µ on N has k(N, µ) − 1 degeneracy. ♦ Remark 3.1. Let N be a regular network, Q a quotient network of N and µ an eigenvalue of the adjacency matrix associated to Q. Then
In fact, let f be a regular function with a bifurcation condition associated to µ. Denote by g Q and g N the reduced functions of f Q and f N , respectively, obtained by Lyapunov-Schmidt reduction. The previous inequality follows from the fact g
where P : R |Q| → ∆ ⊆ R |N | is the lift of the phase space of Q into the synchrony subspace of N associated to the quotient network and P −1 : ∆ → R |Q| is the inverse of P . ♦
In the next step we apply a blow-up argument also used in the equivariant theory, see e.g. [9] . Applying the following change of variables to the reduced function g of the Lyapunov-Schmidt reduction 3.1,
where u ∈ S m−1 (m − 1 dimensional sphere), ǫ ∈ R, η ∈ R and k = k(N, µ), we have the following equation:
For y = 0, we have that ,η =b
It follows from 3.1 that we can study the zeros of h(u, 0, η) to understand the bifurcation branches. For the radial component
where it is assumed, generically, that f 0λ + µf 1λ = 0. Defining
we obtain a vector fieldh on the (m − 1)-sphere and
Now, we see how to make the correspondence between a zero of the vector fieldh and a bifurcation branch of f on N. For this purpose, we will assume for a zeroũ ∈ S m−1 ofh that
is non-singular, (3.4) where the Jacobian is calculated in the geometry of S m−1 × R. Moreover, we say that condition H1 holds for f and N if ∀ũh(ũ) = 0 ⇒ 3.4 holds forũ.
(H1) Proposition 3.2. Let N be a regular network with valency ϑ and adjacency matrix A, µ a semisimple eigenvalue of A with multiplicity m, f : R × R ϑ × R → R a regular function with a bifurcation condition associated to µ and u ∈ S m−1 such thath(ũ) = 0 and 3.4 holds forũ. Then generically there exists a bifurcation branch of f on N.
Proof. We have that h(ũ, 0,η(ũ)) = 0, becauseh(ũ) = 0. Since 3.4 holds for u, it follows from the implicit function theorem that there exists a neighborhood W ⊆ R of ǫ = 0 and a differentiable function (u * , η * ) : W → S m−1 × R such thath(u * (ǫ), ǫ, η * (ǫ)) = 0 and (u * , η * )(0) = (ũ,η). Recalling 3.2 and 3.3, we have that If condition 3.4 fails, we can apply the Lyapunov-Schmidt Reduction to the function h(u, ǫ, η) at (ũ, 0,η) and a blow-up change of coordinates to obtain a vector field on a sphere, then we look for zeros of this new reduced vector field on a sphere associated to the parameter ǫ. Since the Jacobian of h with respect to (u, η) at (ũ, 0,η(ũ)) is not identically null, the dimension of the problem will be further reduced and we will need to calculate derivatives of higher order of the original vector field f N . In the new reduced vector field on a sphere,ũ can continue or not to be an equilibrium. If it is not an equilibrium, then do not correspond to a bifurcation branch. If it continues to be an equilibrium and a similar condition to 3.4 holds, then we obtain a bifurcation branch. If it continues to be an equilibrium and a similar condition to 3.4 fails, we need to repeat the previous process. See e.g. [13] .
If a zeroũ ofh corresponds to a point in some synchrony subspace ∆ ⊲⊳ (ũ 1 v 1 + · · · +ũ m v m ∈ ∆ ⊲⊳ ) such that k(N/ ⊲⊳, µ) > k(N, µ), then 3.4 fails at u. In this case, we should study the bifurcation problem of f on N/ ⊲⊳, or look for zeros ofh which do not correspond to a point in ∆ ⊲⊳ .
For submaximal colorings, we use condition H1a. We say that condition H1a holds for f and N if
Example 3.1. As in 2.1, consider again the network #51 of [8] . The eigenvalue 0 of A 51 is semisimple and has multiplicity 2. The balanced coloring ⊲⊳ = is 0-submaximal of type 2 with 0-simple components ⊲⊳ 3 and ⊲⊳ 4 . Let f : R × R 2 × R → R be a generic regular function with a bifurcation condition associated to 0, i.e., f 0 = 0. We have that dim(ker(J
We choose a basis of ker(J
Moreover, h(u 1 , u 2 , 0, η) = 0 if and only if (u 1 , u 2 , η) = (±1, 0, ∓f 00 /(2f 0λ )) or (u 1 , u 2 , η) = (0, ±1, 0). We have
Since 3.4 holds at the zeros (±1, 0), then by 3.2 there is a bifurcation branch with exactly synchrony ⊲⊳ 3 . However condition 3.4 fails at the zeros (0, ±1) and the dimension of the kernel is equal to 1. We could apply the Lyapunov-Schmidt Reduction and obtain an one-dimensional bifurcation problem, then we should solve it by finding the lowest non-vanishing terms of the reduced equation. Alternatively, we note that the zero (0, 1) corresponds to a point in the synchrony subspace ∆ ⊲⊳ 4 and that k(N/ ⊲⊳ 4 , 0) = 3. We can also obtain the bifurcation branch of f on N with synchrony ⊲⊳ 4 by studying the bifurcation problem of f on N/ ⊲⊳ 4 . ♦
Synchrony Branching Lemma -Odd Dimensional Case
Now, we prove the analogous version of the odd dimensional version of the Equivariant Branch Lemma for regular networks. Recall the notation of 3.
Theorem 4.1. Let N be a regular network with valency ϑ and adjacency matrix A, ⊲⊳ a balanced coloring of N and µ a semisimple eigenvalue of A. Let f : R × R ϑ × R → R be a regular function with a bifurcation condition associated to µ such that ker(J N f ) ∩ ∆ ⊲⊳ has odd dimension. Assume that condition H1 holds for f and N/ ⊲⊳. Then generically there is a bifurcation branch of f on N with at least synchrony ⊲⊳. Moreover, if ⊲⊳ is µ-maximal, then the bifurcation branch has exactly synchrony ⊲⊳.
Proof. Let N be a regular network with valency ϑ and represented by the adjacency matrix A, ⊲⊳ a balanced coloring of N and µ a semisimple eigenvalue of A. Let f : R × R ϑ × R → R be a regular function with a bifurcation condition associated to µ such that ker(J N f ) ∩ ∆ ⊲⊳ has odd dimension. Denote by Q the quotient network of N with respect to ⊲⊳ which is represented by the adjacency matrix A Q . Then µ is a semisimple eigenvalue of
We perform the calculation of 3 for the network Q and the generic regular function f . Following 3, leth be the vector field in S m−1 obtained. Since m is odd, from the Poincaré-Hopf theorem [12] , we know that there exists at least oneũ ∈ S m−1 such thath(ũ) = 0. Then h(ũ, 0,η(ũ)) = 0, whereη(ũ) is defined in 3.
Assuming that condition H1 holds for f and N/ ⊲⊳, we have that 3.4 holds forũ. From 3.2, there exists a bifurcation branch of f on Q. Last, we can lift this bifurcation branch of f on Q to a bifurcation branch of f on N with at least synchrony ⊲⊳.
If ⊲⊳ is µ-maximal, then for every ⊲⊳ ′ such that ⊲⊳≺⊲⊳ ′ there is no bifurcation branch of f on N/ ⊲⊳ ′ . Thus the bifurcation branch has exactly synchrony ⊲⊳.
We establish the existence of a bifurcation branch, using the result above. Let f : R × R 34 × R → R be a regular function with a bifurcation condition associated to the eigenvalue µ = −4. Considering the trivial balanced coloring, ⊲⊳ = , we have that dim(ker
Assume that condition H1 holds for f and N. Then there exists a bifurcation branch of f on N, by 4.1.
The network N has no non-trivial balanced colorings and the unique eigenvalue of the adjacency matrix associated to N/ ⊲⊳ 0 is 34. So ⊲⊳ = is (−4)-maximal and the bifurcation branch has no synchrony. ♦
In the next two examples, we do not explicitly present the networks but we assume that the networks satisfy some conditions. Since the number of cells in a network is not restricted, those conditions may be solved with as many variables as it is needed to consider. The next example shows that we cannot remove the odd dimension condition in 4.1. ⊥ . We will assume that A, (v 1 , v 2 ) and (v * 1 , v * 2 ) respect the following conditions:
be the reduced equation obtained by the Lyapunov-Schmidt Reduction. The previous equalities imply for every regular function f that y 2 , λ) = (0, 0, 0) . Then the vector field,h, on the 1-sphere is given bỹ
where (u 1 , u 2 ) ∈ S 1 . We have thath(u 1 , u 2 ) = 0 for every (u 1 , u 2 ) ∈ S 1 . By 3.1, there is no bifurcation branch of f on N. ♦
In the next example, we lift the network of the previous example to a network with one more cell. This example shows that there are zeros of the vector field on the sphere which do not correspond to a bifurcation branch and the relevance of 3.4 in 3.2. Let f be a generic regular function with a bifurcation condition associated to µ = 0,
obtained by the Lyapunov-Schmidt Reduction of fN . Note that
for any other i, j and l. Then k(N, 0) = 2 and
where (u 1 , u 2 , u 3 ) ∈ S 2 . We have that h(0, 0, 1, −f 00 /(2f 0λ )) = 0, condition 3.4 holds for (0, 0, 1) and it leads to a bifurcation branch of f onN.
On the other hand h(u 1 , u 2 , 0, 0) = 0, condition 3.4 does not hold for (u 1 , u 2 , 0), where (u 1 , u 2 , 0, 0) ∈ S 2 × R, and it does not lead to a bifurcation branch of f onN. Otherwise this bifurcation branch would be inside ∆ ⊲⊳ ⊆ R |N | , sincev 1 ,v 2 ∈ ∆ ⊲⊳ , and would lead to a bifurcation branch of f on N. But, as we saw, there is no bifurcation branch of f on N. ♦
Synchrony Branching Lemma -Two dimensional case
In this section, we study the smallest case not included in the results of the previous section, i.e., when the semisimple eigenvalue µ has multiplicity m = 2 and k(N, µ) is even. We give conditions for the existence of bifurcation branches with maximal or submaximal synchrony. Let N be a regular network with valency ϑ and represented by the adjacency matrix A, µ a semisimple eigenvalue of A and f : R × R ϑ × R → R a generic regular function with a bifurcation condition associated to µ such that m = dim(ker(J 
Transforming the variables (u 1 , u 2 ) to the angular variable θ, where (u 1 , u 2 ) = (cos(θ), sin(θ)). The dynamical systeṁ u =h(u) is equivalent to the dynamical systemθ = Θ(θ) given by Θ(θ) = cos(θ)q 2 (cos(θ), sin(θ)) − sin(θ)q 1 (cos(θ), sin(θ)), u 2 ) ). So, finding zeros ofh is equivalent to solve the equation Θ(θ) = 0. where Q k (u 1 , u 2 ) = (q 1 (u 1 , u 2 ), q 2 (u 1 , u 2 )) and k = k(N/ ⊲⊳, µ). We look for solutions of Θ(θ) = 0.
Suppose that ⊲⊳ is µ-maximal and k(N/ ⊲⊳, µ) is even. Then
By the intermediate value theorem, we know that it must existsθ such that Θ(θ) = 0. Considerũ = (cos(θ), sin(θ)), thenh(ũ) = 0. Assuming that condition H1 holds for f and N/ ⊲⊳, we know that 3.4 holds forũ. From 3.2, there exists a bifurcation branch of f on N/ ⊲⊳. Lifting this bifurcation branch, we obtain a bifurcation branch of f on N with at least synchrony ⊲⊳. Since ⊲⊳ is µ-maximal this bifurcation branch of f on N has exactly synchrony ⊲⊳.
Returning to the beginning of this section. If k(N, µ) = 2, then
where i = 1, 2, β = (f 00 + 2µf 01 + µf 11 − µf 1ϑ + µ 2 f 1ϑ ) and for l 1 , l 2 = 1, 2
Theorem 5.2. Let N be a regular network with valency ϑ and adjacency matrix A, ⊲⊳ a balanced coloring of N and µ a semisimple eigenvalue of A. Let f : R × R ϑ × R → R be a regular function with a bifurcation condition associated to µ and such that dim(ker(J Suppose by contradiction that there exists a bifurcation branch of f on N with exactly synchrony ⊲⊳ and 5.2 does not hold. We have by 3.1 that there exists (u 1 , u 2 ) ∈ S 1 such that u 2 = 0 andh(u 1 , u 2 ) = 0. So x = u 1 /u 2 is a real solution of equation 5.4, which is an absurd since we are supposing that 5.2 does not hold. This proves (i).
(ii) Suppose that ⊲⊳ is µ-submaximal of type 2 with µ-simple components ⊲⊳ 1 and ⊲⊳ 2 . We denote by ⊲⊳ 
where u 1 = cos(θ) and u 2 = sin(θ). We have that Θ(θ) = 0, if sin(θ) = 0 or cos(θ) = 0, however those zeros correspond to the known bifurcation branch of f on N/ ⊲⊳ with synchrony ⊲⊳ The eigenvalues of A 2 are the network valency 2 and 0 with multiplicity 2 and 1, respectively. They are semisimple. We consider the trivial balanced coloring ⊲⊳ = and bifurcations associated to the eigenvalue 2 of A 2 . The network N 2 has only one non-trivial balanced coloring: ⊲⊳ 1 given by the classes: {{1, 2}, {3}}. The balanced coloring ⊲⊳ = is 2-submaximal of type 1, with 2-simple component ⊲⊳ 1 . See 4. Let f : R × R 2 × R → R be a generic regular function with a bifurcation condition associated to 2, i.e., f 0 +2f 1 = 0. We have that dim(ker(J 
