Abstract. By using the Lyapunov functional method, stochastic analysis, and LMI (linear matrix inequality) approach, the mean square exponential stability of an equilibrium solution of uncertain stochastic Hopfield neural networks with delayed is presented. The proposed result generalizes and improves previous work. An illustrative example is also given to demonstrate the effectiveness of the proposed result.
Introduction
In practical implementation of neural networks, the weight coefficients of the neurons depend on certain resistance and capacitance values, which are subject to uncertainties. It is important to ensure that the designed network is stable in the presence of these uncertainties. For the parameter uncertainties, there have been a great deal of robust stability criteria proposed by many researchers, see for example [1, 3, 8, 12, 15, 16, 17] and the references therein.
In the past few years, neural networks with stochastic perturbations have attracted increasing research attention in the neural network community since, in real nervous systems, the synaptic transmission is a noisy process brought on by random fluctuations from the release of neurotransmitters and other probabilistic causes. It has been revealed in [2] that a neural network could be stabilized or destabilized by certain stochastic inputs.
Accordingly, the stability analysis problem for stochastic neural networks and the synchronization problem for delayed neural networks with stochastic perturbation have been an important research issue, and some preliminary results have been published, see, for example, [6, 7, 9, 10, 13, 14, 20, 22, 23] .
Recently, Wan and Sun [19] studied the mean square exponential stability of stochastically perturbed Hopfield-type neural networks with constant fixed time delays (1) 
by means of variation parameter, inequality technique and stochastic analysis.
In this paper, motivated by [12] , [17] , [19] , we consider the problem of mean square exponential stability for a class of uncertain stochastic Hopfield neural networks with discrete delays. By using the Lyapunov functional technique and stochastic analysis, an unified LMI approach is developed to establish sufficient conditions for the neural networks to be robustly, exponentially stable in the mean square. This condition is in terms of LMI, which can be readily verified by using standard numerical software [4] , [5] . In the special case with certain case, the LMI condition given in this paper generalizes and improves those given in [19] , [23] .
Model description and preliminaries
Consider the following uncertain stochastic Hopfiled-type neural networks with fixed time delays (2)
is the state vector, n denotes the number of neurons, and the superscript T to any vector (or matrix) denotes the transpose of that vector (or matrix),
is the neuron activation function, while f (
is the initial condition; τ i , i = 1, 2, . . . , n, are the transmission delays, τ = max 1≤i≤n τ i ; C = diag(c 1 , c 2 , . . . , c n ) is a positive definite diagonal matrix, c i represents the rate with which the ith unit will reset its potential to the resting state in isolation when disconnected from the network and the external stochastic perturbation; A = (a ij ) n×n ∈ R n×n is referred to as the feedback matrix, B = (b ij ) n×n ∈ R n×n represents the delayed feedback matrix, a ij and b ij , i, j = 1, 2, . . . , n, represent the weight coefficients of the neurons; ∆A = (∆a ij ) and ∆B = (∆b ij ) denote respectively, the parametric uncertainties in A and B. Moreover, σ(x) = (σ ij (x j )) n×n , and
T is n-dimensional Brownian motion defined on a complete probability space (Ω, F , P ) with a natural filtration {F t } t≥0 generated by {w(s) : 0 ≤ s ≤ t}, where we associate Ω with the canonical space generated by w(t), and denote by F the associated σ-algebra generated by {w(t)} with the probability measure
is the space of all continuous R n -value functions defined on [−τ, 0] with a norm ∥ξ∥ τ = sup{|ξ(t)| : −τ ≤ t ≤ 0} and |x| is the Euclidean norm of a vector
For the vector
. , x n (t))
T and the matrix A, we define the norms as follows:
where λ max (·) (respectively, λ min (·)) means the largest (respectively, smallest) eigenvalue of A. Throughout this paper, let us list the following assumption: It follows from [18] , [21] that under the Assumption (H 1 ), (3) has a unique global solution on t ≥ 0, which is denoted by x(t; ξ), or, x(t) if no confusion occurs. Clearly, (3) admits an equilibrium solution x(t) ≡ 0.
We are now ready to introduce the notion of robust global stability for the stochastic neural network (3) with parameter uncertainties and time-delays.
Definition 2.1. For the neural network (3) and every
, the trivial solution (equilibrium point) is robustly, globally stable in the mean square if there exists a pair of positive constants λ and c such that
Let C 2,1 (R n × R + ; R + ) denote the family of all nonnegative functions V (x, t) on R n × R + which is continuously twice differentiable in x and one differentiable in t. For each V ∈ C 2,1 ([−τ, ∞) × R n ; R + ), define an operator φV , associated with the stochastic delayed Hopfield neural networks (3), from
where
In the following, P > Q (P ≥ Q) means that the matrix P − Q is positive definite (P −Q is semi-positive definite, respectively), 0 denotes the null matrix or null vector of appropriate dimension, and I denotes the identity matrix of appropriate dimension.
The uncertainty ∆A is assumed to satisfy
where H and E are known constant matrices of appropriate dimensions, and F is an unknown matrix representing the parameter uncertainty, which satisfies
The uncertainty model of (4) and (5) is well known [21] . The matrices H and E characterize how the uncertain parameters in F enter A. The F can always be restricted as (5) by appropriate choosing H and E, i.e., there is no loss of generality in choosing F as in (5) . Similarly, the uncertainty ∆B is assumed to be of the form
In order to obtain our main result, we need the following lemmas:
Lemma 2.2 ([4]). For a given matrix
, then the following conditions are equivalent: 
Lemma 2.3 ([18]). Let U, V, W , and M be real matrices of appropriate dimensions with
M satisfying M = M T . Then M + U V W + W T V T U T < 0 for all V T V ≤ I ifM + ε −1 U U T + εW T W < 0.
Main result
n×n , and positive scalars δ > 0, ε > 0 and ε 1 > 0 such that the following LMI:
where Proof. Firstly, we will prove that (6) holds which implies
Indeed, according to Lemma 2.2 (Schur complement), (6) is equivalent to
which can be written as
From (9) and Lemma 2.3, noting that F T F ≤ I, we get
which implies
Using Lemma 2.2 again, (11) is equivalent to
By (12) and Lemma 2.3, similar to that of (10) and (11), we obtain that
that is N > 0, a.e., (8) holds. Secondly, we construct the following positive definite Lyapunov functional:
where P = P T > 0 and d i > 0, i = 1, 2, . . . , n. By (H 1 ) and condition (7), we get that
By Ito's formula and (14), we can calculate φV along system (3):
After some rearrangement, (15) can be expressed as
where K = diag{k i } ∈ R n×n is a positive semi-definite diagonal matrix (k i ≥ 0, i = 1, 2, . . . , n), and N as in (8) . Since N > 0, there exists a constant δ * > 0 such that
Owing to (H 1 ), the last term of (16) is non-positive. So, from (16) and (17), we get
By (H 1 ), one can compute
It is easy to check that there exists a unique positive number γ > 0 such that (20) γ∥P ∥ + ∥G∥e γτ = δ * + ∥G∥, where δ * > 0 as in (17) . The Ito's formula shows that for any t ≥ 0
Taking expectations in (21), we get
For t ≥ 0, we have (23)
Substituting (20) and (23) into (22), we obtain
where 
An example and remarks
In this section, we will make some comments and give an example to illustrate that the conditions given in this paper are more useful as compared with those in [19] , [23] .
Example 4.1. Consider a two-neural delayed stochastic neural network with parameter uncertainties
) dt
,
.
F, F 1 are two unknown matrix representing the parameter uncertainty, which satisfy By using the Matlab toolbox, we find a solution to the LMI (6) are as follows: 
Thus, network (24) reduces to (28)
f i and ν ij are as in (25) and (26), respectively. By Example 4.1, we know that the delayed stochastic neural network (28) is exponentially stable in mean square. But, the criteria of exponentially stable in mean square in [18] fail in neural network (28). In fact, we havē 1 1 ) , ρ(M ) denotes the spectral radius of a square matrix M . Hence the condition given in Theorem 3.1 in [19] is not satisfied. This implies that the obtained result generalizes and improves those given in [19] . = 2.2933 > 0, which implies that the condition (A2) of Theorem 3.1 in [23] is not satisfied. Hence the criteria of exponentially stable in mean square in [23] fail in neural network (28). But, by Example 4.1, we know that the delayed stochastic neural network (28) is exponentially stable in mean square. So, our result obtained here generalizes and improves those given in [23] .
