We consider the convex hull of the perturbed point process comprised of n i.i.d. points, each distributed as the sum of a uniform point on the unit sphere S d−1 and a uniform point in the d-dimensional ball centered at the origin and of radius n α , α ∈ (−∞, ∞). This model, inspired by the smoothed complexity analysis introduced in computational geometry [6, 10] , is a perturbation of the classical random polytope. We show that the perturbed point process, after rescaling, converges in the scaling limit to one of five Poisson point processes according to whether α belongs to one of five regimes. The intensity measure of the limit Poisson point process undergoes a transition at the values α = −2 d−1 and α = 2 d+1 and it gives rise to four rescalings for the k-face functional on perturbed data. These rescalings are used to establish explicit expectation asymptotics for the number of k-dimensional faces of the convex hull of either perturbed binomial or Poisson data. In the case of Poisson input, we establish explicit variance asymptotics and a central limit theorem for the number of k-dimensional faces. Finally it is shown that the rescaled boundary of the convex hull of the perturbed point process converges to the boundary of a parabolic hull process.
1. Introduction and main results. The study of random polytopes has developed hand in hand with the construction of algorithms in computational geometry. The underlying idea is that the size of randomly generated geometric objects gives information on the complexity of an algorithm allowing the construction of these objects. In particular, the number of extreme points of the convex hull provides bounds on the running time of algorithms used to construct this hull.
On the computational geometry side, algorithms are generally analyzed in either the mean-or worst-case analyses. By mean-case analysis, we mean the expected time needed to construct the convex hull when the input is purely random while worst-case refers to the maximal time needed to make the construction when all possible inputs are considered. In practice, nei-ther of these two complexities well approximates the execution speed of a geometric algorithm. In particular, in their breakthrough paper [10] , Spielman and Teng chose the example of the simplex algorithm whose speed is often polynomial in many application domains whereas the theory indicates that the complexity can be exponential. To explain this fact, they substitute a new complexity for the mean-and worst-case complexities, namely the smoothed complexity which interpolates between them. It consists in perturbing an arbitrary point set and calculating the maximum of the complexity over all possible initial configurations. The perturbation considered by Spielman and Teng is Gaussian. They claim that such smoothed complexity is more realistic since on the one hand the worst-case analysis is too pessimistic while on the other hand the mean-case analysis is irrelevant because the considered data inherently possess a structure making it differ from randomly generated data. Their main result is the polynomial growth of the smoothed complexity for the simplex algorithm; see Theorem 5.1 therein.
A few years later, Devillers et al. [6] extended the notion of smoothed complexity to the convex hull construction. In this work, the smoothed complexity is the maximum over all possible initial configurations of the mean number of extreme points when the points from the initial configuration are randomly perturbed. Two possible perturbations are considered: uniform distributions in Euclidean balls and isotropic Gaussian distributions. Both models have one degree of freedom, which is the radius of the perturbation ball for the former and the standard deviation of the Gaussian distribution for the latter. Sharp Θ-estimates for the smoothed complexity in both cases are proved and in particular, several regimes are identified.
Inspired by the notion of smoothed complexity, we introduce a new random polytope model, one generated by perturbed input and which goes as follows. We do not calculate the smoothed complexity itself but instead we take a particular random initial configuration comprised of n points independently and uniformly distributed on the d-dimensional unit sphere S d−1 . The points are all in convex position and thus we are initially in the worstcase set-up. Perturbations presumably bring one closer to the mean-case set-up. We perturb each point by a random vector uniformly distributed in the ball B d (0, n α ), α ∈ R. Here B d (x, r) is the Euclidean ball centered at x ∈ R d and of radius r ∈ (0, ∞). One expects that for a wide range of α such perturbed configurations should provide a number of extreme points whose average is close to the maximum over initial configurations.
A second major motivation comes from convex geometry. The classical study of random convex polytopes assumes that the polytopes are generated by data which is uncorrupted by noise, a somewhat unrealistic assumption. It is natural to ask about the effect of noise on the number of k-dimensional faces, k ∈ {0, ..., d − 1}, in polytopes generated by an i.i.d. sample of size n. Up to now, there has been little research in this direction. When the noise components are uniformly distributed in B d (0, n α ), α ∈ R, one may expect that small perturbations will not modify the number of k-dimensional faces, whereas large perturbations will have a substantial impact. This paper addresses these and related questions.
1.1. The polytope models. We now describe the two models considered in this paper and our main contributions.
Binomial model. Let X i , 1 ≤ i ≤ n, be independently and uniformly distributed on the (d − 1)-dimensional unit sphere S d−1 , d ≥ 2. Given α ∈ R, each X i , 1 ≤ i ≤ n, is perturbed by a random vector e i := e i,n (α), with e i , 1 ≤ i ≤ n, denoting a collection of i.i.d. random variables uniformly distributed on B d (0, n α ). The e i , 1 ≤ i ≤ n, represent input errors or noise. PutX i := X i + e i , X n := {X i } n i=1 ,X n,α := {X i } n i=1 , and let K n,α denote the convex hull ofX n,α .
Poisson model. For all λ > 0, let P λ be a Poisson point process of intensity λ/(dκ d ) on S d−1 , d ≥ 2. Here κ d denotes the volume of the unit ball in R d .
, where N (λ) is a Poisson random variable with parameter λ. Given α ∈ R, each x i , 1 ≤ i ≤ N (λ), is perturbed by a random vector e i := e i,λ (α), with e i denoting an independent random variable uniformly distributed on B d (0, λ α ). Putx i :=x i,λ (α) := x i + e i ,P λ,α := {x i } N (λ) i=1 , and let K λ,α denote the convex hull ofP λ,α . Integral subscripts are reserved to denote binomial input, i.e., K n,α denotes the convex hull ofX n,α .
Our main contributions are as follows:
• we show that, after rescaling, the perturbed point processesX n,α and P λ,α , converge as n and λ tend to infinity, respectively, to one of five scaling limit Poisson point processes P (∞,α) according to whether α belongs to one of these five regimes :
. The density of the intensity measure of the scaling limit P (∞,α) undergoes a transition at the values α = 2 d+1 and α = −2 d−1 . At the value α = −2 d−1 , one observes a 'phase transition' as the support of the measure changes from R d−1 × R + to R d−1 × {0}. • as in [6] , we show that the mean k-face functional displays four distinct rescalings on perturbed binomial and Poisson input, k ∈ {0, ..., d − 1}. We go beyond [6] by providing explicit limit constants for the properly rescaled mean k-face functional for all α including the critical α values equalling 2 d+1 , 0, and −2 d−1 , where there is a transition in the scaling regimes. The expected k-face functional is not monotonically varying with α, at least in the large λ regime; cf. Figure 1 .
• we establish explicit variance asymptotics and rates of normal convergence for the rescaled k-face functional on perturbed Poisson input for all α. • we show that the boundary of the convex hull of the perturbed point process converges, after rescaling, to the boundary of the parabolic hull process associated with P (∞,α) on R d−1 × R + .
Our approach depends heavily on parabolic scaling transforms of the perturbed point set. When identifying the scaling limit point process for nonperturbed uniform data in the unit ball B d (0, 1), the authors previously showed [3, 4, 13] that one may usefully introduce a parabolic scaling transform. A parabolic transform is also the key to determining the scaling limit of non-perturbed data with an isotropic distribution [7, 8] . Here we show that one needs not one but six parabolic scaling transforms to properly identify the scaling limit Poisson point process (the regime ( −2 d−1 , 2 d+1 ) requires three transforms, one for negative scalars, one for zero, and one for positive scalars whereas the two regimes { −2 d−1 } and ( 2 d+1 , ∞) require the same transform). We are optimistic that the scaling transforms and techniques of this paper may be used to develop the limit theory for i.i.d. samples having an arbitrary isotropic distribution in R d and which are subject to perturbations more general than those considered here. The case of Gaussian perturbations is the subject of a future paper. 1.2. Scaling factors, scaling transforms and scaling limits. Scaling exponents β := β(α) are defined according to regimes for α; see the first column of Table 1 and the graph of β(·) in Figure 1 .
Table 1
Summary of the different regimes These exponents give rise to scaling factors u λ,α governing the growth of the k-face functional and which are central to all that follows; see the second column of Table 1 . There is thus a scaling factor assigned to each of the six (possibly degenerate) intervals:
To each of these six regimes we associate a scaling transformation T (λ,α) :
Here |x| denotes the Euclidean norm in R d and the exponential map exp d−1 sends a point v in the plane T (S d−1 ) which is tangent to u 0 := (0, 0, ..., 1) ∈ R d to a point on S d−1 lying at a geodesic distance |v| from u 0 . Here |v| is the Euclidean norm in the tangent plane. The radial scaling factor u 2 λ,α is the square of the angular scaling factor u λ,α . When λ → ∞ this parabolic scaling means that T (λ,α) carries balls and half-spaces to up-and down-paraboloids, respectively (cf. Section 3.1). For all h ≥ 0, let s 1 (h) be the normalized surface area of the cap formed by intersecting
For all h ≥ 0, let s 2 (h) be the surface area of the intersection of
Let δ x stand for the point measure putting mass one at x. We let P (∞,α) be the Poisson point process on R d−1 × R + of intensity measure
where ν (∞,α) (dh) is given in the third column of Table 1 ; see also Figure 2 for the graph of the density of ν (∞,α) . The transformed perturbed binomial and Poisson point processes converge to one of five scaling limit point processes, according to the regimes for α.
We also have as λ → ∞
The point processes P (∞,α) , α ∈ (−∞, ∞), figure prominently in our main results, as seen in the next subsection. 1.3. Limit theory for the k-face functional on perturbed input. Let P be a Poisson point process on
h ≤ |v| 2 2 } and put Π ↓ (w) := w ⊕ Π ↓ , where ⊕ denotes Minkowski addition. Consider the maximal union, here denoted by Φ(P), of parabolic grains Π ↓ (w), w ∈ R d−1 × R, having the property that Π ↓ (w) belongs to Φ(P) if its interior contains no point of P. Thus Φ(P) :=
Remove all points of P not belonging to ∂Φ(P). The points in P which survive this parabolic thinning are 'extremal points' in P; the resulting thinned point set is denoted by Ext(P). Notice that the festoon ∂Φ(P) is a union of inverted parabolic surfaces.
When w ∈ Ext(P (∞,α) ), we define the scaling limit k-face functional ξ
to be the product of (k + 1) −1 and the number of k-dimensional faces of the festoon ∂(Φ(P (∞,α) )) which contain w. Otherwise, if w / ∈ Ext(P (∞,α) ), then we define ξ (∞) k (w, P (∞,α) ) to be zero. We now establish explicit asymptotics, starting with expectations for the number of k-dimensional faces of the two random polytopes. Theorem 1.1 (expectation asymptotics for the k-face functional). For all α ∈ (−∞, ∞) and all k ∈ {0, 1, ..., d − 1} we have
For α ∈ (−∞, −2 d−1 ), we have ν (∞,α) = δ 0 and (1.7) simplifies, giving
When k = 0 the right-hand side of (1.8) further simplifies and equals 1. Thus, in the large n limit, all points remain in convex position; this phenomenon is explained in Remark (iv) in Section 1.4. Expectation asymptotics for the number f 0 of extreme points is complemented by the convergence of the set of extreme points as a point process.
Theorem 1.2 (convergence of extreme points). Let α ∈ (−∞, ∞). As n → ∞ (resp. λ → ∞), under the transformation T (n,α) (resp. T (λ,α) ), the extreme points of K n,α (resp. K λ,α ) converge in distribution to Ext(P (∞,α) ).
For all v ∈ R d−1 and r ∈ (0, ∞) we let C(B d−1 (v, r)) be the space of continuous functions on B d−1 (v, r) equipped with the supremum norm. We prove the convergence of the boundary of each random polytope, seen as a random closed set. Theorem 1.3 (convergence of convex hull boundary). Fix L ∈ (0, ∞). For all α ∈ (−∞, ∞), the rescaled boundary T (λ,α) (∂K λ,α ) converges in distribution λ → ∞ to ∂(Φ(P (∞,α) )) in the space C(B d−1 (0, L)). When α ∈ (−∞, − 2 d−1 ), the convergence holds a.s. We now turn to the second-order description of the number of k-dimensional faces of random polytopes in the Poisson model. We start by introducing the proper candidate for the limiting variance.
(1.10)
When α < − 2 d−1 , we obtain the further simplification
The next theorem states precise variance asymptotics which are specific to the Poisson model. 
When α ∈ (−∞, −2 d−1 ), we have by Table 1 that dκ d · u d−1 λ,α = λ and thus
).
When k = 0 we obtain the further simplification
Finally, we obtain rates of asymptotic normality for k-face functional.
Theorem 1.5 (rates of normal convergence for k-face functional). For all α ∈ (−∞, ∞) and all k ∈ {0, 1, ..., d − 1} we have
where N denotes a mean zero normal random variable with variance one.
The reader may wonder about the connection between this paper and the authors' earlier papers. Here we show that some, but not all of the techniques of [3, 5, 13] may be used to establish the limit theory for a new random polytope model. In this new model, the input is not hosted by a smooth mother body as in [3, 5, 13] , but is instead hosted by a union of balls of radius n α with centers randomly distributed on the unit sphere. Unlike previously studied models, this new model exhibits phase transitions, multiple scaling regimes, and is asymptotically described by not just one, but five limit point processes.
A further limitation of the papers [3, 5, 13] is that they do not cover the case where the limit point process is hosted by a subset of
and α ∈ (−∞, −2 d−1 ), respectively. When the limit point process is hosted by R d−1 × {0}, i.e., when α ∈ (−∞, −2 d−1 ), then we require new techniques leading to strengthened results concerning uniform convergence of one and two point correlation functions. When α ∈ ( −2 d−1 , 2 d+1 ) ∪ ( 2 d+1 , ∞) the limit point processes P (∞,α) coincide with those in [3] , even though the input is not of the same form. Additional new aspects of this paper include de-Poissonization and proof of the strict positivity of limiting variances.
Remarks. (i)
Comparison with the literature. The scaling exponents generating the scaling regimes of Theorem 1.1 are consistent with the rates of growth for the k-face functional in Theorem 7 of [6] . That theorem gives rates of growth whereas we find explicit asymptotics as well, including the case of critical α values. It is a curious fact that, at least in the large n limit, when α ∈ (−∞, −2 d−1 ) the average number of k-faces equals the worst-case number, namely n, and then, as α increases up to 0, the average number decreases down to the minimum number, which is of order Θ(n (d−1)/2d ). Thereafter, for increasing positive α, the order of the average number of k-faces increases up to Θ(n (d−1)/(d+1) ), which is precisely the growth rate achieved in the average-case analysis for the standard model consisting of Poisson input on the unit ball [3, 4, 5] . Indeed, for all α ∈ ( 2 d+1 , ∞) both the expectation and variance asymptotics for the k-face functional on perturbed inputP λ,α coincide with their counterparts involving Poisson input on the unit ball [3, 4, 5] .
(ii) The case α ∈ ( 2 d+1 , ∞). In this regime, it is more appropriate to view the model by exchanging the roles of the initial input and the perturbation, i.e., to consider the sequence {e i } n i=1 as the initial input and the sequence {X i } n i=1 as the perturbation. Classical results tell us that the convex hull of n −α {e i } n i=1 is with high probability contained in an annulus of width Θ(n −2/(d+1) ) and the number of extreme points is Θ(n (d−1)/(d+1) ). Consequently, with high probability the width of the annulus holding the convex hull of {e i } n i=1 is Θ(n α n −2/(d+1) ), which exceeds the diameter of
when α ∈ ( 2 d+1 , ∞). Thus, 'perturbing' each e i , 1 ≤ i ≤ n, by X i modifies this annulus by a negligible amount, as |X i | = 1. One might expect that it also modifies the cardinality of extreme points by a negligible amount.
(iii) The case α = 0. As mentioned, Theorem 1.1 shows that the expected number of extreme points is minimized when α = 0. In this case the order of the expected number of extreme points asymptotically behaves like n (d−1)/2d . The case α = 0 is precisely the situation when the perturbed region contains the origin on its boundary for all n. The probability that a perturbed point is close to the origin and in particular interior to the convex hull is then maximal, which intuitively explains why the number of extreme points should be minimal. If one allows perturbations in B d (0, ρ), ρ a constant, then straightforward modifications of our approach show that the expectation asymptotics in Theorem 1.1 involve an additional factor of
In other words, as n → ∞, the expected value of the k-face functional on perturbed input achieves its minimum when the perturbations are confined to a ball of radius ρ
. The minimal interpoint distance between the non-perturbed points X n is with high probability Ω(n −2/(d−1) ), as shown in [9] . When the points undergo perturbations with magnitude o(n −2/(d−1) ), as is the case when α ∈ (−∞, −2 d−1 ), then simple geometry shows that for large n, all the points remain in extreme position. This is the content of (1.8), and, in the case of Poisson input, of (1.13).
(v) Geometric significance of β. The scaling exponents β in Figure 1 describe two geometric properties. First, up to a constant, n α n −2β represents the expected distance between a point of ∂K n,α and the boundary of B d (0, 1 + n α ). Second, the average number of extreme points is of the order n β(d−1) .
(vi) a.s. convergence. Apart from Theorem 1.3, we have not sought a.s. convergence results. Yet our proof techniques yield a.s. convergence in some instances. For example, as seen in the proof of Proposition 3.2 below, for each α ∈ (−∞, −2 d−1 ) there is a coupling of P λ , λ ≥ 1, and P (∞,α) such that a.s. T (λ,α) (P λ,α ) → P (∞,α) . Thus Proposition 1.1 may be strengthened for α ∈ (−∞, −2 d−1 ). Likewise, this coupling shows that the extreme points of K λ,α converge a.s. to Ext(P (∞,α) ).
(vii) Extensions. We expect that versions of Theorems 1.4 and 1.5 hold for binomial input. For α > 2 d+1 , it is likely that the limit (1.11) may be de-Poissonized, as it would be similar to what has already been done for uniform input in a smooth convex body as in [4] . However, for α < − 2 d−1 , we anticipate that the limiting variance for the binomial model to be zero, hence smaller than the limiting variance at (1.12). We expect that our main results also hold for defect and intrinsic volumes of the convex hull K λ,α . We leave these questions for future research.
The paper is structured as follows: Sections 2, 3 and 4 are devoted to the proofs of Proposition 1.1, several intermediary results on stabilization in the rescaled space and the proofs of Theorems 1.1-1.5 respectively.
2. Finite-size scaling and scaling limits. The aim of this section is to prove Proposition 1.1, i.e., to establish the convergence of the transformed perturbed binomial and Poisson point processes to the limiting Poisson point process P (∞,α) . We start by studying the intensity measure of these processes in Subsection 2.1 before moving on to the asymptotics in Subsection 2.2. Denote the closure of the injectivity region of the exponential map by B d−1 (π). In view of the mapping (1.1) we put
Measures of caps.
To derive properties of the intensity measure of the Poisson point process P (λ,α) , we shall need some measure theoretic estimates for the normalized Hausdorff measure of caps on S d−1 . Here and elsewhere c, c 1 , c 2 ... denote generic finite positive constants whose value may change at each occurrence and which may depend on d and α, unless stated otherwise.
Lemma 2.1
The following claims hold for all α ∈ (−∞, ∞).
where the function s 1 is defined at (1.2) and where
In particular,
and where
(iii) There exist constants c 1 and c 2 such that for any h ∈ (0, u 2 λ,α ),
Proof. (i) We start by treating the two particular cases. The normalized
, this implies that α < 0. We finally remark that the inequality (1 + λ α )u −2 λ,α h > 2λ α occurs for λ large enough as soon as α + 2β < 0, which is the case if α ∈ (−∞, − 2 d−1 ). Assume now that we are in the general case when B d (x, λ α ) has a nontrivial intersection with S d−1 . For λ large enough, this happens only when
is the angle between the first and second edges of a triangle with edge lengths 1,
where the second equality follows by expanding the numerator and re-writing it as
∨ 0 and noting that we have already treated the cases g λ,α = 2 and g λ,α = 0, we obtain (i).
(ii) This estimate is deduced from (i) using the equivalences arccos
(iii) We only need to prove (2.3) in the case when
Moreover, we have the following upper and lower bounds
.
Combining (1.2) and the last three displays yields (2.3).
2.2.
The intensity measure of perturbed points. Let µ (λ,α) be the intensity measure of the rescaled Poisson point process P (λ,α) . Note that
We establish a formula for the density of µ (λ,α) , an asymptotic equivalence, and upper and lower bounds.
The measure µ (λ,α) has a density given by
Conditional on X 1 , the distribution ofX 1 is uniform inside B d (X 1 , λ α ). Consequently, the probability thatX 1 falls inside the set A λ (v, r, h 1 , h 2 ) is the ratio of the expected volume of
Recalling that X 1 is uniformly distributed on S d−1 we get
We may derive from (2.9) the density of T (λ,α) (X 1 ) by recalling the Jacobian of the exponential map exp
Since the intensity measure µ (λ,α) equals the distribution of T (λ,α) (X 1 ) multiplied by λ, we obtain (2.4) . Remembering that the total mass of µ (λ,α) is λ, we obtain (2.6).
(ii) The equivalence (2.7) follows from the definition of ϕ (λ,α) at (2.5) and Lemma 2.1(ii).
(iii) We first show the upper bound in (2.8). Combining (i) with the righthand side of (2.3) gives
which yields the right-hand side of (2.8). We show now the left-hand side of (2.8). Combining the lower bound for s 1 (g λ,α (h)) at (2.3) with (2.4) gives
which yields the left-hand side of (2.8) and concludes the proof of Lemma 2.2.
The following lemma figures prominently in the proof of Proposition 1.1 and it provides useful lower and upper bounds on the density of µ (λ,α) . When
Moreover,
Proof. We establish Lemma 2.3 on a case-by-case basis according to the regimes for the parameter α described in Table 1 . We make some preliminary observations used in every case: The first term
in the density of µ (λ,α) given at (2.4) converges to 1 for all v ∈ R d−1 ; it is upper-bounded by 1 for all v ∈ u λ B d−1 (π) and lower-bounded by a positive constant as soon as u −1 n |v| ≤ 1 2 . This implies in particular that for α ∈ [− 2 d−1 , ∞), the convergence (2.10) is a direct consequence of (2.11). For α ∈ (−∞, − 2 d−1 ), (i) and (iii) amount to showing that the total mass of ϕ (λ,α) (h) converges to 1 and is lower and upper bounded.
Inserting this into (2.4), we get that ϕ (λ,α) (h) converges to 1 for all h > 0, which shows (2.10).
We now bound ϕ (λ,α) (h): noticing that e(λ) is a constant, we obtain (2.12) by considering the second term in the minimum on the right-hand side of (2.8).
For the lower bound, we fix h ∈ [
and consider the lefthand side of (2.8). The first term in the minimum therein goes to ∞ because the quantity λ α/2 u −1 λ,α goes to ∞ while the quantity h (d−1)/2 (1−u −2 λ,α h) 3(d−1)/2 is bounded from below by a constant. Consequently, that minimum is equal to the second term (1 − u −2 λ,α h) d−1 which is bounded by a positive constant. In conclusion, ϕ (λ,α) (h) is lower-bounded by a constant and (2.13) follows.
For the latter domain we obtain h > 2κ
which yields s 1 (g λ,α (h)) = 1 by Lemma 2.1 and which yields the convergence
d h), which shows (2.10).
We obtain (2.12) by taking the second part of the minimum in the righthand side of (2.8) while we derive (2.13) by noticing that both parts of the minimum in the lower bound are bounded below for h ∈ [
). This regimes breaks up into two subregimes.
For the upper bound of ϕ (λ,α) (h), we use the first term in the minimum in the right-hand side of (2.8). For its lower bound when h ∈ [
, we notice that λ α/2 u −1 λ,α goes to 0, which implies that we need to take the first term of the minimum in the left hand side of (2.8). We then use the fact that the product
. The proofs of (2.10) and (2.12) are identical to the previous case. For the lower bound ϕ (λ,α) (h), we need again to take the first term of the minimum in the lower bound from (2.8). We obtain
To derive (2.13), it then remains to notice that the left-hand side in the above inequality is bounded below by a constant when h ∈ [
we have h > h (λ,α) , which implies that s 1 (g λ,α (h)) = 0 and in turn that
Using Lemma 2.2(ii), we obtain that ϕ (λ,α) (h) converges to
The upper bound of ϕ (λ,α) (h) is obtained by taking the first part of the minimum in the upper bound of (2.8). For the lower bound, we need to take the first part of the minimum in the lower bound from (2.8), which gives
The left-hand side in the inequality above is bounded from below by a constant as soon as h ∈ [
].
(e) The regime α ∈ (−∞, − 2 d−1 ). We only consider the case h ∈ (0, h (λ,α) ) as otherwise for h > h (λ,α) we have s 1 (g λ,α (h)) = 0 and ϕ (λ,α) (h) = 0. We are in the situation where the support of ϕ (λ,α) shrinks to {0} with a bounded total mass. In view of (2.4), we claim that in order to show the convergence in distribution (2.10), it is enough to prove that the integral of ϕ (λ,α) over [0, h (λ,α) ] goes to 1. To do so, we apply the change of variable h = h (λ,α) h to obtain
We then use the dominated convergence theorem. Indeed, we get from (2.2)
Inserting this estimate into (2.7), we deduce that for all h ∈ (0, 1) that as
Moreover using the first term in the minimum of the upper bound in (2.8) and h (λ,α) ≤ λ α+ 2 d−1 , we obtain
Consequently, thanks to the dominated convergence theorem, we get
where for all x, y > 0 we recall that B(x, y) :
The identity
which shows the required convergence (2.10). To obtain (2.14), it is enough to show that the integral at (2.15) is upper and lower bounded by a positive constant. For the upper bound, we integrate the first part of the minimum in the upper bound of (2.8) to get
For the lower bound, we proceed similarly by integrating the first part of the minimum in the lower bound of (2.8). This completes the proof of Lemma 2.3.
2.3. Proof of Proposition 1.1. The convergence (1.6) follows directly from (2.10). The convergence (1.5) follows since the number of points of T (n,α) (X n,α ) belonging to a Borel set A of R d−1 × [0, ∞) is binomial with mean µ (n,α) (A).
Stabilization and moment bounds.
Let X (n,α) := T (n,α) (X n,α ) and P (λ,α) := T (λ,α) (P λ,α ). Recall we denote the closure of the injectivity region {v ∈ T (S d−1 ), |v| ≤ π} of the exponential map by B d−1 (π) where T (S d−1 ) is the tangent space at u 0 .
As in [3] , for all k ∈ {0, ..., d − 1}, finite X ⊂ R d , x ∈ X , we define the score function ξ k (x, X ) to be the product of (k + 1) −1 and the number of k-dimensional faces of the convex hull of X containing x; if no faces contain x then otherwise we put ξ k (x, X ) to be zero.
and we define ξ
Let u λ,α be as in Table 1 and let h (λ,α) be as in (2.1). Letting W λ be the image by T (λ,α) of the region carrying the perturbed points, we have
We also put
For v ∈ R d−1 and r ∈ (0, ∞) define the cylinder
Given ξ (λ,α) k , let R := R ξ (λ,α) k (w, P (λ,α) ) be the smallest integer such that a.s.
Then R is a random variable [11] and is a radius of (spatial) stabilization for ξ (λ,α) k at w with respect to P (λ,α) .
In the first part of this section, we show in Lemma 3.
When α ∈ (−∞, −2 d−1 ), the limit point process P (∞,α) concentrates on a subspace of R d−1 × R and, as shown in the proof of Proposition 3.2, we require new methods to show the above convergence. In the second part of this section, we show in Lemma 3.4 that the rescaled functionals ξ (λ,α) k satisfy moment bounds of all orders when α ∈ (−∞, ∞). Stabilization and moment bounds yield convergence of expectations.
We also have for all
we shall require convergence of one and two point correlation functions holding uniformly over W λ . This result, which relies on coupling arguments, goes beyond standard convergence results for score functions of stabilizing input and is needed to show variance asymptotics.
((0, 0), P (∞,α) )| = 0.
We also have
The proof of Proposition 3.1 is standard (cf. [1, 12] ) and will be omitted whereas the proof of Proposition 3.2 involves new ingredients and is deferred to Subsection 3.3.
3.1. Stabilization of score functions. We provide rigorous yet straightforward and self-contained arguments showing that ξ
, have radii of stabilization with exponentially decaying tails. We shall consider the finite-size scaling images of balls and half-spaces under T (λ,α) . Given X ⊂ B d (0, 1 + λ α ) a finite point set, a point x 0 ∈ X is a vertex of the convex hull of
. The transformation T (λ,α) preserves this geometric characterization of extreme points, which is seen as follows.
Let h = u 2 λ,α (1− |x| 1+λ α ) and h 0 := u 2 λ,α (1− |x 0 | 1+λ α ). As in [3] , the map T (λ,α)
Given the cylinder C d−1 (v 0 , L), L ∈ (0, ∞), the graph of the boundary of
, are nearly parabolic in a neighborhood of (v 0 , h 0 ) and hence we call them 'quasi up-paraboloids'. Thus, if x 0 ∈ X is sent to w 0 , we see that
The image of the half-space
under T (λ,α) is found by interchanging h 0 and h in the right-hand side of (3.8). This gives a dual image, namely the 'quasi down-paraboloid'
The solids [Π ↓ (v 0 , h 0 )] (λ,α) are nearly parabolic in a neighborhood of (v 0 , h 0 ) and their boundaries contain the image of facets of ∂K λ,α . Put
The quasi up-and down-paraboloids have a spatial diameter which is well controlled. Lemma 3.1 For all α ∈ (−∞, ∞) and all λ ∈ [1, ∞] we have:
Proof. We will only consider the case λ ∈ [1, ∞); the case λ = ∞ is easier, since in this instance the geometry involves actual paraboloids and not quasiparaboloids.
(ii) We set h = 0 in (3.9) to find the points (v, 0) where the boundary of
by the triangle inequality.
Also, since (v 1 , h 1 ) belongs to the boundary of [Π ↑ (0, h 0 )] (λ,α) , it follows from Lemma 3.1(i) that
Moreover, for any
We bound P(E 1 ) and P(E 2 ) separately as follows.
If E 1 occurs then there is w 1 := (v 1 , h 1 ) ∈ ∂([Π ↑ (0, h 0 )] (λ,α) ) which is covered by paraboloids with apices in P (λ,α) but not by paraboloids with apices in P (λ,α) ∩ C d−1 (0, t). In other words, we have (3.12) [Π ↓ (w 1 )] (λ,α) ∩ C d−1 (0, t) ∩ P (λ,α) = ∅ as well as
By (2.13), the density of the intensity measure µ (λ,α) is bounded away from zero on 1 2 
is bounded below by a constant multiple of Vol([Π ↓ (w 1 )] (λ,α) ∩ C d−1 (0, t)). Let us show that this volume is at least ct d+1 : we start by noticing that in view of (3.13), it follows by Lemma 3.2 that h 1 ≥ t 2 64 . We now consider two cases.
· If the maximal height of the intersection of [Π ↓ (w 1 )] (λ,α) and ∂C d−1 (0, t) exceeds h 1 2 , then [Π ↓ (w 1 )] (λ,α) ∩ C d−1 (0, t) contains a cylinder of radius ct and of height ch 1 , i.e. at least ct 2 . This gives a volume of at least ct d+1 . · If the maximal height of the intersection of [Π ↓ (w 1 )] (λ,α) and
shows that
Combining the bounds for P(E 1 ) and P(E 2 ) gives (3.10) as desired.
(ii) When α ∈ (−∞, −2 d−1 ] we follow the same reasoning, i.e. we introduce the events E 1 and E 2 and estimate µ (λ,α) [Π ↓ (w 1 )] (λ,α) ∩ C d−1 (0, t) and µ (λ,α) [Π ↓ (w 1 )] (λ,α) . To obtain (3.11), we only need to show that this measure is at least ct d−1 and to do so, we consider two cases. · If the maximal height of the intersection of [Π ↓ (w 1 )] (λ,α) and
). By (2.13) and (2.14), the measure of such a cylinder is bounded from below by a multiple of the (d − 1)-dimensional Lebesgue measure of its base, which is of order ct d−1 .
· If the maximal height of the intersection of [Π ↓ (w 1 )] (λ,α) and ∂C d−1 (0, t) is at most h (λ,α) , then we claim that [Π ↓ (w 1 )] (λ,α) ∩ C d−1 (0, t) contains a cylin-
then we get from (3.9) that
In particular, this implies that for large λ, |v − v 1 | ∼ √ 2h 1 and in turn, we obtain that [Π ↓ (w 1 )] (λ,α) ∩ C d−1 (0, t) contains a cylinder of radius c √ h 1 , which is at least ct in view of (3.13) and Lemma 3.2. Again by Lemma 2.3(iv), the measure of such a cylinder is bounded below by ct d−1 . This completes the proof of Lemma 3.3.
3.2.
Moment bounds for score functions. We next establish that moment bounds for score functions hold uniformly in the spatial coordinates. and also containing w; if no such quasi-down paraboloid exists then we put H(w) to be zero. By (2.13) , for all α ∈ (− 2 d−1 , ∞), the density of the intensity measure of P (λ,α) is bounded away from zero for heights h ∈ [1,
Abbreviate the radius of stabilization R ξ (λ,α) k (w, P (λ,α) ) by R. Let N (w) be the cardinality of the point set P
By (2.12) , the density of µ (λ,α) is upper bounded by c 2 h (d−1)/2 on cylinders of height h, giving
where Vol d−1 (A) denotes the Lebesgue measure of a full (d − 1)-dimensional subset A of R d−1 . We obtain as in the proof of Lemma 4.4 of [5] E N pk ≤ c · (h + 1) c ,
where c := c(α, p, k, d) ∈ (0, ∞).
The above bounds (with t set to h in (3.14)) together with the Cauchy-Schwarz inequality
, we follow the proof of part (i) nearly verbatim, save for the following modifications. Use the method of proof of Lemma 3.3(ii) to show for all w ∈ W λ that
By Lemma 2.3(iii), the bound (3.16) is replaced by
which holds for all h ∈ [0, h (λ,α) ]. With these small modifications, we may now follow the proof of part (i).
Proof of Proposition 3.2.
(i) Proof of (3.6). Given finite point sets X and
We claim that the scores ξ (λ,α) k , k ∈ {1, ..., d}, are continuous in the sense that if X ⊂ R d−1 × {0} is in regular position (that is to say that for all k ∈ {1, ..., d} the intersection of the boundaries of k quasi paraboloids contains at most
then for all r > 0 we have 1 (x, r) ).
We may see this as follows. Let > 0 be the minimal distance between any down-paraboloid containing d points of X and the rest of the point set in 1 (x, r) ).
Also, since X is in regular position, perturbations of points in X do not change the value of ξ 1 (x, r) ). Thus if d(X λ , X ) → 0 and x λ → x as λ → ∞, then for λ ≥ λ 0 large enough we have
This gives the assertion (3.19) .
Notice that if y λ , λ ≥ 1, is a sequence of points such that |y λ −x| ≤ |x λ −x| then we also have for λ ≥ λ 0
This convergence is uniform over all such sequences y λ , λ ≥ 1, that is to say (3.20) sup
Next we let P (∞,α) be a Poisson point process on R d−1 × {0} of intensity measure with density 1. Rescale its restriction to u λ,α B d−1 (π) by u −1 λ,α to get a Poisson point process on B d−1 (π) of intensity measure with density λ dκ d . Using the exponential map exp d−1 we generate a Poisson point process on S d−1 of intensity measure with density λ dκ d . Without loss of generality, we may let P λ be this Poisson point process and we letP λ,α be the perturbed point process arising from P λ .
By construction we get T (λ,α) (P λ ) a.s. converges to P (∞,α) . Notice that d(P (λ,α) , P (∞,α) ) is a.s. of the order O(λ α u 2 λ,α ) = o(1) since the spatial coordinates of the points of P (λ,α) are within λ α u λ,α = o(1) of the spatial coordinates of the points of P (∞,α) , whereas the height coordinates of the points of P (λ,α) are within λ α u 2 λ,α = o(1) of the height coordinates of the points of P (∞,α) . Thus P (λ,α) a.s. converges to P (∞,α) .
In view of (3.20) , this all implies that, given
Thus putting v = 0 we a.s. obtain
have a pth moment which is bounded by a constant not depending on λ, since the scores ξ is such that for all (0, h) ∈ W λ the scores ξ (λ,α) k ((0, h), P (λ,α) ) are determined by data in the cylinder C d−1 (0, R). In other words, for all w :
Since R has exponentially decaying tails standard arguments shows that we may replace the point sets P (λ,α) ∩ C d−1 (0, r) and P (∞,α) ∩ C d−1 (0, r) with P (λ,α) and P (∞,α) , respectively. We thus deduce (3.6) from (3.22).
(ii) Proof of (3.7). We prove (3.7) by following the methods above. For all 1 (v, r) ).
We may extend (3.21) to a.s. obtain
uniformly over all h and h 1 such that (0, h),
Appealing to moment bounds, we may upgrade (3.23) to get convergence of expectations, i.e.
In other words, for all
Since R has exponentially decaying tails, we may deduce (3.7) from (3.6) and (3.24) via standard arguments.
4.
Proofs of main results. The proofs of Theorems 1.1 and 1.4 require techniques going beyond those in [3] and [5] . In part, this is because for α ∈ [ −2 d−1 , ∞), the density of the measure µ (λ,α) explodes for large values of h. Also, for α ∈ (−∞, −2 d−1 ) the point processes P (λ,α) , λ ≥ 1, and P (∞,α) concentrate on different spaces, namely R d−1 × R and R d−1 × 0, respectively. We provide a complete proof of Theorem 1.2. Moreover, the proof methods may be easily adapted to establish the proof of Theorem 1.1 of [5] , whose proof details were omitted. The a.s. convergence of Theorem 1.3 follows from the coupling introduced in the proof of Proposition 3.2, the techniques used to prove Proposition 5.1 in [5] , and the fact that all quasi down-paraboloids are locally nearly parabolic. Since there are no new essential ideas, we shall leave the details of the proof of Theorem 1.3 to the reader. Poisson input. Recall β := β(α), the definition of W λ at (3.2), and the definition of f k (K λ,α ) at (3.1). By the Slivnyak-Mecke formula, with (v, h) standing for a generic point in W λ we have
We now apply the change of variables u = x |x| and h = u 2 λ,α (1 − |x| 1+λ α ). Using Lemma 2.2 (i), we notice that
Consequently, we get
where we use the rotational invariance of ξ k , i.e. the fact that ξ k (x,P λ,α ) does not depend on u and is equal to ξ (λ,α) k ((0, h), P (λ,α) ). ∞) . We subdivide the integration domain in (4.2) into h ≥ log λ and h ≤ log λ. The moment bounds of Lemma 3.4 imply that
decays faster than λ −1 . Consequently, in view of (2.6) we obtain
We now use the dominated convergence theorem to show that
By (2.11) and Proposition 3.1, the integrand converges a.e. to the desired limit. By Lemma 3.4 and (2.12), the integrand is dominated by an exponentially decaying function of h and consequently (4.4) holds. Combining it with (4.3), we obtain (4.5) lim
(ii) The case α ∈ (−∞, −2 d−1 ). This situation is more delicate since the limit point process P (∞,α) concentrates on a lower-dimensional subset of R d−1 × R + rather than R d−1 × R + itself, making it difficult to apply standard convergence theorems. Using (2.6), we obtain
Now (3.6) implies that the right-hand side of the above equation goes to zero, that is to say
Binomial input. We use a coupling to de-Poissonize the limits (4.5) and (4.6).
(i) The case α ∈ ( −2 d−1 , ∞). Enumerate the points in P (n,α) by Z 1 , ..., Z N (n) , N (n) an independent Poisson random variable with parameter n and where the Z i have distribution µ (n,α) on W n . Consider the coupled point set Y n obtained by discarding or adding i.i.d. points Z i to W n where the Z i have the distribution µ (n,α) :
Y n := Z 1 , ..., Z N (n)−(N (n)−n) + , if N (n) ≥ n Z 1 , ..., Z N (n)+(n−N (n)) + , if N (n) < n.
Then Y n D = {Z 1 , Z 2 , ..., Z n } D = X (n,α) . LetP (n,α) := {Z 1 , ..., Z N (bn) } be the restriction of P (n,α) to u n,α B d−1 (π)× [0, γ log n], with γ > 0 a large constant to be chosen, and where N (b n ) is an independent Poisson random variable with parameter b n , which represents the expected number of points in u n,α B d−1 (π) × [0, γ log n]. By (3.15) we have
LetX (n,α) := {Z 1 , ..., Z Bi(n,bn/n) } be the restriction of X (n,α) to u n,α B d−1 (π)× [0, γ log n].
For any X ⊂ n β B d−1 (π) × [0, γ log n], define and it suffices to show the same limit whenP (n,α) is replaced byX (n,α) . To do this it suffices to show (4.10) E |F (P (n,α) ) − F (X (n,α) )| = o(u d−1 n,α ).
Put E n,1 := {N (b n ) ≤ Bi(n, b n /n)}. We first consider the expected addone cost |E (F (P (n,α) ) − F (P (n,α) ∪ Z N (bn)+1 ))|.
Let E n,2 be the event that the radii of stabilization of ξ (n,α) at all points in P (n,α) are bounded by γ log n. If γ is large enough then P(E c n,2 ) = o(n −d−1 ). Conditional on Z N (bn)+1 = (v 0 , h 0 ), on the event E n,2 , the number of extreme points inP (n,α) whose score may be modified by the insertion of Z N (bn)+1 is bounded by the number of points ofP (n,α) 
Recalling (3.15), it may be shown that there is a third event E n,3 , P(E c n,3 ) = o(n −d−1 ), such that on E n,1 ∩ E n,2 ∩ E n,3 we have
where the first factor is the volume of the set carrying the points and the second factor is an upper bound on the intensity measure.
Generously bounding the f k statistic on an n-point set by cn d , we deduce E |(F (P (n,α) ) − F (P (n,α) ∪ Z N (bn)+1 ))1(E n,1 ∩ E n,2 ∩ E n,3 )| ≤ c(log n) 3d 2 2 + d 2 or more simply E |(F (P (n,α) ) − F (P (n,α) ∪ Z N (bn)+1 ))1(E n,1 )| ≤ (log n)
Iterating this j times gives E |(F (P (n,α) ) − F (P (n,α) ∪ {Z N (bn)+1 , ...Z N (bn)+j }))1(E n,1 )| ≤ cj(log n)
Let j := Bi(n, bn n ) − N (b n ) and condition on the event that j ≤ γ log n √ b n . On the complement of this event we have |Bi
When γ is large enough, standard tail bounds for the binomial and Poisson random variables show that the complement has probability o(n −d ) and thus E |(F (P (n,α) ) − F (P (n,α) ∪ {Z N (bn)+1 , ...Z N (bn)+j }))1(E n,1 )| ≤ c(log n)
In view of the bound (4.8) we deduce E |(F (P (n,α) ) − F (X (n,α) ))1(E n,1 )| = o(u d−1 n,α ).
We have the same bound on the event {N (b n ) ≥ Bi(n, bn n )}. Thus (4.10) holds and (4.11) lim
The height bound (3.14) also holds for binomial input. Appealing to this bound, we find that (4.11) also holds whenX (n,α) is replaced by X (n,α) .
(ii) The case α ∈ (−∞, −2 d−1 ]. As above, enumerate the points in P (n,α) by Z 1 , ..., Z N (n) . As above we consider the coupled point set Y n , with Y n D = X (n,α) . We do not restrict P (n,α) to a subset of W n .
For any X ⊂ W n , define It suffices to show that (4.13) E |F (P (n,α) ) − F (X (n,α) )| = o(n).
We follow the proof for the case α ∈ ( −2 d−1 , ∞) and put b n = n, Bi(n, bn n ) = n. Put E n,1 := {N (n) ≤ n}. Let E n,2 be the event that the radii of stabilization of ξ (n,α) at all points in P (n,α) are bounded by γ log n. If γ is large enough then P(E c n,2 ) = o(n −d−1 ). Conditional on Z N (n)+1 = (v 0 , h 0 ), on the event E n,2 , the number of extreme points in P (n,α) whose score may be modified by the insertion of Z N (n)+1 is bounded by the number of points of P (n,α) with spatial coordinates in B d−1 (v 0 , γ log n). There is an event E n,4 with P(E c n,4 ) = o(n −d ) such that on E n,4 this number is bounded by c(log n) d−1 .
This gives E |(F (P (n,α) ) − F (P (n,α) ∪ Z N (n)+1 ))1(E n,1 ∩ E n,2 ∩ E n,4 )| ≤ c(log n) Iterating this j times gives
Let j := n − N (n) and condition on the event that j ≤ γ log n √ n. When γ is large enough, standard tail bounds for the Poisson random variable show that the complement has probability o(n −d ) and thus E |(F (P (n,α) ) − F (X (n,α) ))1(E n,1 )| = o(n).
We have the same bound on the event {N (n) ≥ n}. Thus (4.13) holds as desired.
Proof of Theorem 1.2.
We only show the convergence for Poisson initial input as the proof for the binomial input follows along similar lines.
The result is a consequence of Billingsley's continuous mapping theorem, see [2, Theorem 5.5 ]. The idea is to rewrite the set of rescaled extreme points as a continuous function of the initial input. To do so, we start by endowing the set L of locally finite sets of R d−1 × R + with the distance δ(χ 1 , χ 2 ) := n≥1 2 −n 1(χ 1 ∩ S(0, n, n) = χ 2 ∩ S(0, n, n)) for all χ 1 , χ 2 ∈ L, where S(0, n, n) := B d−1 (0, n) × [0, n]. Fix α ∈ R. For any χ ∈ L and λ ∈ [1, ∞), let h λ (χ) be the subset Ext λ (χ) of χ comprised of points which survive the quasi parabolic thinning corresponding to the quasi parabolic festoon generated by [Π ↓ (·)] (λ,α) described in Section 3.1. This quasi parabolic festoon depends on the parameter α which implies that both h λ and Ext λ depend on α but for sake of simplicity, we do not make this dependency visible in the notation. Similarly, we define h(χ) to be the subset Ext(χ) of χ generated by [Π ↓ (·)] (∞,α) ; see Section 1.3.
Let us show the continuity assumption which is required to apply the continuous mapping theorem: Let (χ λ ) be a parametrized family of elements of L which converges to χ when λ → ∞. We have that for any fixed n, χ λ and χ coincide on S(0, n, n) for λ large enough. Since the determination of the intersection of Ext(χ) with S(0, n, n) only depends on χ ∩ S(0, m, m) for some m ≥ n, we obtain that for any n, Ext(χ λ ) and Ext(χ) coincide on S(0, n, n) for λ large enough.
Recall the definition of 'regular position' of point sets given in subsection 3.2. We claim that once χ ∩ S(0, n, n) is in regular position, Ext λ (χ λ ) and Ext(χ λ ) coincide in S(0, n, n) for λ large enough. Now our claim may be justified as follows: As soon as the set of underlying points χ ∩ S(0, n, n) is fixed, the rule depending on λ to decide whether a point is extreme (i.e. to decide whether the point survives the quasi parabolic thinning), provides the same result for λ large enough because the quasi-parabolic grains converge uniformly on any compact set to parabolic grains. This implies that h λ (χ λ ) converges to h(χ) when χ is in regular position.
Since a.s. the limiting Poisson point process P (∞,α) is in regular position, the continuity assumption of the continuous mapping theorem is satisfied by taking the set E of [2, Theorem 5.5] to be the set of locally finite point sets of R d−1 × R + which are not in regular position. Applying that theorem, we get that Ext λ (P (λ,α) ) converges in distribution as λ → ∞ to Ext(P (∞,α) ), as required. 
On the other hand, for all α ∈ (−∞, −2 d−1 ) and all (v 1 , h 1 ), (v 2 , h 2 ) ∈ W λ , Proposition 3.2 gives 
there is a constant c ∈ (0, ∞) such that for all w 1 := (v 1 , h 1 ) and w 2 : P (λ,α) ), R w 2 := R ξ (λ,α) (w 2 , P (λ,α) ) are the radii of stabilization at w 1 and w 2 , respectively. Furthermore, put r := |v 1 −v 2 | 3 and define the event E := {R ∈ [0, r]}. Hölder's inequality gives
A second application of Hölder's inequality gives
Combining (4.18) and (4.19) and using that ξ(w 1 , (P (λ,α) ∪{w 2 })∩C d−1 (v 1 , r)) and ξ(w 2 , (P (λ,α) ∪ {w 1 }) ∩ C d−1 (v 2 , r)) are independent we have
Likewise we may show
Combining the last two displays with Lemma 3.4, and using that P(E c ) decays exponentially with |v 1 − v 2 | d+1 , we obtain (4.16).
(ii) Follow the proof for part (i), using instead the moment bounds of Lemma 3.4(ii).
Proof of Theorem 1.4. By the Slivnyak -Mecke formula we have
As in the proof of Theorem 1.1 we deduce that
Now we establish the convergence of J 2 (λ)/dκ d u d−1 λ,α as λ → ∞. Given u ∈ S d−1 , u = u 0 , we define T (λ,α) exactly as in (1.1), but with u 0 := (0, 0, ..., 1) ∈ R d replaced by u. We write T (λ,α) u to denote the dependency on u.
Denoting by (0, h 0 ) and (v 1 , h 1 ) the images under T (λ,α)
x/|x| of x and y, respectively, we notice that the 'covariance' term in the integrand of J 2 (λ) transforms to the covariance c ξ (λ,α) k ((0, h 0 ), (v 1 , h 1 )). We apply the following change of variables in the quadruple integral:
The double integral over B(0, 1 + λ α ) × B(0, 1 + λ α ) transforms into a quadruple integral over
The intensity measure dP λ,α (y) transforms to dµ (λ,α) while the intensity measure dP λ,α (x) transforms to the product measure u d−1 λ,α dσ d−1 (u)ϕ (λ,α) (h)dh. In other words the term ∞) . As in the proof of Theorem 1.1, truncating the integrals in the height coordinates h 0 or h 1 at level log λ induces negligible error. In other words,
where we have also used Lemma 2.2 (i). By (2.11) and Proposition 3.1, the integrand above converges a.e. to 
which is the desired convergence as at (1.11) . Putting λ = ∞ in Lemma 4.1(i), we conclude that c ξ (∞,α) k is integrable and thus σ 2 (ξ
) is strictly positive is postponed to subsection 4.5.
(ii) The case α ∈ (−∞, −2 d−1 ). Let us consider lim λ→∞ J 2 (λ)/λ. In view of the dominated convergence theorem, we have
Integrating the right-hand side with respect to ϕ (λ,α) (h 1 )ϕ (λ,α) (h 0 )dh 1 dh 0 and using (2.6), we get
Comparing (4.22) with (4.21), we deduce that it is enough to prove that the integral with respect to v 1 of
converges to zero. To do so, we apply the dominated convergence theorem to this simple integral in v 1 . First, recalling (3.6) and (3.7) and letting λ → ∞, we obtain
This implies, thanks to (2.6), that the double integral at (4.23) converges to zero for all v 1 . Secondly, thanks to Lemma 4.1 and again (2.6), we notice that this same quantity is dominated by an exponentially decaying integrable function in v 1 . Consequently, we get
Together with (4.20), we obtain
This is the desired convergence (1.10). Note that σ 2 (ξ (∞,α) k ) is finite by Lemma 4.1(ii). This shows (1.11) when α ∈ (−∞, −2 d−1 ). The validity of (1.13) holds since c ξ (∞,α) 0 ((0, 0), (v 1 , 0)) vanishes and ξ (∞,α) 0 ((0, 0), P (∞,α) ) = 1. This concludes the proof of (1.11) when α ∈ (−∞, −2 d−1 ), save for showing that σ 2 (ξ (∞,α) k ) is positive. This will be shown in subsection 4.5.
4.4. Proof of Theorem 1.5. We follow the proof of Theorem 7.1 of [3] , which is based on dependency graph arguments. Our proof is simpler since we do not show a central limit theorem for random measures, but simply for their total mass. In other words, we put the function g in Theorem 7.1 of [3] to be identically one. We also put δ = 0 in that theorem. When the value of the parameter α exceeds 2 d+1 , the proof is unchanged since the scaling transform is identical. For the other values of the parameter α, it suffices to replace β by β(α) and to make the identification τ = (d − 1)β(α). Thus it suffices to show that the above limit is positive.
Our approach is based on two observations. First, let Q be a fixed cube in R d−1 . Fx ρ ∈ (0, ∞) with ρ smaller than the diameter of Q. Consider the following deterministic union of paraboloids: At each point x 0 of the grid ρZ d−1 ∩ Q, we consider the 'up-paraboloid' y ≥ ||x − x 0 || 2 /2 and we take the union over all such paraboloids having apices in ρZ d−1 ∩ Q. The boundary of this union is called a parabolic hull. Denote the number of kfaces, k ∈ {0, 1, ..., d − 1}, of the parabolic hull by F k (Q, ρ). All vertices of the parabolic hull are extreme points. Scaling gives F 0 (Q, ρ 2 ) = 2 d−1 F 0 (Q, ρ). For more general k, this scaling relation is not exact, as boundary effects may play a role. These effects are negligible for small ρ and thus as ρ → 0 we have F k (Q, ρ 2 ) ∼ 2 d−1 F k (Q, ρ), k ∈ {0, 1, ..., d − 1}.
Given ρ, there is a small positive δ := δ(ρ), δ << ρ, such that if the apices located at the grid points in ρZ d−1 ∩ Q are perturbed by at most δ, then the number of k-faces, k ∈ {0, 1, ..., d − 1}, of the resulting δ-modified parabolic hull, does not depend on the locations of the perturbed points. We denote this number by F k (Q, ρ, δ) and note that it coincides with F k (Q, ρ). Similarly, we define F k (Q, ρ 2 , δ) and note that as ρ → 0 we have , then we say that P (∞,α) is an 'approximate ρ-grid point process on Q × [0, δ]'. Given such a point process, observe that F k (Q (2ρ) , ρ, δ) is independent of the configuration of points in P (∞,α) ∩ (Q c × [0, ∞)). Indeed, when δ is small enough, the hull process defined by points in an 'approximate ρ-grid point process on Q (2ρ) × [0, δ]' will consist of paraboloids with 'height' at most δ and thus these paraboloids will never be entirely covered by paraboloids generated by points of P (∞,α) in Q c × [0, ∞) (nor will the k-dimensional faces containing the apices of these paraboloids be completely covered). We call this the 'independence property' of the F k functional on the approximate ρ-grid point process.
Fix ρ ≡ 1 and take δ := δ(1) as above. Abusing notation we putW λ := [ −λ β 2 , 
i × [0, δ]. Conditions (b1) and (c) imply that P (∞,α) is an approximate 1-grid point process on Q (2) i × [0, δ], whereas conditions (b2) and (c) imply that P (∞,α) is an approximate 1 2 -grid point process on Q
i × [0, δ]. Re-labeling if necessary, we let I := {1, ..., K} be the indices of cubes having properties (a)-(c). Elementary properties of the Poisson point process show that there is positive probability that a given cube satisfies conditions (a)-(c). Thus E K = Θ(λ β(d−1) ). Put Q := ∪ K i=1 Q i , Q c :=W λ \ Q. Let F λ be the σ-algebra determined by the random set I and the positions of points of P (∞,α) not belonging to ∪ i∈I Q is strictly positive, which was to be shown.
(ii) The case α ∈ (−∞, −2 d−1 ). We follow the same approach as for case (i). Since P (∞,α) is hosted by R d−1 , we may restrict attention to R d−1 , making the arguments simpler. We replace B d (z, δ) by B d−1 (z, δ) and consider subcubes Q i having the properties: 
i . We let I := {1, ..., K} be the indices of cubes having properties (a')-(c'). Let F λ be the σ-algebra determined by the random set I, the positions of all points of P (∞,α) not belonging to ∪ i∈I Q (2) i . Now it suffices to follow the above arguments mutatis mutandis.
