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1. INTRODUCTION 
Consider a distributed mutual exclusion algorithm for processes 
arranged in a ring network in which mutual exclusion is guaranteed by 
means of a token that is passed around the ring (Dijkstra 1985, Kurshan 
1985, Martin 1985). How can we determine that such a system of processes 
is correct? Our first attempt might be to consider a reduced system with 
one or two processes. If we can show that the reduced system is’correct and 
if the individual processes are really identical, then we are tempted to con- 
clude that the entire system will be correct. In fact, this type of informal 
argument is used quite frequently by designers in constructing systems that 
contain large numbers of identical processing elements. Of course, it is easy 
to contrive an example in which some pathological behavior only occurs 
when, say, 100 processes are connected together. By examining a system 
with only one or two processes it might even be quite difficult to determine 
that this behavior is possible. Nevertheless, one has the feeling that in many 
cases this kind of intuitive reasoning does lead to correct results. The 
question that we address in this paper is whether it is possible to provide a 
solid theoretical basis that will prevent fallacious conclusions in arguments 
of this type. 
In addition to providing a firm basis for a common type of informal 
reasoning, our results are crucial for the success of automatic verification 
methods that involve temporal logic model checking (Clarke, Emerson, and 
Sistla, 1986; Lichtenstein and Pnueli, 1985; Quielle and Sifakis, 1981; Sistla 
and Clarke, 1986). These techniques check that a finite-state concurrent 
system satisfies a temporal logic formula by searching all possible paths in 
the global state graph determined by the concurrent system. They have 
been used successfully to find subtle errors in tricky self-timed circuits 
--errors that were apparently unknown to the designers of the circuits 
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Browne et al., 1986; Dill and Clarke, 1986). Although model checking is 
linear in the size of the global state graph, the number of states in the 
graph may be exponential in the number of processes. We call this problem 
the state explosion phenomenon. By using the results of this paper, model 
checking may become feasible for networks with large numbers of identical 
processes, thus extending the usefulness of this verification method 
considerably. 
The logic that we use for specification is based on computation trees and 
is called indexed CTL*, or ICTL*. It includes all of CTL* (Clarke et al., 
1986; Emerson and Halpern, 1983) with the exception of the nexttime 
operator and can, therefore, handle both linear and branching time proper- 
ties with equal facility. Typical operators include AGf, which will hold in a 
state provided that f holds globally along all possible computation paths 
starting from that state, and AFf, which will hold in a state provided that 
f eventually holds along all computation paths. In addition, our logic 
permits formulas of the form Ai f (i) and Vi f (i), where f(i) is a formula of 
our logic. The subformula f(i) is called a generic formula; all of the atomic 
propositions that appear within it must be subscripted by i. A formula of 
our logic is said to be closed if all indexed propositions are within the scope 
of either a Ai or Vi. 
A model for our logic is a labeled state transition graph or Kripke struc- 
ture that represents the possible global state transitions of some finite-state 
concurrent system. For a family of N identical processes this state graph 
may be obtained as a composition of the state graphs of the individual 
processes. Instances of the same atomic proposition in different processes 
are distinguished by using the number of the process as a subscript; thus, 
A5 represents the instance of atomic proposition A associated with 
process 5. 
Since a closed formula of our logic cannot contain any atomic 
propositions with constant index values, it is impossible to refer to a 
specific process by writing such a formula. Hence, changing the number of 
processes in a family of identical processes should not affect the truth of a 
formula in our logic. We make this intuitive idea precise by introducing a 
new notion of bisimulation (Milner, 1979) between two Kripke structures 
with the same set of indexed propositions but different sets of index values. 
We then show that if two structures correspond in this manner, a closed 
formula of indexed CTL* will be true in the initial state of one if and only 
if it is true in the initial state of the other. 
We illustrate these ideas by considering a distributed mutual exclusion 
algorithm like the one mentioned above. We assume that the atomic 
proposition ci is true when the ith process is in its critical region, and that 
the atomic proposition di is true when the ith process is delayed waiting to 
enter its critical region. A typical requirement for such a system is that a 
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process waiting to enter its critical region will eventually enter the critical 
region. This condition is easily expressed in our logic by the formula 
In this case, to establish the bisimulation between networks with dif- 
ferent numbers of processes it is sufficient to prove that some simple safety 
properties hold regardless of the size of the network. By using our results it 
is then possible to show that exactly the same formulas of our logic hold in 
the network with 1000 processes, as hold in the network with two 
processes!.Thus, we can use the temporal logic model checking algorithm 
to verify automatically that the above formula holds in the network of size 
two and conclude that it also holds in the network of size 1000. Although 
this example is quite simple, it should suggest many potential applications 
for the results of our paper. 
Brookes and Rounds (1983), Hennessy and Milner (1980), and Graf and 
Sifakis (1985) have all investigated the relationship between temporal logic 
and various notions of bisimulation among concurrent programs. 
However, none of the logics in their papers have operators that permit 
assertions about large numbers of similar processes; consequently, their 
results are not directly useful in solving the problem that we address in this 
paper. Kurshan (1985) has studied the state explosion problem in the con- 
text of an automatic protocol verification system being developed at Bell 
Labs. In his system, protocols are verified by showing inclusion between 
two finite-state machines, one representing the protocol under study and 
one representing its specification. The state explosion problem is handled 
by using a homomorphism to collapse a large state machine into a much 
smaller one while preserving those properties that are important for 
verification. Since Kurshan does not use temporal logic formulas for 
specification, he has no analog of our indexed formulas or of our 
correspondence theorem. In Reif and Sistla (1985) a logic is described that 
has spatial as well as temporal operators. The spatial operators can range 
over the processes in a concurrent program and express properties similar 
to those expressed by our indexed formulas. However, they do not provide 
a way of collapsing large machines into smaller ones, and even the 
propositional version of their logic is undecidable. Wolper (1986) also con- 
siders a similar logic for reasoning about programs that are data-indepen- 
dent; however, his indexed variables range over data elements, while ours 
range over processes. Also, there is no notion of correspondence between 
structures in his work. Some limitations on the type of reasoning that we 
propose are discussed in Apt and Kozen (1986). 
Our paper is organized as follows: In Section 2 we introduce the basic 
643/81/l-2 
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temporal logic CTL*. In Section 3 we state the notion of correspondence 
or bisimulation that we use between two finite-state machines. We also 
prove that this notion of bisimulation preserves the truth of CTL* 
formulas. In Section 4 we extend CTL* to include formulas of the form 
AiS and Vjf(i) as explained above. We also extend our notion of 
correspondence and show that corresponding structures satisfy the same 
indexed CTL* formulas. Section 5 illustrates how the ideas in this paper 
can be applied to a concrete example, the distributed mutual exclusion 
algorithm discussed earlier. The paper ends in Section 6 with some 
suggestions for possible extensions. 
2. THE LOGIC CTL* 
There are two types of formulas in CTL*: state formulas (which are true 
in a specific state) and path formulas (which are true along a specific path). 
Let AP be the set of atomic proposition names. A state formula is either: 
l A, ifAoAP. 
l If f and g are state formulas, then if and f v g are state formulas. 
l If f is a path formula, then E(f) is a state formula. 
A path formula is either: 
l A state formula. 
l If f and g are path formulas, then if, f v g, and f Ug are path 
formulas. 
Unless otherwise stated, we will refer to the set of state formulas 
generated by the above rules as CTL*. 
We define the semantics of CTL* with respect to a structure 
M= (S,R,L,s,), where 
l S is a set of states. 
l R c S x S is the transition relation, which must be total. We write 
s1 + s2 to indicate that (si, s2) E R. 
l L:S+2AP is the proposition labeling. 
l s,, is the initial state. 
We define a path in M to be a sequence of states, n = sO, sr, . . . such that 
for every i 2 0, si + si + , . rci will denote the suffix of K starting at si. We will 
sometimes refer to a prefix of a path as a path as well. 
We use the standard notation to indicate that a state formula f holds in 
a structure: M, s k f means that f holds at state s in structure M. 
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Similarly, if f is a path formula, M, 71 k f means that f holds along path 7c 
in structure M. The relation k is defined inductively as follows (assuming 
that fi and f2 are state formulas and g, and g, are path formulas): 
1. s l= AoAEL(s). 
2. A- I= lf10s F-t-1. 
3. ~Hbf2-G=flor~~f2. 
4. s /= E( g,) o there exists a path ?I starting with s such that rc + g,. 
5. n + fi o s + fi, where s is the first state of n. 
6. 71 t= lEtl-=~ t+ g1. 
7. n k gl v g2*n I= gl or 71 k g2. 
8. TC l= g,Ug, o there exists k 2 0 such that rrk k g, and for all 
O< j<k, rci b g,. 
We will also use the following abbreviations in writing CTL* formulas: 
l j-r\ g=-l(1fv 18) l Ff z true Uf 
. A(f) f 1 E( lf) l GfslFlf: 
We have omitted the nexttime operator, since it can be used to count the 
number of processes. For example, consider a ring of processes that pass 
around a token. If t, is true when process 1 has the token, then using the 
nexttime operator X, 
AG(t, =a (XXXt,)) 
says that whenever process 1 gets the token it will receive it again in 
exactly three steps. This is only true if the ring has exactly three processes. 
3. CORRESPONDENCE OF STRUCTURES 
We want to be able to define a correspondence (or bisimulation) 
between two structures, M = (S, R, L, s,,) and M’ = (s’, R’, L’, sb) such 
that if the structures correspond, then one structure satisfies a CTL* for- 
mula if and only if the other satisfies it as well. There may be a portion of a 
path along which several consecutive states are all labeled by the same set 
of propositions. We will call such a sequence of states a block. Since CTL* 
has no nexttime operator, it is impossible to differentiate between a single 
state and a block with the same labeling as the state. However, when we 
correspond a state with a block, we must insure that the block is finite. 
Therefore, we define a finite correspondence relation, E G S x S’ x N which 
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is total for both S and S’. Intuitively, (s, s’, k) is in E if state s behaves 
like state s’ and k is an upper bound on the size of the block that will 
correspond to s’ (or s). We will call k the degree of the correspondence. 
We will write sEks’ to denote (s, s’, k) E E. Also, we will say that two 
structures, M and M’, correspond if there is a correspondence relation E 
between the two structures. Formally, E is a correspondence relation if the 
following conditions are satisfied: 
1. sOEksb for some k E N. (The initial states should behave similarly.) 
2. For every SE S and s’ E s’ such that sEks’: 
a. For every A E AP, s k A OS’ t= A. (The proposition labelings 
are the same.) 
b. 3s; [s’ -+ s; A sE”s;] v Vs, [s + s1 =a (sl E”s’ v 3s; [s’ -+ s; A 
slE”s;])], where O<v<k and ~30. 
c. %,[s + s1 A s1 E”s’] v Vs; [s’ + s; =s (SE?; v 3s, [s 4 s1 A 
slE”‘s;])], where O<u<k and ~20. 
We will write SES’ to indicate that there exists a k such that (s, s’, k) E E. 
Furthermore, if B and B’ are sequences of states, we will write BEB’ to 
indicate that every state in B corresponds to every state in B’. 
We will say that two states exactly march if for every successor of one 
state, there is a corresponding successor of the other and vice versa. The 
above definition ensures an exact match between two states if they corre- 
spond with degree 0. If two corresponding states do not exactly match, 
then the degree of the correspondence sets an upper bound on the total 
number of transitions that can be made from each state until an exact 
match is reached. It is easy to prove that the minimal degree of correspon- 
dence is equal to the minimal number of transitions until an exact match is 
reached. Since we never have to make a transition to the same state twice, 
the minimal number of transitions from each state must be bounded by the 
- 
FIG. 3.1. An illustration of corresponding structures. 
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number of states in the machine. Therefore, the minimal degree of 
correspondence is bounded by the number of states in the machine as well. 
For example in Fig. 3.1, state s1 exactly matches state s;“, so these states 
can correspond with degree 0. State s; can reach an exact match with s1 
within 2 transitions, so these two states can correspond with degree 2. Note 
that the definition of a correspondence relation is not constructive. The 
above definition can be used to determine if a given relation E is a 
correspondence relation. However, in its present form the definition cannot 
be used as the basis for an algorithm to determine if two structures 
correspond. An algorithm for determining correspondence between 
structures can be found in (Browne et al., 1987). 
We use this intuition to prove the following lemma: 
LEMMA 1. Let M and M’ be two structures that correspond. Then, for 
every (s, s’) E E and for euery path 71 in M that starts in s, there is a path 7~’ 
in M’ that starts in s’, a partition of 7~ (B, B,, . ..). and a partition of 
x’(B; B;, . ..) such that for all j, B,EB,! and both 1 Bj( and 1 B,!l are at least 1 
and at most ISI + IS’I. 
Moreover, for every path 71’ in M’, there is a path 7c in M and partitions of 
both paths that satisfy similar conditions. 
Proof First, we will prove this for finite paths by induction on the 
length of n. First, note that if we consider M and M’ to be one structure, it 
is easy to see that the minimal degree of correspondence between any two 
states must be bounded by ISI + Is’/. 
Base. rc is of length 1, so rc =s. Let B, = (s), rr’=s’, and B; = (s’). 
Induction. Let 7c = s,sz, . . . . s,. By the inductive hypothesis, there is a 
partition of K, B, B2, . . . . B,, a path rc’ in M’, and a partition of x’, 
B; B;, . . . . B; such that B,EBj for 1< j < 1. Now we want to show that if we 
lengthen rc by adding some s, + , such that s, + s, + , , the lemma still holds. 
Since s, is the last state of rr, it must be in the last block B,, so there 
must be a k such that s, E“ last(B;). We will prove by induction on k that it 
is possible to extend n’ as required. 
The basis for the second induction is s,E” last(B;). By the definition of 
E”, there exists a s; such that last(B;) + s; A s, + 1 E”s’, for some w  2 0. We. 
can extend the partitions of 7~ and rc’ by defining BI, 1 = (s,+ 1 ) and 
&+I= (s;). Therefore, the basis case is true. 
For the inductive step, the definition of E has three cases: 
1. Els;[last(B,) + s; A s,+ 1 E”s; ] for some w  5 0. This case is the same 
as the base case. 
2. 3s; [last(B;) + s; A s, E”s;] for some 0 d v < k, but not case 1. If 
I B,I # 1, we can remove the last state, s, from B,. Let E, be B, with s, 
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removed, BI+ I = (s,), and Bj,, = (s;). On the other hand, if lB,I = 1, we 
can simply add s; to B;. In both cases, since the degree of correspondence 
between s, and s; is less than k, by the inductive hypothesis, we can extend 
rc’ appropriately. Furthermore, since the minimal degree of correspondence 
between first(B,) and first(B;) must be bounded by ISI + IS’1 and the 
degree of correspondence decreases as we add states to B;, we will put at 
most ISI + IS’1 states into B; in this step. 
3. Sn+l E” last(B;) for some 0 < v <k, but not case 1. To begin with, if 
I B;I # 1, we can remove the last element of B; and put it into a new block 
of the partition. Let & be B; without the last element, B;, I = (last(B;)), 
and B,+,= (s,+, ). These partitions satisfy the lemma. On the other hand, 
if I B;I = 1, we can simply add s, + I to B,. Furthermore, since the minimal 
degree of correspondence between first(B,) and first(B;) must be bounded 
by ISI + ISI and the degree of correspondence decreases as we add states 
to B,, we will put at most ISI + IS states into B, in this step. Therefore, 
the lemma holds for this case. 
Now that we have proven the lemma for finite paths, we will show that if 
an infinite path does not have a corresponding infinite path, then there 
must be a finite prefix of the path that does not have a corresponding path. 
The argument uses J&rig’s lemma. In order to apply this lemma, we con- 
struct a tree in which each node is labeled with a state from s’. K’ will be a 
path through the tree if and only if rc’ is a path through M’ and there is a 
prefix of rr (perhaps consisting of the entire path) and partitions of both 
paths that satisfy the conditions of the lemma. Note that this tree is finitely 
branching since M’ has only a finite number of states. Furthermore, there 
can be no infinite path through the tree. If there were, the correspondence 
to a prefix of rc must consist of an infinite number of blocks, since each 
block must be finite, so the prefix of rt must be infinite as well. The only 
infinite prefix of rr is the entire path, which contradicts our assumption. By 
Konig’s lemma, the tree must have an finite number of nodes, and therefore 
a finite height m. Now consider the prefix of 7c of length m x ((SI + IS’/) + 1. 
Since the size of each block is bounded by ISI + IS’\, any corresponding 
path in M’ must have at least m + 1 blocks, But since the longest path 
through the tree has only m states, there can be at most m blocks. 
Therefore, we conclude that this finite prefix has no corresponding path. 
Since we have already proven the lemma for finite paths, we can 
conclude that it holds for infinite paths as well. 
Given 7~’ in M’, we can use the same argument to show the existence of 71 
in M and the corresponding partitions. Therefore, the lemma holds. 
We now prove the CTL* correspondence theorem. 
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THEOREM 2. Let M, and Mz be two structures that correspond. Then for 
all hECTL*, M,,sh k hoM,,si t= h. 
This theorem is a consequence of the following lemma: 
LEMMA 3. Let M, and M, be two structures that correspond. Let h be 
either a state formula or a path formula. Let 71 be a path in M, starting with 
s and 71’ be a path in M2 starting with s’. If there is a partition of x(B, B,, . ..) 
and a partition of n’(B’,B;, . ...) such that all of the blocks are finite and 
Bj E B; for all j, then 
s k h o s’ + h, tfh is a state formula, and 
n k ho 71’ k h, tf h is a path formula. 
Proof Since s E B, and s’ E B; , sEs’. We will now prove the lemma by 
induction on the structure of h. 
Base. h = A. By the definition of E, s k A o s’ k A. 
Induction. There are several cases: 
1. h = 1 h, , a state formula, 
skhoskh, 
OS’ k h, (induction hypothesis) 
OS’ k h. 
The same reasoning holds if h is a path formula. 
2. h = h, v h,, a state formula. Without loss of generality, 
s+hoskh,orskhh, 
*Sk=, 
OS’ k h, (induction hypothesis) 
as’ + h. 
The argument is the same in the other direction. We can also use 
this argument if h is a path formula. 
3. h = E(h,), a state formula. Suppose that s b h. Then there is a path, 
zI =ssIsz,... starting with s such that z1 /== h,. By Lemma 1, there is an 
partition of this path, B, B, ,..., and a path rr; in M, with a partition, 
B; B;, . . . such that the blocks of both partitions are finite and BjEB; for all 
j> 1. So by the induction hypothesis, rrr k h, on; + h, on; + h,. 
Therefore, s b E(h, ) as + E(h,). We can use the same argument in the 
other direction, so the lemma holds. 
22 BROwNE,CLARKE,ANDGRUMBERG 
4. h = h,, where h is a path formula and h,’ is a state formula. 
Although the lengths of h and h, are the same, we can imagine that 
h = path(h,), where path is an operator which converts a state formula into 
a path formula. Therefore, we are simplifying h by dropping this path 
operator. So now, 
Tc+=hoSt=h* 
OS’ + h, (induction hypothesis) 
=a.’ b h. 
The reverse direction is similar. 
5. h =h,Uh,, a path formula. Suppose that ‘II k h,Uh,. By the 
definition of the until operator, there is a k such that 7~~ + h, and for all 
0 < j < k, ni b hl. Suppose that Sk is in block B,. Then, BIBI+ 1, . . . . where 
B, is the part of B, starting with sk, is a partition of nk So BjB;+ 1, . . . is the 
partition of a path in M, such that Bj EB,’ is true for all j > 1. Therefore, by 
the induction hypothesis, 
B;B;+,... t= hZ. 
Now, any state s; before first( B;) on the path 7~’ is in some block B;, j < 1. 
If B,! is the part of Bj starting with sh, then BiB;+ 1 ,... is a partition of x”“. 
Also, BjBj + , , . . . is a partition of a suffix of R such that B, EB:, is true for all 
n > j. Since we know j < Z, we know that this path starts with a state before 
Sk, SO B,B,,, ,... k h, . Therefore, by the induction hypothesis, 7~‘~ k h, for 
any m before first(B;). Therefore 7~’ /= h. 
We can use the same argument in the other direction. 
4. APPLYING CTL* TO NETWORKS OF PROCESSES 
In order to reason about networks of identical processes, we need to be 
able to distinguish between the atomic propositions of the different 
processes. Therefore, we introduce the notion of indexed atomic 
propositions such that Ai is the value of proposition A in process i. Let ZP 
be a set of proposition names which will be indexed by a set of index 
variables, ZV, and let AP be a set of atomic propositions as before. The 
logic indexed CTL* is an extension of CTL*, where 
l Ai is a state formula if A E ZP and i E IV. 
l If f is a state formula that has exactly one free index variable i, then 
Vi f is a state formula. (We will write f(i) to indicate that f has a free 
index variable i.) 
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Indexed CTL* is the set of closed state formulas generated by these rules 
and the rules in Section 2. 
We define the semantics of indexed CTL* with respect to a structure 
M= (AP, IP, Z, S, R, L, so), where 
l AP is the set of atomic formulas. 
l IP is the set of atomic formulas indexed by values from I. 
l I is the set of index values (a subset of N). 
l S is a set of states. 
l R c S x S is the transition relation. 
. L: S + 2AP”(‘Px ‘) is the proposition labeling. We will write Ai 
instead of (A, i). 
l so is the initial state. 
We extend the relation b to deal with indexed CTL* fromulas as well: 
1. s k AC-Ace L(s). 
2. s k Vifiti) * s k fitck 
We will use Aif as an abbreviation for 1 Vi if(i). 
Even without the nexttime operator, this logic is too powerful; by 
nesting the operators Ai and Vi it might still be possible to count the num- 
ber of processes in a concurrent system. Suppose we take as our Kripke 
structure the global state graph for the concurrent program in Fig. 4.1. The 
following formula sets a lower bound on the number of processes: 
Once Bi becomes true, it remains true. Therefore, if Vk Ak is true, we know 
that this k is different from all of the preceding indices mentioned in the 
formula. For this reason, we 
additional restrictions are: 
will use a restricted form of ICTL*. The 
FIG. 4.1. Example to illustrate restrictions on lCTL*. 
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l Vi f is a permissible state formula only if f does not contain any Vj 
operators. 
l g, U g, is a permissible path formula only if neither g, nor g, con- 
tains any V, operators. 
In practice, many of the most interesting properties of networks of identical 
processes can be expressed in the restricted logic. One important property 
that cannot be expressed is that an indexed proposition holds for exact+ 
one index value, since this involves nesting of Ai operators. Nevertheless, 
we can handle such a property within the framework that we have 
developed by means of a slight extension to the language and its semantics. 
We add a special non-indexed atomic formula, Oi Pi to AP for every P in 
ZP. The proposition labeling is then extended as follows: Oi Pi E L(S) if and 
only if there is exactly one c E I such that c E I such that P, E L(s). In the 
remainder of the paper, we will refer to the restricted logic with this 
extension as ICTL* unless otherwise stated. 
We can use the notion of correspondence defined in Section 3 to define 
an indexed correspondence between two structures M and M’ with sets of 
index values I and I’, respectively. Since the restrictions to ICTL* do not 
permit the use of two different indices with an “until” operator, it is 
impossible to refer to the behavior of two different processes along a 
specific path. Thus, the notion of indexed correspondence between struc- 
tures only needs to refer to one index value from each structure at a time. 
Because of this, we will define a set of correspondence relations, E:i, that 
relate the behavior of an index i in I to the behavior of an index i’ in I’. 
Let M be a structure and i be an index value from Z. The reduction of M 
to i (denoted by Ml;) is a structure identical to M except that the new 
proposition labeling L; is defined as 
Li(s) =L(s) A (APuZPx {i}). 
In other words, all of the indexed atomic formulas are omitted except those 
that are indexed by i. 
Now, we say that two structures, M and M’ with the same set of 
indexed and nonindexed atomic formulas, (i, i’)-correspond if and only if 
M 1 i E M’ 1 iS. We will write this as M Eir M’. 
We can prove an analogous result to Lemma 1 for (i, i’)-corresponding 
structures, where the correspondence between states is now an (i, i’)- 
correspondence. Using this result, we can prove the following lemma 
concerning unquantified formulas: 
LEMMA 4. Let M and M’ be two structures that (i, i’)-correspond. Let 
h(i) be an indexed CTL* formula without any Ai operators and with one free 
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index variable. Let x be a path in M starting with s and 71’ be a path in M’ 
starting with s’. Zf there is a partition of z(B, B2, . ..) and a partition of 
n’(B; B;,...) such that all of the blocks are finite and BjEi, Bi for all j then 
s k h(i) o s’ + h(i’), if h is a state formula, and 
n: k h(i) o 7~’ b h(i’), if h is a path formula. 
The proof follows the same lines as the proof of the CTL* correspon- 
dence theorem except that there is an extra base case for indexed atomic 
propositions. By the definition of (i, i’)-correspondence, s i= Ai o s’ t= A, 
is immediate. 
Using this lemma, we can prove the major result of this paper, the 
ZCTL* correspondence theorem : 
THEOREM 5. Let M and M’ be two structures and IN be a relation over 
Z x I’ that is total for both Z and I’. Zff or every (i, i’) E ZN, the two structures 
(i, i’)-correspond, then M, sO k h o M’, sb + h for every ZCTL* formula h. 
Proof: We prove this theorem by induction on the structure of h. The 
only interesting case is the base case, when h = Vi h I(i). If s,, k Vi h,(i), 
then there is some i, such that sO k h,(i,). Since IN is total, there is an ib 
such that (i,, ib) E IN. Therefore, since M and M’-correspond, Lemma 4 
gives sb b h,( ib). Therefore, &, k Vi h,(i). The reverse argument is similar. 
The other base case, h = A E AP, is straightforward. 
The proof of the remaining cases (1 h, and h, v h2) are straightforward. 
Therefore, the ICTL* correspondence theorem is true. 
5. DISTRIBUTED MUTUAL EXCLUSION EXAMPLE 
In this section we illustrate how our ideas might be applied to the 
distributed mutual exclusion example mentioned in the introduction. We 
assume that r processes are arranged in a ring. Each process Pi is always in 
one of three states: A neutral state (denoted by n,), a delay state (denoted 
by di), or a critical state (denoted by ci). Exactly one process will have the 
token at any given time; if process i has the token this will be denoted by 
ti. The global state graph for the case of two processes is shown in Fig. 5.1. 
In the case of r > 2 processes, there may be more than one delayed process. 
Whenever this occurs, the process Pi with the token should eventually give 
the token to the closest neighbor to its left that is in a delay state; we 
denote the closest neighbor to the left by cln(i).’ We next define the state 
1 It is assumed that the token will be transferred through consecutive processes from P, to 
P cln,rj, however the exact mechanism of this transfer will not be explicitly represented in our 
model at this level of abstraction. Thus, the transfer of the token only requires one global 
transition. 
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FIG. 5.1. Two-process mutual exclusion example. 
transition graph in the case of r processes: G, = (AP, IP, I,, S,, R,, L,, s;), 
where 
l AP=% 
l IP={d,c,n,t} 
l I, = { 1, . . . . r} 
l S,=(sJs=(D,N,T,C,O)},whereeachofD,N,T,C,andOisa 
subset of Z,. We will refer to these subsets as the parts of state s. Intuitively, 
iED means that process i is in its delay state. Similarly, iE N means that Pi 
is in its neutral state without the token, in T means that Pi is in its neutral 
state with the token, and iE C means that Pi is in its critical state with the 
token. Finally, ie 0 means that none of the above conditions hold. 
l R,= {(s,sl)Is= (D, N, T, C, 0) A sI = (D,, N,, T1, C,, 0,) 
A [3i[i~N~ D,=Du {i} A N,=N-{i} A T,=TA C,=C] 
v3i3j[i~DAjETuCAi=Cln(j) 
D1=D-(i) A N,=Nu{j} 
T,=T-(j} A C,=C- {j}u {i}] 
v~~[~ETAD,=DAN,=NAT~=T-{(~}AC~=CU(~)] 
v3i[i~cAD=%r\D,=Dr\N,=N 
T, = Tu (i> A C, = C- fi>]]>. 
In the first transition some process moves from its neutral state to its delay 
state. In the second transition a token is transferred from a process P, to a 
process P,, where i = cln(j). In the third transition a process with a token 
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moves from its neutral state to its critical state. In the last transition a 
process with a token moves from its critical state to its neutral state; since 
no other process wants to token, it remains with the same process. 
’ L~(~)~{d~~iED}U{~~(iEN}U{~~~t~~iET}U{C~~t~~iEC} 
l s;= (0, (2, . . . . r>, {l}, 0, 0). 
Ultimately, we want to establish a correspondence between the mutual 
exclusion program with r processes and the program with 2 processes. (It is 
impossible to establish a correspondence between the r process version and 
the one process since no process can enter its delay state in the one process 
version.) In order to prove the correctness of the correspondence, we must 
show that certain simple invariants hold in our mutual exclusion program: 
1. D, N, T, and C form a partiton of I,, i.e., they are disjoint and 0 is 
always empty. 
2. Once a process has requested the token, it continues to request it 
until the token is received, 
A AG($* lE[diU ldi A 1 ti]). 
3. There is exactly one process with the token at any time, AGOi ti. 
To establish these invariants, it is sufficient to show that they hold 
initially in s;, and every transition in R, preserves them. In this case, the 
proofs are trivial, so we omit them. 
The state transition graph given above is not a Kripke structure since 
some states may not have any transitions (i.e., the state where all processes 
are delayed and no process has the token). However, if we restrict G, to be 
defined over the set of states reachable from s;, we do obtain a Kripke 
structure which we denote by M,. Since we have shown that every 
reachable state has a process with the token, this process can always make 
the transition to and from its critical section; therefore R, is total. 
In order to define the bisimulation between M, and M,, we must first 
define the relation IN s I2 x Z, that determines the correspondence between 
index values in the two structures: 
ZN={l, l}u{(2,i)liEZ,-{l}}. 
Next, we must define the correspondence between states Eif c S2 x S, x N 
for every (i, i’) E IN: 
1. Two states, s in M, and s’ in M,, (i, if)-correspond if i is in the 
same part of s as i’ is in s’ and if icC then D=@c.D’=@. 
2. Let an i-idle transition be a transition which does not have any 
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effect on i, i.e., i belongs to the same part of the state before and after the 
transition and if ie C and D is empty, then D remains empty. We define the 
rank ofs, r(s, i), to be the maximal number of consecutive i-idle transitions 
possible from s, if this number is finite. Otherwise, the rank of s is 0. The 
degree of the correspondence between s and s’ is defined to be 
r(s, i) + r(s), i’). 
In the Appendix, we show that E satisfies the requirements of a 
correspondence relation. Once we have established this, we can use the 
CTL model checking algorithm (Clarke, Emerson, Sistla, 1986) to establish 
the following properties: 
1. A token is transferred only upon request: 
1 v EF(ldi A lti A EC-id, A ~t~UtJ)e 
2. Only the process with a token may get into its critical state: 
A AG(c; * ti). 
3. If a process requests the token, then it will eventually receive it: 
A AG(d,*A[diUti]), 
4. Every process that wants to enter its critical state, eventually does: 
/j AG(d, z-t- AFci). 
6. DIRECTIONS FOR FUTURE RESEARCH 
The notion of bisimulation introduced in Section 4 currently requires 
some representation for the global states of a product machine. When the 
individual processes in such a product are more complicated than the ones 
in the ring network example of Section 5, it may be difficult to find such a 
representation. Perhaps, an appropriate notion of bisimulation can be 
found that applies directly to the individual processes rather than to the 
global state graph. More work clearly needs to be done on this problem. 
Another problem concerns the restriction on nesting of Ais and Vis given 
in Section 4. We showed how nesting of these operators could be used to 
count the number of processes in a concurrent program, so some restric- 
tion is clearly necessary. We conjecture that with formulas having at most 
k operators of this type, it is impossible to distinguish between programs 
that have more than k processes. In other words, if f is a formula with k 
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levels of Ai and Vi operators and M, is a Kripke structure obtained as a 
product of n identical processes, then f will hold in M, for n > k if and only 
if f holds in Mk. It is easy to prove this result when the product of the 
individual processes is a free product, i.e., when there is no synchronization 
between the individual processes. When the processes are synchronized the 
conjecture seems much more difficult to prove, however. 
APPENDIX: PROOF OF THE CORRESPONDENCE IN SECTION 5 
We assume that the relation E and the rank of a state, T(S, i) are defined 
as in Section 5. Note that the only case in which the number of consecutive 
i-idle transitions from s is infinite is when s k ni. Also note that if sI is 
reachable from s by pursuing i-idle transitions only and if T(S, i) # 0, then 
r(sl, i) < r(s, i). 
First, we show how to compute T(S, i). There are a number of cases, 
depending on which part of the state i is in: 
1. i E N. In this case, there are an infinite number of consecutive i-idle 
transitions starting from s, so T(S, i) = 0. 
2. ie D. Let process j be the one with the token. There are four 
sources of i-idle transitions in this case: 
a. Processes that are initially neutral may be come delayed. (INI 
transitions.) 
b. The process with the token may enter its critical section. (I TI 
transitions.) 
c. The token may be transferred to a delayed process between j and 
i. ((j - i) mod n - 1 transitions.) 
d. The processes that gave up the token in the previous step may 
become delayed. ((j- i) mod n - 1 transitions.) 
Therefore, T(S, i) = INI + I TI + 2(j - i) mod n - 2. 
3. iE T. The only i-idle transitions are neutral processes becoming 
delayed. So T(S, i) = INI. 
4. i E C and D = @. Since all transitions either move i into a different 
part of the state or add processes to D, r(s, i) = 0. 
5. i E C and D # 0. The only i-idle transitions are neutral processes 
becoming delayed. Therefore, T(S, i) = INI. 
Now, we must check that E is a correspondence relation. 
Clause (1). Because all of the processes are neutral in the initial states 
30 BROWNE, CLARKE, AND GRUMBERG 
of M, and M,, these states correspond for every (i, i’) E ZN, with a degree 
k = r(sh, i) + r(si, i’). 
Clause (2a). Immediately from the definition of Eii,, for every two 
states s, s’ that (i, if)-correspond with any degree, s k Ajo s’ k Ai, for 
every A E ZP. 
Clause (2b). Assume sE$s’, where k = r(s, i) + r(s’, i’). There are five 
cases, one for each of the clauses in the definition of r(s, i). We check the 
first two cases; the others are similar. 
1. ic N and i’ E N’. From above, r(s, i) = r(s), i’) = 0, so k = 0. From s, 
two kinds of transitions are possible: 
a. Process ii can become delayed in state s1 . Since i’ E N, process i’ 
can also become delayed in some state s;. These two next states 
are E;, related, since i E D, and i’ E 0;. 
b. Some process can make an i-idle transition to state si. In this 
case, some process in M, can also make an i’-idle transition to 
s;. Since i and i’ are still in the same part, these two next states 
are E$ related. 
Since every transition from s has a corresponding transition from s’, Clause 
(2b) holds in this case. 
2. i E D and i’ E D’. There are three cases: 
a. Some process can make an i-idle transition to a state si. Since 
ie D, si Eyi,s’ for u = r(s,, i) + r(s’, i’). r(s, i) measures the 
maximum possible number of i-idle transitions from s. Because 
an i-idle transition from s has been made, r(sl, i) < r(s, i) so 
u < k, so Clause (2b) holds. 
b. Process i receives the token from process j and process i’ can 
receive the token from process j’. After these transitions, both i 
and i’ are in C, so the successor states correspond. 
c. Process i receives the token from process j, but process i’ cannot 
receive the token from process j’ (i’#cln(j’)). Thus, there must 
be a delayed process between j’ and i’ which is the closest 
neighbor of j’. Therefore, there is an i’-idle transition in which 
this closest neighbor receives the token. The resulting state, s;, 
corresponds to s with degree v = r(s, i) + r(s;, i’). Since an i/-idle 
transition from s’ has been made, r(s;, i’) < r(s’, i’) so v < k, so 
Clause (2b) holds. 
Clause (2~). Proven similarly to Clause (2b). 
This completes the proof of the bisimulation of M2 and M,. 
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