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Введение 
В современной науке все бблыпее значение приоб­
ретает математическое моделирование, ваченой составной 
частью которого являются методы математической физики. 
Особый интерес представляет изучение сушест 1(знно 
нелинейных задач, возникающих в различных прикладных 
дисциплинах. Этим вопросам посвящено большинство статей 
сборника. В него вошли работы математиков ВЦ при ЛГУ им» 
П.Стучки. выполненные по госбюджетной теме "Исследование 
прикладных краевых задач с существенными нелинейностями 
для обыкновенных дифференциальных уравнений", включенной 
в целевую комплексную программу АН СССР "Математическое 
моделирование", а также работы наших научных коллег из 
других научных учреждений, выполненные по близкой тема­
тике. 
Я статьях сборника изучаются фундаментальные вопросы 
разрешимости краевых задач для общих уравнений второго по­
рядка и систем таких уравнений, в том числе и для уравне­
ний с несуммируемой особенностью. Рассматривается связь 
этих задач с задачами вариационного исчисления. Часть по­
лученных результатов относится к краевым задачам для диф­
ференциального уравнения третьего порядка, являющегося 
одним из обобщений хорошо известного уравнения Фолкнера^ 
Скена. 
Ряд статей посвящен изучению прикладных задач, воз­
никающих, в частности, в гидродинамике, акустике, в диаг­
ностике полупроводников. При этом в отдельных случаях 
предлагается методика и результаты их численных решений. 
Полученные результаты являются новыми и вносят су­
щественный вклад в качественную теорию нелинейных крае­
вых задач математической физики. 
{ 
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ОБ ОДНОЙ НЕЛИНЕЙНОЙ КРАЕВОЙ ЗАДАЧЕ В 
НЕКЛАССИЧЕСКОЙ ПОСТАНОВКЕ 
Имеется ряд прикладных задач / на конечном, бесконеч­
ном» нефиксированном интервалах Д которые могут быть от­
несены к краевой задаче вида 
Р(х)^ О 
хр(1)>0(<0) 
г д е / , * * / ? " ; АеЯ*; Г:С(С*^];Рп)-»ЯП; 
В «ой постановке! в которой рассматривается задача 
( I ) » ее решение следует понимать как ос*х(Ё> А) 
Для конкретности будем считать, что функционал Р(^) 
имеет вид 
( I ) 
г* » в: С (и,^ 7; Кп) — К"'! 
/^определим задачу ( 1 ) - ( 2 ) следующим образом-
6(х) = О, хр (сС) = Х р , 
хр(Ь>0(<0) $&~&фЦ 
и под ремням задачи ( 3 ) - ( 4 ) будем понимать пару 
а = {^)е.СпСар,хр1п&^1ар,хр[} , 
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с/г 
(с= 4,П ; 2а[ар, ЭСр]). 
Кроме того, рассмотрим некоторое невырожденное отоб­
ражение и - (ип...,ип) между множествами 5 и 0. г 
(6) 
Л е м м а . Ддя того чтобы преобразование (6 ) при­
водило дифференциальное уравнение (3) к уравнению (б ) , необ­
ходимо и достаточно9 чтобы оно удовлетворяло следующей 
системе уравнений г 
(т=7Тп ; т*р) 
(7) 
где ]ар9хрЫЫг=$ар+(1~х)хр , . 
Рассмотрим на множестве 0. систему дифференциальных 
уравнений 
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Доказательство леммы можно непосредственно получить 
путем установления связи уравнения (5 ) и уравнения (3 ) о 
помощью отображения ( 6 ) . 
Система уравнений (7 ) - это аналог обобщенного урав­
нения Крылова-Боголюбова в нелинейной механике [11 • 
При заданной функции И Л ) система (7 ) - это 
система квазилинейных дифференциальных уравнений в част­
ных производных относительно и(2,'~р) « 6 этом случае ось 
равданно вести речь о ее приближенном решении» а следова­
тельно, о приближенном решении задачи Ш - ( 2 ) . 
При заданном отображении и = ц(г,<р) система (7 ) -
это система линейных алгебраических уравнений относительно 
^(м^А) а = 7^л). 
Итак, задача ( 3 ) - ( 4 ) приведена к следующей краевой 
задаче: 
(8) 61 ос Сер)] = о, ир(хр>(р)=сс, 
Преобразование задачи ( 3 ) - ( 4 ) к задаче (6 ) оправдано, 
в первую очередь, тем, что от задачи на бесконечном или 
нефиксированном отрезке приходим к задаче на заданном ко­
нечном интервале. Приведенный ниже пример прикладной зада­
чи показывает, что такое преобразование может быть полез­
ный и для задач на заданном конечном отрезке. Имеются и 
другие соображения, связанные, например, с возможным раз­
рывом функции ^(ё,х,Л) по хр [2]. 
Рассмотрим теперь краевую задачу: 
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Х П "У/? ( ^9 Щ 9 * ' * 9 Х П 9 Л / 9 * 9 А М ) 
х'р(Ь> О ( < 0 ) (*С<?^; Ыр**#), 
где Кчтъп 9р<=. N % - о о < ^ < у з^1юо | 
( ^ = / 7 * ; 5 € { / 7 ^ } ; 
Дополним задачу (9 ) условием 
зсе(^)=ае (?= /Г*) . (Ю) 
и будем рассматривать задачу ( 9 ) - ( Ю ) . 
Рассмотрим между множествами 5 и 0 , соответствующи­
ми задаче ( 9 ) - ( 1 0 ) , отображение 
хгЦ(г))= иг(<рг(г)), 1(2) = ^ г*;, 
( I I ) 
1=хр({) , Г= Т,п ; ГФр , 
где Ц , ( . ) - строго монотонные на Я1 функции. 
Отображение ( I I ) приводит задачу ( 9 ) - ( Ю ) к следую­
щей! .. 
4>1(хр)=и:х± и = 7^; СФр) (12) 
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4>1(ар)=и;,ае 
Отображения иг(г, 4>г) и функции кг(г,(/>,Л) свя-
еаны системой уравнений ( 7 ) : 
Исследуем задачу (12 ) , следуя схеме З.В.Сеидова Гз] . 
Положим 
1/У>//= шах тах 
Ли, 
(г= 1,П ; >"*р) 
•р (13) 
- 10 -
что выполнены следующие условия: 
1) непрерывные по совокупности переменных функции 
&й(*,ЩЛ) (Ы 7^п) действуют из Сз:р,ар]* Щ * Щ 
в % • где У,:11Ч>-У°Ы Г , (Ч>94>°*= Ю • 
Ч2 : //Л-Л°Л^т/, (Л,А° € / ? ) и ограничены, т . е . при 
• 2.€-Ссср,ар] , ^ е ^ , Л€=1^ 
кроме того, они удовлетворяют условию Липшица, т . е . при 
где ' ар 
2) существует такое и > 0 , что для любой функции 
</>е V) и для Л', Л 2 е У 2 
где $0+%)< 1 
3) для каждой функции у е ^ существует такой еяе-
мент /\<= Уг • что 
• а* о о 
- I I -
Тогда справедливо следующее утверждение. 
Т е о р е м а I . Дусть выполнены условия I ) - 3 ) . 
Тогда существует единственное решение задачи ( 9 ) - ( 10 ) , ко­
торое ыожет быть получено методом последовательных прибли­
жений. 
Прежде всего непосредственная проверка показывает, 
что задача (9 ) - (10) топологически эквивалентна задаче (12)« 
(Два операторные уравнения (в частности, краевые задачи) 
топологически эквивалентны, если они эквивалентны, и меж­
ду областями их определения установлен гомеоморфизм) * 
Доказательство же существования единственного решения 
задачи (12 ) , если выполнены условия I ) - 3 ) , следует из 
работы Гз ] . 
Последовательные приближения решения задачи ( 9 ) - (Ю) 
получаем по схеме 
х*(г) = иг(ч>*(г)) (г» Ш ; г*р) 
(5*0.1,1,..) , 
где 
3+4, • _/ <:'х;+/Ь(ЫЫл3)& 
5+4, , .1 
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Ч>^(2)^оС^ Нр((э9^).Л3Ус/б (6=0,1,2,...) 
При исследовании задач вида ( I ) может быть эффек­
тивно использована теория положительных решений оператор­
ных уравнений [ 4 ] • 
Примером тому такая задача: 
•Л 
*"=Л^*Г (0<{<1 , Л>0) 
(14) 
о (о<±<0 • 
Задача (14) - это аналог известной задачи Томаса-Фер­
ми из статистической теории атома [Ь] : 
> х(0)=1 , сс(?) = 0 
% (15) 
эс'(11)^ О (0<ЫГ^+<*>), 
вел*1 задача (15) рассматривается на конечном интервале* 
Т= , 
Нам удобнее исследовать задачу ( 1 5 ) . Дополним ее ус­
ловием 
йс'(Г) = а^ 0> (16) 
и будем рассматривать задачу (15) - (16) на нефнконрованном 
отрезке Сй,Т] \ 
Положим х'^-у'^Сзс) , и приведем задачу (15)- (1б) к 
9 Ш * Ш 1 (17) 
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Ищеы положительные решения задачи (17)%и под ее реше-
пониыаеы ( Ц>, Т) . 
Задача (17) эквивалентна интегральному уравнению •. 
Можно проверить, что при любом а^О оператор Г об­
ладает свойствами (терминологию см. в [4] )г 
1) оператор Г монотонен в конусе К неотрицательных 
функций в пространстве С СО,13 { 
2) существует инвариантный для Г отрезок < </>° , 
3) оператор Г вполне непрерывен на Ц>°> \ 
4) оператор Г и с - вогнут в конусе К • 
В силу указанных свойств оператора Г последовательнее 
приближения Г</?5 (&=0,<$2,...) 
двусторонним образом по норме сходятся к единственному в 
конусе решению уравнения (16) . 
В силу топологической эквивалентности уравнения (18) 
задаче (15)- (16) получаем отсюда: 
Т е о р е м а 2 • При каждом а&О задача (15)-(Х6) 
имеет единственное решение (х(2),Т) . где 
(18) 
о 
с/со 
о 
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Решения (ос(т)^) может быть получено с двусторон­
ними приближениями. При этом Т(а) возрастающая функция 
а и Рш 'С(а) = 
С л е д с т в и е . Так как Л — тГ , то при каждом 
а ^ О и задача / 14/ имеет единственное решение 
П р и м е ч а н и е * Имеется достаточное число работ, 
в том числе и последнего времени, посвященных задаче То­
маса-Ферми. Однако нам не известны работы других авторов, 
в которых каким-либо способом получены двусторонние приб­
лижения, сходящиеся к решению задач* (15) при Т= + . 
Такие приближения могут быть получеы? при решении уравне­
ния (18 ) , где а = 0 [в ] . 
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АКТУАЛЬНЫЕ 
УДК 517.927 
А.И.Звягинцев 
ВЦ при ЛГУ им. П. Стучки 
СБ ОДНОЙ КРАЕВОЙ ЗАДАЧЕ, МОШИРУЩЕЙ РЕАКЦИЮ 
ОКИСЛЕНИЯ НА ПОВЕРХНОСТИ КАТАЛИЗАТОРА 
Рассматривается следующая краевая задача Неймана; 
и'4(-П = и'2(-*)= и<(0= »*(О = 0 (3 ) 
с дополнительными условиями 
и<(эс)?о, иг(х)^о, и1(х)^и2ш(х)^1, х<*[-*,1], (4 ) 
где параметры а< , аг ча3 ^ак %Ы1 %с/2 - положительные 
действительные числа, $еО»2}, и с физической точки зрения 
наиболее интересен случай ^ - 2 . 
Сперва исследуем случай, когда решение задачи ( 1 ) 4 4 ) 
включает нулевые функции. 
Т е о р е м а I . Если и^(х)иг(х)^о р т 0 задача ( I ) -
(4 ) имеет только следующие тривиальные решения: 
а) при условии ага3 =0 
и4(х) = иг(х)=о ; 
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б ) при условии а, а* = О 
± ± ± 
Д о к а з а т е л ь с т в о . Если и1(х)^0 , то 
уравнения ( I ) , (2 ) дают 
Отсюда в случае цг (ос) = У необходимо О^^О . В слу­
чае &,= О при получаем линейное уравнение, кото­
рое имеет единственное решение О ^ Ы ) ^ 8 * , удов­
летворяющее условиям ( 3 ) , а при ^ =2 получаем уравнение 
с/ги1^(а^-аг)+ 2агиг-аг . (5 ) 
Это уравнение для а2 линейное и имеет в силу (3 ) 
единственное решение иг(х)^^ . Для ок^а^ решения 
уравнения ( 5 ) , удовлетворяющие условиям ( 3 ) , или равны 
константам /СУЯг-У&ъ)* или при рассмотрении фазовой 
плоскости (и2%и'2) лежат в окрестности центра (0^/(1^-
- 1/Щ ) , О) . Н о величина Щ/(т^-Уа^) или больше еди­
ницы, или отрицательна. Следовательно, из условий (4 ) по­
лучаем только решение ияМ^1/51/(1/51^Уа^)ь 
Если и1(ос)^0 , то уравнения ( I ) , (2 ) дают 
с/,и"=-а1(/-и4)+а3и,, а2(/-и,/= О. 
Отсюда в случае необходимо а3=0 . в случае 
же аг-0 условиям (3 ) удовлетворяет только решение 
и4(ос)'=о^/(а^а3) . Теорема доказана. 
Л е м м а I . Если и,(х) % и2(х), решение задачи 
(1 ) - ( 4 ) и для некоторого се. {/,2} функция и±(х) тож­
дественно равна константе, то и3_1(х) тоже является кон­
стантой. 
Д о к а з а т е л ь с т в о * Пусть и<(х) С л Тог­
да из условия (4 ) О^С^У , и уравнение ( I ) принимает 
вид и'!>=(а,+с)и1+а3с+а,с-а{. 
Решением этого уравнения в силу (3 ) является единственно 
и2(х) = (а<~а,с-а3с)(а,+с)4. 
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Если же и2(х)=С , то уравнение ( I ) 
^{(^с) и"-(а,+а3+с)и, + а,с-а1 
в оилу условий (3 ) имеет единственное решение и,(х) * 
= (а,-а/С)/(а, + а3+с) . Лемма доказана. 
Т е о р е м а 2 . Существует такое действительное чис­
ло оС , что решение задачи ( 1 } - ( 4 ) имеет вид 
Причем для ^^[-^ значение сС единственно, а для 
возможно или одно, или три значения оС • 
Д о к а з а т е л ь с т в о . Если искать решение 
Ц;(эс) , и2(х) задачи ( 1 ) - ( 4 ) в виде констант, то из 
( I ) , (2) получаем систему: 
и,и2 У- а5и1-а1 а-а<-иг) = о, 
и,и2 А щ и(- щ (1-Щ -Щ О. 
Из первого уравнения этой системы получаем выражение 
и 4 = ~ > 
после подстановки которого во второе уравнение имеем при 
и при 4 « 2 
Так как для 4 «1 ,2 
то существует такое Ж&(094) , что Р^М-О . Причем, 
уравнение Ру(и2) — О , являясь уравнением степени 
2 ^ , на интервале (0,1) имеет при ^ = / точно один ко­
рень, а при '^--=2 один или три корня. Полагая и2(эс)^сС , 
и,(ос) - а, (1~еС)(а1*а3 + оС)-* , легко проверя-
ется выполнение условий ( 4 ) . Теорема доказана. 
Пусть о^.уЗ постоянные решения ( 1 ) - ( 4 ) из теоремы 
2, Оделяем замену 
и< (х)=*^+ гГ(ос), иг (х)= оС + ъх(х). 
Так как 0<оС%р 9сС+/Ь<:4 , то при достаточно малых 
гг(ос) у гст(сс) условия ( 4 ) выполняются» Считая &(х) % 
гсг(йс) достаточно малыми функциями, перейдем от ( I ) , ( 2 ) 
к линеаризованной системе. Подучим для / 
+ ('-&) , ;——, г гсГ, 
+ Ж(а* */з +а3р-е(&€1с(а,+р) 
и для / - 2 
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В обоих случаях пришли к системе вида : 
гг*=Атг+Въг, ( 6 ) 
о краевыми условиями 
2г'(-/) = *г'(-/)=гг'0)=ъг'«) = 0. (8 ) 
Ответ о существовании решения задачи ( 6 ) - ( 8 ) дает следую­
щая 
Л е м м а 2. Если существует такое п€.{о,1,2,...} | 
что выполняется одно из равенств 
А+0-1(А-О)*+*ВС Ъ Г ^ ~ , { К ) ) 
то задача ( 6 ) - ( 8 ) имеет бесконечное множество реиеннй. В 
противном случае задача ( 6 ) - ( 8 ) имеет единотвенно триви­
альное решение. 
Д о к а з а т е л ь с т в о . Общее решение системы 
( 6 ) » (7 ) имеет вид: 
где г 
Из условий (6 ) для нахождения констант С, , С2, С3 ,С4 по­
лучаем однородную линейную снстецу алгебраических уравне­
ний, определитель которой равен 
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Константы С0 Ск% С3 будут ненулевыми, если А -О. 
При К1-О , г ' е { / , 2 } % условие (9 ) или (10) выполняет­
ся для п-0 , а решением задачи ( 6 ) - ( 8 ) является 
где - любое действительное число. При к* - К^ = 0 и 
при С , 1<=[1,2} , задача ( 6 ) - ( 8 ) име­
ет нетривиальное решение, если КеЬкк — О и От^к^ ш 
- 2Яп » то есть К* = - $ 2 п г / , что эквивалентно 
(9 ) или ( 10 ) . Для нечетных п решением (6 ) - ( 8 ) будет 
а для четных п решением будет 
где С, е. 8 « В силу произвольности Су можно сделать фун­
кции гг(х) , 2аХ(ос) сколь угодно малыми. Лемма доказана. 
Т е о р е м а 3* Если функции М/(х) , иг(х) отличны 
от констант и являются решением задачи ( 1 ) - ( 4 ) , то не су­
ществует О О , для которого Ыг(х)= с и4(х) 
Д о к а з а т е л ь с т в о . Предположим, что и2(эс)= 
^СЫ1(х) для некоторого положительного числа С (отрица­
тельным С не может быть в силу ( 4 ) ) . Тогда уравнение ( I ) 
имеет вид 
Решение этого уравнения, удовлетворяющее условиям ( 3 ) , при 
рассмотрении на фазовой плоскости (и^ %и,1 ) должно лежать 
в окрестности центра (|" , 0 ) , где 
Следовательно, и^(х) на отрезке [-1>*2 принимает и от­
рицательные значения, что противоречит условиям ( 4 ) . 
Теорема доказана. 
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Т е о р е м а 4. Если у=1 , то у задачи (1 ) - (4 ) не 
существует отличное от констант решение вида: 
ПРИ УСЛОВИИ Ж №1-Ж^2+сС^)=^г№1-Ж2^1+аС*/*л)% ГДО 
функция 2€=С 2/"-/,/7; 
Д о к а з а т е л ь с т в о . Предположим противное. 
После подстановки ^,-оС4г+р§ # и2^оСгъ +^г в 
( I ) , (2 ) имеем: 
+&Щ -Яг(-^г)+А<у*г • 
Вычитая из первого уравнения второе, подучим тождество 
Так как функция г(х) отлична от константы, то приравнивая 
нулю коэффициенты этого тождества, имеем 
(а, + а3~аг)оС,=: (а2 + а«-сц)е12> 
(а,+а3-а2)Л ~ а,-аг + (а2+а„-а,)^2. 
Если ( а, + а3-а2 )^а2+а+-а, ) - 0 , то в силу по­
ложительности ал %ак следует оС/=о или <*-го Но тог­
да по лемме I функции и^х) , иг(х) постоянны, что 
противоречит предположению. Следовательно, 
(а, +а3-а2)(аг + ам-а1)Ф0% 
и после подстановки 
система ( I ) , (2 ) будет эквивалентна одному уравнению 
^и2(а/-а2^а^^ага^а3а^2:^2(а2^а^а4))й + 
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Траектория решения этого уравнения, удовлетворяющего кра­
евым условиям ) - г'( 1) = О , при рассмотрении на 
фазовой ппоскости {I , должно находиться в окрестности 
центра ( 10 ,0 ) , где 
л0 - - > Д . * ^ ^ +Щ - а ь - а , - а/ ^  - « I « # -
Это значит, что при некотором х0<=. С- /,/7 решение 
г (х с) = ±0 . 
Поскольку иг=и2г+у$2 » то 
-У(а, -а^+а^а^+а2а3+а3ак)2+Ьа2а3(а^а^-а,)). 
Если а2+вь-а1 >0 , то и2(хо)-^0 % что про­
тиворечит ( 4 ) . 
Если же щ ' + Щ * - , то а,-аг>0 , и в силу 
зависимости 
(а2+а<,-о,) и2+а,-а2 
и, =* 
а, +а3-а2 
получаем 
и,(х0)=(2(а,г>а3 -а2)Г'(я, ~а2 -а,а^а2о3 -а3а^ -
- У(а, -а2-а2а3)г+2а^ага2+ага3)(а, +аг)+а%(а, +а3)2+Ьа2а3ак) < О, 
что лро*иворечит ( 4 ) . Теорема доказана. 
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О ДВУХТОЧЕЧНОЙ КРАЕВОЙ ЗАДАЧЕ С ФИКСИРОВАННЫМ 
ГРАНИЧНЫМ УСЛОВИЕМ 
В настоящей статье предложены исследования работ 
|Д-3]. Рассмотрим двухточечную краевую задачу 
\м^)^#Жт% а ) 
6* ос(6),зс'(а), шШк*. $ , (2 ) 
\Н*=НЫа)л х(6)ш эс'(а),хГё)=Н> (3 ) 
^об^эс^уЬ у (4) 
где Ы1**СаЛХ -<>*>*а<6<+<*°л /еСаг(1*Р*КХ 
здесь А6,36,56 - множества обобщенных нижних и верх­
них функций и обобщенных решений ( I ) (см. (Ч] ) . 
На Ж и уз накладываются дополнительные условия: 
1. оС(а)= ^ (а), 4. оС'(а)>^'(а), 7.сС'Гб)=/*Щ 
2. *С'Га)</(а), 5. оС(3)^(в), 8. &С\'6)>/(8). 
3. '(а) ^ Га), 6. оС '(6)<^ Щш 
В статье рассматриваются для подмножества I/ условий. 1-8 
случаи {135,136,137}. 
Рассмотрение краевой задачи ( 1 ) - ( 4 ) ведется в предполо­
жении, что функция 6 фиксирована. 
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Введен обозначения класса монотонности и класса^ раз­
решимости. Цудем говорить, что функция Н-' Я2*Я2—~# 
имеет тип монотонности Сб'/б^б^), где 
если функция Н при (э 1 — 0 не зависит от I -го аргу-
менга, при б"4 = -(6к• = не возрастает (не убывает), 
^ -1,2,3,4. Класс монотонности состоит из функций /7е 
еСС/?2^2,^) ,имеющих тип монотонности ((э/бг^з^)-
Введем также обобщенные классы монотонности М6(б'гб'2в3(э^)9 
где б'.е { о , - ,+ ,1,Х,У,А,Е,$ . Определим поведение Р<вМв 
) лишь по первому аргументу, так как по осталь­
ным аргументам аналогично. Для <^ ^ { 0 , - , + ,1]поведение, 
как в случае классов монотонности. При б/ = X (Щ = У) 
строго убывает (возрастает) по первому аргументу при лю­
бых фиксированных значениях остальных аргументов. Для 
других 6^ определим равенствами: 
МС(Е<э2 <э3 (э*)=М6(-&гвж <ЙУ \ МС(Х6г <э3 б<)9 
Мб (Жл <э3 <эч) - $ Щ &з Щ . 
О п р е д е л е н и е . Набор ( 6 , М , и ) , состо­
ящий из функции 0 ,класса монотонности М и ^ - п о д ­
множества дополнительных условий 1-8, является классом 
разрешимости ( ( В % М щ С1 ) 6 С ) » если для любых 
а е / ? , бе ( а, +оо), {е.Саг(1*К1Ю,<**№(1Я)> 
так:т. что оС^)ь , воС^д^Суь %ИаС^И^И^> и 
выполнены условия I) , существует обобщенное решение 
( 1 ) - ( 4 ) . 
Перейдем к изложению результатов. Везде далее М-класс 
монотонности. 
Л е м м а . 1 . Если (б.ММ)^ , ^ { 1 6 , 1 7 , 1 5 7 ] , 
то 6^ Мб ( Н - 1 ) . 
Д о к а з а т е л ь с т в о . Предположен, что ( 6 , 
М %Ц )(В*6 9 но ( П - 1 ) . Это_оэначает, что 
найдутся и, , и^Я , и31 , и 3 2 » ^ ^ ^ такие, что 
- & -
6(и,,и2,ия9и*,) < В (и,,и2,и52,ич) , (5) 
в силу непрерывности функции В и строгости равенства 
(5) без ограничения общности будем полагать и$1 , иг1 , 
Цц€.К . Покажем, что при этих предположениях н«лбор 
( 6 %М ШС/ ) не является классом разрешимости. Тогда 
полученное противоречие показывает неверность предполо­
жения В&- МО (11-1) , из чего вытекает верность утверж­
дения леммы. 
Чтобы показать, что набор ( В ,М , С/ ) не является 
классом разрешимости, построим пример конкретной краевой 
задачи вида ( 1 ) - ( 4 ) такой, что оС^^Ь 9 ВоС^ у ^ 0^ , 
ИоС ^ Н ///3 , выполнены условия из С1 , но обобщенно­
го решения краевой задачи не существует. 
Пусть {17,157} Без ограничения общности будем 
считать и,= и2 = и34-и^ = О, и^ = 4 (см.док-
во леммы I в [I] ) . Возьыем следующие интервал ^функ­
цию ^ , функции ^ и $ (в дальнейшем такой набор будем 
называть парой { <^ , уЗ ) ) : 
1= [ 0 , 2 ] 
го, ы-т-*), 
Легко видеть, что для и уз выполнены условия 1,2,5,7. 
Положим ^ - 5 / 3 , Мзс=0, /7=0 .Требуемый пример краевой 
задачи построен. Действительно, единственное решение 
уравнения х"=/ , заключенное между оС и уз , есть 
сС , Но 6о(. < # = В^р> , поэтому граничное условие 
Вх щ д не выполнено. 
Если и =16, то в качестве пары ( ^ ,уЗ ) берем: 
I = [ 0 , 2 + б ] , у »^»/3 определяем для Г2,2+б] 
/2 /х/и зсдл х , {^[/,2], 
- щ -
как в случав II =17. 
З а м е ч а н и е . Все леммы доказаны по приведенной 
схеме, поэтому последующие доказательства будут более 
скаты. 
С помощью замены типа Ь из леммы I получа­
ется 
Л е м м а 2. Если ( 6 • М 9Ь ) е С , С/ =«135, то 
Л е м м а 3. Если ( 6 , М , I/ ) е С , {16,17, 
136,137} , то 6^М6(НИ)\М6(4А1В). 
Д о к а з а т е л ь с т в о . Рассмотрим случай 
V * 137. Используем следующее разбиение: 
М6('А4В)=М6,(/А*В) Ц М62(4А1В), 
где 
МС1 (/А 1В)= {Р^МбШ /В):(3 и,, и2/ ,и22<вК, 
3^3ри^,с/^Я)(иг^<:и22? а^<а^2) 
(Р(и1,и*М3,и*)<Р(и,,и22,и3,и„)л 
Ч Щ , "22 > и 3 • "22 - "3,"**))} » 
М62 и А/в)= {Р& МО О А /в): (*и,, и21, и22 е Я, 
ич Я )("г^"2г > )(Р(и,, и2,, 
>Р(и,, и22 , и3, и«))}. 
Если М0г(*А4В)Ф 0 , то для любого Р^М620А1В) 
из определения получаем Р^ Мб О'А 4В) . Полученное 
противоречие показывает, что М62(/А/В) = 0 . Следе 
вательно, МС(1А1В)-МС1(/А4В) , в силу чего для 
доказательства леммы достаточно показать, что В<е.М6(1111)\ 
М0,(1А1В) 
Предположим, что МС^(4А1В) . Покажем возмож­
ность построения примере краевой задачи такого, что вес 
требования из определении класса разрешимости выполнены, 
но решения краевой задачи не существует. Без ограничения 
общности положим = и3 - и21 - = о , и2? = /, 
иН2 = Ц • Используем пару ( аС ,уз ) : 
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{121x1 $1йПХ, НВД9*/А 
\0, 
1= Г1.2] , /2 /х/'^бсдлх, 
[Ь\ ЫСО.О, 
Дальнейшая часть доказательства ,как в лемме I , полагая 
д = 6р , Нсс=0, Н=0. 
Случай II =136 рассматривается по аналогии. Для 
( ] =16 и С1 =17 условия выполнены при II =136 и I/ =137 
соответственно, поэтому приведенные результаты годятся и 
для этих случаев. 
Л е м м а 4. Если ( С >М ,С) ) е К , ^е/16,17, 
136,137} , то 
6&М6(4А44)—*> М^М(4-40). 
Д о к а з а т е л ь с т в о . Пусть О =137. 
Включение С Н ) означает, что существуют и1 , и24 % 
и22^К у и3 , такие, что и21< и22 и 
С(и,,и21,и31иц)<в (и,, и221и3ги^). 
В силу непрерывности функции С можно считать и3щи^Ял 
Без ограничения общности будем считать Ц(=и21 = и3-и^=О, 
и22 - 4 . Чтобы доказать справедливость включения 
А^сг М (/-/0)9 достаточно показать невозможность включений 
М(0+00)сМ , М(000+)<^М , М(000-)аМ ш 
Перейдем к построению примера краевой задачи с от­
сутствием решения. Возьмем пару ( оС %р ): 
I * [ 0 . 2 ] , 
Для Не М (О+ОО) положим $*Ц^ , Нх = х(8) , 
Н = оС(6). Для Ц<в.М(000+) и Н^М(ООО-) пусть 
$ - 6 у э * % Нх = ±х'(6), /? = ±сС'(6). 
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Для случая II =17 годится приведенное доказа­
тельство. 
Переедем к случаю II =136 (а также I) =16). 
В качестве парт ( оС % уь ) берем: 
С - достаточно мало (чтобы выполнялось СоС<С^ ) . 
В качеств /V возьмем Их = ос6 , Нос=±Ч>(эс'( 6)) 
соответственно, Н=<^(6) ь л~±0 соответственно, 
Л е м м а 5. Если ( (? , А/ , «У >е € , (Уе{16,13б) , 
то 
Д о к а з а т е л ь с т в о . Пусть I/ =136. Вклю­
чение 6^.МС ( 111А ) означает, что существуют , 
и2с /? , , , ^ 2 е # такие, что и^<и^2 
6(и1,и2,и3.ии<)<0(и<,и2,и3>и<,2). 
Без ограничения общности будем считать и3 , и^, ,^^/?, 
и1=и2=и3=и^09 Щз = / . 
Чтобы доказать включение МсМ(4-1-)^ необходимо доказать 
невозможность включений М(0+00)<^>М и М(000+)<^ М. 
Возьмем пару ( ^ , уЗ ) : 
1 = ^0, I], / а , х ) * В 6~**!ос1 **61<]П ос, 
При достаточно малом С имеем ОоС <• 5/3 . Положим 
д г: Оу$ % Нос ш ос(а) %Н = <*(а) для доказательст­
ва невозможности включения М(0+00)<^М и $-6/$ » 
Нос = ос'(6) % Н = оС*(6) для доказательства невоз­
можности включения М(000+)аМ . Окончание доказательства, 
- Р9 -
как в лемме 4. 
Для случая и «=16 годится приведенное доказательст­
во, так как в нем для пары ( аС , ) выполнены условия I 
и 6. 
Л е м м а 6. Если ( б , М , II ) е Й , 0=135,то 
б^М6(^1Р)=^> МсМ(Н4 + ) . 
Д о к а з а т е л ь с т в о . Проведем по схеме дока­
зательства леьмы 4. Включение б е Мб ( Н1Р) означает, 
что существуют ,и2& Я 9 "з ,"^,"^Я такие, что 
В силу Мб (111 г) с: М(414 * ) без ограничения 
общности можно считать и^,и^2 ^ Я .Для Щ не­
обходимо рассмотреть два случая: 1и31< и 
I и31 - <=»о „ Пусть 1и31<^^<> . Без ограничения 
общности будем считать и< - =• ил ж и„4 О, 
и^г - - I (см.доказательство леммы I ) . Для доказа­
тельства включения М<^М(444+) достаточно показать, 
что невозможно включение М(ОйО-)сМ , Возьмем пару 
1 (*' 1\ ЫСо.О, 
и с-1,21. 
имеем боС я 5/3 . Положим д = 6уЗ % Нх = -зс*(6) 
Н-0 . Конец доказательства,как в предыдуппэс леммах. 
Пусть и3 = + ^  Тогда пример требуемой краевой 
задачи строится на паре ( ^ ,^3 ) ; 
- гю -
наконец, полагаем ^ = с7/3, И ос - - эс'(6), Н=-оС'(6). 
Для и* - -<=х> построение проводится аналогично. 
Л е м~м а 7. Если (б,М,аМ€. ^=137, то 
2) <?е Мб2 (/Е 44)=^М^М(<11+)и М(/~ /1), 
где №%ОЕН) = {Ее-МбОЕН):(Зи,ри2,,и,2\и23еК), 
К) (и 
&т * и*2 ) ( р ( и < ' ЫгЗ • Щ > & ** ) * ГШ<> "21 ,"3,^,)= 
М62 ( /Е //; ^ Мб (1Е11) \ Мб, ( 4Е Н). 
Д о к а з а т е л ь с т в о . Рассмотрим I ) . 
Предположим для определенности, что и к 2 > Ыщ и 
"и<и2ъ  <^22 • Случай и^2 <"^4 рассматривается ана -
логично. 
Ввиду Ц§ > "ь/, "+г^> & будем рассматривать и3^Я 
или \и3\= ^ , иы%и*х&Я . или / ^ / Л ^ / ^ ^ * 
Пусть и 3 , и "**2 € ^ • Без ограничения общности 
будем считать и,= и3~и^ = с/2, = 0и22^1ш и23е. (0,1), 
Возьмем пару (<^,/): 
Г /2 /л:/ 5*$Я ос, /Л 
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сС = 0, 
Положим д - СоС , Их - х(6) , к ~ иРЗ . 
Тогда получаем неразрешимую краевую задачу, так как вы­
полнено условие 6х — д 
Если /и31=<=*=> , пару доопределим на ( - 1 ,0 ) : 
2 2-'/. 
Л е м м а 8. Если {6,М9С1)е & , <У-136, то 
1) С*МС40-1Е)=> МсМ(1-Ц), 
2) 6е-М6л(1~4Е)=*> М<^М(114+) 1114(4-14), 
где МС,(1-1Е)={РьМб(/-4Е):(Эи,>и2Пим9и2ЛьК, 
(Г(и,,и23 ши3,и„3) # Г(а§ш и2,,Щ. Нн}« 
Р(и1.иг2.из,и„2))} , 
М6г (/-4Е) - Мб (4- 4Е) \ МО, (<-4Е). 
Доказательство аналогично доказательству леммы 7 и 
опускается. 
Теперь мы в состоянии перейти к формулировке и дока­
зательству основных результатов. 
Т е о р е м а I . Пусть О «135, (&МРМ)§ С тогда 
и только тогда, если (С,М) является одним из следующих 
сочетаний: 
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1) 6*Мв(Н1У) , МсМ(НМ), 
2) С<=МС(Н1Р) , МсМ(М1 + )ш 
Д о к а з а т е л ь с т в о . Достаточность. В силу 
леммы 2 имеем С&М6(1Н+-) . Возьмем разбиение 
Мв(Н1+) = М0(4НУ) и М6('<1Р). 
Пусть 6& МС(ШР) и (С,М.иМ € . Тогда на основа­
нии леммы б получаем //еЛ/(///*0. 
Необходимость. Рассмотрим I ) . Если 6& Мб(Н4У) , 
то для выполнения неравенства 6с< ^0/^ необходимо » 
-1357, и тогда в силу теорем [Ъ] (6~ММ)&*€, • Если ус­
ловие 7 не входит в и, то необходимо должно выполняться 
условие 8. Но тогда СоС > С/Ь , и требуемое неравенст­
во баС^С/Ь не выполнено. 
Перейдем к 2 ) . Для 6*М6(1НР)с У'."/*.) и МсМ(*Н+) 
набор( 6 ЩМ %и)является классом разрешимости в силу теорем 
работы Г5] для 0 «135. 
Т е о р е м а 2. Пусть С/«136.( С,М %0 )€ 12 тогда и 
только тогда, е с л и ( б . М ) является одним из следующих со -
четаний• 
г) ВтМ&Шт* м*м(1-*о)$-
2 ) 6еМ6(У-/А), МоМ(1-1-), 
3) ве МС(/-/Х), МсМ(НН), 
4 ) в* М6Л1-10. М*ма-«), 
5) веМСгО-ГЕ). МсМ(/Н+)ОМ«-Н), 
где М61 и М62(1-1Е) определены в лемме 8. 
Д о к а з а т е л ь с т в о . Достаточность. В силу 
леммы 3 имеем (э€.МС(т*)\МС(1А1В) . Возьмем разбие­
ние: 
М6(НН)\Мв(ШЬ)=М6(*А1+) С1М6(1-1А)иМ6(1-1ХМ 
где МС 1(4-1 Е) определены в лемме 8. Перейдем к рас -
смотрению элементов правой части разбиения. 
Для (4А4+) включение М<=М(/-/0) получается 
применением лемм 4. В случае Ое.МС(4-4А) применяем лем­
му 5, в случаях З^М6,(1-4Е) и С*-МС2(4-4Е) -лем­
му 8. Если же 6<=-М6(1-4Х) , то выполнено неравенство 
0оС>6р , и поэтому рассмотрение заканчиваем. 
Необходимость. (6,М,и)е *6 в 1 ) , 2 ) , 4 ) на осно­
вании теорем работы Рассмотрим 5 ) . Если З^М62(1-'44)§ 
Ма М(1-41) , то (6,ММ)± С в силу теорем 1Ь}. 
Если же 6*-М0ь(4-1Е) , М<^М(444 + ) % то 
включение (&*№*0}$ *6 не следует непосредственно из те ­
орем ^5 } . Надо доказать• как в 6 ) теоремы 4 в [1]. 
Т е о р е м а 3. Пусть 0-137. (6ШММЫЪ тогдл 
и только тогда, если (6%М) является одним ия следующих 
сочетаний: 
1) Се.М6(/А1+), Мс2М(4-40), 
2 ) 6* МС(4Х44), Ма М (4444), 
Ъ)6^М64(4Е44). Мс2М(У-<4), 
А)С*МСз(4Е44}, Мс2М(444+)Ц М(4-44), 
где М6± (1Е44) определены в лемме 7. 
Доказательство проводится аналогично доказательству 
теоремы 2 и поэтому опущено. ' 
З а м е ч а н и е . Заменой независимого аргумента 
тип** 4-+^ из теорем 1-3 можно подучить теоремы для /-/-
-157, 0-457, 0-357. 
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ОБ АВТОМОД&ШШХ РЬЖНИЯХ ОДНОГО НЕЛИНЕЙНОГО 
УРАВНЕНИЯ ПАРАБОЛИЧЕСКОГО ТИПА 
Изучению диссипативньос тепловых структур, описывае­
мых уравнением 
где N - размерность пространства, посвящено большое чис­
ло работ. Одним из наиболее эффективных и плодотворных 
приемов исследования таких уравнений оказался метод пос­
троения автомодельных решений [1-9,13Д . При этом прихо­
дится исследовать некоторые краевые задачи для обыкновен­
ных дифференциальных уравнений. Такал задача, связанная с 
уравнением ( I ) , рассматривается в настоящей статье. Для 
( I ) автомодельные решения ищутся в виде: 
/ 3 - 6 ' - / 
/77 = / — , КФ ~2 , 
(К+2)(р-1) 
тогда 9(%) является решением задачи 
- 36 -
Коэффициенты А , К0 9С^С в дальне йаем считаются рав­
ными единице. В Гв] отмечалось, что вто не ограничивает 
общности рассмотрения) а лишь означает изменение масшта­
бов. 
При задача (2 ) не Имеет решения, что док»» 
зано в [ 9 ] • При К>-2 « аналогично Г9] , преобразуем 
(2 ) к виду, разрешенному относительно старшей производной, 
подстановками / 
1 = ( ^ 5 / * 4 . 0 - у 5 3 7 . 
:3адача (2 ) переходит в задачу : 
(3 ) 
Л/77 $ри*=:0§ йт 5Рц'=0, (&т и = О , (4 ) 
3—0* < 5 — 5/ * 5—5/ У 
В (3) полагается Ёу = (р-0~ . Согласно [в] это 
можно сделать не ограничивая общности рассмотрения. В 
С 9 ] доказано, что одним из необходимых условий разреши­
мости ( 3 ) - ( 5 ) является р>-1 . При втом из первого 
условия (4 ) следует 
кт и' = О . ( 6 ) 
В настоящей статье рассматривается так называемый 5 - ре­
жим горения [ь] ш При етом для ноеффинментов р и б 
выполняется соотношение 
и задача ( 3 ) - ( 5 ) принимает вид-
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&т вРи'= О, Зрц'~о, Шт 4 = 0 
5*0+ 
(8 ) 
у(з)> О, з&Го.Зу) , / ; > - / . ( о ; 
Уравнение (7) имеет особенность при 5 = 0 , поэтому при 
изучении решений задачи ( 7 ) - ( 9 ) будем опираться на следу­
ющую лемму, которая может быть доказана совершенно ана­
логично соответствующему утверждению из [12] • 
Л е м м а I . Предельная начальная задача 
(От ч= Чо, бри*= о е ю ) 
5*0+ 5*0 + 
для уравнения (7 ) имеет единственное решение для любого 
у0 > О , это решение непрерывно зависит от уо • 
Из [ 9 ] следует» что вто решение при может 
быть представлено в виде* 
г Ш ) 
где У;=^{у0*-Уо), У«= Уо*-У>-
Как отмечалось выше, значение |у , а следовательно, 
и 5у • в постановке задачи может быть как конечным, так 
и бесконечным. Докажем две леммы о поведении решений 
уравнения ( 7 ) , из которых, в частности следует конеч­
ность 5у • 
Л е м м а 2. Если у (5) положительное решение 
( 7 ) , то : 
I ) и(в) не может иметь точек минимума при у(5)>4 
и точек максимума при у(5)< 1 ; 
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2) если 5/ < 52 точки одноименного экстремума 
У(5) , то 
31дп(/1/($;)-1/-/у(52)-*1) = 51дп р. 
Д о к а з а т е л ь с т в о . Пусть 30 - точка ми­
нимума. Тогда у'1(ьо) = 0 | у"(30)ъ0 . Из (7 ) 
получаем у* (Зс)~ у(50) ъ О 9 откуда у(5с)з 
^ / . Доказательство для точек максимума аналогично* 
Умножим (7 ) на у'(3) и проинтегрируем от *5/ДО 32: 
Если р > О , то 
Следовательно, у($*) < у(3*) для точек максимума и 
> у(3*) ДДя точек минимума. Учитывая, что 
колебаться уЛ'\) может лишь около значения единица, по­
лучим второе утверзодение теоремы- Дня р<^(-1,0] до ­
казательство аналогично. 
Отметим, что при р~0 известно [\] точное решение 
задачи ( 7 М 9 ) р 
Если допустить, что реаеняе задачи (7)—(9) на некотором 
отрезке [ 3$ , 32 ] тождественно равно нулю, то его 
в случае р-0 можно дальше продолжить ненулевым ( р и с 
I ) так, что будут выполнены услория^(в) 
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5 / 
Ряс Л 
При рФО такое достроение решения невозможно» т.к. сог­
ласно лемме 2 колебания будут либо затухающими, либо на­
растающими» 
Л е м м а 3. Единственным положительным на [О, 
+ оо ) и монотонным .начиная с некоторого 5о&0, 
решением уравнения (7) является 
(13) 
Д о к а з а т е л ь с т в о . Последовательно рассмот­
рим следующие варианты возможного поведения положительно­
го монотонного при больших 5 решения у*(&) : 
1) у+($) возрастает до бесконечности; 
2) устремится к конечному пределу, отлично­
му от нуля и единицы; 
3) у9($) стремится к единице; 
4) устремится к нулю, 
I ) Залттшо:.» ( ? ) в ъиде : 
(5Ру'У=уЬ5Р(у'-у). (14) 
Т.к. у (В) возрастает до бесконечности, то, начине» с 
некоторого 5 ^ Гуялт выполняться 
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± 
у л - у <- -М 9 
где М>0 •* некоторая постоянная. Тогда из (14) следу­
ет при 5 > 5, 
таким образом при р > - / производная у '(5) —» - ^ 
при '$ - * + в что противоречит возрастанию функции 
2) Для определенности предположим, что Н&(Ол1) 
Случай Н>1 рассматривается аналогично. Т .к . уф(8)-+Ц 
при 5 —- + ° о . т о ^начиная с некоторого 5/ ^ О, выпол­
няется 
ИЛИ 1_ 
Г д е М=т1п{(у*-у):уе[%>^]} • 
Из (14) получаем при 5 > 5 у : 
у у 5 ; = § & р ^ - $1тр(у*(<г)-у(т))о/г, 
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следовательно, у'(в)-+ + при 5 — >~<» , а 
этого не может быть, если иш($) — Н при 5 — 
3) Пусть начиная с .5,^0 функция убьгеает и 
стремится к единице. Случай возрастания у рассматри­
вается аналогично.Линеаризуя (7 ) относительно решения 
(13), получаем уравнение 
и " = -/?5 ' V - (/-<)(и - О, (15) 
общее решение которого может быть записано [10] через ци­
линдрические функции 
и(5)=/ + з*С,(/в^Гз), 0 = - ^ • 
Отметим, что предполагаемое решение ул(5) уравнения (7 ) 
удовлетворяет неравенству 
т . е . является верхней функцией для уравнения ( 15 ) , ниж­
ней функцией для этого уравнения является ( 13 ) . Выберем 
точку 5 2 > $4 . Согласно теореме 3 СИ,стр.37] крае­
вая задача 
для уравнения (15) будет иметь решение •заключенное между 
верхней и нижней функциями. Устремляя 5 2 — * 0 0 • учи­
тывал, что верхняя и нижняя функции монотонно стремятся 
х одному пределу, несложно предельным переходом показать, 
что краевая задача 
* V /г _ . 
имеет решение, заключенное между верхней и нижней функ­
циями. С другой стороны [Ю7,известно» что цилиндрические 
- л?. -
функции имеют бесконечное число нулей вправо от любого 
неотрицательного 5, ,и, следовательно, любое решение 
(15) пересечет (13) вправо от 5/ , а это противоречит 
тому, что найдется решение <15) , заключенное между у0(з) 
и(13) . Полученное противоречие показывает, что такой 
у*(3) быть не может. 
4) Пусть начиная с В0 функция ул(3) монотонно 
стремится к нулю. Выберем 5* ^ $ 0 таким образом, чтобы 
выполнялись неравенства 
функции зА 
будут при этом, соответственно, верхней м нижней функция­
ми для краевой задачи, состоящей из уравнения (7 ) и усло­
вий 
( 1 6 > 
у (5 , = у * /^ *гу^Ш). 
По теореме 3 [ и , с . 377 эта задача имеет решение у*(з), 
заключенное между гт(5) и 2(3) . Т . к . ът(3< + 
+ ур(3<))= 2 + у#(3,)) = 0> 
то и у0(3, +у$р($,)) =0 . По предположению краевая 
задача ( 7 ) , (16) 9кроме решения у0($)> имеет решение 
У#(3) • причем ^оба эти решения меньше р~хт , 
но при у*>(0, р'*^) правая часть уравнения мо-
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нотонно возрастает по и и согласно замечанию 2 Гп.с. 
1047 краевая задача ( 7 ) , (16) не мотет иметь у.ъух реше­
ний. Таким образом и предположение о том, что уравнение 
17) может иметь положительные на [0, решения, 
монотонно стремящиеся к нулю, привело х противоречию. 
Следующая лемма доказывается аналогично лемме 3 из 
Г б 7 • Двя этого необходимо заметить, что решение задачи 
( 7 ) , (10) непрерывно зависит от у0 (лемма I ) и любое ре-
МНК4 линеаризованного уравнения (15) имеет бесконечное 
число нулей (лемма 3 ) . 
Л е м м а 4. Какого бы ни было /7еЛ/ найдется у0>1, 
такое что предельная начальная задача ( 7 ) , (10) имеет 
не менее п точек локального экстремума. Это же справед­
ливо и для у 0 е ( 0, 1) 
В с^учаэ затухающих колебаний (р*>0) если реше­
ние у($) уравнения (7) имеет одну точку минимума 5у , 
такую чго у ( $1) > 0 9 т о оно будет иметь бесконечно© 
множестве точек минимума 3- < < 5^ < , | В кото­
рых шлюлняются соотношения у($1)<у($2)<у'5<)<...<{ . 
При этом, очевидно, условия (6 ) выполнены быть не могут. 
Следовательно, при р * 1 имеет смысл доказывать лишь 
существование монотонных решений. Предварительно докажем 
одну лемму. 
Л е м м а 5. Сущел;вует значение у04 :> У , что 
решение у (5) задачи ( 7 ) , (10) монотонно убывает при 
5 > О и достигает нулевого значения. 
Д о к а з а т е л ь с т в о дся р&О приведено 
в лемме 2 ГХЗ.стр.Ш^ • Поэтому будем изучать случай 
ре. (- /, О ) . Изучение поведения решения у(3) 
разобьем на два этапа: от 5-0 до пересечения о прямой 
у = / (обозначим эту точку 5, ) и от 5 = 5^ и 
далее. Покажем, что на первом этапе решения задачи ( 7 ) , 
(10) заключено между решениями задачи (10) для уравнений 
( !6 ) н 
-/75* V -уЗ 4) . (17) 
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Остановимся лишь на доказательстве того, что у (в) < и(5)% 
т.к. неравенство у (В) > гх(5) доказьгеается аналогично. 
То,что у (В) < и(5) в некоторой провой полуокрестнос­
ти нуля,видно из асимптотики ( I I ) для у (5) и асимпто­
тики [ ю ] для и(5) . Предположим, что при некотором 
У о* функция у(5) пересечет и(5) в некоторой точно 
$0€. (О, $ 1 ) . Рассмотрим множество С1 решений 
Ц (5) задачи (15 ) , (10) таких, что у0 ^ у0Ф и 
и(5) имеет общие точ:<и с у(5) на интервале (0,50)9 
Т-к* (15) линейно, то и (5) непрерывно [10] и монотонно 
зависит от у0 и при уо , близких к единице ,функция и (5) 
сколь угодно близка к единице. Следовательно, существует 
ил ($)- и . Несложно показать, что и4 (В) 
имеет рояно одну общую точку с у(5) на интервале (0,50). 
Это точка касания-обозначим ее 5# . Гри этом иф(В*)-
= у ( ь , } ; и'(50)= у'(50) и ин(5л) < у"($А) . 
Используя (7 ) и (15 ) , получим противоречие с последним 
неравенством: 
+ Т У'(**)^(у(5*)-у1(5*))= -*) + 
*А(у($>)-уА(5>))*и. 
Справедливость последнего неравенства становится очевид­
ной, если учесть, что прямая /(у) = (р-0(у- О является 
касательной к функции {(у)=р(у-уЧ*) а точке 
Таким образом .пока 2/(5) * 1 , и{$) г* / , 
и(5)>1 справедливо ф{Щ< у(±) < и($) 
при любых у0 . Здесь же заметим, что из линейности 
(15) и (17) следует, что какого би ни было у0 , точки 
пересечения функций ?г(5) и и(В) с прямой У = * 
останутся одними и теми же. Обозначим их 5^ и 5и 
Из доказанного с ле зет 5^ < 51 < Зи 
Покажем, что при у0 •** * г > ° выполняется 
у —* - *** . Предположим прртинное - пусть 
у'(в^) ограничено снизу константой Ц . Построим 
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для уравнения (7 ) и уравнения 
-^х1 +ут , ( 1 9 ) . 
^ 
где ц -4+тах ^(и^-у) . Нетрудно заметить, что при 
последовательность функций {Уп($)} » являющихся реше­
ниями задач ( 7 ) , (10) с различными начальными условиями 
(Уоп) » причем &т Уоп—*0** • Этой последова­
тельности соответствует последовательность точек пересе­
чения с прямой у=1 . Эту последовательность сбознаг-
чим { б / / у } . Т.к. 5 Г < 5ц<-5и и для лкйого I , 
то из последовательности { « 5 ^ } можно выделить сходя­
щуюся подпоследовательность. Будем обозначать эту под­
последовательность также {$т} , а предельное значение 
5^* . Этой последовательности соответстпует последова­
тельность • также ограниченная, т.к. 0 > 
> у'(5/1) > № для любого I . Следовательно, из 
нее можно виорать сходящуюся подпоследовательность, пре­
дел которой обозначим М* . Решая уравнение (7 ) влево с 
начальными условиями у(8ц>) = 1 , &7{$/ф)ж , по­
лучим некоторую функцию у*($) , которая продолжима на 
интервале (0, 5/* ] , что следует из вида уравнения ( 7 ) . 
Несложно показать, что у+($) является пределом некото­
рой подпоследовательности последовательности { У п ( 5 ) } 0 
и поэтому ш л и0(5)=+&о . Следовательно, при 
5 , близких^ к нулю выполняется у * ($)> О 9 у* (5)<0 в 
У)(&)-у*(5)>0 9 и уравнение (7 ) несправедливо, 
т .к. 
р 1 
у .75 ;> ^ у ; (6)+^ (у* (&) -у о. 
Полуданное противоречие показывает, что за счет выбора 
у0 значение /у '(5^)/ можно сделать сколь угодно большим. 
На втором этапе, правее точки 5/, сравним реше­
ние задачи 
У($4) - * , У*(*0) * М (18) 
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достаточно больших по иоду л о отрицательных М , решение за­
дачи (19) • (16) будет монотонно убывать и станет отрицав 
тельным. Покажем, что решение у($) задачи ( 7 ) , (18) будет 
находится ниже решения х($) задачи (19 ) , (18), пока 
х(В) > 0 . Доказательство проведем методом от против­
ного. В окрестности точки 5< выполняется неравенство 
х(5) >у(5) , что легко можно установить при помощи 
асимптотического представления этих решений вблизи 51 . 
Если у($) пересечет х(б) , то должна существовать точка 
5# , в которой разность х(5)- у(&) достигает мак­
симума. В втой точке выполняется эс(5> + )>у($*) , ^с 'Г5„)-
= у'($+) щ эс"(&* ) ^ у "(6*) . Получим противоречие 
о последним неравенством: 
х"(5*)-у*(5Л^-!гх'С50)+ут+^ уЫ^(у(5^-у%)>0 
Это противоречие завершает доказательство леммы. 
Т е о р е м а I . Задача ( 7 ) - ( 9 ) имеет монотонное ре­
шение! причем значение 5у конечно. 
Д о к а з а т е л ь с т в о . Предельная начальная 
э&дача ( 7 ) , (10) имеет решение для любого у о > 0 , и это 
решение непрерывно зависит от у0 (лемьа I ) . Опреде­
лим множество У0 таких у0> 1 , что задача ( 7 ) , (10) 
точку минимума 5, и и{Щ)>-& # Это множество 
не пусто ПО лемме 4 и ограничено сверху по лемме 5. Пока^ 
жем, что решение (7) с условиями-. 
Л/т» ц(5)= ил , 1ст и'(5) = 0, (20) 
где у+^зир У 0 , является решением задачи ( 7 ) - ( У ) . 
Действительно, предположение о наличии точки положительного 
минимума или о пересечении решонием эвдьчи * 7 ) , (20) оси 
5 с некулевой производной приводят к немечленному 
противоречию с определением верхней гр^ш множества и 
непрерывной зависимостью решения задачи ( 7 ) , (Ю) от на­
чального значения у0 . Таким образом^зэшоние ( 7 ) , (<ЗЭ) 
не имеет точек положительного минимума и не пересекает 
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ось 5 с ненулевой производной, кроме того,оно не может 
быть положительным для любого 5 , монотонно убывая, -
ото противоречит лемме 3. Слсдователгно, найдется точка 
5у « * 0 0 , в которой будут выполнены условия ( 3 ) , 
и поэтому решение задачи ( 7 ) , (20) будет решением зада*-
чи ( 7 М 9 ) . 
Отметим, что это доказательство аналогично доказа-
тельству при р&О теоремы 4 [13,с. 165 3 . 
Л е м м а 6. При ре. (-1,0) существует значение 
уфе.(0,1) , что решение у(&) задачи 
$ЫъН$»г уЧ$0)=0 (21) 
для уравнения (7 ) для любых 50&0 и у0^ (Щ у*] 
при 5 > 5 0 монотонно возрастает, достигает точки макси­
мума, а затем убывает и достигает нулевого значения. 
Д о к а з а т е л ь с т в о . Заметим, что если 
У о - О , то методом, предложенным в Г143 , можно до­
казать существование и единственность положительного в 
некоторой правой полуокрестности решения задачи ( 7 ) , ( 21 ) . 
Т .к . р<0 , то аналогично лемме 2 показывается, что это 
решение имеет одну течку максимума, & затем убывает и пе­
ресекает ось 5 • Для доказательства леммы осталось заме­
тить, что решение задачи ( 7 ) , (21) непрерывно зависит от 
у0 при уо>0 и 50^0 и пределом таких решений при 
у0 С + является описанное единственное положитель­
ное в правой полуокрестности 5 0 решения. 
Т е о р е м а 2. Для люоого п ш 0,1,2,... при 
ре. (-1, О ) задача ( 7 ) - ( 9 ) имеет решение у (5) с 
п точками локального экстремума на интервале (О. 5у) , 
причем у(0) > 1 для П четных, у0 е ( 0,1) для 
п нечетных и 5у *- ' 0 0 . 
Д о к а з а т е л ь с т в о . Конечность <5у следу­
ет из леммы 2 и 3. Выберем произвольное п0- нечетное н 
будем доказывать существование решения у(&) -с п0 точ­
ками локального экстремума (существование решения для 
четного п0 доказывается аналогично). По лемме 4 найдется 
у0с (0,1) тв^со, что решенио яедачи ( 7 ) , (10) имеет 
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не менее (п0 + 1)/2 точек локального минимума. Определим 
непустое множество У0 таких ус^(0,0 , что задача 
( 7 ) , (10) имеет не менее (п0 + <)/2 точвх локального, мини­
мума при 5 > 0 ..Это множество ограничено снизу по лемме 
6. Пусть ул = сг?у У0 . Покажем, что решение уравнения 
(7 ) с условиями: 
#/7? и(5) = у * , Л>/7 у'(5) = 0, (22) 
Является решением задачи ( 7 ) - ( 9 ) с п0 точками локального 
экстремума. то у решения с п0 точками локального 
екстремума имеется (п0- 0/2 точка локального минимума и 
(п0 + 1)/2 точка локального максимума. 
Предположим проаивное - решение у(5) задачи ( 7 ) , 
(22) не является решением задачи ( 7 ) - ( 9 ) с(по-0/2 точ­
кой локального минимума. Возможны три варианта: 
1) у (5) имеет больше, чем (п0-0/2 точек минимума; 
2) у(5) имеет не более, чем (яо-0/2точек минимума и 
не является решением задачи ( 7 ) - ( 9 ) ; 
3) у(5) имеет меньше, чей (п±-/)/2 точек минимума и 
является решением задачи ( 7 ) - ( 9 ) . 
Приведем к противоречии все три эти утверждения: 
1) Из непрерывной зависимости решения задачи ( 7 ) , 
(10) от у0 (лемма I ) следует, что найдется окрестность 
точки у + , что любое решение с начальными данными из 
етой окрестности имеет по крайней мере (п0+1)/2 точку ми­
нимума, что противоречит определению нижней грани. 
2) По лемме 3 найдется точка 5, , что у(^4)-0 . 
По предположению у'($1)<0 , Из непрерывной зависимости 
решения задачи (7 ) , ( 10 ) от (лемма I ) следует, 410 любое 
решение етой задачи, у которой уо достаточно близко к 
• будет иметь столько же сеч*к минимума и достигнет 
нулевого значения. Поэтому у+ щ У0 
3) Пусть у(5) имеет 
„ ,.ДрС (23) 
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точек положительного минимума и является решением задачи 
(7 ) , ( 9 ) , т . е . найдется точка Зу , что У V5/) ~ О 
Т.к. решение задачи (7 ) , ( 10 ) непрерывно зависит от у0 , 
то найдется у04^У0 » что решение 2 ( 5 } задачи (7 ) , ( 10 ) 
в течке 5у будет удовлетворять неравенству 2('5у^<*// , 
где у^ определено в лемме 6. Функция 2(5.) по предположе­
ние имеет не менее (п0 + 4)/2 точек локального минимума. 
Но по лемме 6 она может имоть не более П4 + 1 точек 
локального минима. Из (23) получаем 
Таким образом предположение о том, что решение задачи 
(7 ) , ( 22 ) не является решением задачи ( 7 ) - ( 9 ) ровно с 
(п0-1)/& точками положительного минимума является 
противоречивым. 
Формулы'(II) дают асимптотическое представление ре­
шения ( 7 ) - ( 9 ) в правой полуокрестности точки нуль. Следу­
ющий результат устанавливает поведение отого решения в 
левой полуокрестности точки 5у . 
Т е о р е м а 3. Решение задачи ( 7 ) - ( 9 ) при 3 — 5^-
задается выражением .- до 
• *'>>'(^<>у->>Г <''*<<>>• 
Д о к а з а т е л ь с т в о . При 5 Л достаточно близ, 
них к 5/ выполняется 
у(ь) 
у '(5) у'(&) 
у'(5)(5у-5) 
у'(&) 
= 5у-5 . 
Используя полученное неравенство и правило Лопитапя^най-
дем предел 
у "(5) I 
ТЫ ит —7— = Д/77 — 
5 * 5у - ^У'л(5)у'(5) 5 - у 
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Поэтому (7 ) может быть преобразовано следующим образом 
5 у ^ 
где б(5) = &(1) при 5 —- 5у 
Уыноюш последнее уравнение на и проинтегрируем 
от некоторого 5 до 5а. : $у 1 
Для оценки дроби в окрестности точки 5у используем пра­
вило Лопиталя и получим 
ч12 *2 4 -
при 5 - 5/, 
шжщ 
АН _ 
у~ ^у'^-^/^Т где ув)^(4) 
при 5 5] .Дальнейшее интегрирование от 5 до 5у 
приводит непосредственно к утверждению теоремы. 
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УДК Ы7.927.4:9Ь6.4 
Л.А.Лепмн 
ВЦ при Ш им.П.Стучки 
о ЕДИНСТВЕННОСТИ МОНОТОННОГО РЕШЕНИЯ ОДНОГО АВТО­
МОДЕЛЬНОГО УРАВНЕНИЯ ИЗ ТЕОРИИ НЕНИЬЕЙНШ ТЕПЛО­
ПРОВОДНОСТИ 
В работе Гх] показано, как уравнение 
где •? =N-1 , N - размерность пространства, н> -1?-/ , 
в слуиае В =б+4>1 может быть сведено к автомодельно­
му уравнение 
Уы^-р5-*у' +^(у*-с/), ( I ) 
где /> = к + > - / . Для уравнения ( I ) естественно полу­
чается следующие краевые условия: 
игл 5ри'(б)=0, 
У ( 2 ) 
у(5у) = 0. у'(5/)^0. 
При этом точка 5у ищется вместе о решением • 
В работе [I] доказывается, что в случае р>0 задача 
( 1 ) - ( 2 ) имеет монотонное решение (этот факт доказан также 
в ) . а немонотонных решений иметь ье может. В случае 
_ / » с р<0 задача ( 1 ) - ( 2 ) имеет бесконечно много реше­
ний, отличающихся различным количеством экстремумов, при этом 
по крайней мере одно - монотонное. В случае р-0 в работе 
[йЛ найдено точное решение задачи ( 1 ) - ( 2 ) . 
Цель данной работы - показать, что при любом р> -1 
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монотонное решение задачи ( 1 ) - ( 2 ) единственно. 
Т е о р е м а . Задача ( 1 ) - ( 2 ) не может иметь более 
одного монотонного решения. 
Д о к а з а т е л ь с т в о . Сначала заметим, что 
любое решение задачи ( 1 ) - ( 2 ) должно иметь следующие асим­
птотики: I х 
при 5 близких к 0 (при этом для монотонных решений необ­
ходимо, чтобы Ци было больше 1 ) ; 
при 5, близких к 5у . " 
* Л ) 
Кроме того, нам понадобятся следующие факты, дсксль-
тельство которых можно найти в работах [4 , 5 ] . 
1. Решении уравнения ( I ) , удовлетворяющее условиям 
у(0) = уо , 1ип 5ру'(6)~0 , где у0 - произ­
вольное положительное значение, единственно. 
2. Решение уравнения ( 1 ) , удовлетворяющее условиям 
у(5о)=0 , у'($о) = 0 , у(5)>0 щрЗ:&(&4 ь , 4 ) . 
где 5ц > О | единственно. 
Оделаем в уравнении ( I ) земену эс ~- -у'у'1 . 
Получим уравнение 
(3 ) 
монотожше решения краевой задачи ( 1 ) - ( 2 ) при етой замене 
порейдут в положительные решения уравнения ( 3 ) , имеющие 
следующие асимптотики; *-а 
при 5. близких к 0; 
при 5, близких к 5у . 
Отметим, что из вышеприведенных фактов следует: 
1. Решение уравнения ( 3 ) , имеющее для фиксированного 
у б > О асимптотику (4 ) . единственно. 
2. Решении уравнения ( 3 ) » имеющее для фиксированного 
5у >0 асимптотику (Ь), единственно. 
Предположим, что задача ( 1 ) - ( 2 ) иуеет два монотонных 
решения ^ { и у? , причем для первого из них 5у = 5, • 
а для второго - $у-$г и $1 < г ^ / * При переходе :< 
уравнению (3) им будут соответствовать решения :с{ и ос2 . 
к > 1 рассмотрим семейство функций * А : 
Со, &_)~-* Н > определенных равенством ж 
т х яг, . Заметим, что функции Ък удовлетворяют 
уравнению 
Поэтому, для всех к ^ (0,1) и $^-(0,~) справед­
ливо неравенство 
а для (/, ^ ) и 5€.(0, ^ ) - неравенство 
Пок ием, что семейство монотонно возрастает по # , 
то есть.если и 5^(0,-^) , то 1К (В)> 
>2К,(5) • Предположим, что вто не так. Лусть для неко­
торых А ^ > х , и 5'^(Ь,^1) 
Заметим, что если взять К достаточно большим, то неравен-
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ство 2М($) > (5 ) будет справедливым для всех 
5^(0, &} . Пусть К* =зир{к*аСХг 35*(0.^) 
такое, что ^ } • В силу непрерывности 
семейства {2Х} найдется 5#&(09~) такое, что 
*к*(3*) 3 8 и для всех * 5^.(0, у ) 
2,/5)2 2„(5) . Это означает, что 2'Х^(5Ф) = 2'^(5*) 
и 2."к (2>л) я ё'^ (5*) • Учитывая это, а такие урав­
нение ( 6 ) , получим 
- < > - о ^ Е « , ( з * )> 
откуда я,, ^ а*/ ,что противоречит определению . Та­
ким образом, монотонность семейства доказана. 
Положим теперь ; 
= 5ир{*ъ(0.<**): Ф$&С&;$$) 2А.(5) лг(5)} , 
Учитывая монотонность семейства { 2. , нетрудно убедить­
ся, что 0 < < А ' . ? ^ ° * и, кроме того, при всех 
5^[йм^) х^(з) ^ 2Кг(б) , при всех 
Ва[0, 52) 2л,(5) < сс2 {4 \ • Докажем сначала, 
что #/ * 1 . Предположим, что это не так. Так как 
52 < $ 1 < — , то возможны следующие варианты: 
а) найдется 5*^(0, 5г) такое, что 2ц + } — 
= *2(5*), г*/50)= хг(5<) , 1"М1($.)* ^ ( 3 , ) ; 
б) 1'*,(0) г^(О) 
Случай а) невозможен, так как он противоречит уравнению 
(3) и неравенству ( 7 ) . Рассмотрим случай б ) . Функции 
ж ягд совпадать не могут, так как функция 2К( не удов­
летворяет уравнению ( 3 ) . Поэтому найдется точка 
5^ € (О, 5г ) такал, что ^к1(3з^-ск(3з) 
Кроме того, в силу неравенства (7 ) функция 2К1 является 
нишей функцией для уравнения ( 3 ) . Поэтому, согласно [ б ] , 
найдется решение уравнения (3 ) : (Щ , удов­
летворяющее условию осА(5Л) = (53) и неравенствам 
Щф " ? Щ интервале 
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Заметим, что в силу условия (О) = эс'2 (О) , функции 
? л и х2 1 ш е ю т в ЧУ л е асимптотику вида (4 ) с одной и 
той же константой уо . Значит и функция эс3 имеет в нуле 
ту же асимптотику, а это противоречит единственности реше­
ния уравнения (3 ) о заданной в нуле асимптотикой. 
Таким образом доказано, что К1 ^ 4 , а следова­
тельно, К 2 > 1 
Теперь, в силу определения к2 , возможен один из 
трех вариантов; ^ 
а) найдется ^ ) такое, ччо 2Кг(в#) •« 
б) г'м (О) шос'2(0); 
Варианты а) и б ) рассматриваются аналогично тому, как это 
делалось выше. Перейдем к рассмотрение варианта в ) . 
Так как к2>4 , то не является решением 
уравнения ( 3 ) , а поэтому %кг и х2 не совпадают. 
Следовательно, найдется 5^^.(0, 52) , в которой 
х2(5ц) < 2*2 • Кроме того, так как функция 
удовлетворяет неравенству ( 8 ) , то она является верхней 
функцией для уравнения ( 3 ) . Согласно [ б ] , найдется решение 
уравнения (3) хч: [$ч 9 52)^~Я , удовлетворяющее ус ­
ловию хм (В*) — 2 к 2 и неравенствам х2(з)^.х^(5)^ 
& на интервале [3^,52) . Заметим, что 
функции х2 и имеют одинаковую асимптотику вида (5) 
в точке 5 2 • Поэтому функция хн имеет в точке 52 ту же 
асимптотику, а это противоречит единственности решения 
уравнения (3) с заданной в точке 52 асимптотикой вида ( 5 ) . 
Это противоречие завершает доказательство теоремы. 
В заключение заметим, что в случав -4<• р< О в 
по-видимому, справедливо утверждение о единственности реше­
ния с заданным числом экстремумов, однако этот результат 
еще ждет своего доказательства. 
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УДК 517.927 
Я.В.Цвпитис 
ЛГУ им.П.Стучки 
О СУЩЕСТВОВАНИИ ОГРАНИЧЕННОГО РЕШЕНИЯ ДЛЯ ОБЫКНОВЕН­
НОГО ДШЁРЕШДОАШОГО УРАВ11ЕНИЯ ВТОРОГО ПОРЯДКА С 
НЕСУШ4ИРУЕМОЙ ОСОБЕННОСТЬЮ 
Пусть имеем дифференциальное уравнение 
сс"^/(*,х,Х') , ( I ) 
Г в ( 0, * ) • либо Г1* ^ < : > 0 I для любого 
<5*е (О, Г) ^ • Е Я 2 Я удовлетворяет локальным 
условиям Каратеодори, а при О функция ^ имеет, быть 
может, несуммируемую особенность. В настоящей заметке ис­
следуется вопрос о существовании ограниченного вместе с 
производной решения ос: СО, Т) —- /? уравнения ( I ) , 
удовлетворяющего условию 
ос (0) = О . * (2 ) 
Отметим, что под решением уравнения ( I ) на (О, 7) 
будем понимать функцию в : (О, Т)-~Я с абсолютно неп­
рерывной на (0,Т) первой производной, которая почти 
всюду на (0,7) удовлетворяет уравнению ( I ) . Относитель­
но решения ос задачи ( I ) , (2 ) будет предполагаться непре­
рывная дифференцируемость на С0,7) и то, что сужение ос 
на (О, 7) является решением уравнения ( I ) . 
В дальнейшем предположим существование функций 
«*,>3 • (О, 7) — Я таких, что 
и введем обозначения 
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РСп= Л/77 оС({) /3 = Л/77 в ^ ) 
О п р е д е л е н и е I . Будем говорить, что выпол­
няется условие ( ё,^ ) 9 если существует число 6^.(0,Т) 
и функции &,$:(09<э3~~ [0,+ж ) для каждого 
8& (0,6), суммируемые на С8,6]. и такие, что 
Л/77 €(1) О , 
Л/77 /(*)=+оо, ГЗЗ 
(о 
кгп ехр (-[у(?)с/Г) < /оо , ( 4 ) 
(5) 
и для любых 8<=. (0,(5) , Т е (б ,(э 3 и решения 
х. С 8, Т3 — К уравнения ( I ) , удовлетворяющего на 
области определения оценке 4 / К < ^ ^ / ^ , (6) 
из неравенства 
/х'(8)-?(8)х(6)Ыб(8) 
следует выполнение для (8, *1 1 неравенства 
О п р е д е л е н и е 2. Будем говорить, что выпол­
няется условие А, если функции сС 9уЗ являются соответст­
венно для любш: 8ы (0,Т) , Т е (8, Т) обобщен­
ными нижней и верхней функциями (определения и соответствуй 
- 6Т -
щие свойства этих функций см. ъ [2] ) уравнения ( I ) на 
Г*, Г] . 
В дальнейшем, если и: ( 0,Т) — Я , то Вги(сГ) 
обозначит правую производную функции и в точке Т е (О, Т) . 
Напомним, что для обобщенных нижних и верхних функций эта 
производная всегда существует. 
О п р е д е л е н и е 3. Будем говорить, что выполни- ' 
ется условие Б, если для любых ( О, Т) и решения 
ас: СО, т) —* Я задачи ( I ) , ( 2 ) , удовлетворяющего 
для (О, Т) оценке ( 6 ) , имеет место 
бир{/х'Ы)1: Ы [0,Г)} < . 
Л е м м а I . Пусть оС0^ О ^ ^ 0 , при этом, 
если оСс = О , то й'гп ЛгоС({)= - «=~=> , 
если ро = О , то Дгп Вг зЫ) * , 
и выполняется условие . Тогда для любого а<=Я 
найдется 5 € (0,63 такое, что уравнение (1 ) имеет ре­
шение ос: (0,5 0' — Я , удовлетворяющее условиям 
для которого на области определения справедливы оценки (6 ) 
и ( 7 ) . 
Д о к а з а т е л ь с т в о • Пусть # е / ? фиксирова­
но. Введем вспомогательную функцию 
(Г 
^(^)=, а ехр 
В силу (3) и (4) имеем &т /<(1) =- О . Ясно, что для 
некоторого 5 , ^ (Ор(э) , согласно условиям леммы и соот­
ношению (4)1 выполняются неравенства 
оС(^)</<(1)^^(^), Ё<=(0,5,]. 
Выберем последовательности чисел К-~ 5к , К— ^ 
такие, что 5 4 > 52 ^ ... > 5Х > ... , 
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йт 5М= О, ?к*= (з*,<э 3 , 
А"-*> # о о 
и решений уравнения ( I ) Г«$ж > ^ * 3 ~~ К % 
удовлетворяющих условиям 
т* ($*) = у ( 3 к), =гЧ3*) > 
(9) 
Имеем х'к($н) - жА (зк) , следовательно,по 
услоьию (6,$) 
/ъ'х(Ь-/и)*«({)/* ё(^). Ы[зм^к 3 . (10) 
Если ^ к выбраны максимально правыми, то выполняется по 
крайней мере одно из следующих соотношений 
Положим 5 = 1/т/ {**} • В силу неравенств ( 4 ) , 
к 
( 9 ) , (10) следует, что 5&(0,<эЗ и последовательности 
функций К— в к—х'х равномерно ограничены и рав-
носаекенно непрерывны. Следовательно,из последовательности 
решений уравнения ( I ) * можно выделить для любого 
<?е (0,3) на С 8, зЗ сходящуюся к решению уравнения 
( I ) подпоследовательность п-~к„-~эсКп . Функция 
эс : (О, 5 3 Я . определенная следующим образом 
^Рстхк^ (?) , обеспечивает утверждение леммы. 
Лемма доказана. 
З а м е ч а н и е I . Аналогично доказывается следую­
щая модификация лекмы I , а также результат, который получа­
ется из зтой модификации заменой х на -ос . 
Пусть • 4д Ам , йт 177,. / 3 ( { ) / < * , 
' €*Ш -
если оС0 — О , то ит Шг ) 4 -
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и выполняется условие • Тогда найдемся К 
такое, что для любого о*= а*] справедливо ут-
веркдение леыыы I . 
З а м е ч а н и е 2. Условия (8) гарантируют конеч­
ную правую производную у решения х. в точке ^ = О 
Л е м м а 2. Пусть ^: (0,бЗ—>[О,для каж- . 
дого 8^(0,6) суммируемая на [8,63 функция, 
удовлетворяющая соотношениям ( 3 ) , ( 4 ) , непрерывно диффе­
ренцируемая функция й?: С&*&Т-*'А удовлетворяет нера­
венству 
{(Ьх(Ь, Ы (0,63 , ( I I ) 
и для некоторого ае.Я также условиям ( 8 ) , тогда выполня­
ется неравенство 
б' 
а ехр(-/[(<?)<&), Ы [0,63 . (12) 
Д о к а з а т е л ь с т в о . Пользуясь заменой пере­
менного 
о 
х= ехр (-^$(%)<№)у 
и соотношением ( 4 ) , неравенство ( I I ) перепишем в виде 
с? 
елр(^д>(Т)сМг)О. (13) 
к 
Условия (8) в таком случае преобразуются в равенство 
у (О) -а . Для ^(0,6^) из (13) следует, что 
у'** О , предельным переходом при Ё О + получаем 
и неравенство у'(0)^0 . Пользуясь хорошо известной 
теоремой о дифференциальном неравенстве, можем писать 
у (I) а , 2^ [О, б3 • Следовательно, выполня­
ется и неравенство (12 ) . Лемма доказана. 
Л е м м а 3. Пусть выполняются условия (ё,^) и 
А, оС0 ^ О ^ у30 э если <?Со ~ О 9 то 
&гп Ог + 0 0 . если /Зо = 0 , то 
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' - I 
Ест Вг ^Ы)> - о ° • Тогда найдутся функции оС , 1+о+ 
уЗ:Со,Т)--Я , имеющие конечные правые производные при 
и такие, что <<(0) = уЗ (О) — О , 
являющиеся для любых 8 е. (0,Т) , Т е (8, Т) соответ­
ственно обобщенными нижней и верхней функциями уравнения 
( I ) на С 8, Г] . 
Д о к а з а т е л ь с т в о . Если оСф =• у3 0 — О 
и не выполняются ни одно из условий 
±-о+ *-»о+ 
то непосредственно положим оС(О) = уЗ (О) = О, 
= аС({), ^(Е) Ы (О. Т) . 
Пусть теперь имеет место один из следующих двух слу­
чаев: сСйр0 < О , _Ро~ О , при атом, если 
оС0 - О , то Ест ПгоС(2)= , 
т-*о+ 
если ро = 0 , то Ест ПгрЫ)= * 0 0 . 
у 1~о+ 
Без ограничения общности мы можем считать, что 
оС(е>)^^(6) (14) 
Обозначим через ^ решение задачи Ноши 
а через V- решение задачи Коши 
которые будем рассматривать левее точки / — 6 . Имеем 
и&) = Ы.((э)ехр(^#(а)с/з)-
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6 
///77 и(^) = йт гг({) = О . 
Согласно неравенствам ( 4 ) , (5) конечными являются и сле­
дующие пределы. 
б* 
йт и({)ехр( [у($)с/$) = 
& в 
= оС((э)-^б($)ехр(^{(5)с15)с/^а1 , 
0 / 
гг(Ъ ехр(/](5)а1&)= 
б 6Г 
=^(6)+/ь($)ехр(^[(б)о/з)с/$=с1г, 
I 
при втом й4 < аг • . 
Покажем, что выполняется неравенство 
Действительно, пусть для некоторого (0,(э) 
и(Т)- 1Г(Т) ~ О . Для ?€=.ГТ',б] имеем 
1Г(1) = в (6) ехр (- [У(5) о/з) + 
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и, следовательно, должно быть 
что несовместимо с (14)» 
Далее, по лемме I,найдутся (0,(53 • и решение 
х^: (О, К уравнения ( I ) , удовлетворяющее условиям 
(8) при а*а1 % и 3^ (0,63 9 и решение х2:(0,323 — К 
уравнения ( I ) , удовлетворяющее условиям (8) при а~(Х2 , 
Будем считать, что $\ выбраны так, чтобы интервалы (0,3^3 
максимальные, на которых выполняются оценки 
либо 5}=*6> , с-/,2. . Для этих решений имеют место и 
оценки 
/х'1(1)-4>и)Х1(4)1*6(11)р Ы(0,5,3, 1=',2. 
(х,Ы)-и<4))'*]ги)(х,(*)-и(*))9- (о, з/З, 
(1гЫ)-х2Ы))*у(*)(»'и)-х2Ы)), ^(о, з2з. 
Следовательно, получаем неравенства. 
Согласно лемме 2 имеем 
х2Ц)ъ гг(1)Й Ы (0,523, 
что позволяет определить функции аС , 
утверждению леммы следующим образом; 
, удовлетворяющие 
х2(1), ЫГо,32) 
р({)% 1<еСз2, Т). 
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Пользуясь указанной схемой с учетом замечания I » не­
трудно построить функции Ж % ^ § которые удовлетворяют 
утверждению леммы» и в оставшихся возможных ситуациях рас­
положения на расширенной числовой оси чисел сСс , ^ 9 % 
Лемма доказана. 
Т е о р е м а . Пусть выполняются условия (6, , А 
и Б, оС0^ О < ^ 0 , если сС0 ~ О , то 
&т Ог*Ы)^ + °° • если ^ро = 0 , то 
& т Д г • Тогда задача ( I ) , (2) имеет 
решение ос: [О, Т)-+ Я , которое для ^ € (О, Т) 
удовлетворяет оценке ( 6 ) . 
Д о к а з а т е л ь с т в о . По лемме 3 и свойству 
обобщенных нижних и верхних функций существует обобщенное 
решение ос: [О, Т)-»Я задачи ( I ) , ( 2 ) , которое для 
2 е. (0% Т ) удовлетворяет оценке ( 6 ) . Согласно условию 
Б ос является и решением задачи ( I ) , (2) в .обычном смысле. 
Теорема доказана. 
Отметим, что, пользуясь методикой,изложенной в работе 
Г 4.7, нетрудно убедиться в выполнении условия для 
широкого класса обыкновенных дифференциальных уравнений 
второго порядка. В частности, если Д: (О, Т) — Я аб­
солютно непрерывная функция, удовлетворяющая соотношениям 
( 3 ) , (4). и для правой части уравнения 
(х'-#({)осУ= у(*лос.ос') (15) 
имеет место оценка 
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Поступила 14.09.87. 
где для любых 8^(0,Т) , Т) 
/?. СО,ТЗ * К2-* /? удовлетворяет условию Каратеодори, 
л: Г8,ТЗ-~ Я> суммируемая функиия.и для некоторого 
К&С0,4) отрицательная часть функции 
суммируема на [о,ТЗ , тогда для уравнения (15) вы­
полняется условие • Уравнением такого вида являет­
ся» например» уравнение (см. [I] ) 
<17) 
где ръО 9 ф>-2 . Действительно, положим 
* ' и У Р ь в н е н и е запишется 
так • 
откуда легко усматривается справедливость оценки (16 ) . 
Наконец, отметим, что при и с*, =2 уравнение 
(17) обобщает важное для изучения уравнение, возникшее в те-т 
ории гравитации (см. ГЗ^ ) . Разрешимость краевых задач для 
втого уравнения может эффективно устанавливаться, согласно 
теореме настоящей.статьи,методикой нижних и верхних функ­
ций. 
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АКТУАЛЬНЫЕ ВОПРОСЫ КРАЕВЫХ ЗАДАЧ. ТЕОРИЙ И ПРИЛОЖЕНИЯ 
Рига: ЛГУ им.П.Стучки, 1968.-С. 69 - 78. 
УДК 517.927 
А.Я.Лепин 
ВЦ при ЛГУ им.П.Стучки 
РАЗРЕШИМОСТЬ КРАЕВЫХ ЗАДАЧ ДЛЯ УРАВНЕНИЯ 
ВТОРОГО ПОРВДКА 
Рассмотрим краевую задачу 
где 1<=Саг(1*К\К) , 1=[а,в] %а*Я,6<-(а^) , 
Ыы :АС(1Я) и В6(1Я)-К = » ~ 7 , / ? ^ е /? , 
оС е АС (I,/?) и р^- ВС(1Я) . Обозначения смотрите в 
[1-2] . В работе [ 2 ] для А/ / > 2 * = Н,,2&(а),х(6),х?а)хЩ 
принадлежащим классам монотонности, полностью решен вопрос 
об обобщенной разрешимости "краевой задачи ( I ) с дополни­
тельными условиями. Наша цель-наметить пути обобщения ба~ 
зовых теорем работы [ 2 ] . Из 9Ь базовых теорем последние 
7-технические. Среди остальных 88 теорем в 21 теореме *С 
является обобщенным решением. Для обобщения остается 67 
теорем. Из теорем 7601-76 38 наиболее простыми явля­
ются дважды вырожденные теоремы 7609 , 7611 , 7612. 
76 1Ц ,7615 , 7617 , 7620 , 7б22-7б2к 
и 76 35 . Все они следуют из теорем 1-4 настоящей ра­
боты. Однократно вырожденными являются теоремы 76 01 , 
7605 - ТЬОб , 7608 , 7610 , 7613 , 76/6 
7618 , 7621 ; 7625 , 7627 \ 76 28 . 
Ш 2 , Ш 4 и 73 36 - 7 0 3 3 . Теоремы 5-14 по­
казывают пути обобщения однократно вырожденных теорем. Не 
вырожденными теоремами являются теоремы Т6 02 , 7607 
Г619 , 7626 , 7629 ,7630 и 76 33 . Тео­
ремы 1Ь-16 показывает пути обобщения не вырожденных теорем 
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Через 5В(1,К) обозначим множество решений краевой 
задачи ( 1 ) , а через 5СВ (I,Я) - множество обобщенных 
решений краевой задачи ( I ) . Для условия О через 
&тах (У) . обозначим максимальный, 
минимальный элемент множества {хе5(1гД):С/} 
Если 5^ (У) = 5тщ (У) , то 6(1/)= 8такО/) . 
Условием 9 будем называть условие 
т*ф>жЩ* у'(6))Л(<**Х*1/*р А Х?6)*у'(6) 
х'(а)ъ у'(а))). 
Т е о р е м а I . Пусть оС*АС(1,К) 9^еВ6(1,Я) , 
аС^уЗ } и для любого из *С*? ^-А , 
ос(а) = <*(а) и х(.6) - оС(6) следует Н,х. = Н, и 
Н2х=*Н2 • Тогда существует л <= 56 В ( 
Д о к а з а т е л ь с т в о . По теореме Т&02, су­
ществует обобщенное решение - X краевой задачи 
эс,зс>)} х(а)~оС(а), х(6) = оС(6). . 
Ясно, что х е 563 (1,Я) 
Т е о р е м а 2. Пусть оС^А6(1,К) ВОПЯ), 
сС^Р , Ы.'(а)ър'(а) и для любого х^5С(1.Я) 
из % ос'(а)=^'(а) и :г *7<1) сле­
дует и г!2х — /72 . Тогда существует 
*56В(1, К). 
Д о к а з а т е л ь с т в о . По теореме 775 и12, су­
ществует обобщенное решение .х краевой задачи 
Ясно, что х<е.5ЬВ(1гК)' 
Т е о р е м а 3. Пусть о1€.А6(1,К) , у1е.ВС(1,#), 
и для 
любого з г е 5 6 из <?С^~с^р , сС'(а) х*(а)^ 
'(а) и с*'(6)*зс'(6) >р'ГЗ) следует V, ж - Н1 и 
Н2х =Н2 . Тогда существует .г е $вВ(1,К) 
Д о к а з а т е л ь с т в о . По теореме 7"$ 62 су­
ществует обобщенное решение л: краевой задачи 
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хл^а,х,х% и'(а)*х'(а)^р'(а), <*'(6)**'(&)*Р№> 
оС* ос <р . 
Ясно, что ос е ЗОБ . 
Т е о р е м а 4. Пусть оС€-АО(1,Я) . #*ВЩЖ 
оС^р , *§(а)*уь'(а) , сС'(6)^р'(6) и для 
любого х&5в(1,Я) из оС^х^у* , ос'(а) =• 
т оС'(а) и ос'(З) =оС'(в) следует Н,х=И1 и Н2х-И2 . 
Тогда существует ос е 50 В (1,Я) 
Д о к а з а т е л ь с т в о . По теореме ТЗ 02, су­
ществует обобщенное решение ос краевой задачи 
ос"=/(^х,х'), осГа)=0С'(а),ос'(8)=оС'(6), оС^ос^. 
Ясно, что х<г 56В (I,К) 
Далее будем предполагать, что решение задачи Коши 
х"=/(?,х,х'), ас(Г)=ос09 х'(<Г) = ос, 
единственно для любых Те.I , ос0,х,е.Я , найдется 
уеШ,Ю такое, что для любых , х,ос'е.Я //(^х,х')/^ 
* $Ц) , функции Н1г2 :А(19Я) С1 В(1,К)^Я неп­
рерывны и Н}$€-к . 
Т е о р е м а 5. Пусть </.е.А(1,К) " ре.В(1,К), 
оС^р и для любого х€.5(1,Я) из оС^эс*>у$ и 
ос(6)-о(.(в) следует Н2ос = Н2 и 
х(а) = оС(а)=>Н,ос*Н,, х(а)=_р(а) =>Н4х*И,. 
Тогда существует хе 5В(1, Я) 
Д о к а з а т е л ь с т в о . Пусть 
у - 5 ^ (х(а) = оС(а) л х(6) = оС(8) ЛоС^х^), 
Я * §тт (х(а)^р(а) л ос (в) = <*(&) А у^ос^р), 
ил = 5 (х(3) = 1<(6)л х'(8)~у'(6)+Х(*л(6)-ула))), ЫФ* 
Для любого А*.СОМ у^ик^ё . Следовательно, най­
дется Л^[0,1] такое, что иАе ЗВ(/,/?; 
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Т в о р е н а 6. Пусть оС^А(1Я) , ^ в Ц ^ , 
оС*$^ , оС'(а)** ^'(а) и для любого х<=5(1,Я) 
на и иЪа)&?с'(а)*& ^(а) следует 
Нгх = Нг и . 
х(6) = оС(3)=фН<х<Н4 , х(6)^(6)^>Н1х^Н1 
Тогда существует хъ 5В (IЯ) 
Д о к а з а т е л ь с т в о . Пусть 
У = 5 Т Л Х ^ ' ( а ) ^ х ' ( а ) ^ ( я ) Л эс(6)= с&(6)ЛоС^ос^уь), 
2 = 5 ^ ( 0 * Ы '(Ф^(а) А х(6)-уь(6) А у ^ * ^ >, 
иА=5(х (а)~ у(а)+Л(&(а)~ у(а))Ах'(а) = у{а)+АШ)-уШ, 
Для любого Ас [0,0 иА^Ъ . Следовательно, най­
дется АеГО.О такое, что Ы д е 5 в ( 1 , К . ) 
Т е о р е м а 7. Пусть А(1Я) , ^*В(1,#}0 
оС^р , ^ и для любого хе.5(1Я) 
из оС^х^уЗ и эс'(б)-оС'(6) следует Нгх=Нг и 
х(а)^оС(а)^И^х^Н1 , х(а)=у$(а)=>Н4х>Н < . 
Тогда существует х&.5В(1Я) 
Д о к а з а т е л ь с т в о . Пусть 
Л х'(6) = <Х'(6) ЛоС^х^), 
& = р«Х)Ах'(3) = оС'(6)Ау^ эасуъ), 
иА = $ (х(6)=у(6)+Л Шб)-у(б)) А х оС*(Ь)), 
Ае Го ,^ . 
Для любого Ае/Д/Л у^и^2 . Следовательно, найдет­
ся Л^.С0,1] такое, что иАе5В(1,К) 
Т е о р е м а 8. Пусть АНЯ) *^*В(1Я), 
оС^уЬ , >*У^ , и для лю­
бого хе.5(1Я) из ь 
и <К'(6)*х'(6)^у*'(в) следует //^А* - / 7 Г и 
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Тогда существует х&5В(1. Я) 
Д о к а з а т е л ь с т в о . Пусть 
^5т1п(у'(а)^х,(аНр,(а)Лх1(6)^,(6)А у^хзсуз), 
Для любого АеСо,1] у^иА^Е и оС(8)**и'А(6)^р'(б) . 
Следовательно8 найдется Хе,[0^3 такое, что иА е 
Т е о р е м а 9. Пусть аС^А (19К) % ^^В(19к), 
ФЩ . оС'(а)**р'(а) 9*С'(6)*у*'(6) и для 
любого х^ 5(1,8) из *С&х&р , оС'(сх)^ 
^ хГа)*р'(а) и ^ / А * ^ ^зГ^ следует Нгх=Н2 и 
х(6) = сС(6) Чх'(8) = р*(6)~*>Н,х**И<, 
х(8)=р(6) Чх'(6) = оС'(8)=>Н,ос*И1. 
Тогда существует хе 5В(1,Я ) 
Д о к а з а т е л ь с т в о . Пусть 
У, - ^'00 Л х(8)—оС(8)Л х**р), 
У2 - * Гв; ^ р '(а) Л я: =уЗ #<Г4М у,<х^), 
Если 54 Ф 0 , то полагаем Ц = у2 . Если. <5/=0 , то 
полагаем у-*/, . В этом случае у&'(6)< у§4(б) . Дусть 
2/ = ЩШм (у'(а)^хл(аЫр(а}Л х(б)*А(6) Лу^ х^уз),. 
- 74 -
2* * 5 ^ '(а)^ х'(а)т\(а)Л х '(в) ~<Х. '(3) л у * ос * г, Л 
Если 5 . т о полагаем 2=2 2 . Если 5 2 = 0 , то 
полагаем ъ = • В этом случав оС'(3) >2,(3) . Для 
любого Л е ГС,/^ 
иА =* 5(х.(а)^у(а)+Л(2(а)-у(а))Лх ,(а)=у,(а)^Мг'(а)-у'(а))) 
удовлетворяет неравенствам илх?2 и ^ V ^ ^ 
< и'л(3)СоСФ(3) . Следовательно, найдется Л&СО,1] та­
кое, что иАе 53 ( 
З а м е ч а н и е . Если М/^х ~Н*,2(*(&) чос(3) , 
д:Уа; , ос'(З)) , то аналогично тому, как это сделано в ра­
боте Гз7, в теоремах Ь-9 можно избавиться от дополнитель­
ных условий,кроме непрерывности Н*92 » которые сформули­
рованы перед теоремой 5. При этом условия оС&А(1,Я) % 
р&В(1,Я) . хе5(1,Я) и хе.5В(1Я) перехо­
дят в условия *С*АС(1,Я) « уЗ^ВС(1Я) , э с е 
е 59(1 Я) н хе. 5СВ(1Я) 
Т е о р е м а 10- Пусть оС*5(1Я) , уз^В(1Я), 
аС^уз .выполняется условие 9, Н1 и для лю­
бого х&5(1Я) из оС^х^уз и ж(а)**<1&(т сле­
дует Нгх = Нг и х(6)=±уЗ(3)^5>Н1х^Н1 . Тогда су­
ществует хе.5В(1Я)< 
Д о к а з а т е л ь с т в о * Пусть 
у = 5(ос(а)=оС(а) л х(3)=уз(6)АоС^х^уз), 
и+ т 5 (х(а)= ;Ш)Л х'(а)**'(а)+Л(у'(а)-*1л(а))), М ШЗХ 
Для любого Л е Г 0 , * 1 сС^иА<у . Следовательно, най­
дется Ле.[0,П такое, что ил&5В(I,Я) 
Т е о р е м а И. Пусть сС*5(1Я) , уЗ^В(1Я), 
, выполняется условие 9, 
/У,^ ^ и для любого х<~5(1Я) из д:^уз 
и х(а)=оС(а) следует Н2зс~ /?2 и х'(6)=уз'(3)=^ 
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Н4х ^ Л/ • Тогда существует х «= 5В (I, 8) . 
Д о к а з а т е л ь с т в о . Пусть 
у=3 (х(а)=*С(а) л х '(6) = У(6)ЛсС**х<у*), 
ид=5(х(а)=оС(а)Лх '(а) = оС '(а) +Л(у '(а) - А '(а))), 
Для любого А^[0,1] оС^ик^у . Следовательно, найг' 
дется ЛсСО,*] такое, что иА^6В(1,8) . 
Т е о р е м а 12. Пусть оС,р е 5 (I, Я) 9 * ^ р , 
сС*(а)^у$'(а) , выполняется условие 9, И4<^^ к4 , 
Нф^Н4 и для любого 5(1,8) из оС^х^уЬ и 
оС'(а) * * У* '(<*) следует Щ х = Нг . 
Тогда существует х<в5В(1,8) 
Д о к а з а т е л ь с т в о . Пусть 
и, = з(х(а)=оС(а)^Л(р(а)-оС(а))Ах'(а)^Га)^ШЫ 
Для любого А е Г О . О гХ^ик$у$ . Следовательно, найдет­
ся Л е Г О . О такое, что ике.$В(1,К) 
Т е о р е м а 13. Пусть е. 5 (1,8) 9оС^У± , 
Ы.*(а)^р'(сх) в выполняется условие 9 , Н4оС^Н4 , 
Нфу&* Н4 и для любого ^се 6(1,8) из оС^ос^уь 
и </.'(а)*х'(а)ъуь'(а) следует //>я: = = ^ 2 . 
Тогда существует х*е. 5В(1,8) 
Д о к а з а т е л ь с т в о . Пусть 
иА * з(х(а) я у (а) +2(уЗ(а) -у(а))(л - Ж)Л х Ш&Щ 
Для любого Ае[0,4] оС< иА^р и оС*(а)^ и\(а)^ 
^р'(а) . Следовательно, найдется Л<а[0,1] такое, что 
иАе5В(1.К) 
Т е о р е м а 14. Пусть оС,р е 5(1, К) в оС^р % 
<'(а) & у$'(а) . оС'(6)<г у$'(б) , выпол^лется ус­
ловие 9, Н4оС^Н) , //у З > /7у и для любого х ё 
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Тогда существует х<в 5В 
Д о к а з а т е л ь с т в о . Определим кнгективное 
непрерывное отображение 
*5(1,К) из оС^х^уз 9 *'{а)* и 
оС'(в) ^ х\6) ^уз ' (в ) следует . Тогда сущест­
вует хе 5В (I,К) 
Д о к а з а т е л ь с т в о . Пусть 
у * { X е 5 ГХ Л У*>) - Л '(а) А х'(6) = /3'(в) Л оС * X /^3 ,^ 
ик = 5(х(а)=оС(а)+2(у(а)-оС(а))А Ах'(а)=сС(а))9 
иК~5(х(Ви у(би2(р(в)-у(6))(л-//2)а х'(в)^С)^ ' / з ] р 
Дня любого А е [ 0 , / 7 оС^иА^уз %<*-'(а)*и'А(а)*уь*(а) 
и с/-'(6)^и\(в)^у5!(6) . Следовательно, найдется 
такое, .что ил€-5В(1,К) . 
Т е о р е м а 15. Пусть оС,уЗ & 5 ( , ^ <уз , 
оС'(а) <• уз'(а) , выполняется условие 9, И^^Н^ 
или Ц2<А Ьг , ///уз * или /^ гуЗ ^ А 2 и для лю­
бого х*5(1ъК) из оС^х^уз * эС'(а)^ 
< уз'(а) следует 
х(а) = еС(а) а Н2х = И2=> Н,х^ Л у , 
х(а)~с*(а)Ах'(а)=у±'(а)^Н,х^ у Н2х*Н2 , 
х'(а)= у*'(а)л И,х = Н,^>Н2х*Н29 
х(а)= уз (а) А и2х = Нг ^ ^ ' я г р ' ^ , 
уз(а)Лх'(а)--оС'(а) -^>Н1х^^1 ^И2х^Н2 , 
х'(а)^оС,(а)А И,х^ Н1 Н2х*Нк. 
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Ф : {Ып </?, сов<р): 1р^С0,29Г1}^{х^ШЯ):^х*р} 
оледущим образом: 
Ф = 8(х(а)=*(а)л хё(а)^^(а)^2^'Ч^(С1)-<<Ш^), 
Ф , - 5(х(а)=оС(а)+2Я-Ув(а)-оСШ<Р-#/г)л хУа)=рГа)), 
Фу * 5(х(а)^(а)ч-29Г'1(сС(а)^(Ш^^/2)л х '(а)=ы. '(а)), 
У>фЯ/2,гЮ. 
Дальнейшее доказательство аналогично соответствующей час­
ти доказательства работы [з] . 
Т е о р е м а 16. Цуоть оСрь 3(1.8) , , 
еС*(б) ^уь'Сб) , выполняется условие 9, Н4(*<Н4 или 
Нк<А< Н4 , Н4р ^Н4 или Н2р& кг и для любого 
5(1,8) из оС^хьу* и 
следует 
х(а)~ оС(а)л Нгх=/?2 « > Ц4х И4 м 
х(а)=-.и(а)Л х *(6)=уЗ '(6) ~*#^ФА,У /^л: Л 2, 
х'(6):--/(В)ЛН,х=Н1 =^И1х^Н1, 
х(а)~р(а)лИ2х=^ Нг 
х(а)=р(>я)Лх'(3)^оС'(6)^Н,х*Ь< чНгх<Н2, 
х'<4) = и'(6)лН4х = Н4=*НгХ^Нк . 
Ъогда существует хе ёВ(1>8) 
Д о к а з а т е л ь с т в о . Пусть у , г е 5(1,8)' 
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такие, что и^у^уз , оС*$2^уз , у(а)=ы.(а) , 
у'(6)=уз'($) , г(а) = р(а) и г'(в) = «с'(3) . 
Определим инъективно.е непрерывное отображение 
ф; {Ып Щ соз (р): реСо, 2#3} —/эсе 5(1,Я):<*^*^У>} 
следующий образом: 
Фу=$(х(а)^ оС(а)А х '(а)^оС '(а)+29Г'1(у '(а)- сС '(а)№), 
Фу= 5(х(6)=у(8)+2#-1Г/3/6)-у(6))(у-Я/2)ЛХ '(3)=уЗ'(д)), 
Ч>ьСЭТ/2,91], 
ф =$(х(а)=в(а)лхГл)=йУа)+2Я''(г'(ш-№ 
* у>^Ш/2,29ГЗ. 
Дальнейшее доказательство аналогично соответствующей час­
ти доказательства работы [ъ! . 
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ОБРАТНАЯ КРАЕВАЯ ЗАДАЧА РЕНТГЕНОВСКОЙ 
ДИАГНОСТИКИ ПОЛУПРОВОДНИКОВ 
Наиболее эффективным бесконтактным неразрушающим спо­
собом определения деформаций в полупроводниковых кристал­
лах является рентгендифракционный метод [ " I ] . В этом мето­
де измеряется интенсивность дифракционного отражения рен­
тгеновских лучей ,7(9) как функция угла падения 9 на 
поверхность кристалла исходного пучка, 0е &а (0,&/2) > 
В случае одномерных деформаций, т . е . смещений атомных 
плоскостей кристаллической решетки по глубине 2, функция 
3 может быть найдена на основе уравнений Такаги [ 2 ] . 
Тогда 
з(в)=\Уи.в)/хив)1.0\г, в е й , ц, 
где комплекснозначные функции X и У являются решением 
двухточечной краевой задачи для системы линейных обыкно­
венных дифференциальных уравнений: 
\ 1 (2 ) 
[с/ж -
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где 
О(ъ) - действительная функция, задающая изменение дефор­
маций кристалла в зависимости от 2 ; 0(9) - заданная фун­
кция. Функция В может быть либо тождественным нулем,либо 
комплексным амплитудным коэффициентом дифракционного от -
ражения подложки, функции Дарвина (3_/. 
Задача диагностики прлупроводников по рентгендифрэд -
ционньш данным заключается в определении функции а(г) и 
числа /_>0 ш если известна из эксперимента функция 7(9), 
0€^ . Таким образом, задача диагностики является обрат­
ной краевой задачей, в которой нужно "восстановить" диф -
ференциальное уравнение, если известно значение функциона-
ла (1 ) на решении краевой задачи ( 2 - 3 ) . Отметим, что при 
учете характеристик прибора , на котором проводятся изме -
рения функции 7 , функционал ( I ) может иметь более общий 
вид. Так, в работе [ 4 } для двухкристального спектрометра 
учитывается аппаратная функция и соотношение поляризаций 
излучения. 
Для реализации на практике диагностики полупроводников 
необходимо наряду с измерительной аппаратурой соответству­
ющее математическое и программное обеспечение с целью об­
работки экспериментальных данных. Такая обработка предпо­
лагает решение на ЭВМ обратной задачи, что, в свою очередь, 
требует рассмотрение ряда проблем: адекватности математи­
ческой модели реальному эксперименту, построение числен­
ных алгоритмов решения прямой и обратной задачи [ 5 ] , ис­
следование единственности решения обратной задачи [ б - ? ] . 
Последняя проблема, так называемая фазовая проблема в оп­
тике, имеет особое значение как для гарантии найденного 
решения, так и в автоматизированных комплекс;х диагности­
ки кристаллов. 
В настоящей работе для кинемн^ичеокого приближения, 
когда <э12 «О, рассматривается быстрый чисченный алгоритм 
решения прямой задачи дифракции, а на его основе - обрат-
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ной задачи диагностики волноводньх гетербструктур. Приве­
дены результаты обработки реальных экспериментальных дан­
ных и сравнение полученных параметров профиля деформации 
с результата*™ раз рушащих способов контроля. 
Будем рассматривать кристаллы с постоянным градиентом 
состава, т . е . 
а(г)= а0+ла-1 , г^ЕоХЗ* ( 4 ) 
где . . 
а0> д а ^ Я , /дс7/>0 . 
Такие полупроводники используются при изготовлении волно­
водов [ 8 ] . Поскольку в кинематической модели дифракции 
можно положить в ( 2 ) б/2 » 0 , то для функции 3(13) нет­
рудно получить следующее представление; 
I I 
ЗШ) =\Ш)ехр(-м(дУЦ-бфхр(-Шв)$ +уаМсШ$\*. ( 5 ) 
о в 
Пусть 
О 5 
В работах [9-Ю] при решении обратной задачи в форму­
ле (6 ) использовался класс кусочно-постоянных деформаций 
а(я) . Однако такал аппроксимация менее эффективна о вы -
числительной точки зрения для кристаллов с постоянным гра­
диентом состава по сравнению с использованием кусочно-ли­
нейных непрерывных функций а(2.) , При этом такой вид 
дьформаций более естественен с физической точки зрения. 
Получим удобную для вычислений формулу для коэффициента 
дифракционного отражения нарушенного кристаллического слоя. 
Кроме того, учтем поглощение рентгеновских лучей кристал­
лом. 
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Учитывая (4 ) в предположении, что ла>0 , получим 
ВД^/ехр(-1Ш9)з + Вз*]) ехр(гз) с/з , 
(7 ) 
где 4 
= -бг<ехр(Ла0 + ±да^), 
Т = От оС1 < О . 
Величина *Г имеет физический смысл поглощения излучения 
веществом. Если пренебречь поглощением, т . е . положить *Г-
«0 , То формулу (7 ) можно представить следующим образом: 
.№)=Я0(9)=б(в)СР(АШ+№и-Р(А/т)1, (8 ) 
Р(-) = С(-)-15() , 
С(') и 5 6 ) - интеграла Френеля от действительного 
арг; мента. Таким образом, вычисление коэффициента дифрак­
ционного отражения сводится в этом случае к вычислен;^ 
интегралов Френеля. Имеются эффективные численные алго -
ритмы вычисления функций С и 5 , например, с помощью по­
линомов Чебышева [ и ] . Формула типа (8 ) использовалась 
также ранее при исследовании тонких элитаксиальных пленок 
[12 ] . 
Для излучение рентгеновского диапазона величина Т 
по абсолютной величине есть число порядка 10"° . Поэтому 
% в формуле (7) является малым параметров , по которому 
можно разложить в ряд функцию 12(0) . Ограничимся двумя 
первыми членами разложения, т . е . 
Ш 5 - е х р ( - 1 [ А ( 9 ) а +В5*])с/а . 
о 
Для реальных деформаций в кристаллах имеем А«1 . Учи­
тывая это обстоятельство после интегрирования по частям 
во втором слагаемом, получим окончательную формулу для 
вычисления функции К (9): 
Ш) = #о(0)О-гА(9)/2В], О) 
где вычисляется по формуле ( В ) . 
Если А<2<0 , то аналогичным образом получим 
К(О)* К0(9)П+ГА(9)/2В] , ( 9 # ) 
где 
Я0(В)- 6(9)[Р(А/2ЙГ- Ш) - Р(А/2 УВ)2 , 
Р() = С() + 15(-) , В = + 1ла1. 
В случае ДО =0 интеграл в (6 ) вычисляется в квадратурах 
Я(в)=ё(В)[елр((ч:-1А№Ю-139 9^51. (10) 
На рис.1 показаны кривые дифракционного отражения 
(функции 0(9) ) для кристаллов с линейным изменением меж­
плоскостных расстояний с учетом и без поглощения иэлуче -
ния. В случае отсутствия поглощения функция 3(9) сим­
метрична относительно некоторого угла в * , при учете же 
поглощения симметрия нарушается. Формулы (9 ) и ( 9 ? ) объяс­
няют влияние поглощения на вид кривой дифракционного отра­
жения. Для кристаллов с прямым градиентом деформаций (ДО< 
< 0)и обратным ( Д # > 0 ) множитель 
/ - зсдпда- А(9)/2В 
также имеет разный знак градиента по углу 9 . Это приво­
дит к тому, что интенсивность дифракционного отряжения су­
щественно понижается за счет поглощения либо при 9<д , 
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РисЛ. Кривые дифракционного отражения кристалла с 
линейным профилем деформапии с учетом ( I ) и 
без (2 ) поглощения рентгеновских лучей 
либо при 0>0 (в зависимости от знака Асх ) . Отметим, 
что этот факт был обнаружен в [12] из более сложных опти­
ческих рассмотрений, в которых кристалл разбивался на 
слои, подобные зонам Френеля в оптике. 
Нетрудно обобщить формулы ( 9 ) , ( 9 * ) на случай,когда 
профиль деформации имеет кусочно-линейный негрерывкый вид. 
"невидно, в этом случае для вычисления $(9) получим сум­
му, в которой слагаемые имеют вид ( 0 ) ,С9 ' ) или (10 ) . Ис -
пользуя так^ю методику, была проведена обработка реальных 
экспериментальных данных для къис'аллов арсенида галлия с 
прямым градиентом состава. Сбргг пая задаче решалась по 
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методике, описанной в Г4] , где рассматривалась диагности­
ка ионно-импл актированных кристаллов 6аАв . 
Исследуемый образец А6хСа^хА$ был получен МОС-ги-
дридным методом газовой эпитаксии. Процесс выращивания 
проводился в реакторе вертикального типа при атмосферном 
давлении и использовании в качестве исходных соединений 
триметилгаллия, триметилалюминия, арсения и газа-носителя 
водорода. Управление составом газовой фазы» приводящее к 
линейному изменению состава твердого раствора в направле­
нии роста, осуществлялось путем изменения расхода водоро­
да через термостатический питатель с триметилалюминием при 
постоянстве остальных параметров процесса осаждения. 
Рентгендифракционные экспериментальные данные получе­
ны на двухкристальном спектрометре в положении &1,п) для 
излучения СиКои и отражения (400). В качестве кристал-
ль-монохроматора использовался совершенный кристалл гер -
мания, вырезанный асимметрично с фактором асимметрии 
0.725. Результаты решения обратной задачи показаны на рис. 
2. Теоретическая кривая дифракционного отражения совпадает 
с экспериментальной с точностью до 1% (относительное сред­
неквадратичное отклонение), что соответствует уровню пог­
решности прибора. 
Полученные параметры профиля деформации таковы: 
I ш 2 ики9Ла/а0 -0 .9 -Ю~ 7 . 
Вычисленные параметры в целом соответствуют технологичес­
ким. Однако сравнение экспериментальной кривой с теорети­
ческой указывает на некоторое изменение градиента на глу­
бине 0.7-1 мкм. Это может быть использовано для контроля 
технологического процесса выращивания кристалла. 
Для выяснения соответствия вычисленного профиля де­
формации реальному было проведено численное моделирование 
кривых дифракционного отражения для найденного щ Филя 
деформации.Сравнение с результатам* разрушающих способов 
контроля показало соответствие математической модели ре­
альному эксперименту. На рис.3 и 4 показаны кривые диф -
ракционного отражения при стравливании слоев 0.6 и 1.2'мкм 
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Рис.2. Экспериментальная ( I ) и теоретическая (2) 
кривые дифракционного отражения кристалла 
соответственно, Этот же вывод подтверждают результаты 
алектронно-эондовых методов контроля (например, толщина 
I «2.2 мкм). 
Приведенные в работе результаты обработки реальных 
экспериментальных данных показывают эффективность приме­
ненной методики решения обратной задачи. Это может слу -
жить основой для создания неразрушалцего автоматизирован­
ного способа контроля кристаллов, а также для исследова­
ния процессов роста, имплантации, диффузии и т.д. в полу­
проводниковых кристаллах, 
Автор чрезвычайно признателен Конникову С.Г., Фале­
еву Н.Н. и Флаксу Л.И. за предоставление эксперименталь­
ных данных. 
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Рис.3. Экспериментальная ( I ) и теоретическая 
( 2 ) кривые дифракционного отражения после 
стравливания 0.6 мкм 
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Рис.4. Экспериментальная ( I ) и теоретическая 
(2 ) кривые дифракционного отражения 
после стравливания 1,2 мкм 
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ПРИВОДИМОСТЬ СИСТЕМ ЛИНЕЙНЫХ ДИФФЕРЕНЦИАЛШЫХ 
УРАВНЕНИЙ, НЕРАЗРШЕННЫХ ОТНОСИТЕЛЬНО ПРОИЗВОДНЫХ 
В работе было показано, как некоторые результаты, 
полученные Н.П.Еругиным в [2З * могут быть перенесены на 
системы линейных дифференциальных уравнений, неразрешен­
ных относительно производных. Объектом нашего исследова­
ния будут системы 
А^+Вос^О ( I ) 
с абсолютно непрерывными периодическими матрицами А и 
В «Цель настоящей заметки состоит в том, чтобы дока-* 
зать аналог теоремы Флоке-Лялунова о приводимости перио­
дических линейных дифференциальных систем для систем ви­
да ( I ) в том случае, когда матрица А - вырождена. 
Здесь и далее большими буквами обозначаем матричные 
функции, при этом нижний индекс указывает их размерность 
(если индекс отсутствует, то размерность матрицы п*П К 
Через N обозначим матрицы с нулевыми эелементами, а че­
рез Е - единичные матрицы. Малыми буквами обозначаем век­
торные функции, размерность которых всегда согласована с 
размерностью соответствующих матриц. 
Матрицу ХПмК . составленную из линейно независи­
мых решений системы (I)*будем называть фундаментальной 
матрицей решений, если любое решение я? системы ( I ) 
предетавимо в виде 
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где С - постоянный вектор; к - размерность прост­
ранства решений системы ( I ) . Существование фундаменталь­
ных матриц решений у рассматриваемых систем в дальнейшем 
предполагается. 
Аналогично [з] , систему ( I ) назовем асимптотически 
эквивалентной системе 
С$+Оу~0, (2) 
если существует такая матрица Ляпунова ^ , что для лю­
бого решения у системы (2 ) функция ос-Ьу - решение 
системы (1)^ и для любого решения X системы ( I ) функ­
ция у = I*' ос - решение системы ( 2 ) . 
В силу этого определения критерием асимптотической 
эквивалентности систем ( I ) и ( 2 ) , как и в случае невы­
рожденной матрицы А % является существование такой 
фундаментальной матрицы Х>п*к решений систем ( I ) , 
что КПжХ - 1~ Упмх | где 1~ - некоторая мат­
рица Ляпунова, а V* п м к - фундаментальная матрица ре­
шений системы ( 2 ) . Действительно, если У^п*к~*~Уп*к 
- фундаментальная матрица решений системы ( I ) , то так 
как для любого решения у системы (2 ) существует такой 
постоянный вектор С , что у=Упл*С , функция 
ос * ХПйК С = I- УцмцС является решением системы 
( I ) . Аналогично для любого решения ос системы ( I ) су­
ществует такой постоянный вектор С » что ос^ — 
= Х„,*С = 1УЛйМС , а поэтому Ь''ос= УПяКС = у 
решение системы ( 2 ) . Если же системы ( I ) и (2 ) асимпто­
тически эквивалентны, то из существования преобразования 
ос -т 1~у с матрицей Ляпунова Ь следует, что, если 
У/?** - фундаментальная матрица решений системы ( 2 ) , 
то 1-Ул*х = Хл*х - фундаментальная матрица сис­
темы ( I ) , . поскольку все ее столбцы линейно независимы^ 
любое ^решение системы ( I ) представимо в виде ос-
— и Упгц С= X п л Н С , С - некоторый постоянный 
вектор. 
Как и в работе систему ( I ) будем называть при-
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водимой, если она асимптотически эквивалентна системе (2 ) 
с постоянными матрицами С и 0 .На основании указан­
ного критерия асимптотической эквивалентности можно дока­
зать (см. [ I ] ) следующее утверждение. 
Т е о р е м а I . Для того чтобы система (Т ) с пере­
менными коэффициентами была приводима к системе 
Жсгу {Е(п_ки(п_к), ]мжк * Еш ~^'} у - о, 
необходимо и достаточно, чтобы существовала фундаменталь­
ная матрица X ПжК решений системы ( I ) , для которой 
имеет место соотношение 
где I- - матрица Ляпунова, ] К к Н - постоянная матрица, 
имеющая нормальную жорданову форму, Рк*к - постоянная 
матрица, такая,что асимптотически эквивалентны систеиы 
^ * у - О С * в -
Рассмотрим теперь систему ( I ) с периодическими (од­
ного периода) абсолютно непрерывными матрицами А и В . 
Матрицу Д назовем обладающей стабильностью ранга, ес­
ли существует такой минор А4*„х матрицы А , что 
с1е{ МКйЛ ^ О и /77/7* Л - /с при всех значениях 
аргумента Ь . Покажем, что если у системы ( I ) матрица 
А обладает стабильностью ранга и б/еу я/е? (А А+8)=; 
=г гапк А - к при всех ^ I то у системы ( I ) су­
ществует фундаментальная матрица X П х к ^ следова ­
тельно, пространство решения системы ( I ) имеет размерность 
к . Стандартным приемом, умножением матрицы А слева 
и справа на невырож/онные постоянные матрицы Т и 5 со­
ответственно преобразуем матрицу А таким образом,ч'до-
бы минор МКжК располагался в придом нижнем углу м*±т-
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рицы А =ТА5 . Поскольку строки и столбцы матрицы А , 
не входящие в минор м к х к , представляют собой линейные 
комбинации соответственно строк и столбцев матрицы А, 
входящих в минор. , то, обозначая матрицы коэф­
фициентов этих линейных комбинаций через С(п-к)*к и 
Рнх(п-х) » уыножая матрицу А слева на (IV н 
справа на IV , получаем 
Очевидно, что матрицы 0 , V , 1лА являются невырож­
денными. 
Таким образом, система ( I ) может быть преобразована 
а систему 
иУ7(А~-+ь*) = о-> (4) 
сделаем а полученной системе замену 
ЗУ у % (5 ) 
В силу соотношения (3 ) получаем : 
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Очевидно, что матрица И обладает стабильностью ранга. 
Покьжем, что о'ед с1еЬ (ИХ + В ) = гапк//= к 4 До построе­
нию 
Представим В * в виде . 
5 = (7 ) 
Так как матрицы Т , 5 , II , V , IV не вырождены при 
всех / и <$еща*е1 (АЛ+В) = * , то в силу (3 ) 
и (6) имеем с/ед с/е? (НЛ+В*)=* к при всех ^ .Вы­
числяя определитель */е&(АгА + В ) по правилу Лап­
ласа и учитывая соотношения ( 7 ) , получаем 
где степень полинома /?#и не превосходит х-1 . Сле­
довательно, 
Поскольку матрицу В можно представить в виде В~В*+ 
о/Ь * т о П 0 С Т Р ° И В (см. , например, \_\ с.бо]) 
матрицу \ л/' 1 , получаем • 
Я * Я * 
Таким образом, в счлу ( 8 ) , б/ед с!е{(НА + В)-М при всех Ь . 
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у - У / ' (13) 
Итак, фундаментальная матрица решений системы ( I ) , в си­
лу ( 5 ) , представима в виде; 
или в силу (13), 
В системе (6) выделим систему алгебраических соотно­
шений 
б У '* В *<*-«)*« У = о , (9 ) 
где у* , у векторы, состоящие соответственно из пер­
вых п-к и последующих к координат вектора у . 
Из ( 9 ) , в силу ( 6 ) , получаем 
У* = -(й*(п~к)*(п-*)) &(п_к)яКу. (10) 
Следовательно, интегрирование системы (6 ) сводится к ин­
тегрированию системы линейных дифференциальных уравнений 
Ли 
ЗГ = 9 > . ( П ) 
где 
и разрешения алгебраической системы (9 ) по формуле (10 ) . 
Обозначим У К ж Х фундаментальную матрицу ре­
шений системы ( I I ) . Тогда фундаментальная матрица решений 
системы (6 ) имеет вид ; 
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где 
/V,. 
**х / ' (14) 
\"кп(п-к) с х 
Выясним теперь структуру матриц 1_ и Ц А М Х . Так 
как матрица А - периодическая, а матрицы Т и 5 - пос­
тоянные, то и матрица А оказывается периодической. По­
этому матрицы С(„„х)лК , Рк*(п-К), /{."(л~"* , Мкпк 
а в силу невырожденности Мк*к при всех -I , и М/ 
- также периодические матрицы. Таким образом, периодич-
М 
* ность матриц А и В влечет периодичность матриц В 
В , а в силу ( 12 ) , и матрицы . И з ограниченнос­
ти матриц А я В следует ограниченность матриц IV к 
, У4 , В* , а так как &*(п*я)*(п-*) - не­
вырождена, то и ограниченность матрицы (В*(П-х)*(п-х))~1 • 
Следовательно, /. матрица Ляпунова. 
Поскольку матрица 0*,* оказалась периодической, 
то из теоремы Флоке-Ляпунова (см. , например* [Ъг с. 1633) 
следует приводимость системы ( I I ) . Из критерия Еругина 
Е2, с. Р } у системы ( I I ) следует существование фун­
даментальной матрицы решений,представимой в виде 
1~кп* ехр(Р**Л) . где - матри­
ца Ляпунова, Р х*к^ - постоянная матрица. Не нарушая 
общности, считаем У*,* = /^х е*Р (Рц*Л) • Таким обра­
зом, из (14) получаем 
/ М(п-х)*к \ 
( ехр(РКяЛ)) , хр(Рх.х*)/ к- (15) ' 
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где 
1 = 11-, С* 
Очевидно, что /-* - матриц Ляпунова, а поэтому и 
также матрица Ляпунова. Из теоремы I и представления 
(15) следует приводимость системы ( I ) . Таким образом, на­
ми доказана 
Т е о р е м а 2. Пусть в системе ( I ) матрицы коэф­
фициентов являются периодическими с общим периодом фун­
кциями. Бели матрица Л обладает стабильностью ранга и 
ф$ М (АЛ+В)= гапкА, V* , 
то система ( I ) приводима. 
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ОБ ОДНОМ ОБОБЩЕНИИ УРАВНЕНИЯ ФШШЕРА-СКЕНА. I . 
В приложениях часто появляется задача с условием на 
бесконечности для уравнения Фолкнера-Скена 
х(О) = хс , ос'(О) х'0 , х'(<*>) щ У . 
Этой задаче посвящено большое число публикаций, из кото­
рых мы отметим [\\ , [ 2 ] , [ 3 ] - Г8] . 
В этой статье рассмотрим более общую задачу 
хш= Р2(х,х\х") ( I ) 
х(0)=хо> х'(0) = а , х'(оо)=6, % (2) 
где Р2 - полином второй степени, который мы запишем в 
виде 
ф& + 6,х + 6гх' + 6цХг+ &ахх*+622х' . 
л . 1 . Докажем следующий результат. 
Л е м м а . Если решение задачи ( 1 ) , ( 2 ) существует 
для какого-нибудь 6фо , то необходимо 
*и = о 
Д о к а з а т е л ь с т в о . Пусть это не так.- Не 
уменьшая общности,будем считать . Тогда решение 
- ТОО -
« 
х('&) задачи ( 1 ) , ( 2 ) при больших ^ имеет вид 
так что 
где при 6 — 0 0 , (С =1,2.) . Используя 
это, запишем ( I ) в виде 
л: ^ Щ + а,х + агх'+ О3осV + 6„±%Е^)),Ш 
где 63(^) — 0 при . Цусть 614ФО и, 
для определенности» Зм>@ (случай 6Н<0 рассматрива­
ется аналогично). Тогда из (4) видно, что в точках экст­
ремума функции х*(Ь) (там, где х**=0 ) при больших 
у может быть только 'х >0 . Отсюда следует, что 
при больших { ос'({:) изменяется монотонно, причем 
ос'(00 ) ~ 1 . Если при этом ос "({) О при °*> , 
то из (4 ) следует, что х*т 6ц ^(*+ёь(^)) , где 
6+ (Ж) —О при ~Ь—+ *х=> , и мы получаем противоре­
чие с условием х*((Х) -1 . Поэтому предположим, что 
сс"(Ь) не стремится к нулю при Ь ~* . И з моно­
тонности хл(г) следует, что при больших ^ 
сохраняет свой знак. Следовательно, существует последова­
тельность точек ~ЬК , (к= /, 2 , . . . , ^х^оо ^ 
такая, что хш(2л) = 0 и х"($#)~ 0 при <=>о , 
Но тогда в точках )ГЛ- при больших X уравнение (4) не 
будет выполняться. Полученное противоречие означает, что 
бц^О . Аналогично доказывается й* второе равенство 
6< + Ь - 6& - О . Тем самым лемма доказана. 
На основании доказанной леммы уравнение ( I ) можно 
записать в виде? 
В общем случае нельзя утверздать, что если решение 
задачи (& ) . ( ? ) существует, то необходимо 
(5 ) 
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60 + 62 6 У- 622 6*= О ( б ) 
Но если Ьп =0 , то (6) необходимо должно выполняться. 
Мы опускаем здесь эти элементарные рассуждения, 
п.2. Рассмотрим некоторые частные случаи задачи ( 1 ) , ( 2 ) , 
а именно, рассмотрим уравнение 
ос'"= ос"(А + Вх' + Сх') . (7 ) 
I Если ос({) есть решение задачи ( 7 ) , ( 2 ) , то, очевид­
но, х"({) сохраняет свой знак. Именно, если а=6 , 
то х"(1)=-0 (тогда х(1)= х0+3(2)) , а если афб , 
то (#-а)х"(Ь>0 Я+ = СО .с**) .Полагая 
х '= у, запишем (7 ) в виде 
у"= у'(А + Ву+Су'). 
Далее запишем (8) в виде системы 
\и'= и (А+Ву+Си). 
(8) 
(9 ) 
Переходя на фазовую плоскость (у, и) 
уравнение 
с/и 
с!у 
= А + Ву + Си, 
получим 
(10) 
при этом каждая точка оси у является его особой точкой. 
Элементарные рассмотрения на фазовой плоскости (ум) поз­
воляют до конца решить вопрос о существовании и единствен­
ности решения задачи ( 7 ) , ( 2 ) . Именно, единственность имеет 
место всегда. Она следует из единственности решения зада-
, для уравнения чи Коши и(у0)=0 , Уус 
( 10 ) . Далее, если й = 3 , то всегда есть решение 
Х-эс0 + Ы: . 
Рассмотрим случай &Ф& 
Пусть В = 0 , А<0 , Се/? Тогда решение 
- Т02 -
Типичные области существования решения в плоскости пара­
метров (а,6) изображены на рис!. 
задачи (7 ) , (2 ) существует для любых а76а К . (Если 
, то решение существует только при а=3 ) . 
Пусть ВФО , С=0 , Ае/? , Тогда множество 
значений О , 3 ,. для которых решение задачи (7) , ( 2 ) су­
ществует, определяется неравенствами 
А + вв <0 , 2А + В(а+6)<0 . 
Пусть теперь СФО , /А/+/В/>0 . (Если А=В=0 , 
то решение существует только при # = $ ) , Необходимым 
условием для существования решения задачи ( 7 ) , ( 2 ) в этом 
случае 1при ) является неравенство А + ВЬ<0 . 
Определим частное решение уравнения (10) условием 
И(Ь)=0 . Оно имеет вид-. 
г ^ / в А В в\ су-б) В А В 
Легко проверить, что трансцендентное уравнение и(у,3)=-0 
имеет два вещественных корня иА = 6 , и = 6 * , 
где 6*=<Р(6) . 
Пусть , В<0 , 4 е / ? . Тогда в 
плоскости область значений параметров О % 3 , 
для которых решение задачи ( 7 ) , ( 2 ) существует, определя­
ется неравенствами 
А + ВВ <0, а>1р(8) . 
Если же С&О , В>0 ,Ае/? , т о имеем неравенства 
А + 8б<0, а<*р(6) . 
- тоз -
сС) р) 
Рис.1. 
Область существования решения в плоскости 
параметров (о, 6) для случаев: 
п.З. Для задачи 
к^Г^х^,**} ( И ) 
я(0) = хо , х*(о)=а , х'(<*>)=*6ш (12) 
где (К+ , К3) » сформулируем следующую теорему. 
Т е о р е м а . Пусть существу кг функции оС,^^ 
е С*(&+) и точечные множества Р и 0. 
такие, что 
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где 
есть четыре числа Дини. 
Предположим, далее, что функция / удовлетворяет 
условию (Б) ; для любых М>0 , (г>0 существует 
Ы-ЫРС9М) такое, что если 1е1<Г = [0,<сЗ % есть 
любое решение уравнения ( I I ) , удовлетворяющее условию 
- 105 -
При этом постоянная N не зависит от выбранного решения, 
а зависит только от М и 'Г . 
Тогда решение задачи ( I I ) , ( 1 2 ) существует и, кроме 
того, / I 
Доказательство этой теоремы непосредственно следует 
из результатов раоот Гэ] - Г п ] . Заметим, что условие 
(Б) заведомо выполняется, если функция / растет по 
ос" не быстрее второй степени ( [Д2] , ГIЗ^ ) , как это 
имеет место в случае уравнения ( I ) . 
п.4. Рассмотрим уравнение несколько более общее, чем 
( 7 ) , а именно 
ос'"= ян(А + 8х +Сх'+Оэсн), (13) 
и будем считать в (2) &>0 , осо=0 % а<3 . 
Тогда для существования решения задачи (13 ) , ( 2 ) , очевид­
но, необходимо, чтобы В^й . 
Действительно, в противном случае из (13) при боль­
ших ^ следует ос,пжп и ^ , что противоре­
чит ( 2 ) . Случай В-О разобран в п.2, поэтому полагав-
ем в < 0 . Тогда для любых аш6 (0<&<в) реше­
ние задачи (13 ) , ( 2 ) существует на основании теоремы п.З. 
Действительно, для этой задачи р(Ь)=8Ь есть, 
очевидно, верхняя функция. С другой стороны, в качестве 
нижней функции можно взять 
где %1 таково, что А + Ва1+Са^-4 и 
оС{({) есть решение звдачи 
оС у = — сС у 
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Рассмотрим случай, когда в (2 ) <7<0 . Для этого случая 
без доказательства сформулируем следующие утверждения: 
а) Существует 80>0 , зависящее от О , А %В ,С 
О , (случай & 0^~*~ с >° не исключается) такое, что 
если 8<80 • то решения задачи (13 ) , ( 2 ) не существует, 
а если 8>60 , то тогда существует по меньшей мере два 
решения. 
б) В случае В^О можно так подобрать остальные пара­
метры, что решение задачи (13 ) , ( 2 ) не будет существо­
вать ни для каких 8 > О , (80=+ . 
Заметим, что при А ~ С — Л — О 9В=-4 зада­
ча (13 ) , ( 2 ) изучалась в работе [14] , где ,в частности, 
численными методами показано, что при а<-0.35^180-1, 
решение задачи (13 ) , (2 } не существует, 
п.5. Рассмотрим задачу ( Ь ) , ( 2 ) , предполагая, что выполня­
ется условие ( 6 ) . Тогда уравнение (5 ) можно записать в 
виде.-
ос "' = х "(а0 + а,х+а2х'+а3х")+ ц 4) 
+ (х'-в) (А + дх +Сос') , 
где А , В , С - новые постоянные. 
Очевидно, что если 01 = 6 , то решение задачи (14 ) , 
(2) есть х ~ х 0 + 81 . Пусть а<8 , 8^0 и, 
кроме того, А+В^о+рЬ + С д ' д л я {>0 и 
[ау 63 . Тогда решение задачи (14 ) , (2 ) сущест­
вует. Действительно, как легко проверить, р(ъ)=ж# + оЁ 
есть верхняя функция. Построим нижнюю функцию. Если &>0 , 
*(*)=\х0+аЬ<*8(1-Ь,П8~а)г<еп^ > ш и 
где {/г»0 - достаточно большая постоянная. 
Если В = 0 , а,<0 , то 
- 107 - . 
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УДК Ы9.31 
Ф.Ж.Садырбаев 
ВЦ при ЛПУ им.П.Стучки 
О МНОЖЕСТВАХ ТОНЕЛЛИ В ОДНОМЕРНОЙ ЗАДАЧЕ 
ВАРИАЦИОННОГО ИСЧИСЛЕНИЯ 
Рассмотрим задачу о минимизации функционала 
3(*)= I Р х ' ) с / 1 ( 1 ) 
а 
на совокупности абсолютно непрерывных функций х: — 
—- I удовлетворяющих граничным условиям 
х(а) = оС , х(6)= уЗ (2 ) 
При этом кривые х - х ( с ) должны лежать в задан­
ной замкнутой области О плоскости Ё,х 
Будем предполагать, что функция Р > ) 
имеет непрерывные частные производные до второго порядка 
включительно и удовлетворяет условию регулярности ' 
Р^>0> (3) 
Известно, ц/ю в таком случае существует абсолютная 
ми ним ал ь х(^) а поставленной задаче, если функция 
г ( I ,^ ,у) дополнительно удовлетворяет некоторым ус ­
ловиям роста по третьей переменной (С*3 , С 21 ) 
Л.Тонелли ( [ I ] • п.116) отмечал, что если кривая 
х=х(1) лежит внутри области 6 (исключая, быть 
может, конечные точки), то: 
1) в каждой точке интервала (О ,В ) существует -
конечная или бесконечная - производная х'({) ; 
2) за исключением, быть может, точек некоторого зам­
кнутого множества О. нулевой меры, во всех остальных 
точках интервала [а,6] производная х'(1) конечна и 
меняется непрерывно. 
- п о -
па множестве функция эс(1) име­
ет непрерывную конечную вторую производную и удовлетворя­
ет уравнению Эйлера 
где 
При сделанных предложениях о функции А правая 
часть уравнения (4) является непрерывной функцией. Коли 
априори Известно» что множество Й некоторой минимали 
ос пусто, тс функция является дважды непрерывно 
дифчс^еи:ыруем^м решением краевой задачи ( 4 ) , ( 2 ) . 
К данному к^у:*у вопросов, связанному со множествами 
Й , привлечено внимание в недавних работах Гз] , [ 4 ] 
Мнсжестно ->с в этих работвх названо .множеством 
1оперли. 
приведены в [ I ] , :тва лс 
хотя отсутствуют примерь, когда множество Тонелли непусто. 
Такие; примеры приьодятся в ГЗ) , [ 4 ] . 
1ак, в задаче ( |.3] , с.144) о минимизации функцио­
нала 1 
У(:с) * у" [б *~ Ы 
о 
при ограничениях 
иинималью, при надлежащем выборе с р А ( является 
функция ^( ' - . ) * кI*'3 , которая в ( Д О удоплетпо-
?яет уравнению ойлера ( 6 ) . Множесию Тонелли этой мини­
мали состоит из единственной точки 1-0 . Уравнение 
Эйлера имеет вид; 
Отметим, что функционал (^) регулярен, " . к . вторая :роио-
водная по от поцинтегральной функции рапик энпменэтелю 
правой части урепдония (Ь) и отделена от нуля ПОЛОЖИТЕЛЬ­
НА числом & & . 
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Цель настоящей заметки - обратить внимание на бли­
зость вопроса о множествах Тонелли к вопросу об ограни­
ченности производных ограниченных решений уравнений вто­
рого порядка вида ( 4 ) . 
Этому вопросу посвящена большая литоратура (см. [Ь2 и 
приведенную там библиографию)* 
Имеет место следующее очевидное утверждение: 
Пусть уравнение Эйлера для функционала ( I ) внутри об­
ласти С не имеет решений с неограниченной производной. 
Тогда множество Тонелли для минимали в задаче ( I ) , 
(2 ) пусто. 
Таким образом, каждое условие, обеспечивающее огра­
ниченность производных решений уравнения Эйлера в облас­
ти С , является одновременно условием пу лоты множества 
Тонелли для минимальной кривой в соответствующей вариа­
ционной задаче. 
Однако возможности применения таких условий к кон­
кретным экстремальным задачам ограничены, поскольку эти 
условия формулируются в терминах функции Ф - правой 
части уравнения Эйлера. 
Приводом условия, обеспечивающие пустоту множества 
& „ непосредственно в терминах подинтегральной функции 
Р в функционале ( I ) . 
Т е о р е м а I . Пусть выполняются условия: 
I ) Л/77 /., (1,х,и)= ± оо 
для всех (1с,:^)<яС ; 
при , где с,/* - некото­
рые числа. 
Тогда множество И минимальной кривой в задаче ( I ) , 
(2) пусто. 
Д о к а з а т е л ь с т в о . Пусть х - х(Ш) 
минимальная кривая. Предположим, что утверждение теоремы 
неверно. Пусть, например, х'(^)—' > ° ° при ^-*^о^ 
- ТТР -
Используя условно 2, получаем в окрестности точки ^ = 
Интегрируя это неравенство, имеем 
Р^М^^ 
где ^/ - достаточно блиакая к ^ 0 точка. Поскольку пра­
вая часть неравенства ограничена, левая не может возрас­
тать до бесконечности вместе с х*Ц) э что противоречит 
условно I при сделанных предположениях о функции Ру . 
Аналогично рассматривается случай &ТФ) —* - м 
Теорема доказана. 
Т е о р е м а 2 . Пусть выполняются условия: 
1) существуют кусочно непрерывно дифференцируемые 
функции А , Я такие* что 
I а ) для всех ( {,х)*= в 
Рл (1,х.у) (х ?0, 
соответственно при у^Ы % У ^~А1; 
1 б ) А(а)>А % 
А(б)* В ; 
2) йт К (I, х.у) * гпах &($*х-л Ш* 
у - +оо У Т 6 
Л/Г/ Рц({>х.и)< /шп Рч (?,х,-А/). 
у-» - о * * О 
Тогда справедливо утверждение предыдущей теоремы. 
Д о к а з а т е л ь с т в о . Предположим, что мно­
жество !2 непусто. Пусть для определенности х(Ё0)-2 
> р1*о) % х'(/)—*^ при 1-*10 
- ттз - . 
Рассмотрим случай ^ 0 ~ & • Тогда из 16 следует, 
что у< (&)- В — х(6) . В некоторой левой окрестности 
точки Г - о выполняется . Пусть 
• Такое значение существует 
в [а, в) .поскольку х(а) А .Очевидно, 
аС*(Ё*} ш* . И з соображений непрерывности 
заключаем, что найдутся / 2 в / " / / , ^ ] , Ё^^?**^! 
такие, что х'(12) */*Ч&*) » х'(4)-~+*>° при 
I — 14 , х'(2)>/<'а) , Ы (22 Л г) . Для не­
которого 1Ц е а 2 > ) * N % (1+ , ? 3 ) . 
Таким образом, на интервале (1^Лз) производная х*Ц) 
изменяется от N до + , и.следовательно, в силу у с ­
ловия 2« фуНКЦИЯ на этом интервале 
имеет участок возрастания. 
Но это невозможно, т .к . по условию I а при ^ е ( ^ , ^ л > ) 
выполняется 
4-^&#г&,хШшР^х^х 'Ы))^о . 
Таким образом, случай ~Ь0 =6 рассмотрен. ^ 
Пусть теперь . Поскольку значения ^ '('с) 
превышают значения рЧЬ) в близких к Ь0 точках, в не­
которой правой окрестности точки Ь щ Ь0 выполняется не­
равенство • Поскольку, в силу условия 
В^^(6) , кривые х-зс({) и 
должны пересечься для некоторого значения Ь^ИсЫ* 
существует ъ2 ^ такое, что х(1) ^/<И) , 
Г . Я%и)^/**Ыж) • Но тогда, ввиду 2, 
функция должна иметь участок убы­
вания в правой окрестности точки I = Гд . Н о это не­
возможно, т .к . , по условию I . 
для рассматриваемых значений ,и , следовательно, поло­
жительна производная р^ 
Аналогично рассматриваются случаи х(10) ^у4 (^0) , 
Теорема доказана. 
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АКТУАЛЬНЫЕ ВОПРОСЫ КРАЕВЫХ З Щ Ч . ТЕОРИЙ И ПРМОЙЕНИЯ 
Рига: ЛГУ им.П.Стучки, 1988. -С .Т15-121 . 
УДО Ы7.927 
Г.П. Гриэанс 
ВЦ при ЛГУ им.П.Стучки 
ОБ ОДНОЙ КРАЕВОЙ ЗАДАЧЕ ДЛЯ СИСТЕМ ОДУ ВТОРОГО ПОРЯДКА 
Рассматривается краевая задача 
х(о) - с , х(8)=-Вх'(6) + </, (2) 
где *е10=Г094] , / е Саг(1с*Я*п) ь с.скК" , 
Ва 2*0 Иге/?", I - [0,6] . 
О п р е д е л е н и е . Решением задачи ( I ) , (2) на­
зовем вектор-функцию с(I) которал абсолютно непрерывна 
вместе со своей первой производной на каждом сегменте, со ­
держащемся в 1дИ непрерывна на I , удовлетворяющую краевым 
условиям (2 ) и при почти всех 10 уравнению ( I ) . Двух­
точечные краевые задачи для уравнений второго порядка с 
несуммируемой особенностью рассматривались многими автора­
ми ^1-4] • Результаты данной статьи дополняют вти исследо­
вания. Одновременно с задачей Ш * (2 ) рассмотрим задачу 
З а , (з) 
х (а) ^ А х '(а) + С, х(6) = -Вх'(З) + Ы, щ 
где ЫЪ^Са.З], а<&, уе.Саг(1^Я2п), с^^Я", 
Аггъо, Вгг*0 •Уг -е -Я" . 
В дальнейшем вя^ шую роль будет «зрагь скалярная функ­
ция ът(1,х)&.Сг(11 * г\п; /? ) л Для д » ш а г ю # > # обозна­
чим через оО(Н) множество вочшс (^эс^^+Я # удовлет­
воряющих неравенству ьг(^м х)^М м Далее будем предпо-
- ТТ6 -
латать, что это множество непустое и связное для некото­
рого Й>0 % причем /г*Гх/>0 У(~?:,эс)& со (И) , а мно­
жество точек (4,х)€/^* /?", удовлетворяющих неравенству 
го(4,х)^Н) ограничено /ос/ ^ М 9 Г д в постоян­
ная М зависит от Н . Через (Н) обозначим множество 
точек х<=/?п, для которых ы(40,х)&Н, ^^;// , 
Т е о р е м а 1. Цусть в (4 ) матрицы А, В .положитель­
но определенные, существуют функция и число 
Н>*0 такие, что для (1,х9у)^11 *'Я*п щ удовлетворяющих 
соотношениям ъ/(4,х)& Н , г*т+(49х) + ых(4ьх) ^^О , 
выполняются неравенства; • 
(Аг} Щ#+4*Ъ**$* ъ?х-/(*,х>у)+ Чс*У'У*°> 
(А3) щ(а,х)+Мх(а,х)А-'(х-с)гО хеат(М), 
(Ак) - Щ (в, х) + ьтл (6, хуВ'*(х-с1) * О ж е ЩМк 
(Б) Предположим также, что для любого М>0 найдется Л/>0 
такое, что если х({), есть любое решение уравнения 
х"-Л(^/(*,х,х'), ЛеИ/, ;С0,О), 
удовлетворяющее неравенству /х (1)1^ М VI е. /, в 
то выполняется неравенство 1х'(4)1^ N 
Тогда решение ( 3 ) , (4) существует. 
Д о к а з а т е л ь с т в о . Введем вектор-функцию 
Ш х х , ) = Ш*М ' , где 
- ж'- х- / 2щ /у-лв^Л 
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5*0 
; 9 
0 5*0 
1 5*1 
0 1 х, х')= [6(1x1-М) + 8(/хЧ-Ы)]. \Фа,х,х>)\. ( 
где Л7>0 • Л/>0 имела на условия ( Б ) , 1*?= ы(^х), 
Эит({,х) 
х Э х г*/ — 
дгы(^х) дгъ/Г*,х) 
о>х< 
дъ/(ё,х) п 
ъ?± = — ^ • Очевидно, что г(*»Ф*х/ ограничена 
на некоторой суммируемой функцией. 
Следовательно, уравнение 
Л га,х,х') (5 ) 
имеет по крайней мере одно решение,удовлетворяющее услови­
ям (4 ) [\% о. 2В7 • Обозначим его через х({)%ъ цуоть 
гг(2) = г*х(4,х(1)) . Покажем, что И в 
Предположим противное. Тогда из условий №)%(А3) ь(Ац) 
вытекает, что у(1) имеет точку максимума, где г/*(1)-0 . 
Предположим, что ота точка 1 = Ь0 лежит внутри отрезка 
// . Тогда необходимо будет существовать отрезок 
С1т-НЛ0].с(ав6) , в котором Н+$ * г/(1)*Н+2С % 
гг'({)* О • гда 26= &(20)~М . Выберек Н столь 
малым, чтобы при 1е.[10-И, выполнялись неравен­
ства 5 
- 1Т8 -
Легко проверить, что при дюбоы 4 е. [40- И, 10] будем иметь 
+ ъ/хуз О, 
Дважды дифференцируя гг({X получим 
Vй- ь!н + 2 Щхг*Тж>х"+ ъгжхх'*х'~ 
V- 4 
Учитывая условия (А<), (Аг), найдем, что 
Но тогда имеем 1Г*(4о)>0 , что противоречит предположа-
У({ф)*0 . Следовательно, гг(4)^Н нлж г*гГЛ 
Н • определения функции иг(4.x) вытекает, что }*(4)1^М ^4^19 ^ а из условия (Б) на­ходим, что 1х'(1)1*Ы \/Ы14 . Но тогда Ри9х9х§)= 
~$(4,х,х')> м реманме задачи ( 5 ) , (Ч) е^ть так-
к.е решение задачи ( 3 ) , ( 4 ) . Свдч*й,когде 40**а ила 
- ТТ9 - • 
Ёшт$> рассматривается аналогично. Теорема доказана. 
З а м е ч а н и е I . Условие (Б) заведомо выполняет­
ся, если, например, функция у удовлетворяет условию (Б) 
теоремы 5 в работа [ I , с. 83] • 
З а м е ч а н и е 2. Если А и В-нулевые матрицы Р то 
в теореме I условия (А$)9 (А^) необходимо заменить нера­
венствами 
Тогда при выполнении условий (А4)ь (А2) 9(А5) . (Б) урав­
нение (3) имеет решение, удовлетворяющее краевым условиям 
х(а) = С , х(6) = о/ . 
Аналогично формулируется условие, когда только одна из 
матриц А, В кулевая. Далее, пользуясь теоремой I, докажем 
теорему существования решения задачи ( I ) , ( 2 ) . 
Т е о р е м а 2. Пусть вектор-функция у на каждом 
отрезке [а,6]с10 удовлетворяет условию (Б) теоремы X* 
где N зависит от М и а 
Предположим далее, что существует векторная функция 
У>е.С(1) . Ц>(0)-С ь функция гл(1,х) и постоянная 
И >О такие, что 
(А ) 
* §Г &(1,х)*~ при 1-0, /х -ф\>>0 \/$>0, 
и на любом отрезке Са,3]с 10 функция 4 удовлетворяет 
условиям (А4)9(А2) , (Ак) теоремы I . 1*огда решение за*-
дачи ( I ) , (2) существует. 
Д о к а з а т е л ь с т в о . Для уравнения ( I ) рас­
смотрим вспомогательную задачу 
х(а)=*р(а)9 х(6) = -Вх*(6)+о/. (6) 
По теореме I,решение задачи ( I ) , (6) существует для любого 
О из 1а . Обозначим это решение через ха (^) . И з усло­
вий теоремы 2 вытекает, что множество функций (яа(1) , 
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х'а({)) компактно на любом отрезке, содержащемся а 10 . 
Следовательно, можно выбрать последовательность,сходящуюся 
к функции хН) 9 которая при 10 будет решением урав­
нения ( I ) и при {=8 удовлетворять краевому условию ( 6 ) . 
Очевидно также, что 
Покажем» что щШ х(1) — С # Допустим противное. Тог­
да найдется последовательность точек { { п } таких, что 
1п -** 0 при п—о*> и 1зс(1п)-с I * -0 >0 , где 
есть некоторое положительное число. Но тогда в силу усло­
вия (А6) г*(Ьп ,х(1п)\—<*<> при / Л ^ - # , что проти­
воречит ( 7 ) . Значит, х({)-~С при 1-~0 , Опреде­
лив по непрерывности х(О) ~ С , получим решение зада­
чи ( I ) , ( 2 ) . Тем самым теорема 2 доказана. 
Приведем несколько примеров. 
П р и м е р 1. Рассмотрим задачу: 
х(а)-ха, х(6)=хл, 
. (9 ) 
где У1е.Саг(11*Я1') , 1 = 0,1,2 , причаы 
уц.х.у.х',^ 5 > я* (ю) 
и правые части системы (6 ) удовлетворяет условию ( Б ) . Взяв 
1^ аг х* + 2у* » на основами теоремы I и замечания 2, 
заключаем, что решение (В), ( 9 ) существует для любых ха , 
Л • У* • У* • 
П р и м е р 2. Цусть в задаче ( 8 ) , (9) О = 0 9 х а . 
- Т2Т -
- » %&-Саг(10 * Вк) , 1 = 0,1,2 . Предполо­
жим также» что правые части (6 ) удовлетворяет условию ( 1 0 ) . 
Тогда, если взять ц-^ (х*+2уг)/4 ( из теоремы 2 вытекает, 
что решение существует для любых , ув . 
П р и м е р 3. Исследуем задачу; 
^ ^ ^ ^ ^ 4 ^ ^ ^ ( I I ) . 
д: (О) = О, = -Вхё(б) + с19 (12) 
где й ^ Я " %р>Ол<р*0 в у<=Саг(/0* Я*") , 
В 2.1^ О \/2€.#п . Пусть существует постоянная т> О 
такая, что х-/(4.хшу) + у О р)/Ы10 , 
х у = 0 . Тогда, выбрав ъУ~^2/Ьрщ получим из теоремы 2 
существование решения ( I I ) , (12) для любого с/&/?п * 
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Пурмский политехнический институт 
ИССШДОВАНИЕ Р^ЕШИНОСТИ ОД-10Й КРАЕВОЙ ЭАДОЧИ 
С ПРИМЕНЕНА СИСТЕМ" АНАЛИТИЧЕСКИХ ВЫЧИСЛЕНИЙ 
В [ I ] показана принципиальная возможность применения 
оистем аналитических вычислений / САЬ / ЭВй [%] для иссле­
дования разрешимости краевой задачи 
Ха:--./, ?х**С , ( I ) 
где X - лилейный ограниченный оператор с фредгольмоьой 
главной часть» [й] , действующий из пространства Л абсо­
лютно непрерывных на [.0,1 ] вектор-функций в пространство 
суммируемых на том же отрезке эзктор-фу акций; I -
линейный ограниченный вектор-функционал; ^ - суммируемая 
ка отрежо 10,13 кантор-функция; Л- - вещественный въктор. 
Предполагается, что г^дача Коши 
однозначно разрешима. Как известно [з] . в этом случае су­
ществует конечномерная фундаментальная матрица X однород­
ного уравнения Лх*0 / полагаем, что Х(о) = Е - единич­
ная матрица /. Необходимым и достаточным условием однознач­
ной разрешимости задачи ( I ) является невырожденность мат­
рицы ЁМ * Основная идеи исследования разрешимости за­
дачи ( I ) состоит ь том, что вывод о невырожденности IX 
можно делать на основе кввмрожденности матрицы ^Х^ , ес­
ли вектор-функционалы I и ^ , матрицы X и Х4 достаточ­
но близки. САВ позволяют наРти Х | , проверить обратимость 
/у Х{ , оценить близость ^Х{ и IX и на основании это-
- Т2? -
го сделать вывод об обратимости IX • 
Предлагаемая общая схема может быть аффективно реали­
зована лишь для конкретных операторов о & » Данная статья 
посвящена реализации етой схемы для исследования раэреаш-
мости двухточечной краевой задачи: 
х(0)= 0=*х(1) . (3) 
Здесь у - суммируемая на [сд] функция; функция . 
определяемая равенством 
суммируема на [0%1 ] ; функции о к / зада­
ются на фиксированном разбиении отрезка {0»О : 0Я41<'12< 
... <{т = 1/4} ,1*1,..., т-4 - рациональные чис­
ла / формулами ч 
т-4 т-4 
где X; (•) - характеристическая функция множества К; -
«ГА, • ^у&***Р1(> * 
номы с рациональными коэффициентами, хроме того,для каждо­
го I , г , / л - • существует единственное У С » 
что Нк(^^9ЫК, /Ко-(-~>.0) а 
Как хорошо.известно Г 4 ] , уравнение (2 ) можно запи­
сать в эквивалентной форме-
где 
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Поэтом;/ далее будет исследоваться разрешимость задачи ( 4 ) , 
( 3 ) . 
Обозначим у1(1) = х({) % у2(1) = хМ)й* пусть У(^)ш 
ш[у1$^&9 1 р ] = *>2 ~ фундаментальная матрица смете-
эквивалентной однородному уравнению 
Тогда краевые условия(3)можно записать в следущей форме: 
о 
да 
° 
т . е . <Уе1 НУ =• у / г ( 0 • Следовательно, задача ( 4 ) , (3) 
однозначно разрешима тогда и только тогда, когда х(4)ФО , 
где х(-) - решение задачи Коши 
\х(0)=0, х(0)=* . 
В общем случае можно найти лишь приближенное решение зада­
чи ( 5 ) , поэтому для исследования разрешимости задачи ( 4 ) , 
(3 ) необходимо: 
а/ построить приближенное решение ха(-) задачи ( 5 ) ; 
б/ построить оценку погрешности 1х(^)-хаЫ)1 ; 
после чего выполнение условия А(4)< Iха(4)1 гарантиру­
ет однозначную разрешимость задачи ( 4 ) , ( 3 ) . 
Решение задачи (Ь ) имеет представление 
хСЪ^х^ЬхЧЬ) , 
- Т25 -
где х1 - решение задачи Коши 
'яЧф/РЫ)*$№»о. **** 
*'Мъ&*.т**&*1 &1&*$Щ*г)> (6 ) 
[ о , ШН К0 • 
Приближенное решение Ха(-) будем формировать анало­
гичным образом 
1*1 
где х1а - приближенное решение задачи Коши 
****** 
о , ЫК0. 
(7) 
Оценку погрешности Д ( - ) определим равенством 
где &1>Л*ЧЬ-х^)\ , . 
Зафиксируем I и рассмотрим подробнее построение х^ и 
Л 1 . Обозначим со1(4)^х1(4)—х^({) и определим констан­
ту 8е неравенством $1Ы&уЧЩ , ^ А \ -
- Т26 -
ч 
имеем | 
Тогда А можно определить равенством 
Поэтому в дальнейшем будем формировать только а . Воз­
можно три случал. 
С л у ч а й I . Н1Н)^К0 , Г е ^ , тогда ях 
и задача <7) примет вид: 
(8 ) 
Отсюда эс1а находится простым интегрированием 
при ВТОМ 
С л у ч а й 2. Н'(2)еКу , I , Ь<=.Кк , тог­
да ах1ь({)= х'аСН1/Л)2 и злдача (7 ) примет вид: 
41) х*ч [Ъ V 67= о, 1**1 
(9) 
Отсвда находится простым интегрированием 
* 5 
Далее: * 
В силу равенства 
Т27 
\ 
С л у ч а й 3. НЧж^Кк 9Ы Н{ . тогда 
*х1[Н'(1)] и задача (7 ) примет вид 
{ 
Приближенное решение задачи (10) ищется в виде отрезка ря­
да Тейлора: 
г* 
Неизвестные коеффнциенты С* находятся методом неопреде­
ленных коэффициентов. Погрешность а 1 ( ' ) есть реячнив а » » 
дачи Коми 
- 128 -
где невязка/<л") вычисляется по формуле: 
Справедливы следующие соотношения: 
Таким образом. , 
* . р» 
+У\и>1{5)1с1& • ]/р'(&)/Ж , 1 е К;, . 
Определим константы ^\ и ^ 2 неравенствами ^ 
Тогда, используя лемму Гронуолла-Беллмана, подучим 
Предложенный алгоритм исследования разрешимости зада­
чи ( 2 ) , (3 ) реализован в рамках САВ ФСРМАК [2] на ЭВМ 
ЕС-1060. С помощью созданного программного обеспечения в 
качестве примера была доказана разрешимость задачи ( 2 ) , 
(3 ) для случая, когда 
- Т29 -
Ш* , и [0,1/5) 
рЫ)* < 51 , Ы['/5,Ф) , 
] -г , им.*/*) 
когда рШ+О , достаточно, чтобы выполнялось условно 
( I I ) 
О. М(*)<0 
Нетрудно проверить, что для указанного примера условие ( I I ) 
не выполняетсяо 
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УДК Ы7.927 
Э.И.Лепина 
ЛГУ им.П.Стучки 
О м ^ г Ш А Ш Ш РЕШЕНИЯХ КРАЕВЫХ ЗАДАЧ 
ДОЯ УРАВНЕНИЯ ВТОРОГО ПОРЯДКА 
Вопрос о существовании максимального и минимального 
решений для различных случаев краевой задачи 
**ш/&Щ*'А Н<х=Н, ,ИгХ=Нг,еС*эс*у*, ( I ) 
где Н ^ ^ Н ^ а ) , ^ ) , ^ ) , ^ ) ) $ 1^(929а^, 
6Ъ.(а,+ , сС - нижняя функция,^ - верхняя функция, 
рассматривался в работах [1-6.3 • 
В настоящей работе исследуется существование макси­
мального обобщенного оешения краевой задачи ( I ) в предпо­
ложениях, что 
Н1ге.С(а**Й*,К),оС*А6(1Я).^В6(1Я). • 
(Определения и обозначения см. е [?-в] . ) Условия оунвст-
вовакия состоят из принадлежности И( н ЙЛ определенным 
классам монотонности [в] и различных сочетаний дополни­
тельных условий: 
I . сС(а)= ^(а), 2. Л'(а)<^'(а), 
3. оС(а)^'(а). 4. еС'(а)>^'<а), 
ъ.сС(в)=^(6), ь.*'(6)<я'<6), 
1,^(6)^^(6), ъ.*'(6)>#(6). 
В множестве всех теорем существования решения краевой 
задачи ( I ) , определяемых баэеииа теоряимп Т501 - ТВ2к 
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(см. Гв] ) , найдено подмножество теорем, условия которых 
обеспечивают и существование максимального обобщенного ре­
шения этой задачи. Аналогично тому, как это делается в 
Гб] , при помощи примеров можно показать, чтс найдены все 
т6оре^4Ы такого типа. В этом множестве выделены 17 базовых 
теорем, которые приводятся ниже. 
Доказательства этих теорем проводятся по следующей 
схеме. Пусть 56В (1,К) - множество решений краевой за­
дачи ( I ) , а %(4) = 5ир{х(4).ж56В (1,Я)} для 
• Тогда (см. ГЮ] ) ^&А6(1,Я) . Поэтому, если 
краевая задача 
. де%^Ж;^Л Ц»Р&Г* Мл'***** > (2) 
имеет обобщенное решение, то ^ является максимальным обоб­
щенным решенном краевой задачи ( I ) . 
В доказательствах используются следующие факты, кото­
рые вытекают из определения ^ и работ Г9-10Л г ^ ^ ^ ^ У ; 
найдутся сс^5СВ(1,й) , 1=^4,2,3,4 такие, что 
х,(а) = {(а) , хг(6) = $1 о) % х'3 {а) = #> '(а) и 
х'ч(6) = %"(6) ; если а )<+<*=> , то существует 
лг^е ЗвВ , для которого -х^(а) = /(а) и 
х^(а) = /'(а) ; если с)> - , то существует 
зс6е 565(1,*) , для которого хй(6)^^(6) , 
Т е о р е м а I . Если '/•/,<= М (4, - , - , О), 
Ы** М(-9 4,0, +), И ^ И ^ , А ; * СИ:* , И ^ З , I - 4,2, 
то краевая задача ( I ) имеет максимальное обобщенное решение* 
Д о к а з а т е л ь с т в о . Достаточно проверить вы­
полнение условий этой теоремы при замене оС на у . Из 
определений ^ , #/ и хг и условий монотонности получаем» 
что М^^^Х}^/?;^^^ 9 1 = 4,2 . Следова­
тельно, краевая задача (2) имеет обобщенное решение. 
Т е о р е м а 2. Если Н,еМ(4,4,-,+), НкъМ(4,--&), 
то краевая задача ( I ) имеет максимальное обобщенное решение. 
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Д о к а з а т е л ь с т в о . Здесь * х,(а)= 
Следовательно, краевая задача (2 ) имеет обобщенноа решение. 
Т е о р е м * 3. Если /Ц^С М ( - > - ^ \ о ) ,&^*Ц 'А , 
Н1^[^1сС> с = ',2 и <*'(<*) (а) , то 
краевая задача ( I ) имеет максимальное обобщенное решение. 
Д о к а з а т е л ь с т в о . Прежде всего отметим, 
что из условий монотонности и неравенства аС'(а)^ 
следуют неравенства НкоС ^ с » Л 2 , т . е . 
здесь //, - =?Лг , * =* /, 2 
Далее Щ^Яг&ф = Й^З , с - 4,2 . Зна­
чит, при У*?&) ? краевая задача (2 ) имеет обоб­
щенное решение. Если ^'(О)^^'(а) , то существует 
обобщенное решение X. краевой задачи 
(это следует из теоремы I ) , для которого Н±х • т 
= И1аС - С ^  4,2 . Зто значит, что 
х - обобщенное решение краевой задачи ( 2 ) . 
Т е о р е м а 4. Если Н^М(-,4,0,+), Нг^М(-,0,+,0)§ 
то краевая задача ( I ) имеет максимальное обобщённое реше­
ние. 
Д о к а з а т е л ь с т в о » Здесь также Н± *С =«//4уЗ-
= Л 4 9 с-4,2 • Поэтому при * ^ ' ( & ) существует 
обобщенное решение ж краевой задачи 
х*={(*,х9х'), Н<х=Н<, эс'Га)=р'(а), у**х^уз, 
для которого Н2х *М гсС = //^ уз =» Л 2 • т . е . .х - об­
общенное решение краевой задачи ( 2 ) . При ^'(в) 
из М2хг*кл следует Й^^Ь^^Н^ . Теперь 
существование обобщенного решения краевой задачи (2 ) сле­
дует из теоремы Т423 работы [ & ] . 
Т е о р е м а 5. Если И^М (-,-,-,0), Нл^М(->0+,0\ 
к^С^Л^к ***** > ФЩь^Ча), 
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то краевая задача ( I ) имеет максимальное обобщенное решение. 
Д о к а з а т е л ь с т в о . Здесь Н2еС=Н2^ = к, 
и Н,у<Н,х,^Н<^Н^ . Кроме того. Нл/&Н2х,=-Н2 
и Н2^Икх3^ , т . е . Н.у = Нг - //2уз . Те­
перь существование обобщенного решения кр&звой задачи (2 ) 
следует из теоремы ТЦ22 работы [8] . 
Т е о р е м а 6. Если Н 1 М (-, О, + ,0) , 
Н:сС ^ . /?;€:. [Н;*С , И1 ] , < « /, 2 И сС'М* 
^^'(а) , то краевая задача ( I ) имеет максимальное об­
общенное решение. 
Д о к а з а т е л ь с т в о . Здесь также /УА ^ = 
я? % I - 1,2 . Далее /Л ^ > Н1 х, ^ и 
п;_у*$ Нс Х3 - ИI , 1=4,2. » Следовательно, 
V;/ - к± - /^уз , 1=ш / 2 . Поэтому при 
^(я)* /ьЧсс) существует обобщенное решение краевой 
задачи ( 2 ) . Пусть / ' ( а ) < ^ ^ а ) и «у - обобщенное 
решение краевой задачи 
х0=/({,х,х'), х(а) = ?(а), х(6)~/(4),^х*рЛЪ) 
Если , то существует обобщенное реше­
ние краевой задачи 
х"=/(4,х,х'), х'(а)=у}'(а), у ^ х ^ у з , 
ДЛЯ КОТОРОГО А ; = Н:еС ^ Щ X ^ Н^ = Л ; , С = Л 2 , 
т .е* ос - обобщенное решение краевой задачи ( 2 ) . Если 
у'Га)<А'(а) , то из ^с<^^И4у^Нс , 
получаем, что М у - / ? ; » с ='.2 , т . е . у - обобщен­
ное решение краевой задачи ( 2 ) . 
Т е о р е м а 7. Если ^ б А / Г Л Л Л ^ ) , 
то краевая задача ( I ) имеет максимальное обобщенное реше­
ние. 
Д о к а з а т е л ь с т в о . Здесь у(а) = *С(а)=р(а)% 
1*&4Л . • Следовательно, краевая задача (2 ) имеет 
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обобщенное решение. 
Т е о р е м а 3. Если 1, - , +), Н-^С /7-^ 6 , 
то крае?ал задача ( I ) имеет максимальное обобщенное реше­
ние. 
Д о к а з а т е л ь с т в о . Здесь ро) У-(а)--уь(а) % 
Следовательно, краевая задача (2) имеет обобщенное решение. 
Т е о р е м а 9. Если А/, ^  М (/, - , - , + ) , 
то краевая задача ( I ) имеет максимальное обобщенное реше­
ние. 
Д о к а з а т е л ь с т в о . Здесь # ( & ) 
Поэтому при ^'(3) существует обобщенное 
решение краевой задачи ( 2 ) . Если 6) ^уь'(6) , то 
Н% ^ткх$ л ~ н2.р * и существование обобщенного 
решения краевой задачи (2) следует из теоремы ра­
боты [8] . 
Т е о р е м а 1С. Если М(1, - ,0 г') . Щ ^ Щ р , 
и• егм^;л^Л ы * ; * , * , лев)*/*чщ, 
то краевая задача ( I ) имеет максимальное обобщенное реше­
ние. 
Д о к а з а т е л ь с т в о . Здесь — • 
* = / , 2 , ](а) ~оС(а)--;р(а) и Щж^к\ = Нф , г -/ ,2 
Поэтому при у'(З)'-^ р ' ( 6 ) существует обобщенное 
решение краевой задачи ( 2 ) . Пусть $'(3) >уЗ'(З) и 
у - обобщенное решение краевой задачи ( 3 ) . Если у'(6)^ 
< у$'(3) • то существует обобщенное решение х краевой 
задачи 
х'=уа,х,х'), х?3)=/*'(6), (4) 
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для которого , 1=4,2 , т . е . 
х - обобщенное решение краевой задачи ( 2 ) . Если у*С&}> 
>ЖШ в то И1=И1х6 = Н.у^Н1у* Н^ = И: , 
1=1,2 , и , следовательно, у - обобщенное решение краевой 
задачи ( 2 ) . 
Ь о р е м а $1« Если №$т Ш*9~*~*+к 
*С(а)=/*(а), 0С'(6)*у*'(б) , 
то краевая задача ( I ) имеет максимальное обобщенное реше­
ние. 
Д о к а з а т е л ь с т в о . Здесь И^оС = т Н± 
и Щ^Щ Ни х 2 = Н1 т Н^уъ , ^ / , 2 , поэтому при 
Ш существует обобщенное решение крае­
вой задачи ( 2 ) . Если < 6 ) , то существует 
обобщенное решение х краевой задачи 
сс"=/Г*, х'(6)-у*'(6), <5) 
для которого гЧ±х~ /V\оС = Н^уъ = НI , 1 = 1,2 , т . е . 
х - обобщенное решение краевой задачи ( 2 ) . 
Т е о р е м а 12. Если Н, е М (-, О, + , О) , 
у*'(а) , оС'(6)^^(6), 
то краевая задача ( I ) имеет максимальное обобщенное реше­
ние. 
Д о к а з а т е л ь с т в о . Здесь // 4^ = /Луз = А ; , 
1= У,2 , а также /У,у ^ //, х1 = , Я*/^ ^/хз=^0 
Н2[*Н2х2=Н2 , Н2#<.Н2хк=Н2 . 
Следовательно, Щ $ — = М;уз , ь = 4,2 щ Кроме то­
го, Н^М(-,0,^гО)а М(4, + ,+,0) и 
Н2еМ(0,-,0,-) а М(+,-,0,-) . 
Теперь существование обобщенного решения краевой задачи (2 ) 
следует из теоремы Т707 работы Гв] . 
Т е о р е м а 13. Если М (4,1,1, + ), 
44;*С*Н;уз, Ь^СН^.Н^], 1 = 4,2 , 
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сС(а)=^(а)9 еС'(а)=^'(а), *С(5)=у}(в), 
то краевая задача ( I ) имеет максимальное обобщенное решение. 
Д о к а з а т е л ь с т в о . Здесь $(а)=оС(а)=уь(а), 
еСГа)=*^'(а) , ?(6) =<>С(6)=у>(6) я 
Н± оС = = ///уЗ , 1= 4,2 . Следовательно, краевая 
задача (2) имеет обобщенное решение. 
Т е о р е м а 14. Если М (4,- , 4, +), 
1 = 4,2, сС(а)=уь(а), оС'(а)=у**(а), ^(6)9 
то краевая задача ( I ) имеет максимальное обобщенное решение. 
Д о к а з а т е л ь с т в о . Здесь Н2А - Я2^ — Ь2 • 
= = уь(а) . у1(а)=^(а)=рй(а), 
Н<р* И,х2=/?^ Н,у$ и Н2$** Н2Хь=Н2 = Н2уь . 
Поэтому при у* (6)^\р'(о) существует обобщенное решение 
краевой задачи ( 2 ) . Если ^ У ^ >^'(6) » то Я2у = 
= Н2х6 = /?2 = //г^/з . и существование обобщенного решения 
краевой задачи (2 ) следует из теоремы 7467 работы Гв.] • 
Т е о р е м а 15. Если М(4,-,49~) 
. Н^СН^сС, НцаЗ % 1 = 1,2 , ^ ^ ; = г 
=узг^; . 0С'(а)=^'(а) , сС'(6)^у5'(3) , то 
краевая задача ( I ) имеет максимальное обобщенное решение. 
Д о к а з а т е л ь с т в о . Э^есь Н^сС Д ж А | , 
1 — 1,2 , /У#;-«*^*; = у * ^ ; , }"«*)= еС'(а)=у*'(а) 
и //* М ссы = /Чу3 » /• I . Поэтому при 
^УА) 5^ ^'(4) существует обобщенное решение краевой 
задачи ( 2 ) . Пусть у9\б)^У*'(б) и у - обобщенное 
решение краевой задачи ( 3 ) . Если у'(6) ^ У$*(&) % то 
существует обобщенное решение X краевой задачи ( 4 ) , для 
которого Н±х = Н±оС = Л'^ уз =411 » С = 1>2 . т . е . х -
обобщенное решение краевой задачи ( 2 ) . Если у9(6)>уь'(6) , 
ТО Н1=^с0С6=И1/^Н1у^Н^^Н1 > 1=1,2 . 
Значит, и - обобщенное решение краевой задачи ( 2 ) . 
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Т е о р е м а 16. Если М(1,1,+) , 
^ Н;уЗ , Нсе [И10С , & 0 2 , 1= 1,2. % оС(а) = \р(а) , 
оС'(а)= ^(а) , оС'(б) & ^ '(6) , то краевая за­
дача ( I ) имеет максимальное обобщенное решение* 
Д о к а з а т е л ь с т в о . Здесь Н'ксС = //<уэ = Л г я 
1***2 , у(а) = с<.(а)=^(а) , #'(а)~оС'(а)=уь'(а) 
и #\$*& #с&% - &2 * ///уз, 1=4,2.' . Поэтому при 
у(6) существует обобщенное решение краевой 
задачи ( 2 ) . 
Если у'(6) •<уэ'(6) , то существует обобщенное реше­
ние ос краевой задачи ( 5 ) , для которого Щз& ~ Н^с*.— 
» г = /,-2 , т . е . х - обобщенное решение 
краевой задачи ( 2 ) . 
Т е о р е м а 17. Если М (4, 4,4,1; , 
=^«х) , оС'Га)=у}'(а) , *С(6)~ ^(6) и 
сС'(6)~ • то краевая задача ( I ) имеет макси­
мальное обобщенное решение. 
Д о к а з а т е л ь с т в о . Очевидно, что обобщенное 
решение х краевой задачи (3 ) является также обобщенным 
решением краевой задачи ( 2 ) . 
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КРАЕВАЯ ЗАДАЧА О РАСПРОСТРАНЕНИИ ВОЛН 
В УПРУГИХ ТЕЛАХ 
I . Постановка задачи. 
Рассматривается прикладная задача, возникающая при 
изучении распространения волн в упругих телах. Физичес­
кая постановка задачи и метод ее исследования описаны в 
работах [1)2\ . В работе [З^ развит предложенный в Г*3 ме­
тод и проведены расчеты двумерной математической модели 
рассматриваемой задачи. В настоящей работе приводятся 
результаты расчетов трехмерной математической модели, 
предложенной Тютекиным В.В. и Приходько В.Ю. - представи­
телями Акустического института им.Н.Н.Андреева АН СССР. 
Математическая модель изучаемого процесса включает 
в себя следующие математические задачи: 
- задачу на собственные числа для системы комплексных 
обыкновенных дифференциальных уравнений 9-го порядка 
с двухточечными краевыми условиями; 
- задачу Коши для системы 3-х-комплексных обыкновенных диф­
ференциальных уравнений, использующих как собственные 
числа,так и собственные решения предыдущей задачи, с 
начальными условиями, определяемыми из решения линей­
ной алгебраической системы уравнений; 
- задачу на вычисление значений функционалов, зависящих 
от решений предыдущих двух задач. 
Была разработана методика вычислительных работ, сос­
тавлены программы на Фортране ?! проведены расчеты с двой­
ной точностью на ЭВМ ЕС-1060. Результаты расчетов проил­
люстрированы на рисунках. 
- Т4Т - . 
2. Задача на собственные числа. 
Исследуется двухточечная краевая задача 
х ^ С а , 6 3 , ( I ) 
ига) = Е, 4еШи(6)-Е\\=0. ( 2 ) 
Здесь I) - неизвестная 3*3 матрица с комплексными эле­
ментами. Е - единичная матрица, Р - комплексная матрич­
ная функция 
р(*,и)=±[(и-Е)А(Е-и)-1Ш-Е)ь(и+Е) + 
+1 Ш+Е)С(Е-и)+Ш+Е)О(0+Е)1, 
I - мнимая единица. Матрицы А , В , С , 0 определя­
ется следующим образом: 
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С = 
ос & 
т и--2 Со) 
X С.-
-1К (* -2 Со) 
с, 
т 
ос -1к\ 
\ 
2 0 
X 
0 
2ск п 
23= 
Относительно функций /?/ и #2 возможны 3 варианта: 2 
/?2 -О . Другие параметры следующие: С0= 0.2.51& , 9 
^~(*+К,)(/-2С0)С-/. 
Параметр т может принимать значения О или / • Число К 
являет*! собственным числом задачи ( 1 ) , ( 2 ) . Интервал ин­
тегрирования [(У, б] =г Г Л Ю] . 
Методика вычисления собственных чисел задачи ( 1 ) , ( 2 ) 
проста в изложении, но трудоемка с вычислительной точки 
зрения. Ищутся положительные собственные числа к . По 
рельефу комплексной функции 
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выбирается шаг Л К , например 0.02 , и, начиная с К = 0 
шагом Л К решается задачи Ноши для уравнения ( I ) с еди­
ничным начальным условием. Строится график реальной и мни­
мой части функции с1(к) (можно строить модуль этой функ­
ции). В окрестности точки, где /?е с[(к) = 1т с!(К)=0 , ме­
тодом деления отрезка пополам уточняется значение собст­
венного числа к до 5 значащих цифр. Ятому числу прис­
ваивается порядковый номер п ,и как само собственное чис­
ло кп/гвк и соответствующее ему собственное решение 
1}(эс,кп) задачи ( 1 ) , ( 2 ) запоминается в ЭВМ. 
Начальная задача для системы ( I ) решалась методом 
Рунге-Кутта 4-го порядка с переменным шагом интегрирования 
на интервале [19Ю1 • В пограничном слое справа от % 
где диагональные элементы решения О резко меняют свое по­
ведение, вычисления проводились с шагом 2' - 2~ . 
Вне погранслоя система ( I ) решалась с шагом 2~* - 2~ 
На собственных числах вычисления проводились с более мел­
ким шагом, чтобы получить более точное собственное реше­
ние. Для сравнения быля оделена попытка решать систему 
( I ) с помощью программ иЗОИЕ - пакета программ для 
решения обыкновенных дифференциальных уравнений. Однако 
оказалось, что для получения решения с той же точностью, 
программы пакета из-за своей универсальности поглощают в 
2 раза больше машинного времени, чем используемый нами 
метод. 
Результаты расчетов собственных чисел кп приведены в 
таблице I , где в наименовании вариантов введено обозначе­
ние 
(х-О 
/О2 
Количество собственных чисел в вариантах различно. В I , 
Ш и У вариантах по 7, а во I I и 1У вариантах по 
8 собственных чисел. 
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Таблица I 
N т = 0 / 7 7 - 0 Я, = 0 т=0 Я2~0 т=1 /г,=о / 7 7 ^ / Я2=0 
Щ 0.12397 0.26375 0.31003 0.39334 0.22604 
кг 0.48094 0.36470 0.43737 0.48445 0.40225 
«* 0.53359 0.55616 0.45872 0.66286 0.52767 
0.59184 | 0.71495 0.72857 0.84449 0.63737 
к* 0.88854 0.78100 0.79591 0.92005 0.79420 
«6 1.00000 0.98223 0.84374 1.02441 0.87014 
1.07458 1.26091 0.91774 1.25430 0.93166 
«в 
—. 
1.36576 - 1.36216 -
В дальнейшем будем обращаться к этим вариантам по 
их порядковым номерам, соответствующим номеру столбца. 
3. Задача Ноши* 
Решается линейная однородная система 3-го порядка 
комплексных обыкновенных дифференциальных уравнений с на­
чальным условием на правом конце интервала [а, б] 
М&&*##>* ^(х,и&,*п)) М(х,кп) (з) 
Здесь М и М0 - 3-х-компонентные вектор-столбцы, Кп -
собственные числа задачи ( 1 ) , ( 2 ) , Ц(х, кп) - соб­
ственные решения задачи ( 1 ) , ( 2 ) , 
г4(х,и)=±[1А-в+с+м+<1В~;А-в-с)и*] р 
II* - эрмитово сопряженная к О матрица, т . е . 
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На рис.1 приведено поведение диагонального элемента 
иИ матрицы 0(ос,кп) при К3 = 0.5335В для I ва­
рианта» т . е . когда т = 0 , = /? 2 = г 0 • 
Рис.1. График функции и н (х,кп) дая 
варианта т — Я4 = Я2 - 0 , 
На рис 2 приведено поведение средней компоненты век­
тора- М (х9м3) для I варианта. В этом варианте рас-
II* = О - транспонированная с комплексно-сопряжен-
ньши элементами. Матрицы. А , В , С , О определены в 
предыдущем разделе. Вектор М0 определяется на однород­
ной системы линейных алгебраических уравнений 
с условием нормировки / М0 / - 1 . Интервал интегриро­
вания [1,10] . 
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четы проведены для всех 7 собственных чисел Кп . 
Оказалось, что для собственных чисел К3 и к6 характер 
решения М(эс,кп) существенно отличается от решения 
для других 5 > собственных чисел. Иыенно тем* что при 
К3 и Щ первая и третья компоненты вектора М ( М /, 
М 2 , М3 ) равны нулю» а М2 - для собственного 
числа К3 приведены на рис.2. 
Для собственных чисел кп при п= /,2,4,5,7 
компоненты А/у и М3 отличны от нуля, а М%-0» Пове­
дение матричных элементов и^(х,кп) достаточно раз­
нообразно, но общим является то , что у диагональных эле­
ментов с увеличением собственного значения Кп круче ста­
новится поведение в окрестности точки х -У . Недиаго­
нальные элементы матрицы О отличаются более гладким 
поведением. 
4. Вычисление функционалов. 
Результаты расчетов задач ( 1 ) , ( 2 ) и (3 ) используются 
для вычисления некоторых функционалов. Конкретно, требует­
ся выяснить поведение функций V- (гг^, гг2 , 1%) 
2.1 
1.8 
1.5 
03 
0.6 
03 
аз 
ов 
(Х9 
1.2 
15 
Ю X 
Рис.2. График функции Мг(х,к3) 
для варианта т = Я4 = /?2 = о 
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и Г на интервале [1910] 
Ч(зс> Хп)т \ [Е +и*(*. Кп)1 М (ос. кп)% 
Т(х,кп) =Ц[Е-11*(х9кп)1М (*,к„)\. 
На рис.3 приведено поведение функции Т и компонент 
&1 и г/3 вектора У для I варианта при КА-=0.д8&54 
Компонента У~г - О «На графиках откладывались относи­
тельные значения компонент 
Сию} 
к \ \ V 
^ 4 -
/0 л 
Рис.3. Графики функций Т . тх4 % гг3 
при к5 для варианта тшЯ^ЩЧЬ 
Наибольший интерес представляет поведение следущих 
двух функций: 
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р&р) +/> &Зо (&№о (р) 
рн1(РТ+рв9о(б)Н0(р) 
Но (5 в *1пу>) 
- 2 
рэ\(р)+/>&$*{Ш1(р) 
рЦ(р)+р6$/6)Н,(р) 
Здесь 30 , % М0 *МI - функции Бесселя и Ханкеля 
1-го рода, угол Ц> меняется в интервале [о, &3 , 
^= 0.37037 , р*$&<Ш1ф , = 24241 
3 - / 0 , < /^77 - диагональный элемент матри­
цы, обратной к 
1)т - матрица - решение задачи ( 1 ) , ( 2 ) , индекс т указы­
вает на значение параметра т э параметр к задается 
формулой 8со& у . Таким образом .решение С1т явля­
ется функцией угла у • 
Поведение элемента до(*0) , как функции угла у?, 
приведено на рис.4. Разрывы этой функции можно объяснить 
лишь спецификой системы. Кстати,^, для I варианта имеет 
5 разрывов, а функция д1 для 1У варианта имеет 8 разры­
вов (ее график мы не стали приводить). Область <р в: 
[85°,90°]9 в которой функция (}0 разрывна, представлена 
на графике с мелким шагом. 
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9о 
3 
2 
1 ) 
1 ) 
-2 
-3 
-и 
0° 10° 20° 30* 40° 50* 60* 70° 30* 85* 36* 87* 90°У 
Рис.4. График функции д0(Ю) для ва­
рианта /77 = /?у = Я2-0 . 
Следует отметить неожиданное свойство матрицы 2 т : 
будучи произведенной из двух матриц с полностью комплекс­
ными элементами, матрица 2 т состоит из элементов либо 
чисто действительных, либо чисто мнимых, причем располо­
жение действительных и мнимых элементов такое же, как в 
исходной матрице В 
На рис.5 приведено поведение функции ^(Ф! для 
I варианта. Область (/>е [85°, 90й] , представляющая 
особый интерес, нарисована с мелким шагом. 
Нули функции (<Р) до точки Ц>=85° определя­
ются нулями уравнения 
рЭ'о(р)+^6%(вУЭ0(р) - о. (4) 
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0.5 
ОМ 
0° 10° 20° 30° 40° 50° 60° 70° 80*85° 86° 87° 88° 89° 90? у 
Рис.5. График функции ^(ф) для вариан­
та П7= Я1=Я2=0 
Учитывая значения параметров , в % р и функции д 0 , 
нули этого уравнения могут быть найдены как нули функции 
Эо(р) > взятые с некоторым избытком. Последний нуль, 
определяемый таким образом,находится в окрестности ^>-67°% 
В области уе. [85°, 90°] нули функции ^0(1Р) 
определяются поведением элемента йл . Поясним это 
подробнее. Седьмой нуль функции Э0(р) приходится на 
значение р — 21,212 , что соответствует значению 
Для у> > % оказывается Э0 ( р ) < 0 • Зо(р)4 С • 
следовательно, уравнение (4 ) может иметь нуль лишь при 
отрицательных значениях 
рУо (р) 2. 
Из рис.4 видно, что благодаря 5 разрывам функции О су­
ществует 5 отрицательных значений О , доставляющих 
нуль уравнению ( 4 ) , а следовательно, обращающих в нуль 
и функцию / 0 . Эти 5 нудей функции 4С в точности 
- Т5Т -
соотр^тствуют 5 собственным числам кп (п = /, 2,4,5,7) 
I варианта. 
В таблице 2 приведены значения углов Ц>п • отвеча­
ющих собственна числам Кп для I и 1У вариантов. 
Таблица 2 
\ % % % Щ % % 
I 89.66 88.70 88.56 88.40 87.60 87.30 87.10 -
IV 88.94 88.69 88.21 87.72 87.52 8^.24 85.61 86.32 
Таким образом, нули функции ^ 0 в интервале С85°,90°] 
приходятся на углы Фп при номерах п = /,2 ,4,5,7 
В точках Щ и ( Д функция У О принимает максимальные 
значения. Эти точки <рз и % и в других отношениях вы­
деляются среди 7 экстремальных точек I варианта. Ведь 
они отвечают собственным числам К3 и кв , для кото­
рых компоненты ГГ, и (Х3 вектора У(х%кп) тождест­
венно равны нулю. А для всех остальных собственных чисел 
гт, и 2/3 отличны от нуля и лишь гГ2 - О 
На рис.6 приведено поведение функции ^(ф) для 
1У варианта 
0° Ю° 20° 30й 40° 50° 60° 70° в0° 85° 86° 8Г 88° 89° 90" Ч> 
Рис.6. График функции для варианта т^Я^ОЯг*}* 
- 152 -
Поступила 9.10.87. 
Нули функции уу (Ц>) Д О точки Ц>-85° включительно 
определяются нулями числителя в выражении для ^ (У7) . 
При у>>85° функция /1(4*) также имеет нули, но они не 
являются характерными точками поведения этой функции. 
Острые пики ь:аксиыуыов,~вот что характеризует функцию 
^(^Р) н а интервале [85% 90°] # Все 8 точек максимумов 
в этом интервале приходятся на точки , выписанные в 
таблице 2 для 1У варианта. Эти точки максимумов соответст­
вуют собственным числам Кп 1У варианта. 
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Заключение 
Результаты, изложенные в статьях нестоящего сбор­
ника, представляют определенный интерес для специалистов 
по математической физике, занимающихся как теоретическим 
исследованием, а так и исследованиями практических за­
дач, сводящимся к аналогичным краевым задачам для обык­
новенных дифференциальных уравнений. 
Кроме того, эти результаты мог^т быть использованы при 
чтении соответствующих спецкурсов для студентов и аспи­
рантов специальности-прикладная математика. 
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ДЛЯ ЗАМЕТОК 
I 
Под решением задачи понимается пара (х(Ж),Л) . 
Сохранение знака ос '„ (Ь) прк сС<Ь<уь позволяет 
преобразовать рассматриваемую задачу к такой задаче на 
заданном конечном интервале, которую можно исследовать 
известными методами теории нелинейных уравнений. 
Библиогр. 6 назв. 
УДК 517.927 
Звягинцев А.И. ОБ ОДНОЙ КРАЕВОЙ ЗАДАЧЕ, МЩрИРЯЩЕЙ 
РЕАКЦИЙ ОКИСЛЕНИЯ НА ПОВЕРХНОСТИ КаШЙЗАТОРА //П&уальные 
вопросы краевых задач. Теория и приложения.- Рига: ЛГУ 
им.П.Стучки, 1988.- С.15-22. 
Исследуется следующая краевая задача: 
с/,(0-и2)и"+ и<и!;)=-а,(4-а,-и2)+а3и,+и,иг , 
и\(-4)= и'г(-0= и, и'2 (4)^0 
с дополнительными условиями Оци1 , и г , и< + 4 . 
Библиогр. I назв. 
УЛК 517.927 
Колосов А.И. ОБ ОДОЙ НЕЛИНЕЙНОЙ КРАЕВОЙ ЗАДАЧЕ В НЖЛАС-
СИЧЕОШй ГЮСТАНОВКЕ // Актуальные вопросы краевых задач. 
Теория и приложения.- Рига: ЛГУ им.П.Стучки, 1988.- С.4-14. 
Рассматривается краевая задача; 
^ с ' ^ у Г / , ^ , Л) 
С (ос)- О, сср(с1)=оср., йс1('1[)^а1 , 
хр(Ъ>о (<о) (оС<1:^), 
где /5гге/?А; Л<е/?*; в: 
Уда 517.927 
С.23-34. 
Изучается обобщенная разрешимость краевой задачи: 
) 6х=у, Нх= И , 
оС ^ ос ^ р , 
Нх= И(хГа), х(3),х'(а),х'(в) 6 иА/ непрерывны, <<• и ^ -
обобщенные нижняя и верхняя функции уравнения , 
функция С фиксирована. Приведены условия разрешимости л 
краевой задачи. Рассмотрены случаи <(^(а)=Ъ(а\оС(о)'Мо) 
:'(а)=А'(а)>, <*(а)=р(а),и'(а)^>(а),ы.Чб)<в'(2)>, 
ы. (а) =у*(а) , ос '(а) =*(а)> ы. '(6) = ^ '(6) > < 
и симметричные им. 
Библиогр. 5 назв. 
УДК 517.927.4 : 956.4 
Адыотов М.М. ОБ АВТОМОЖЛШЫХ РЕШЕНИЯХ ОДНОГО НЕЛИНЕЙНОГО 
УРАВНЕНИЯ ПАРАБОЛИЧЕСНШ) ТИПА //Актуальные вопросы крае­
вых задач. Теория и приложения.- Рига: ЛГУ им.П.Стучки, 
1988.— С .35—52. , 
Статья посвящена краевой задаче 
Шт 5ри '(5) = 0, ит$ру'(5)=0% у(&) = 0 , 
" 5*2.(0, 5у) , 
возникающей при построении автомодельных решений уравнения 
Доказано существование спектра различных решений в зависи­
мости от параметров задачи. Установлены различные свойства 
решений. 
Библиогр. 14 назв. 
ш 
Щ 47.927.4 : 956.4 
Ленин Л.Л.. О ВДШСТВЕННОСЖ МОНОТОННОГО РШЕНИЯ ОДНОГО АБ1ШЖГ^ЛОГбУРАВНШИЯ ИЗ ТЕОРИИ НЕЛИНЕЙНОЙ ТЕШЮПРО-
В0Д](.01>1 // Актуальные вопросы краевых задач. Теория и 
приложи «ия.- Рига: ЛГУ им.П.Стучки, 1988.- С.53-58. 
Для р > - -/ , уз > У доказана единственность мо­нотонного решения уравнение 
удовлетворяющего условиям Зип 5 ру (5) = О , у(5^)=- О. 
Ьиблиогр. 6 назв. 
УДК 517.927 
Цепитис Я.В. О СУЩЕСТВОВАНИИ ОГРАНИЧЕННОГО РЕШЕНИЯ 
ОБЫКНОВЕННОГО Жй^ЕНШ1АЛЬН0Г0 УРАВНЕНИЯ ВТОРОГО 1_, 
С НЕСУММИРУЕМОИ ОСОБ.ЗДНОСТЫ) / Актуальные вопросы краевых 
эалач^Теория и приложения.- Рига: ЛГУ им.П.Стучки. 1988.-
Для уравнения 
при предположении, что (О, + <*°) либо 7 = х > ° -
для любых 6<=(0, Т), <Г€*(8р Т), /*Саг(С8,<г]*Я*.К) 
сформулированы в терминах обобщенных нижних и верхних 
функций условия существования ограниченного вместе с 
производной решения х : Со, Т) —> Я , удовлетворявшего 
условию х(О) — 0, 
Библиогр. 4 назв. 
УДК 517.?27 
Лепин А.Я. РАЗРЕШИМОСТЬ КРАЕВЫХ ЗАДАЧ ДНЯ УРАШВИ ВТОРО­
ГО 1ЮРВДКА //Актуальные вопросы краевых задач. Теория м 
приложения.- Рига: ЛГУ им.П.Стучки, 1966.- С.№-78/ 
Доказано 16 теорем о разрешимости краевой задачи 
сс"=у({, х,х'), Н2х=Н2 , оС^х^уЗ. 
Библиогр. 3 наев. 
1У 
УДК 548,732 : 519.6 
Степанов А.А. ОБРАТНАЯ 1СРАЕВАЯ ЗАДАЧА РЕНТГЕНОВСКОЙ ДИАГ­
НОСТИКИ ПОЛУ ПРОВОДНИКОВ // Актуальные вопросы краевых за­
дач. Теория и приложения.- Рига: ЛГУ им.П.Стучки, 1988.-
С.79—90 
Рассматривается обратная краевая задача неразрушаю-
щей и бесконтактной диагностики кристаллов с постоянным 
градиентом деформаций. Приведены результаты обработки 
реальных экспериментальных данных, сравнение с разрушающи­
ми методами контроля. 
Илл.4. Библиогр. 13 назв. 
Получены достаточные условия приводимости периодичес­
ких систем линейных дифференциальных уравнений, неразре­
шенных относительно производных. 
Библиогр. 5 назв. 
УДК. 517.927 
Беспалова С.А., Клоков Ю.А. ОБ ОДНОМ ОБОБЩШИИ УРАВНЕНИЯ 
ФОЛКНЕРА-ОСЕНА. I // Актуальные вопросы краевых задач. 
Теория и приложения.- Рига: ЛГУ им.П.Стучки, 1988.- С. 99-
108. 
Исследуется существование решения краевой задачи: 
где Рг - полином второй степени вида Рл (х,х\ х") ш 
= х"(а0 + а4Х + айх'+а3х")+в0 + б1Х ^62х'^6нх1+ 
УДК 517.926 
эсм= Рг(х,х\х*) 
*(о)=х0> х*(0)=а, х'(°о)=6, 
+ 5,АХХ'+6къХ91 
Библиогр. 15 назв. 
УДК 519.31 
рбаев Ф.Ж. и МНОЖЕСТВАХ ТОНЕЛЛИ В ОдаОМЕРНОЙ ЗАДАЧЕ 
ЩЙОКНОГО ИСЧИСЛЕНИЯ // Актуальные вопросы краевых 
задач. Теория и приложения.- Рига: ЛГУ им.П.Стучки, 1988.-
С.Т09-И4/ * 
Под множеством Тонелли понимается множество (замкну­
тое и имеющее меру нуль) точек интервала 1а , ьЛ , в кото­
рых принимает бесконечное значение производная абсолютно 
непрерывной функции ос (г) , являющейся решением экстре­
мальной задачи 
З^^] [Ц,х,эс')сИ-+ теп , х(а)=сС} ос(6)=р . 
а 
В терминах функции Р приводятся условия пустоты мно­
жества Тонелли. 
Указывается на связь вопроса о множествах Тонелли с 
вопросом об ограниченности производных ограниченных реше­
ний в теории краевых задач обыкновенных дифференциальных 
уравнений. 
Библиогр. 5-назв. 
УДК 517.927 
Гризан Г.П. ОБ ОДНОЙ КРАЕВОЙ ЗАДАЧЕ ДНЯ СИСТЕМ ОДО ВТОШ-
ГО ПОРЯДКА // Актуальные вопросы краевых задач. Теория и 
приложения.- Рига: ЛГУ им.П.Стучки, 1988. - С . 115-121. 
Изучается разрешимость сингулярной краевой задачи 
Библиогр. 4 назв. 
УДК 517.929+519.67 
Румянцев А.Н. ИССЛЕДОВАНИЕ ЗДЭВДШОДСТИ ОДНОЙ КРАЕВОЙ ЗА 
ДАЧИ С ПРИмЕНШШШСТЕМ АВАЛИЖЖВШХ вШиСЛШЙГ// 
Актуальные вопросы краевых задач. Б&шия и приложения.-
Рига: ЛГУ им.ШСтучии, Ш988,- С-1Е22--ШГ 
Описывается конспективная давим исследования раз ре­
шимости двухточечное краевой задачи дав уравнения с зал аз-
УХ 
УДК 517.927 
Ленина Э.И. О МАКСИМАЛЬНЫХ РЕШШЯХ КРАЕВЫХ ЗАДАЧ ДЛЯ 
УРАВНЕНИЯ ВТОРОГО Н) РЯДКА //Актуальные вопросы краевых 
задач. Теория и приложения.- Рига: ЛГУ иц.ГГ.Стучки.-
1988.- С Ш - 1 3 9 / 
Для краевой задачи 
где <^  - нижняя, а р - верхняя функции, в терминах 
классов монотонности найдены теоремы о существовании 
максимального решения. 
Библиогр. 10 назв. 
УДК 517.927.4 
Гудков В.В., Клиедере И.Р. КРАЕВАЯ ЗАДАЧА 0 РАСПРОСТРАНЕ­
НИИ ВОЛН В УПРУГИХ ТЕЛАХ // Актуальные вопросы краевых 
задач. Теория и приложения.- Рига: ЛГУ им.П.Стучки, 1988.-
Рассматривается краевая задача, возникающая при изу­
чении распространения акустических волн в упругих телах. 
Представлена математическая модель изучаемого процесса, 
которая включает в себя три взаимосвязанные математичес­
кие задачи: задачу на собственные числа для комплексной 
системы 9-го порядка обыкновенных дифференциальных урав­
нений с двухточечной краевыми условиями, задачу Коши для 
комплексной системы 3-го порядка и задачу на вычисление 
функционалов от решений предыдущих задач. Описана методи­
ка вычислений и приведены результаты расчетов. 
Библиогр. 3 назв. 
дывахзшим аргументом, реализуемая с применением систем 
аналитических вычислений ЭВМ, Приводится иллюстрирующий 
пример. 
Библиогр. 5 назв. 
