Quantitative application of ion beam analysis methods, such as Rutherford backscattering, elastic recoil detection analysis, and nuclear reaction analysis, requires the use of computer simulation codes. The dierent types of available codes are presented, and their advantages and weaknesses with respect to underlying physics and computing time requirements are discussed. Dierences between dierent codes of the same type are smaller by about one order of magnitude than the uncertainty of basic input data, especially stopping power and cross section data. Even very complex sample structures with elemental concentration variations with depth or laterally varying structures can be simulated quantitatively. Laterally inhomogeneous samples generally result in an ambiguity with depth proles. The optimization of ion beam analysis measurements is discussed, and available tools are presented.
Introduction
Except for the simplest cases, the quantitative application of ion beam analysis (IBA) methods, such as Rutherford backscattering (RBS), elastic recoil detection analysis (ERDA) and non-resonant nuclear reaction analysis (NRA), requires the use of computer simulation codes for the analysis of measured particle energy spectra. Available simulation codes for this purpose were lastly reviewed about 5 years ago [1] , with some updates in [2] . Some of the conclusions from this review were meanwhile implemented by a software intercomparison organized by the International Atomic Energy Agency (IAEA) [3, 4] , namely the validation of existing methods, estimation of errors in the information extracted by dierent programs, and quantication of dierences produced by dierent algorithms and implementations. During the last ve years a steady development of computer codes took place, while the increasing computer power (especially by the increasing ability for parallel computing) made new applications possible and allowed to drop some approximations which were necessary due to computing time limitations.
This article tries to review current developments and is organized as follows: Improvements and remaining problems of basic input data (stopping powers, straggling data, cross-sections) are discussed in section 2. The dierent types of available simulation codes are presented and discussed in section 3, the accuracy of codes is discussed in section 3.4. Analysis of complex samples (with emphasis on the analysis of of laterally inhomogeneous samples) is discussed in section 4. The optimization of IBA measurements is discussed in section 5. This paper limits itself to simulation codes for energy spectra of charged particles in random materials. Direct calculation codes without simulation, for example LORI [5] , SQUEAKIE [6] or KONZERD [7] , are not considered. Simulation of methods involving photons, such as PIXE [8] and PIGE, as well as channeling in single crystalline materials [9] , are also not considered. It should be noted, however, that some of the simulation problems depicted in this paper, such as inaccuracies of stopping powers or ambiguities due to lateral sample inhomogeneities, also may aect these methods.
Input data
Quantitative application of IBA methods requires precise basic input data, especially stopping power data, straggling parameters, and cross-section data. As will be shown below, the precision of IBA methods is largely governed by the inaccuracy of these input data. This inaccuracy is also the main driver for the precision of simulation codes: It usually does not make sense to implement highly precise but slow algorithms, if the precision of input data is small.
Stopping power data
Although not the only available program for the calculation of stopping powers [10] , the SRIM code [11, 12] has become the de-facto standard for stopping power calculations. The SRIM module, rstly introduced with SRIM-2003, allows an easy integration of SRIM stopping power calculations into external programs [12] one important reason for the popularity of SRIM stopping powers.
The last major changes to SRIM stopping powers were introduced in SRIM-1995, SRIM-1998 and SRIM-2003. In 1995 a complete overhaul of the stopping of relativistic light ions with energies above 1 MeV/amu was made, while in 1998 the Barkas Eect and theoretical stopping of Li ions were improved. In 2003, new theoretical calculations for the stopping of heavy ions at lower energies were included. The accuracy of SRIM-2003 for H-ions is about 4.2%, for He ions 4.1%, for Li ions 5.1%, and for heavier ions (from Be to U) 6.1%, resulting in an overall accuracy of 4.8% [12] . Compared to SRIM-1998 with an overall accuracy of 6.1% the accuracy of stopping powers increased, but only at a slow pace. Recent versions of SRIM (until SRIM-2010) did not change the SRIM-2003 stopping powers. It could be demonstrated that the SRIM-2003 stopping power for 1.5 MeV 4 He in Si is accurate within 0.6% [4] , but this high precision is a rare exception: The uncertainty of stopping powers is often the major source of uncertainty for the computer simulation of ion beam analysis spectra.
IBA simulation programs usually employ a linear addition of stopping powers (known as Bragg's rule) for determining the stopping power in compounds [13] . However, as is well known, Bragg's rule can be incorrect within up to 20% [12] , especially in light target materials such as hydrocarbons. In heavy compounds (such as BaCl 2 , Fe 2 O 3 , WO 3 , ZnO,...) the deviation from Bragg's rule is typically below 2%. A number of simulation programs allow to take deviations from Bragg's rule into account, either by using individual stopping power data for layer molecules or whole layers, or by employing a correction factor to the stopping power obtained from Bragg's rule. However, this possibility is only seldom applied by users. It's use is strongly encouraged.
Straggling data
Electronic energy loss is always associated with electronic energy-loss straggling [14] . State-of-the-art simulation programs take the binding of electrons to the atomic cores, charge state uctuations of the projectile ion, and propagation of straggling in thick layers into account [15] . Energy-loss straggling is often assumed to have a Gaussian shape, but this is only approximately correct in a narrow range of energy losses. For very small energy losses, i.e. close to the surface, and for larger energy losses, i.,e. deeper in the sample, the particle energy distributions may deviate considerably from a Gaussian [14] . Recent developments of simulation programs take this non-Gaussian shape into account. In [16] a Γ-distribution is used to model the straggling distribution. Although this approach is problematic because it generally does not reproduce correctly the third moment of the distribution, it can result in an improved approximation in a number of cases. In [17] the skewness of the energy-loss straggling distribution is taken into account by its third moment. The straggling distribution is then approximated by a two-piece normal distribution, thus reproducing the mean value, width, and skewness of the energyloss straggling distribution. This approach can be generalized to take also the skewness of multiple scattering and geometrical straggling distributions into account [17] .
Cross-section data
At high energies scattering and recoil cross-sections deviate from the Rutherford cross-section due to the inuence of the nuclear force. A very simple t formula allowing to estimate the maximum energy until which the Rutherford cross-section can be used was published in [18] and is widely used. However, the underlying concept of an actual Coulomb barrier was criticized to be based on irrelevant physics and its predictions to be misleading [19] , so that the results from [18] should be used with great care. The most reliable method to determine if a cross-section is still Rutherford or not is therefore a look at assessed experimental or evaluated theoretical cross-section data.
As a result of a technical meeting and a coordinated research project (CRP) at the International Atomic Energy Agency (IAEA) a database (Ion Beam Analysis Nuclear Data Library (IBANDL) [20]) was created containing experimental cross-section data for non-Rutherford scattering, non-Rutherford recoil creation, and nuclear reactions [21, 22, 23] rst proposals for such a cross-section data base date back to the early 90's [24] . The current content of IBANDL (August 2010) are 1874 cross-section data les, i.e. almost all measured and published cross-section data since the 50's are available in IBANDL in numerical form. Many of the les have been assessed, i.e. at least they were compared to the original publication and, as far as possible, to other available experimental data. The data are in R33 le format.
In addition to this huge collection of experimental cross-section data, 27 evaluated non-Rutherford cross-sections are available and 5 evaluated nuclearreaction cross-sections [22, 23] . These evaluated cross-sections are based on nuclear models and available for any scattering or reaction angle. It should be noted, however, that the accuracy of these cross-sections has never been evaluated and is therefore uncertain.
The availability of evaluated cross-section data for a number of important light elements is a major step forward for the computer simulation of IBA. The availability of backscattering cross-section data at any angle enables as new application the calculation of non-Rutherford recoil cross-sections for incident medium heavy ions, for example 1 H( 16 O, 1 H) 16 O through inverse kinematics. This enables the quantitative application of medium heavy ion ERDA (MI-ERDA) for simultaneous depth proling of hydrogen isotopes and helium [25] .
At low energies the scattering cross-section deviates from the Rutherford crosssection due to partial screening of the nuclear charge by the surrounding electrons. Several easy computable screening correction functions have been developed for IBA applications for the weakly screened region, i.e. if the deviation from the Rutherford cross-section is below about 20%. Often applied screening corrections are from L'Ecuyer [26] and Andersen [27] . These screening corrections are especially used by analytical simulation codes presented in section 3.3 and in [1] . Dierent types of screened potentials were developed for lower energies and are used by full Monte Carlo codes, see section 3.1: SRIM uses the ZBL or Universal potential [28] , for TRIM.SP the Kr-C potential [29] is often used. Dierent screened cross-sections are compared in Fig. 1 for 4 He backscattered from Au at 165 • . The Universal cross-section was calculated in [30] using Gauss-Mehler integration with 10000 points, thus providing very high accuracy. The tabulated data points are interpolated in Fig. 1 using quadratic interpolation between the logarithmic energy values. At 1 MeV the Universal cross-section is about 1.5% higher than Andersen and L'Ecuyer, at 500 keV this dierence increases to about 2.2%. The dierence between dierent screening corrections generally increases with decreasing scattering angle and decreasing energy. For high-Z elements and at typical energies used for IBA the uncertainty due to dierent screening corrections is therefore in the range of 12%. This has to be kept in mind when comparing results from dierent types of codes, because full Monte Carlo codes traditionally use dierent screening corrections than analytical codes.
TRIM-like full Monte-Carlo codes usually don't compute the scattering integral accurately, but use the faster MAGIC approximation [31] . The accuracy of MAGIC for the calculation of the scattering angle is 1-2% [30] , resulting in a comparable inaccuracy for the scattering cross-section. While this is less problematic at low energies, where a large number of scattering events occur, it may introduce an additional error at typical energies used for IBA, where one scattering event may be dominant.
Types of simulation codes
Dierent types of simulation codes have been developed during the last three decades, based on dierent approximations to the underlying physics of ionsolid interactions. The codes can be roughly subdivided into three categories: Full Monte-Carlo, Monte-Carlo with weight function, and analytical code. Each of these types of codes has its strengths and weaknesses with respect to accuracy, computing time requirement, and usability.
Full Monte-Carlo simulation
In a full Monte-Carlo (MC) simulation the incident ion is tracked from the target surface until it nally comes to rest in the material (or its initial energy has decreased below some pre-set value) [31, 32] . Typical representatives of this type of code are the popular SRIM-code [11, 12] or SDTrimSP [33] . The codes described in section 3.2 (MC with weight function) can be often also used for full MC simulations. An amorphous material is assumed with a random free path length between subsequent collisions. The crystalline structure of the material can be taken into account in order to calculate channeling eects [9, 34, 35] . All scattering events including events with small deection angles are taken into account, thus resulting in a very realistic simulation of multiple and plural scattering events. For the calculation of a scattering event the binary collision approximation is used. This approximation is very reasonable at typical IBA energies. For improved accuracy the inuence of additional neighbors can be taken into account approximately. Most full MC codes were initially developed for the keV energy range, and the eects of electronic energy loss straggling and detector resolution are either oversimplied or not implemented. Non-Rutherford scattering cross-sections are not implemented, and (depending on selected screening function) the scattering cross-section may slightly deviate from other codes, see section 2.3. The codes presented in section 3.2 were developed for typical IBA energies and therefore suer less from these limitations, when used for a full MC simulation.
Full MC simulation oers the highest precision in the simulation of IBA spectra, taking all relevant physical processes into account. Moreover, a full MC simulation code is very lean: The core requires only a few hundred lines of code. The identical code can be used from the several 10 eV to the several MeV energy range, thus allowing easy testing and debugging of the code. The main problem of full MC codes are the much too long computing times: For solid angles of about 1 msr, as are typically used in IBA, and medium heavy targets, the backscattering yield is of the order of only 10 −9 , so that of the order of 10 12 incident particles have to be calculated: This takes several years on current computer hardware. However, these codes can be easily parallelized and oer an almost linear speed-up with the number of processors. A speedup by a factor of 500 when running the code on 512 processors was already demonstrated for SDTrimSP [33] , and comparable speed-ups on even larger clusters can be expected. Although at present and in the near future full MC simulation is not applicable for everyday work, it can be used for fundamental investigations, especially on the inuence of multiple and plural scattering, and for testing and benchmarking other types of code.
Monte-Carlo with weight function
Although the most accurate method, a full MC simulation requires too long computing times for practical applications, see section 3.1. The computing time was decreased by several orders of magnitude by a number of improvements:
(1) The target is kept as thin as possible, and only ions heading towards the detector are followed [36, 37] . (2) Scattered/recoiled atoms are pitched only in detector direction, crosssections instead of counts are accumulated, and a virtual detector 100 times larger than the real one is used [38, 39] . (3) Computational improvements: The MAGIC procedure for the calculation of the scattering integral is replaced by matrix interpolation [40] . (4) Transcendent functions are avoided as far as possible and replaced by interpolations of pre-calculated values [41] .
These improvements reduce the computing time for MC simulations from several years to a few minutes. Two dierent codes are publicly available: MCERD [38, 39] and CORTEO [41] . The approximations outlined above can be switched o, in which case these codes run a full MC simulation (with increased computing time). Both codes were initially developed for MeV IBA application, so their handling of MeV-specic eects, such as energy-loss straggling, is more accurate than by native full MC codes.
However, besides their dramatic decrease of computing time, the improvements sketched above introduce also some problems: The code gets more complex and is consequently more prone to bugs. Ions starting initially in directions away from the detector are not calculated, thus neglecting some plural scattering background. Backscattering simulations require the introduction of a minimum scattering angle, which is arbitrary and not physical this problem does not occur for recoils. The accumulation of cross-section instead of counts results in an awkward non-Poisson statistics and may contain visible spikes. The virtual detector requires a kinematic correction in order to avoid too large geometrical straggling eects. This kinematic correction is only approximate.
These types of code are more dicult to use than full MC simulation codes. CORTEO [41] has introduced an easy-to-use graphical user interface, thus allowing the use of this type of codes even for non-experts.
Analytical codes
At suciently high energies and/or suciently light target materials ion trajectories can be approximated by straight lines for in-and outgoing particles with one scattering, recoil or reaction event combining them. The energy spectrum is then obtained as the solution of a number of coupled dierential equations, which can be solved numerically. A number of codes have been developed for this purpose, an overview can be found in [1] . According to citation frequency the most popular are SIMNRA [42, 43] , RUMP [44, 45] and NDF [46] , but other codes are also used. These codes are faster by several orders of magnitude, as compared to all types of MC codes. This allows the use of improved tting algorithms for automatic or semi-automatic spectrum tting [46] and the analysis of large numbers of spectra. Many of these codes have an easy-to-use graphical user interface and a data base of cross-sections for non-Rutherford scattering and nuclear reactions.
For not too large energy losses, multiple small-angle scattering can be treated as an additional energy broadening contribution, which can be calculated using an analytical theory of multiple scattering [15, 47, 48, 49] . Several analytical simulation programs can include multiple scattering eects in this approximation, see [1] for details. This analytical theory was compared to MC simulation calculations and showed very good agreement [50] for small and medium energy losses. At oblique incidence the multiple scattering energy distributions get skewed, which can be additionally taken into account [17] . But at large energy losses the analytical theory of multiple scattering gets more and more inaccurate [50] . Consequently, with these types of codes the low energy part of IBA energy spectra can be simulated only, if multiple scattering does not play a role: This is usually only the case for very light target materials.
In addition to multiple small-angle scattering, trajectories with two or more large angle deections may occur. This is often called plural scattering. Plural scattering trajectories result in additional spectrum intensity in areas of the spectrum where no intensity is expected in the single scattering approximation, for example below the low-energy edge of heavy element layers [51, 52, 53, 54] . The eects of plural scattering cannot be calculated analytically. The dual scattering approximation [54] takes two large angle deections into account, which, in many cases, already yields a reasonable approximation to the plural scattering background. This approximation typically somewhat underestimates the plural scattering background due to the neglect of trajectories with more than two large angle deections [54] . Although it increases the computing time considerably, it is usually still fast enough even for daily work and especially important for thicker layers of heavy elements and at lower energies.
Analytical codes are the most widely used codes for IBA spectrum simulation and evaluation. A number of codes are publicly available, diering widely not only in the implemented physics and input data bases for stopping powers and cross-sections, but also in their user interface, extensibility, and automatic tting capabilities. Many of the codes are being developed since many years, resulting in a very mature status without obvious bugs. Precise IBA analysis of samples containing heavy elements usually requires the use of codes with multiple and plural scattering simulation capabilities.
Code accuracy
The accuracy of 6 analytical and one MC code was determined in a software intercomparison for typical IBA problems using identical input data [3, 4] . The dierences between dierent codes were only about 0.1%. This is much lower than the uncertainty of input data, especially of stopping powers and non-Rutherford cross-sections. This small dierence between dierent codes is not too astonishing, because code authors usually implement algorithms which are more accurate than input data by one to two orders of magnitude: A higher accuracy does not make sense and usually slows down the code, while a smaller accuracy results in visible deviations to measured spectra. The analytical multiple scattering theory from [15, 47, 48, 49] , which is implemented in a number of of analytical codes [1] , was compared to Monte-Carlo calculations in binary collision approximation and molecular dynamics calculations in [50] and showed good agreement if the energy losses were not too large, see also section 3.3. The accuracy in the evaluation of IBA data is therefore dominated by the inaccuracies of basic input data and not by inaccuracies of algorithms implemented in simulation codes. Nevertheless, despite this overall result it should be noted that some codes showed larger deviations or were even incorrect in special cases, for example for ERDA [3] .
4 Complex samples
Laterally homogeneous samples
All simulation codes are able to handle layered sample structures in slab geometry: The sample is assumed to consist of stacked layers, where each layer extends indenitely parallel to the surface. Each layer has a homogeneous composition and a thickness. State-of-the art simulation codes either don't limit the number of layers at all, or they allow so many layers that the upper limit is not a practical limitation. Simulations with dozens of layers (for example stacked Co/Re layers) have been successfully performed [3] .
Continuous concentration depth proles, such as Gaussian shaped implantation proles or diusion proles of individual elements, can be approximated by a larger number of thin layers. The element concentrations in each layer are constant, but vary from layer to layer. Some programs already have the build-in ability to generate special types of depth proles (usually Gaussian or diusion type proles), while some other programs are extensible and external target editors have been written [55, 56] , thus allowing to create even very complicated target structures. The approximation of continuous depth proles by thin layers with constant concentrations is mathematically not fully correct, because the continuous change of the stopping power by a continuous concentration prole is not taken fully correctly into account: A number of mathematical methods exist, that could provide higher accuracy. However, the approximation of continuous proles by layer slabs keeps both the simulation code and the user interface consistent and provides sucient accuracy, if the layer thicknesses are small enough.
Laterally inhomogeneous samples
Practically, laterally homogeneous layered sample structures as described in section 4.1 are only available from semiconductor industry, which is one of the main elds of application for IBA. In all other cases samples usually have laterally inhomogeneous layer structures. This may be dierent types of layer or substrate roughness [57, 58, 59] , island growth [60] , incomplete coverage of the surface due to inhomogeneous layer deposition or erosion [61, 62] , randomly distributed microstructures [55] or inclusions [63] , or regular gratings [64] or meshes, as are used for example for collecting dust samples from air.
A rough layer is characterized by a distribution of layer thicknesses. If the layer roughness is small compared to the mean layer thickness, then the inuence of this roughness on the energy spectrum of backscattered particles can be treated as an additional Gaussian energy broadening contribution [59] . For larger roughnesses this contribution gets non-Gaussian and can be calculated as a linear superposition of energy spectra calculated for smooth layers [58] . The statistical weight of each sub-spectrum is determined from the probability distribution function of layer thicknesses. This ansatz neglects correlations between incident and exit beams (for example incidence through a valley and exit through a hilltop of the rough surface) and is therefore only valid if the lateral spacing of the roughness is larger than its vertical extension and for backscattering at angles close to 180 • . Correlation eects can be taken into account analytically [65] or by Monte-Carlo simulations [66] , but require additional knowledge about the roughness parameters. These can be obtained for example from atomic force microscopy (AFM) measurements. As probability distribution function for the layer thickness distribution the Γ-distribution has been proposed [67] and has proven to be a very successful approximation for rough layers in many cases [67, 68] .
Substrate roughness can be taken into account using a similar ansatz with a distribution of local tilt angles, resulting in a distribution of incident and exit angles [67] . As in the case of layer roughness, correlation eects between incident and exit means are neglected. A Lorentz distribution [67] or a Gaussian distribution of local tilt angles have been used. 
Ambiguity between lateral inhomogeneities and depth proles
The method of linear superposition of sub-spectra, as outlined in section 4.2, can be used not only for rough samples, but for arbitrary lateral structures [60, 55] . As in the case of surface roughness, correlations between incident and exit beams are neglected, so that this method is only valid if the lateral extension of surface structures is much larger than their thickness.
Laterally inhomogeneous samples have to be analyzed with care due to a general ambiguity between concentration variations with depth, i.e. depth proles, and thickness variations. This is shown in Fig. 3 . The measured RBS spectrum can be described by two very dierent sample models: Model 1 assumes a laterally homogeneous sample structure with depth-dependent concentrations of Si and Ta. This model provides a good t to the measured spectrum and requires the assumption of mixed SiTa layers at the top and bottom interfaces of the Ta layer. Model 2 assumes a lateral variation of the top Si layer thickness with two dierent thicknesses. The real sample cross-section is shown in Fig. 3 bottom. The top Si layer is a grating with two dierent thicknesses, which can be extracted from model 2. The spectra calculated with the two dierent models are practically indistinguishable, although only model 2 reects the real sample structure. This ambiguity between depth prole and lateral thickness variation is a very general feature of ion beam analysis, and practically each spectrum can be tted either with a laterally homogeneous depth prole of elements or with a lateral thickness variation of layers. This ambiguity can easily result in incorrect conclusions, and is generally dicult to solve with ion beam analysis methods alone. The deduction of a depth prole and of conclusions based on it therefore always requires a proof, that the sample is laterally homogeneous. This is best done with laterally resolving non-IBA methods, such as scanning electron microscopy (SEM), focused ion beam cross sectioning (FIB), prolometry, atomic force microscopy (AFM) or scanning tunneling microscopy (STM). IBA measurements at a number of dierent geometries may also help to detect ambiguities [69] . It should be noted, though, that both models shown in Fig. 3 yield identical total amounts (in atoms/cm 2 ) of Ta and Si within the error bars of the measurement, i.e. the total amount of elements can be extracted robustly even in the case of ambiguities.
Experimental design and planning
All simulation codes can be used to design experiments by performing simulations to test dierent experimental parameters, such as ion energies, geometries, beam uences etc. for an assumed sample structure. This allows to determine if the signals from dierent elements overlap, if the sensitivity of a setup is large enough to detect a specic signal, and so on. These test simulations are much faster and cheaper than a real measurement. However, in order to extract the maximum information available through IBA methods, the experimental parameters (such as incident ion species, incident energy, incident and exit angles) have to be optimized. Often the best achievable depth resolution in a specic depth is desired, although other optimization criteria (such as maximum sensitivity in a specic depth or maximum analyzable depth) may exist. These optimized parameters are depth and element specic.
The DEPTH [15] and RESOLNRA [70] codes calculate the depth resolution taking detector resolution, energy-loss straggling, geometrical straggling and multiple scattering energy spread into account. They help to nd optimum incident energies and incident angles. The optimum depth resolution, especially close to the surface, often requires the use of very grazing incidence or exit angles of 80 • and more [70] . This is an experimental challenge.
A given combination of incident energy/incident angle usually provides an optimum depth resolution only in one specic depth for one specic element. In order to achieve an optimum depth resolution throughout a larger depth range or for multiple elements requires measurements at dierent energies or geometries [71, 3] . Depth proling of deuterium with a depth resolution of 12 µm until depths of 40 µm was demonstrated in amorphous deuterated hydrocarbon layers using the D( 3 He,p)α nuclear reaction at dierent incident energies [72] . Planning of such multiple energies measurements requires a thorough calculation of the achievable depth resolution, taking all relevant energy spread contributions into account. Multiple energies, geometries or methods may be also necessary to solve ambiguities of depth proles of multiple elements [73] .
The described optimization of measurements requires prior knowledge about the sample structure. If additional prior information about the shape of the depth proles exists (e.g. an exponential decaying concentration prole), then this prior knowledge can be taken into account using Bayesian inference in order to minimize the number of necessary measurements [74] .
Conclusions
Except for the simplest cases, the quantitative application of IBA methods requires the use of computer simulation codes for the analysis of measured particle energy spectra. Simulation codes for IBA are well developed. Three dierent types of codes have been developed for the simulation of IBA spectra: Full Monte Carlo simulation, Monte Carlo simulation with weight function, and analytical codes. Each type of code has advantages and weaknesses with respect to accuracy, completeness of basic physical processes, computing time requirement, and code complexity. The inaccuracies of basic input parameters, namely stopping powers, non-Rutherford cross-sections at high energies, and screening corrections at low energies, are larger by about one order of magnitude than dierences between dierent codes. The accuracy of simulation calculations is therefore determined by the accuracy of these basic input data, and not by the codes.
Complex sample structures with both laterally homogeneous and inhomogeneous structures (surface roughness, lateral layer thickness variations) can be simulated, and quantitative information can be extracted. However, laterally inhomogeneous samples have to be analyzed with care due to the ambiguity between concentration variations with depth, i.e. depth proles, and lateral layer thickness variations. IBA measurements allow a reliable extraction of depth proles only for laterally homogeneous samples.
Optimization of the depth resolution is usually only possible for one specic element and depth. The achievement of an optimum depth resolution throughout a larger depth range or for multiple elements requires measurements at dierent energies or geometries. This requires a thorough experimental design and planning. ig. 1. Cross-section for backscattering of 4 He from Au at 165 • . Universal: Universal potential from [28] ; Andersen: Screening function from [27] ; L'Ecuyer: Screening function from [26] . Fig. 3 . Top: Measured and simulated RBS spectra from a Si/Ta/Si sample using two dierent sample models, which are shown in the middle. The measurement was made with 1.5 MeV 4 He ions at normal incidence, scattering angle 165 • . The outgoing beam was parallel to the grating, i.e. out from the visible plane. Simulations by SIMNRA 6.52 [42] . Model 1 assumes a layered sample structure, the layer compositions and thicknesses (in 10 15 at./cm 2 ) are indicated. Model 2 assumes a 3750 × 10 15 at./cm 2 thick Ta layer. On top of the Ta layer a laterally inhomogeneous pure Si layer is deposited. The layer has of 2 dierent thicknesses, the frequency of occurrence of each thickness is indicated. Bottom: Scanning electron micrograph of the sample cross-section, from [64] .
