We study a weighted divisor function ′ mn≤x cos(2πmθ 1 ) sin(2πnθ 2 ), where θ i (0 < θ i < 1) is a rational number. By connecting it with the divisor problem with congruence conditions, we establish an upper bound, mean-value, mean-square and some power-moments.
Introduction and main results

Introduction
Let d(n) = be the error term in the asymptotic formula for D(x). Dirichlet's divisor problem consists of determining the smallest α, for which ∆(x) ≪ x α+ε holds for any ε > 0. Clearly, Dirichlet's result above implies that α ≤ 1 2 . Throughout the past more that 160 years, there have been many improvements on this estimate. The best estimate to-date has been given by Huxley [4, 5] , and reads ∆(x) ≪ x 131 416 log 26947 8320 x.
(1.1)
It is widely conjectured that α = 1 4 is admissible and the best possible. Since ∆(x) exhibits considerable fluctuations, one natural way to study the upper bounds is to consider the moments.
Voronoi's work [16] in 1904 showed that
Later, in 1922 Cramér [2] proved the mean square formula 27 by the estimate (1.1). In 1992, Tsang [14] obtained the asymptotic formula , respectively. Heath-Brown [3] in 1992 proved that for any integer k < A, where A satisfies (1.2), the limit
exists. Then, there followed a series of investigations on explicit asymptotic formulas of the type (1.3) for larger values of k. In 2004, Zhai [17] established asymptotic formulas for 3 ≤ k ≤ 9.
At the beginning of 20th century, Voronoï [16] proved the remarkable exact formula that
where K 1 is the modified Bessel function of the second kind of order 1, and Y 1 is the Bessel function of the second kind of order 1. The series on the right-hand side is boundedly convergent for x lying in each fixed closed interval. Recently, Berndt et al [1] considered ′ mn≤x cos(2πmθ 1 ) sin(2πnθ 2 ), which can be seen as a weighted divisor function and they got an analogue of Voronoi's formula as follows.
Let J 1 be the ordinary Bessel function. If 0 < θ 1 , θ 2 < 1 and x > 0, then In this paper, we will study ′ mn≤x cos(2πmθ 1 ) sin(2πnθ 2 ) further with a different approach and prove some results analogous to those for ∆(x).
Notations. For a real number t, let [t] be the largest integer no greater than t,
2πit . C, R, Z, N denote the set of complex numbers, of real numbers, of integers, and of natural numbers, respectively; C r [a, b] be the class of functions having a continuous rth derivative in [a, b] ; f ≍ g means that both f ≪ g and f ≫ g hold. Throughout this paper, ε, ε ′ denote sufficiently small positive constants, and L denotes log T .
Main results
We first state the divisor problem with congruence conditions. A divisor function with congruence conditions is defined by
of which, the summatory function is
1.
From Richert [11] , we can find that for
where
. For simplicity, in this paper we consider S(q 1 q 2 x; a 1 q 1 , a 2 q 2 ). Our first result is an analogue of (1.2) for ∆(x; r 1 , q 1 , r 2 , q 2 ), which would play an important role in the study of higher power moments of S(q 1 q 2 x; a 1 q 1 , a 2 q 2 ). 
where the constant
where 
which is an analogue of the well-known conjecture that ∆(x) ≪ x 1 4 +ε . Müller and Nowak [10] studied the mean value of ∆(x; r 1 , q 1 , r 2 , q 2 ). They pointed out
T is a large number, and c 2 is a constant.
2.
2. An analogue Voronoi formula for ∆(x; r 1 , q 1 , r 2 , q 2 ) In this subsection we shall prove the following.
], H ≥ 2 be a parameter to be determined, and
with E(n; H, J) defined in Section 3. Then
Proof of Lemma 2.1. From (1.4), we write
The rest of the proof is almost the same as that for Lemma 3.1 in Liu [9] .
Preliminaries
We introduce some notations first. Set
To prove the theorems, we need the following definition and Lemmas.
where the ≪ constants depend on r alone. Consider
The pair of nonnegative real numbers (κ, λ) will be called an exponent pair, if
holds uniformly for f and d. 
where a(h) and
Lemma 3.3. (Halász-Montgomery inequality) (see e.g., Ivić [7] ) Let ξ, ϕ 1 ,. . . , ϕ R are arbitrary vectors in an inner-product vector space over C, where (a, b) will be the notion for the inner product and a 2 = (a, a). Then
Then for any ε > 0, 1 ≤ υ < k, we have
Lemma 3.6. ( Hilbert's inequality )( See e.g. [13] ) Let x 1 < x 2 < · · · < x n be a sequence of real numbers. If there exists δ > 0, such that min
for arbitrary complex numbers u 1 , u 2 , · · · , u n .
Proofs of Theorem 1.1
We follow the approach of Zhai [18] , and first present a large value estimate of ∆(q 1 q 2 x; r 1 , q 1 , r 2 , q 2 ).
Large value estimate of
We shall prove the following
Proof of Theorem 4.1. Let T 0 > V be a parameter to be determined and I be any subinterval of [
, T ] of length not exceeding T 0 . Without loss of generality, we may assume
By Cauchy's inequality we get
We first estimate M 1 . Assume that G 1 = {x 1 , . . . , x M1 }. Then we have
Summing over the set G 1 we get
for some fixed j with 0 ≤ j ≤ J 0 . Let 2 ≤ H < T be a parameter to be determined later. From Lemma 3.1 and Lemma 3.2, we have
where c(h) is some function such that c(h) ≪ 1 h . By using Lemma 3.2, we get
Inserting (4.3) into (4.2) yields
Then it is easy to see that γ(n; H, j) ≪ d(n), and
By a splitting argument and Cauchy's inequality, we get
with ξ n = γ(n; H, j)n − 3 4 for N 1 < n ≤ 2N 1 and zero otherwise, and ϕ s = {ϕ s,n } ∞ n=1 with ϕ s,n = e(−2 √ nx s ) for N 1 < n ≤ 2N 1 and zero otherwise. Then
where we used the estimate n≤N d 2 (n) ≪ N log 3 N . Thus by Lemma 3.3, we get
By the Kuz'min-Landau inequality and the exponent pair ( 
Combining this with (4.4), we get
Thus from (4.5), we get
For M 2 , by symmetry, we can get the same estimate. Noting that
Dividing the interval [
, we see
This completes the proof of Theorem 4.1.
Proof of Theorem 1.1
For A = 0, this is trivial. For 0 < A ≤ 2, it follows from (2.4) and Hölder's inequality. So it suffices to prove it for A > 2.
With a similar argument to (13.70) of Ivić, we see
, and the number of V is ≪ L. By Theorem 4.1, we get
Thus we have
Thus we obtain the estimates for integrals over intervals of the form [2 −j T, 2 1−j T ], 1 ≤ j ≪ log T , by summing over which, we get Theorem 1.1.
Proofs of Theorem 1.2 and Theorem 1.3
Suppose x ≥ 1, 1 ≤ a i ≤ q i and (a i , q i ) = 1 for i = 1, 2. Since periods of both cos(2πmθ 1 ) and sin(2πnθ 2 ) are 1, we have 
An expression of
, (6.1)
Let k ≥ 2 be a fixed integer. By the elementary formula (a + b)
3) The expression of R 0 given by (6.1) shows that
Then, clearly
If l ≡ ±a 1 (mod q 1 ), from (5.2), S 0 = 0. If q 1 > 2, then for l ≡ a 1 (mod q 1 ) or l ≡ −a 1 (mod q 1 ), obviously they cannot be simultaneously true,
If q 1 = 2, then a 1 = 1, and a 1 ≡ −a 1 (mod q 1 ). Thus, for l ≡ a 1 (or − a 1 ) (mod q 1 ),
Summing up, we see
By a similar argument, we get
else.
Combining (6.4)-(6.6), we obtain
∆d 2 (n; a 1 , q 1 , a 2 , q 2 ).
Similarly, we have
∆d 2,1 (n, H, J; a 1 , q 1 , a 2 , q 2 ), (6.8)
∆d 2,2 (n, H, J; a 1 , q 1 , a 2 , q 2 ).
Upper bound of
From the expression of G 12 provided by (6.2), we have
dx.
Noticing that for a, b > 1,
we have
(6.12)
Hence, we get
(6.13)
, and n≤N d(n) n ≪ log 2 N in the last step.
Now we consider
14)
noting that n≤N d 2 (n) ≪ N log 3 N . By using Lemma 3.6 and (6.12), we get
From (6.14)-(6.16), we see 17) in view of y ≤ T L −4 . Combing (6.10), (6.13) and (6.17), we get Lemma 6.2.
Evaluation of the integral
From (6.7) and (6.8), we see
by using (6.12), we get
in view of n 1 = n 2 . Thus, we have
Dividing the interval y < n 1 ≤ N into y < n 1 ≤ 4y and 4y < n 1 ≤ N , we see 
By the same agrement with (6.16), we get
It is clear that
Combining (6.19)-(6.21), we have
The same estimate holds for
R 0 R 2 dx, which yields Lemma 6.3.
From the expression of R 1 given by (6.8), we get
∆d 2,1 (n, H, J; a 1 , q 1 , a 2 , q 2 ) .
So we have
Splitting the sum according to n 1 = n 2 or n 1 = n 2 , we obtain
Similarly to (6.12), we get the estimate
where we used the estimate
From (6.22), we obtain the estimate
2 dx, the same estimate holds. Thus, we get Lemma 6.4.
Evaluation of the integral
Then from Lemma 6.2, Lemma 6.3 and Lemma 6.4, it follows that
Take y = T 1 2 . We see Lemma 6.5.
Mean-value of
From Lemma 6.5 and Lemma 6.1, using Cauchy-Schwarz inequality, we get
Combining these three estimates with Lemma 6.5, Lemma 6.1, we obtain
which immediatly implies Theorem 1.4 by noting that the interval [1, T ] can be divided into subintervals of the the form [2
7. Proofs of Theorem 1.5
In this section, we shall refer to a method originated from Zhai [17] to prove Theorem 1.5. Throughout this section, we assume k is an integer with 3 ≤ k < A 0 , where A 0 > 9 satisfies (1.5).
Evaluation of the integral
In this subsection, We will evaluate the integral
0 (x; y)dx, which provides the main term in the asymptotic formula of
1) from the expression of R 0 shown by (6.7), we get
2)
First we consider
Note that
According to the definition in Section 3, this is B k a1 q1 , a2 q2 . Thus
We now consider
3), using (6.12), we see Substituting it into (7.6), we get
Combining this with (7.4), (7.5), we arrive at Lemma 7.1. 
From the expressions of R 0 and R 1 given by (6.7) and (6.8), using (7.1), we have i ∈1 k−1 y<n1≤N ni≤y 2≤i≤k α(n ;i )=0 cos β(i ) (n 1 n 2 · · · n k ) 3 4 × ∆d 2,1 (n 1 , H, J; a 1 , q 1 , a 2 , q 2 ) k i=2 ∆d 2 (n i ; a 1 , q 1 , a 2 , q 2 ), S 4 (x) =x k 4 i ∈1 k−1 y<n1≤N ni≤y 2≤i≤k α(n ;i ) =0 cos 4πα(n ; i ) √ x − β(i ) (n 1 n 2 · · · n k ) 3 4 × ∆d 2,1 (n 1 , H, J; a 1 , q 1 , a 2 , q 2 ) k i=2 ∆d 2 (n i ; a 1 , q 1 , a 2 , q 2 ). Replacing R 1 by R 2 , this estimate still holds, which immediately implies Lemma 7.2. 
