Abstract We find explicit formulas for the Hilbert series of residual intersections of a scheme in terms of the Hilbert series of its conormal modules. In a previous paper we proved that such formulas should exist. We give applications to the dimension of secant varieties of surfaces and three-folds.
Introduction
Let M = ⊕ i∈Z M i be a finitely generated graded module over the homogeneous coordinate ring R of a projective variety over a field k. The Hilbert series (sometimes called the Hilbert-Poincaré series) of M , which we will denote [[M ] ], is the Laurent series
If Z ⊂ P n := P n k is a scheme, then the Hilbert series of Z is by definition the Hilbert series of the homogeneous coordinate ring of Z. Of course this Hilbert series contains the data of the Hilbert polynomial of Z as well.
Sometimes interesting geometric data (such as the dimension of a secant variety) can be described in terms of residual intersections in the sense of Artin and Nagata [2] , and the purpose of this paper is to compute the Hilbert series of such schemes. Here is the definition: let X ⊂ Y ⊂ P n be closed subschemes of P n , let R be the homogeneous coordinate ring of Y , and let I X ⊂ R be the ideal of X in Y . A scheme Z ⊂ Y is called an s-residual intersection of X in Y if Z is defined by an ideal of the form I Z = (f 1 , . . . , f s ) : R I X , with f 1 , . . . , f s homogeneous elements in I X , and Z is of codimension at least s in Y . We wish to derive formulas for the Hilbert series of Z in terms of information about X and the degrees of the polynomials f i . In our previous paper [6] we showed that this is sometimes possible in principle: under certain hypotheses the Hilbert series of Z does not vary if we change the polynomials f i , keeping their degrees fixed. In this paper we make this more precise by giving formulas-under somewhat stronger hypotheses-for the Hilbert series of Z in terms of the degrees of the f i and the Hilbert series of finitely many modules of the form ω R /I m X ω R , where ω R denotes the canonical module of R.
♦ partially supported by the National Science Foundation. ♥ We are all grateful to MSRI for supporting the commutative algebra years in 2002-03 and 2012-13, where we worked on this paper.
AMS 2010 Subject Classification: Primary, 13D40, 13C40; Secondary, 13H15, 13M06, 14C17, 14N15
For example, suppose that Y = P n and X is locally a complete intersection (for instance, smooth). If f 1 . . . , f s are homogeneous elements of degree d of I = I X such that R := (f 1 , . . . , f s ) : I has codimension s then the Hilbert series of the homogeneous coordinate ring of the scheme Z defined by R differs from that of a complete intersection defined by s forms of degree d by and rewriting the result as a Laurent series. Up to a small shift in notation, this is the formula given in Remark 1.5b (where the case of forms f i of different degrees is also treated.) In applications, one sometimes needs to know only whether the s-residual intersection Z actually has codimension exactly s in Y ; for example, we will use such information in Section 3 to say when the secant varieties of certain (possibly singular) surfaces and smooth 3-folds have dimension less than the expected dimension. For this purpose it is enough to know just one coefficient of the Hilbert polynomial of Z, that corresponding to the degree of the codimension s component of Z. More generally, we show how to use partial information about X to compute just the first k coefficients of the Hilbert polynomial of Z.
Consider the case where Y is Gorenstein and X is Cohen-Macaulay. Suppose, further, that locally in codimension i < s, the subscheme X ⊂ Y can be defined by i equations, and that, for j s − g,
If Z is any s-residual subscheme of X in Y , then the Hilbert polynomial of Z may be written in terms of the Hilbert polynomials of I j X for j s − g + 1 (the explicit formula is given in Theorem 1.9). Moreover, if X and Y satisfy some of our hypotheses only up to some codimension r, then the formula gives the first r coefficients of the Hilbert polynomial of Z.
Our formulas are derived in Section 1, which is the technical heart of the paper. To prove them we need to adapt the arguments of Ulrich [19] . The delicate point is the use in that paper of the isomorphism R ≃ ω R that holds for a Gorenstein ring. Since our rings are Gorenstein only up to a certain codimension r, we know only that ω R is a line bundle locally in codimension r, and this does not suffice to determine its Hilbert series. Thus the module ω R must be brought into play. For other work along these lines, see Cumming [7] .
In case where Y is Gorenstein, the sheaves I j X /I j+1 X themselves play the crucial role in our formulas. If X were locally a complete intersection scheme, then I X /I 2 X would be a vector bundle and I j X /I j+1 X would be its j-th symmetric power, so it is reasonable to hope that for "nice" ideals I the Hilbert series of the first few conormal modules should determine the rest. We prove a general theorem of this kind in Section 2, and carry out the reduction in some particular cases. For instance, if s = codim(X) then the degree of an s-residual intersection scheme Z in Y = P n may be calculated immediately from Bézout's Theorem: deg Z = ( i deg f i ) − deg X. This was extended to a formula in the case s = codim Y X + 1 by Stückrad [18] and to the case s = codim Y X + 2 by Huneke and Martin [16] . Our formula gives an answer in general, and we work this out explicitly for the case s = codim Y X + 3. In Section 3 we apply our results to the study of secant loci. Our general theorems imply conditions in terms of Chern classes of a smooth embedded three-fold for the degeneracy of the secant locus in terms of Chern classes and in terms of certain Hilbert coefficients. We also recover the analogous criteria for surfaces with mild singularities, a case already by Dale [7a] and others.
Formulas for the Hilbert series of residual intersections
To deal with rings R that are not equidimensional, we define the true codimension of a prime ideal p ⊂ R to be dim R − dim R/p. We say that an ideal I satisfies the condition * G s if, for every prime p in V (I) of true codimension < s, the minimal number of generators of I p is at most dim R p (the usual condition G s is the same but for codimension instead of true codimension ). Definition 1.1. Let R be a graded ring and M, N graded R-modules. We say that M and N are equivalent up to true codimension r, and write M ∼ = r N , if there exist graded R-modules W 1 , . . . , W n with W 1 = M , W n = N and homogeneous maps W i → W i+1 or W i+1 → W i , for 1 i n − 1, which are isomorphisms locally in true codimension r. A homogeneous map which is an isomorphism up to true codimension r will be denoted by
Saying that M ∼ = r N is of course much stronger than saying that M and N are isomorphic locally at each prime of true codimension r. For example, any two modules M and N that represent line bundles on a projective variety of dimension r satisfy the latter condition, but M ∼ = r N implies that they represent isomorphic line bundles! The need to provide explicit maps that are locally isomorphisms in some true codimension between modules that are not in fact isomorphic is what makes the work in this section delicate.
If R is a Noetherian standard graded algebra over a field and M a finitely generated graded R-module, we will denote the 
have the same coefficients of a s for s dim R − 1 − r. We will also extend the notation ≡ r to arbitrary series that are rational functions with no pole outside 1, by the same requirement, as soon as dim R is clear from the context. The substitution t → t −1 is a well-defined automorphism of the ring Z[t,
Lemma 1.2. Let R be a positively graded Noetherian algebra over a field k. If for each prime p of dimension dim R − r, the ring R p is Cohen-Macaulay of dimension dim R − dim R/p, then
Proof. Dualize a free resolution of R over a polynomial ring S, and note that all the homology modules other than Ext
We next adapt some results of [6] and [20] to our context. Suppose that R is a local Cohen-Macaulay ring and I is an ideal of height g. In the rest of this section we will often use the condition that depth R/I j dim R/I − j + 1 for 1 j s − g. These conditions are satisfied if I satisfies G s and if moreover, I has the sliding depth property or, more restrictively, is strongly Cohen-Macaulay (which means that for every i, the i-th Koszul homology H i of a generating set h 1 , . . . , h n of I satisfies depth H i dim R − n + i or is Cohen-Macaulay, respectively) ( [13, 3.3] and [15, 3.1] ). The latter condition always holds if I is a Cohen-Macaulay almost complete intersection or a Cohen-Macaulay deviation 2 ideal of a Gorenstein ring [3] . It is also satisfied for any ideal in the linkage class of a complete intersection [14, 1.11] . Standard examples include perfect ideals of grade 2 ([1] and [9] ) and perfect Gorenstein ideals of grade 3 [21] . Lemma 1.3. Let R be a finitely generated positively graded algebra over a factor ring of a local Gorenstein ring and write ω = ω R . Let I be a homogeneous ideal of height g, let f 1 , . . . , f s be forms contained in I of degrees d 1 , . . . , d s , write A i := (f 1 , . . . , f i ), A := A s , and R i = A i : I. Assume that ht R i i for 1 i s and ht I + R i i + 1 for 1 i s − 1. Further suppose that, locally off V (A), the elements f 1 , . . . , f s form a weak regular sequence on R and on ω, and that locally in true codimension r in R along V (A), the ring R is Gorenstein and depth R/I j dim R/I − j + 1 for 1 j s − g. Then :
is exact locally in true codimension r for 1 i s and min{1, i − g} j s − g.
Proof. Adjoining a variable to R and to I and localizing, we may suppose that grade I > 0. Furthermore, our assumptions imply that I is G s and satisflies the Artin-Nagata condition AN s−1 locally in true codimension r; see [20, 2.9(a) ]. Likewise, in the setting of (c), AN s holds locally in true codimension r.
Part (a) holds along V (A) by [20, 1.7(g)], and off V (A) because f 1 , . . . , f i form a weak regular sequence. Moreover, the sequence of (b) is obviously a complex and it is exact in true codimension r by [20, 2.7(a)].
For the proof of (c), we induct on i. For i = 0, our assertion is clear since grade I > 0 and therefore R/R 0 = R. Assuming that the assertion holds for R i = R/R i for some i, 0 i s − 1, we are going to prove our claim for R i+1 = R/R i+1 . To this end we may suppose r i + 1.
We first wish to prove that
Using the exact sequence
we obtain a long exact sequence
Since the support in R of (0 : R i f i+1 ) has true codimension r + 1 > i by part (a), we have Ext
as locally up to true codimension r on V (A), R i is Cohen-Macaulay of true codimension i by [20, 1.7(a)], whereas locally up to true codimension r off V (A), R i is defined by the weak regular sequence f 1 , . . . , f i and hence has projective dimension at most i. Therefore
Hence, to prove (1), it suffices to show that
We prove that locally in true codimension r in R, the map φ is injective, and its image coincides with I E, which gives im φ
This is trivial locally off V (A) because on this locus I = R and f i+1 R i :
we may localize to assume that R is a local ring of dimension at most r and A = R. Of course we may suppose R i = 0. In this case R is Gorenstein, R i is Cohen-Macaulay of codimension i, and f i+1 is a non zerodivisor on R i by [20, 1.7 
yield a commutative diagram with an exact row
The last map is surjective because S/(0 : S IS) = R i+1 by [20,1.7(f)] and R i+1 is a maximal CohenMacaulay S-module. Now φ is injective and the desired equality im φ = I E follows once we have shown that im ψ = Iω S . For this it suffices to prove
for then Iω S ⊂ im ψ and we have the natural epimorphism of isomorphic modules ω S /Iω S → coker ψ, which is necessarily an isomorphism. We first argue that ω S /Iω S is a maximal CohenMacaulay S-module. Indeed, [20, 2.7 
Hence by our induction hypothesis,
But the latter is indeed a maximal Cohen-Macaulay S-module according [20, 2.7(b) ]. Thus
This completes the proof of (2), and hence of (1). Now
by our induction hypothesis, and using (3) one sees that
On the other hand, R i+1
, and hence
Now combining (5), (1), (4) concludes the proof of part (c).
We write σ m (t 1 , . . . , t s ) for the m-th elementary symmetric function.
Theorem 1.4. Let R be a standard graded Noetherian algebra over a field. Write n = dim R and ω = ω R , and let I be a homogeneous ideal of height g satisfying * G s . Let f 1 , . . . , f s be forms
. . , f s ), R = A : I, and assume that ht R s. For each prime of true codimension r suppose:
, then the elements f 1 , . . . , f s form a weak regular sequence on R p and on ω p .
• If p ∈ V (A), then the ring R p is Gorenstein of dimension equal to the true codimension of p and depth
Applying repeatedly a general position argument (see [6, 2.5 ]), we may assume that ht R i i and ht I +R i i+1 for 0 i s−1.
We first notice that for 0 i s and i − g j s − g,
which can be easily deduced from Lemma 1.3(b) using induction on i. Now let 0 i s − 1 for (a), or 0 i s for (b), respectively. Then by Lemma 1.3(c),
Locally in true codimension r in R, R/R i is either zero or Cohen-Macaulay of codimension i by [20, 2.9 and 1.7(a)]. Therefore
as can be easily seen by dualizing a homogeneous finite free resolution of R/R i over a polynomial ring and using Lemma 1.2. Now by Lemma 1.3(c) and (1),
j=−g+1
To see (a) notice that by Lemma 1.3(a),
for 1 i s. Now by induction on i using (2), one shows that
from which (a) can be easily deduced.
Remark 1.5. If in Theorem 1.4, R is a polynomial ring in n variables, then the formulas of that theorem take the following form:
This yields our formula since
(1).
Lemma 1.7. Let P be a numerical polynomial written in the form P (t) = 
Proof. We first notice that for integers r and n 0, one has the following identities of numerical polynomials :
where the first is obvious and the second can be easily proved by induction on n. Now
where
Recall that the Hilbert series [[M ]] of a finitely generated graded module M over a homogeneous ring over a field is element of the ring Z[t,
can be written uniquely in the form
where e i ∈ Z and F ∈ Z[t, t −1 ]. The coefficients e i can be computed as e i (M ) =
, where
the polynomial associated to S. Its significance is that if we write S = i∈Z c i t i , then c i = Q(i) (−1)
for 0 i r − s. (−1)
for 0 i r − s.
Proof. We only prove part (a). First write (−1) (−1)
Proof. Notice that ω/I j ω ≃ R/I j (−n) and proceed as in the proof of Theorem 1.9.
Corollary 1.11. Let R be a homogeneous ring over a field, write n = dim R, ω = ω R , and assume that R is Gorenstein locally in true codimension r s. Let I be a homogeneous ideal of height g satisfying G s , let f 1 , . . . , f s be forms contained in I of degrees 
Proof. One uses Theorem 1.9(a) and [20, 1.7(a)].
Hilbert series of powers of ideals and degrees of residual intersections.

Computing Hilbert series of powers.
Motivated by Remark 1.5, showing the usefulness of the Hilbert series of the powers of an ideal, we will focus here on the following question: to what extent does the Hilbert series of the first powers of an ideal determine the Hilbert series of the next powers?
The following Lemma tells us a useful property of a general set of elements of an ideal. Lemma 2.1. Let R be a standard graded Cohen-Macaulay ring over an infinite field k, let I a homogeneous ideal, generated by forms of degrees at most d, and let r be an integer with 0 r dim R . Further assume that I satisfies G r+1 and has sliding depth locally in codimension r.
Given d i d for 1 i r + 1], there exists a Zariski dense open subset Ω of the affine k-space We now choose some degrees (e.g. d i = d for all i) and polynomials f i as above. Part two of the lemma implies that the approximation complexes corresponding to f 1 , . . . , f r+1 , and therefore their different graded components,
have homology in positive degrees supported in codimension at least r + 1. Moreover, H 0 (M p ) coincides with I p /I p+1 locally up to codimension r. See [12] for all of these facts.
Recall that in this sequence, H q stands for the q-th homology module of the Koszul complex K(f 1 , . . . , f r+1 ; R) and S q is the free R-module generated by monomials of degree q in r+1 variables. The maps are homogeneous of degree 0 in the graded case, with the usual weights on the Koszul complex and similarely the weight of
Therfore we have the following equalities :
for every p 0, where s j stands for the sum of all the monomials of degree j in r + 1 variables (complete symmetric functions). These express the Hilbert series of the modules H 0 , . . . , H p in terms of the ones of R/I, . . . , I
p /I p+1 , and vice versa.
If I has height g, then H q = 0 for q > r + 1 − g. We therefore immediately see that the Hilbert series of all the modules I p /I p+1 are determined, up to r-equivalence, by the knowledge of the Hilbert series of I p /I p+1 for 0 p r + 1 − g, up to r-equivalence.
We now assume that, in addition, R is Gorenstein with a-invariant a := a(R) and is strongly Cohen-Macaulay locally in codimension r. In this case we can use the self-duality of the homology of the Koszul complex to see that only half of the information about the Koszul homology is needed. Indeed, the structure of graded alternating algebra on the homology of the Koszul complex gives a graded map of degree 0,
which is an isomorphism up to codimension r by a theorem of Herzog (see [11, 2.4.1] ). Now we have a collection of graded maps of degree 0 that connect the following modules,
From the Cohen-Macaulayness of the modules H p , locally in codimension at most r, we therefore have: 
Theorem 2.2. Let R be a homogeneous algebra, I an homogeneous R-ideal, and let us suppose that, locally in true codimension r, I is licci purely of true codimension g and satisfies G r+1 . Given the Hilbert series of I p /I p+1 for 0 p r−g 2 , up to r-equivalence, the Hilbert series of I p /I p+1 can be computed for all p, up to r-equivalence, by the formulas above.
Proof. Let us choose some sufficiently big integers d 1 , . . . , d r+1 (one can treat them as unknowns, or take all of them equal to some fixed number or unknown d). Let us put q = r + 1 − g.
First, using (1) p for 0 p q−1 2
, we get the Hilbert series of H p , for p in the same range, up to true codimension > r terms.
Then, from (2) p for the same p's, we get the series of H q , . . . , H q−[
. Therefore, we get the series of all the H p 's (up to r-equivalence) if q is odd ; and all of them but one, namely H q/2 , if q is even. In case q is even, we get the series of H q/2 using (3).
Therefore we know the series of all the modules H p in every case, and can use (1) p to get the ones of I p /I p+1 for any p.
Notice that the d i 's appear in every formula, but should disappear at the end ! Example 2.3. If X ⊆ P n is an equidimensionnal locally complete intersection scheme, and I X the corresponding ideal sheaf, the Hilbert polynomials of the sheaves I Proof. It is the case where r = n and g = n − dim X. Informally, we have the following picture for the determination of the highest r−g+1 coefficients of the Hilbert polynomial of the powers of an ideal I of codimension g that is locally complete intersection up to codimension r :
: needed as input.
: may be computed from the others. ? : not concerned.
Hilbert polynomials of powers of an ideal
We will treat the example of an equidimensional locally complete intersection threefold in projective n-space.
Let us abreviate e i (p) = e i (I p /I p+1 ). Theorem 2.2 asserts that all the coefficients e i (p) are determined by six of them.
With the help of a computer algebra system, one gets the following formulas. Formulas 2.5
Notice that these formulas remains valid for the case of any scheme X ⊆ P n that is locally a complete intersection in dimension dim X − 3.
As a first guess, one may hope that, at least with some strong hypotheses on X, the Hilbert polynomial of the powers are determined by the Hilbert polynomial of X. This is even not true for complete intersections, due to the following computation.
Suppose that X is a global complete intersection of codimension g and denote by σ 1 , . . . , σ g the symmetric functions on the degrees of the defining equations of X. Setting
Notice that these formulas imply that e 3 (0), the fourth coefficient of the Hilbert polynomial, is a rational function of the first three :
Remark 2.6 If e i denotes the i-th coefficient of the Hilbert polynomial of a global complete intersection of dimension at least 3 in a projective space, then e 3 = e 2 − e 1 e 2 e 0 + e 1 6 − e . Now, using the expansion
one can compute the coefficients e i (1) for 1 i 3. The only place where α 3 appears is in e 3 (1) =
If one chooses two collections of degrees such that the first, second and 4-th symmetric functions are equal but the third one differs, one gets an example of two complete intersections of dimesion three in P 7 having the same Hilbert polynomials (but distinct Hilbert functions !) such that the constant term of the Hilbert polynomials of their conormal bundle are distinct. Such examples were given to us by Benjamin de Weger, the two "smallest" ones are (1, 6, 7, 22) - (2, 2, 11, 21) and (2, 6, 7, 15) - (3, 3, 10, 14) . He also gave an infinite collection of them, and Noam Elkies gave a rational parametrization of all the solutions (after a linear change of coordinates the solutions are parametrized by a quadric in P 5 ).
The degree of the residual
Let us suppose that the projective scheme X of dimension D is locally a complete intersection in codimension at most s, and use our formulas and the above computations to derive the degree of the codimension s part of an s-residual intersection.
We will treat the cases where δ = s − g is less or equal to three. As before σ i stands for the i-th symmetric function on d 1 , . . . , d s . We will also set, to simplify some formulas, e ′ i (p) = p j=0 e i (j), which is the i-th coefficient of the Hilbert polynomial R/I p X .
• If δ = 0, e D 0 (R/R) = σ s − e 0 (0) (Bézout).
• If δ = 1, e D−1 0 (R/R) = σ s − (σ 1 − g)e 0 (0) + 2e 1 (0), as proved by Stückrad in [18] .
• If δ = 2, using the Taylor expansion of
one recovers the formula given by Huneke and Martin in [16] ,
.
• If δ = 3, using the following Taylor expansion,
Applications to secant varieties
Theorem 3.1. Let k be a perfect field, X ⊂ P N k an eqidimensional subscheme of dimension two with at most isolated licci Gorenstein singularities, A its homogeneous coordinate ring, ω := ω A the canonical module, and Ω := Ω A/k the module of differentials. Proof. We may assume that k is infinite. We define the ring R and the R-ideal I via the exact sequence 0
Recall that Ω ≃ I/I 2 . The ring R is a standard graded k-algebra of dimension 6 with ω R = ω ⊗ k ω and codim N G(R) > 2. The ideal I has height 3, and is generated by linear forms. Moreover, I satisfies G 5 and, in the setting of (b), even G 6 . Indeed, for any p ∈ V (I), one has µ( 
is exact and shows that depth Ω p dim A p − 1. Now let A be an R-ideal generated by 5 general linear forms in I. Notice that the five general linear forms in I that generate A are a weak R-regular sequence off V (I), hence off V (A). Since codim N G(R) > 0 and codim N G(R) ∩ V (I) > 5 it follows that codim N G(R) ∩ V (A) > 5. By [2, 1.4] one has ht (A : I) 5 as I satisfies G 5 , and ht (I + (A : I)) 6 in (b) as I is G 6 . Thus in the setting of (b), [19] shows that ht (A : I) 6 if and only if the analytic spread ℓ(I) is at most 5. On the other hand dim Sec(X) = ℓ(I) − 1 according to [17] . Hence dim Sec(X) < 5 if and only if e 1 0 (I/A) = 0.
We now apply Theorem 1.9(a) with r = s = 5 and g = 3. The theorem yields
Thus the present theorem follows once we have shown that the right hand side of (1) equals
From [5, IX 2.1] one obtains the isomorphisms of R-modules
Therefore the right hand side of (1) becomes
Here and in what follows tensor products are taken over the ring A.
We are now going to express the Hilbert coefficients e 1 (ω ⊗2 ), e 1 (ω ⊗2 ⊗ Ω) and e 2 (ω ⊗2 ⊗ Ω) in terms of the Hilbert coefficients of A, e 2 (ω ⊗2 ) and e 2 (Ω). First notice that for any finitely generated graded A-module M , (4) e i (M (−1)) = e i (M ) + e i−1 (M ).
Hence, by Lemma 1.7 and Remark 1.8, (5) e 1 (ω) = 3e 0 (A) − e 1 (A) and e 2 (ω) = 3e 0 (A) − 2e 1 (A) + e 2 (A).
Since ω is free of rank 1 locally in codimension 1, there is a complex of graded A-modules
for some a ≫ 0, that is exact in codimension 1. It induces complexes
that are likewise exact locally in codimension 1. Now (6) yields e 1 (Z) = 2e 1 (A(−a)) − e 1 (ω) and then (4), (5) and (7) show that for every j 0,
Now, we treat the first Hilbert coefficient of ω ⊗2 ⊗ Ω. Since ω is free of rank 1 locally in codimension 2, we also have ω * ∼ −→
2
Hom A (ω ⊗2 , ω), which by Lemma 1.7 and Remark 1.8 gives
Furthermore,
As Ω is free of rank 3 locally in codimension 1, there is an exact sequence of graded A-modules
where C is free of rank 1 locally in codimension 1. Thus
that is exact in codimension 1. Tensoring with ω ⊗2 we obtain
Since this complex is exact in codimension 1, (4) and (8) imply that
Next, we turn to the second Hilbert coefficient of ω ⊗2 ⊗ Ω. Write - * := Hom A (-, A) and e := N − 2. Increasing N if needed, we may assume e 2. We define a graded A-module E via the exact sequence
Notice that E has rank e, and is free locally in codimension 1 and Cohen-Macaulay locally in codimension 2. Futhermore (14) gives ( As E * is free locally in codimension 1 and rk E * − 1 1, there exists a homogeneous element
f ∈ E * of degree c ≫ 0 whose order ideal (E * ) * (f ) has height at least 2 (see [8] ). However, the ideals E * * (f ) and J := f (E) coincide locally in codimension 1 since E is reflexive locally in codimension 1. Hence ht J = ht E * * (f ) 2. The map f induces an exact sequence of graded A-modules 0 −→ E e−1 −→ E e := E −→ J e (c e ) := J(c) −→ 0.
Repeating this procedure, if needed, we obtain a filtration Since E 1 is reflexive locally in codimension 2, it follows that Tensoring (14) and (16) with ω ⊗2 and using (18) and (17) c i )).
Combining (19) with (4), (8), (9), (10), (5), we deduce (20) e 2 (ω ⊗2 ⊗ Ω) = −12e 0 (A) + 8e 1 (A) − 5e 2 (A) + 5e 2 (ω ⊗2 ) + e 2 (Ω).
Substituting (8), (13), (20) into (3), we conclude that (3) and (2) coincide.
Corollary 3.2. Let k be a perfect field, X ⊂ P 4 k an equidimensional subscheme of dimension two with at most isolated Gorenstein singularities and A its homogeneous coordinate ring. One has e 0 (A) 2 + 14e 0 (A) − 16e 1 (A) + 4e 2 (A) = e 2 (ω A ⊗ A ω A ) + e 2 (Ω A/k ).
Remark. The inequality in Theorem 3.1 can be replaced by e 0 (A) 2 + 5e 0 (A) − 10e 1 (A) + 4e 2 (A) e 2 (ω * A ) + e 2 (Ω A/k ).
Proof. Use equalities (9) and (8) in the proof of Theorem 3.1. Proof. The Riemannn-Roch theorem in dimension two gives
If D is a divisor this equality specializes to In other words, if C and S are respectively a curve and a surface obtained by taking general linear sections of X, the formula reads
