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ABSTRACT
The Axial Offset Anomaly (AOA) is a major impediment to increases in re-
actor fuel performance preventing PWRs from operating with even more efficient
core designs than they are at present. It is a phenomenon where boron compounds
such as lithium metaborate LiBO2 and nickel-boroferrite Ni2FeBO5 (known as min-
eral bonaccordite) concentrate and precipitate during reactor operation in corrosion
products deposited on high-duty fuel assemblies at subcooled nucleate boiling condi-
tions and cause the reactor neutron flux and core axial power distribution to deviate
from the predicted distribution. The purpose of the present work is to describe the
fundamentals in CRUD formation, transport, and deposition, in order to provide
a theoretical basis for evaluating and analysing any fuel operational problem due to
CRUD deposits. A Lattice Boltzmann Method model is proposed for simulating ther-
mal hydraulic and chemical conditions in the coolant and the formation process of
the CRUD. Simulation results show that existence of CRUD in the nuclear reactors,
not surprisingly, leads to an increase in the clad temperature. Presence of CRUD
also affects the temperature, molecule and ion concentrations, and electrical potential
distribution in the coolant. This effect is especially strong near the CRUD surface.
In addition, the results imply that the CRUD formation rate increases approximately
linearly with the zeta potential (surface charge density), and Fe3+ ion concentration.
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Chapter 1
Introduction
1.1 CRUD and CIPS in Nuclear Power Plants
Several studies have been undertaken on the Axial Offset Anomaly (AOA), which is
also known as CRUD Induced Power Shift (CIPS), is one of the key issues to maintain
stable PWR plant operations, especially at plants with long-period cycle operation
[1]. CIPS is a phenomenon where boron compounds such as lithium metaborate
LiBO2 and nickel-boroferrite Ni2FeBO5 concentrate and precipitate during reactor
operation in corrosion products, which are deposited on high-duty fuel assemblies at
subcooled nucleate boiling conditions and cause the reactor neutron flux and core
axial power distribution to deviate from the predicted distribution. Because of the
very high neutron capture cross-section of 10B , only a small amount of precipitated
boron is necessary to cause the CIPS [2, 3, 4, 5, 6]. Until now at least 40 fuel cycles
in 16 PWRs in the United States, and some abroad, have experienced CIPS. In one
core among them, shutdown margins dropped to the extent that it forced the unit to
operate at markedly reduced power for the final 6 months of an operating cycle [7].
As a technical basis for a mitigation, a model of crud and boron deposition on fuel
cladding under sub-cooled boiling condition is needed.
In the past 30 years, prediction models for iron crud deposition on the BWR fuel
rod surface have been developed to evaluate the generation, activation and accumula-
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tion of radioactive corrosion products in the BWR primary cooling systems [8]. More
than 70 percent of the iron crud fed into the BWR primary coolant deposits on the
fuel rod surface, where it is activated by neutron irradiation. When released from
the fuel rod surface to water, some of it deposits on the inner surface of the primary
piping to cause a radiation field around the piping system which increases occupa-
tional exposure during plant shutdown periods [9]. It is important to understand the
deposition mechanism of iron crud and other metallic ions on the fuel rod surface
not only for evaluating radioactive corrosion product behavior but also to evaluate
corrosion of fuel cladding materials.
A micro-layer evaporation and dry-out (MED) model was developed for predicting
the mechanism of iron CRUD deposition [8]. According to this model, the deposi-
tion process can be divided into two steps: first, the formation of unstable metallic
oxides layer, e.g. NiO and CoO [9, 10, 11]; second, on the fuel surface reaction of
some of the unstable metallic oxides with stable iron oxide, α-Fe2O3, changing their
chemical forms to the more stable nickel ferrite Ni2FeO4 and cobalt ferrite Co2FeO4
[10, 11, 12, 13]. Plant and experimental data on boron deposition on the fuel rod
surface have been reported in a few publications. Fuel deposits are predominately
nickel ferrite, which contains small amounts of boron, and the boron to nickel ratio
does not vary much in different samples studied in [14].
1.2 Lattice Boltzmann Method
In recent years, the lattice Boltzmann method (LBM) has developed into a promis-
ing numerical scheme for simulating fluid flows and modeling physics in fluids. The
scheme is particularly successful in fluid flow applications involving interfacial dy-
namics and complex boundaries. Unlike conventional numerical schemes based on
discretizations of macroscopic continuum equations, the lattice Boltzmann method
is based on microscopic models and mesoscopic kinetic equations. The fundamental
2
idea of the LBM is to construct simplified kinetic models that incorporate the essen-
tial physics of microscopic or mesoscopic processes so that the macroscopic averaged
properties obey the desired macroscopic equations. The basic premise for using these
simplified kinetic-type methods for macroscopic fluid flows is that the macroscopic dy-
namics of a fluid is the result of the collective behavior of many microscopic particles
in the system and that the macroscopic dynamics is not sensitive to the underlying
details in microscopic physics [15, 16, 17]. By developing a simplified version of the
kinetic equation, one avoids solving complicated kinetic equations such as the full
Boltzmann equation, and one avoids following each particle as in molecular dynam-
ics simulations.
Even though the LBM is based on a particle picture, its principal focus is the
averaged macroscopic behavior. The kinetic equation provides many of the advan-
tages of molecular dynamics, including clear physical pictures, easy implementation
of boundary conditions, and fully parallel algorithms. Because of the availability of
very fast and massively parallel machines, there is a current trend to use methods
that can exploit the intrinsic features of parallelism. The LBM fulfills these require-
ments in a straightforward manner.
The kinetic nature of the LBM introduces three important features that distin-
guish it from other numerical methods. First, the convection operator (or streaming
process) of the LBM in phase space (or velocity space) is linear. This feature is bor-
rowed from kinetic theory and contrasts with the nonlinear convection terms in other
approaches that use a macroscopic representation. Simple convection combined with
a relaxation process (or collision operator) allows the recovery of the nonlinear macro-
scopic advection through multi-scale expansions. Second, the incompressible Navier-
Stokes (NS) equations can be obtained in the nearly incompressible limit of the LBM.
The pressure in the LBM is calculated using an equation of state. In contrast, in the
direct numerical simulation of the incompressible NS equations, the pressure satisfies
a Poisson equation with velocity strains acting as sources. Solving this equation for
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the pressure often produces numerical difficulties requiring special treatment, such as
iteration or relaxation. Third, the LBM utilizes a minimal set of velocities in phase
space. In the traditional kinetic theory with the Maxwell- Boltzmann equilibrium
distribution, the phase space is a complete functional space. The averaging process
involves information from the whole velocity phase space. Because only one or two
speeds and a few moving directions are used in LBM, the transformation relating
the microscopic distribution function and macroscopic quantities is greatly simplified
and consists of simple arithmetic calculations. [18, 19, 20, 21, 22, 23, 24, 25, 27, 28]
By modifying the algorithms, the LBM can also be applied to the diffusion system,
which will be presented in the later part. In the CRUD formation system, there are
several critical physical processes: hydrodynamics, transport and chemical reaction
of ions, electrical potential propagation and heat transfer are coupled together, which
will be simulated by the LBM and modified LBM. [29, 30, 31]
1.3 Thesis Outline
This dissertation has been divided into seven chapters. An outline is presented
below:
In Chapter 1, an introduction of the present project, including a simple descrip-
tion of the problem and an overview of the LB Method is given.
In Chapter 2, the system that will be simulated is systematically discussed, in-
cluding the cooling system in nuclear plants, radiolysis of water, characteristics of
fuel CRUD, and the CRUD buildup mechanism.
In Chapter 3, methodology of Lattice Boltzmann Method is described, including
the theory of Lattice Boltzmann equations, ordinary and modified LBM algorithms,
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and the structure of the computer code.
In Chapter 4, three simple physical models are used, for which the analytical so-
lutions can be obtained, to verify the computer codes.
In Chapter 5, the equations, boundary conditions and the LB iteration of the
critical processes in the cooling system is described in detail.
Results of the simulations are given in Chapter 6.
The methodology and results are discussed in Chapter 7. Some suggestions for
future work are also made.
Details of the boundary treatments for the ordinary and modified LBM algorithms
are given in Appendix A.
Analytical analysis for the physical problem used in the code verification chapter
and for the CRUD formation process are included in Appendix B and C.
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Chapter 2
The CRUD and CRUD Induced
Power Shift (CIPS)
An overview of crud and recent works in this field of study is given in this chapter.
2.1 Cooling System in PWR
Light water is used as the primary coolant in a PWR. It enters the bottom of the
reactor core at about 275 ◦C (530 ◦F) and is heated as it flows upwards through the
reactor core to a temperature of about 315 ◦C (600 ◦F). The water remains liquid
despite the high temperature due to the high pressure in the primary coolant loop,
usually around 155 bar (15.5 MPa, 153 atm, 2,250 psig). In water, the critical point
occurs at around 647 K (374 ◦C or 705 ◦F) and 22.064 MPa (3200 PSIA or 218 atm).
[32]
The configuration of coolant system in PWRs is shown in Fig. 2.1. Pressure in
the primary circuit is maintained by a pressurizer, a separate vessel that is connected
to the primary circuit and partially filled with water which is heated to the satu-
ration temperature (boiling point) for the desired pressure by submerged electrical
heaters. To achieve a pressure of 155 bar, the pressurizer temperature is maintained
6
Figure 2.1: An configuration of coolant system in PWRs. [38]
at 345 ◦C, which gives a sub-cooling margin (the difference between the pressurizer
temperature and the highest temperature in the reactor core) of 30 ◦C. Thermal
transients in the reactor coolant system result in large swings in pressurizer liquid
volume, total pressurizer volume is designed around absorbing these transients with-
out uncovering the heaters or emptying the pressurizer. Pressure transients in the
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primary coolant system manifest as temperature transients in the pressurizer, and
are controlled through the use of automatic heaters and water spray, which raise and
lower pressurizer temperature, respectively.
To achieve maximum heat transfer, the primary circuit temperature, pressure and
flow rate are arranged such that only sub-cooled nucleate boiling takes place as the
coolant passes over the nuclear fuel rods.
The coolant is pumped around the primary circuit by powerful pumps, which can
consume up to 6 MW each. After picking up heat as it passes through the reactor
core, the primary coolant transfers heat in a steam generator to water in a lower
pressure secondary circuit, evaporating the secondary coolant to saturated steam (in
most designs) at 6.2 MPa (60 atm, 900 psia), 275 ◦C (530 ◦F) for use in the steam
turbine. The cooled primary coolant is then returned to the reactor vessel to be
heated again.
2.2 Radiolysis of Water
Though its effects on the CRUD deposition process are not included in this study,
the radiolysis of water, which results in the production of reactive radicals and molec-
ular products, is briefly described.
The radiation chemistry of water has the following three distinguishing features:
first, all charged radiolysis species with thermal energy become hydrated within ap-
proximately 10−11 seconds; second, excitation energy is lost rapidly by collision pro-
cesses; and third, formation of ions and highly excited molecules in isolated volume
elements, called spurs, reside along the track of the ionizing particle. [33, 34, 35]
An important factor is called ”G-value”, also known as radiation chemical yield,
which is the number of molecules or ions produced per 100 eV energy absorbed. It
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Table 2.1: G-values of water radiolysis [36]
γ-Rays Fast neutrons α-Rays
25◦C 300◦C 25◦C 300◦C 25◦C 300◦C
e−aq 2.64 3.58 0.43 0.68 0.17 0.60
H 0.57 0.92 0.58 0.52 0.29 0.50
H+ 2.64 3.58 0.43 0.68 0.17 0.60
OH 2.82 4.79 0.93 1.66 0.39 1.70
H2 0.45 0.64 1.07 1.52 1.40 1.60
H2O2 0.645 0.495 1.11 1.29 1.18 1.24
HO2 0 0 0 0 0.17 0.04
H2O 4.11 5.78 3.15 4.24 3.09 4.26
is generally defined by the following equation:
G(x) = Number of molecules of x/100eV (2.1)
G-values of water radiolysis depend on several factors, such as temperature, linear
energy transfer (LET) and so on. G-values of pure water by α-ray, fast neutron, and
γ-ray irradiations at room temperature and at 300 ◦C are listed in Table 2.1. It is
believed that presence of radiation can significantly alter the conditions that lead to
buildup of CRUD. This effect is however, not included in this study.
2.3 Characterization of Fuel CRUD
The behavior of CRUD deposition, in both solid particles and ionic forms in reac-
tor water, has been well studied in the simulated reactor water environments without
irradiation. The influences on deposition rate of pH, heat flux, particles size, and
flow rate have also been studied in detail. Most of the experimental observations
can be explained qualitatively. However, the relative importance of each influencing
parameter remains largely unknown in the complicated reactor water environments,
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because irradiation, among various influencing factors, are expected to play an im-
portant role. [37]
2.3.1 Origin of Fuel CRUD
Fuel CRUD is a deposit accumulated on the fuel-rod cladding surfaces. It comes
from the corrosion products that are formed on out-of-core system surfaces, in the
form of either dissolved ions or solid particles, and are transported to the cladding
surfaces by the coolant circulation. The main metal ion specie is iron. The con-
stituents of the deposit such as Ni and Co can be activated through nuclear reactions
to form radionuclides such as 58Ni and 60Co. Fuel CRUD may get released from the
cladding surfaces into the coolant due to constant interaction between crud and the
reactor water and due to the changing physical and chemical environments. Fuel
crud and activity transport processes occurring in a BWR may be illustrated in Fig
2.2. [38]
2.3.2 Characteristics of the CRUD Structure
CRUD on BWR Fuel Rods
Fuel CRUD from disposed BWR fuel rods usually has a flaccid reddish or black
appearance. The primary source of crud is the corrosion products of stainless steel
in the feed water system. [38]
The microstructure of such CRUD may be roughly divided into two parts: an
outer loose deposit and an inner tightly adherent deposit, as illustrated in Fig. 2.3.
The outer deposit consists of clusters of small particles, while the inner part is com-
posed of some well-crystallized grains and a relative dense layer. In general, the
particle size of the BWR CRUD is in the range of 0.1 to 2.0 µm.
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Figure 2.2: A schematic illustration of build-up of radioactivity in the power plants.
[38]
CRUD thickness was seen to vary axially on the fuel rods. CRUD thickness
peaked at the lower ends of the fuel rods, while it is negligibly thin near the coolant
outlet end. Fig. 2.4 shows the morphology of fuel CRUD on some Swedish BWRs.
Fuel CRUD consists mainly of iron oxide and a small fraction of other metal ox-
ides (e.g. Ni, Cr, Mn, Co, Cu and Zn), depending on the corrosion rates of different
materials and the water chemistry. Table 2.2 shows the results of elemental analysis
of fuel CRUD from some Swedish BWRs [38].
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Figure 2.3: Cross-Section SEM image of CRUD sample from Forsmark 2 and 3 reac-
tors. [38]
Table 2.2: Metallic elemental compositions (in atomic fraction) of crud deposited on
BWR fuel rods. [38]
Cr Mn Fe Co Ni Cu Zn Σ
Forsmark 3 0.026 0.009 0.760 0.006 0.191 0.002 0.005 1.000
Forsmark 2 0.027 0.034 0.727 0.004 0.178 0.001 0.028 1.000
Ringhals 1 0.009 0.012 0.841 0.007 0.127 0.002 0.003 1.000
CRUD in PWR Fuel Rods
CRUD from disposed PWR fuel rods has black or shades of grey color. The CRUD
consists mainly of a non-stoichiometric spinel NixFe3−xO4 with a typical x-value of
0.25. Table 2.3 gives some characteristics of PWR fuel CRUD.
Most PWR CRUD, unlike BWR CRUD, deposits at the top end of the core. In
some PWRs, CRUD thicknesses are inversely proportional to fuel assemblies’ axial
power distribution.
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Figure 2.4: The morphology of fuel CRUD on Ringhals (R1), Forsmark 2 (F2) and 3
(F3). BWR fuel rods in the top end (t), middle (m), and bottom end (b). [38]
It must be pointed out that most of the characterization work on fuel CRUD was
done on fuel rods that have been exposed to wet or dry storage. The CRUD was sus-
ceptible to ongoing oxidation, contamination, dissolution and spallation during that
period. The CRUD characteristics, as described above, may therefore be different
from that in operating nuclear reactors.
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Table 2.3: Some Characteristics of a PWR fuel CRUD. [38]
Elemental Compositions (wt%) Fe: 39-47, Ni: 19-24, Cr: 0.8-2.5, Co: 0.11
Phase Compositions NixFe3−xO4, Ni or NiO
Radiochemical Compositions (µCi/mg) 58Co: 800-1300, 60Co: 25000-100000
Surface concentration (mg/cm2) 0.10-3.50
Fuel CRUD thicknesses (µm) 0.8-29
Estimated CRUD density (g/cm3) 1.2
2.4 The CRUD Buildup Mechanism
2.4.1 Chemical Reaction Model
In the present project, the following chemical reaction is assumed to occur in the
liquid flow [37, 33]:
2Fe3+ + 6OH− ⇀↽ Fe2O3 + 3H2O. (2.2)
Chemical reactions are treated as equilibria with rate equations used to express both
the forward and reverse reactions [37]. The reverse rate constant is calculated knowing
the forward rate and the equilibrium constant. For example for the reaction:
A+B ⇀↽ C. (2.3)
The equation describing the rate of change of [A] would be:
dCA
dt
= −kfCACB + krCC , (2.4)
where kf is the forward rate and kr is the reverse reaction rate constant. The ther-
modynamic equilibrium constant for the reaction is related to the ratio of these
constants. At equilibrium under the steady state, dCA/dt = 0, and the ratio of the
forward and reverse rate constants is given by
kf
kr
=
CC
CACB
, (2.5)
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where the C are now equilibrium molar concentrations. The thermodynamic equilib-
rium expression for this reaction is given by
K =
mC
mAmB
νC
νAνB
, (2.6)
where the m are molal concentrations and the ν are activity coefficients. Converting
the molal concentrations to molar concentrations leads to the following expression
for the ratio of the forward and reverse rate constants
kf
kr
=
K
ξρw
νC
νAνB
, (2.7)
where ρw is the density of water and
ξ = 1−∑mjV mj , (2.8)
with V mj denoting the molar volume of the jth solute, and the sum is over all dissolved
species.
2.4.2 MED Model for CRUD Deposition
MED Model is short for the Micro-layer Evaporation and Dry-out model, which
was proposed by Asakura in 1979 [13]. A schematic model for bubble growth on a
heated surface, as an analogy to the theoretical heat transfer modeling under nu-
cleate boiling conditions, is shown in Fig. 2.5(a) [13]. During the initial stage of
bubble growth, A to B (0-1 ms), the bubble grows rapidly, primarily horizontally on
the heated surface, while a micro-layer is formed underneath the bubble. During the
intermediate period of bubble growth, B to C (2-12 ms), which is a relatively long
period, the bubble grows primarily in the direction vertical to the heated surface as
the liquid evaporates from the surface of the micro-layer and as a dry region is formed
at the center as a consequence. In the final stage, after C (12-16 ms), the growth
of the bubble stops and the bubble leaves the heated surface. Micro-layers in both
regions, B and C, are depicted in Fig. 2.5(b).
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Figure 2.5: Schematic model of iron crud deposition on boiling surface [13]. (a)
Bubble growth, and (b) micro-layer evaporation and dry-out.
Amount of a solute that is deposited on the surface when a bubble departs is
of interest. Deposited amount of α − Fe2O3: WFe can be modeled using Eqn. 2.9,
where the deposition rate coefficient, K, can be determined as the ratio of the dry-out
volume to the total evaporated one as shown in Eqn. 2.10.
dWFe
dt
=
KQCFe
L
, (2.9)
K =
V 2
V 1
, (2.10)
where V1 and V2 denote the total evaporated volume and volume corresponding to
dry-out, respectively. CFe is the concentration of α−Fe2O3 near the CRUD surface,
16
Q the heat flux, and L the latent heat of water.
By using the bubble growth rate, U, and the maximum bubble radius, Rb, the
deposition rate coefficient, K, can be finally expressed as:
K ' (4
3
)2RbUη
ρ2g
ρl
, (2.11)
where, ρg and ρl are the densities of vapor and liquid water, and η is the viscosity.
The details of the derivation of the equations are described in references [13, 14].
The maximum radius of the bubble and its growth rate, Rb and U, at the at-
mospheric pressure are shown as a function of flow rate in Fig. 2.6. Deposition
rate coefficients can be calculated using the data in literature. They are shown as a
function of flow rate in Fig. 2.6(b) and are in agreement with the measured data [13].
Figure 2.6: Deposition rate coefficient and maximum bubble radius as a function of
flow rate [13]. (a) Maximum bubble radius and bubble growth rate, and (b) deposition
rate coefficient.
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2.4.3 Chemical Reactions at the Wall
A group of researchers in Japan have carried out extensive work on chemical re-
actions that play a role in CRUD development. They assumed that the chemical
reactions that drive the generation of CRUD layer occur on the cladding surface.
An in situ measurement system for chemical reactions of NiO, CoO and α-Fe2O3
was prepared with a modified magnetite balance and a paramagnetic metallic Cu
made reactor vessel filled with powdered sample and pure water containing Ni(OH)2
and Co(OH)2 [40]. The vessel was set in a magnetic field. The amount of the fer-
romagnetic oxides, NiOFe2O3 and CoOFe2O3, produced in high temperature water
in the vessel were measured by the modified magnetic balance [8]. Time-dependent
formations of nickel ferrite are shown in Fig. 2.7. For nickel ferrite formation, an
incubation period was observed which might be caused by the time needed for forma-
tion of the ferrite. For cobalt ferrite formation, no incubation period was observed.
When Co(OH)2-α- Fe2O3 solution was added by Co(OH)2, adding Co(OH)2 acceler-
ated the nucleation of the spinel oxide to decrease the incubation period (Fig. 2.7(b)).
Figure 2.7: NiOFe2O3 formation from α-Fe2O3 [8]. (a) form α-Fe2O3, (b) from α-
Fe2O3, Ni(OH)2 and Co(OH)2.
Deposition behaviors of Ni and Co ions can be modeled as shown in Fig. 2.8
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[14]. The Ni and Co ions deposit on the heated surface precipitating as Ni(OH)2
and Co(OH)2 during the dryout phenomena with the same deposition coefficient
as the iron crud. The Ni and Co hydroxides change into the much more stable
chemical forms, NiO and CoO due to dehydration on the heated surface. Before
the next precipitation occurs, the deposition coefficient becomes smaller than that
of iron crud as a result of the partial dissolution of the precipitated Ni and Co ions.
When iron oxide (α-Fe2O3) coexists in the solution, the precipitated Ni and Co ions
react with the deposited iron oxide to form NiOFe2O3 and CoOFe2O3, which are
almost insoluble as iron crud. Deposition amount of Ni2+ or Co2+, NiO or CoO and
NiOFe2O3 or CoOFe2O3 on the fuel rod surface are governed by Eqs. (2.12)-(2.14).
dW0
dt
= KC − ξ0Wi − χW0, (2.12)
dW1
dt
= χW0 − ξ1W1 − W1WFe, (2.13)
dW2
dt
= W1WFe − ξ2W2, (2.14)
where W0, W1, and W2 denote the deposited amount of unstable material (Ni or Co),
quasi-stable deposits (NiO or CoO), and stable deposits (NiOFe2O3 or CoOFe2O3),
respectively. ξi are the release rate coefficients, χ the conversion factor from unsta-
ble deposits to quasi-stable deposits, and  the conversion factor from quasi-stable
deposits to stable deposits [14].
If WFe is set to be constant, the steady-state solution of the above differential
equations can be found analytically:
W0 =
KC
χ+ ξ0
, (2.15)
W1 =
ξW0
ξ1 + WFe
=
χKC
(ξ0 + χ)(ξ1 + WFe)
, (2.16)
W2 =
W1WFe
ξ2
=
χKCWFe
(ξ0 + χ)(ξ1 + WFe)ξ2
. (2.17)
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Figure 2.8: Chemical reactions of deposited Ni and Co.
2.5 Zeta Potential and the Magnetic Effects
2.5.1 Double Layer Effects
A surface exposed to a medium will interact with it. If the medium is a gas, the gas
molecules will collide with the surface, either without chemical interaction (elastic
collision) or with interaction, when some attractive or repulsive forces will affect the
collision. The extent of interaction will depend on the electric charge and surface
properties of the surface and the chemical form and electric charge of the gas.
Interaction between a surface and the medium will also occur when the medium
is a liquid. Important parameters are, of course, the electric charge and surface prop-
erties of the surface, and the dipolar properties of the liquid, and properties and
amount of any dissolved matter in the liquid. Water, which has a strongly dipolar
molecule and a high dielectric constant, exhibits very strong interactions with many
surfaces.
If the surface has a positive or negative charge, the water molecules preferentially
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orient the adsorbed water molecules with the oxygen atoms or the hydrogen atoms,
respectively, towards the surface. The water molecules will have a rather strong bind-
ing force to the surface because of the very short distance and an electric interaction
between the water molecules and the surface.
Figure 2.9: The different models for the interaction of surface and solvent [41]. To the
left the static Helmholtz model, with the Helmholtz layer, in the middle the dynamic
(mobile solvent) Gou¨y-Chapman model with the diffusive layer, and to the right the
mixed Stern model.
Due to the preferential orientation of the water molecules, there will be a strong
electric field variation close to the surface. First, the intrinsic surface charge (say,
positive) is formed. The water molecules are oriented by the surface charge, hence
having the opposite charge (say, negative) closest to the surface, but then having
the same sign (positve) of the charge just one water molecule deep into the liquid.
Any chemical or electrochemical reactions or other interactions taking place at the
surface depend very much on the orientation, since the local electric field is very strong
due to the water molecules’ preferential orientation. This first layer of the oriented
molecules of the solvent is called the Helmholtz layer, after the model developed
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for this interaction by Helmholtz. The ”Helmholtz layer” is shown schematically
in Fig. 2.9. Due to the mobility of the solvent molecules, the solvent molecule
orientation gradually breaks down, going from the surface into the solvent. A model
for this behavior was developed by Gou¨y and Chapman, and such a model with
a diffusive layer is called a Gou¨y-Chapman model. A mixed model, being most
accurate, was eventually developed by Stern. The complexity of the model is, of
course, increasing, going form the static, via the dynamic to the mixed. The simpler
models are consequently sometimes used to illustrate the behavior. Typical calculated
electric fields close to the surface are shown for various models in Fig. 2.10, taken
from [41].
2.5.2 Zeta Potential
Particles and colloids can have a certain surface charge, i.e. a charge separation
between the surrounding liquid (electrolyte) and the particle surface may occur. The
mechanisms producing such a charge separation are the following.
1. Specific adsorption of ions from the electrolyte onto the surface (see Fig. 2.10);
2. Preferential dissolution of an ion from a crystal lattice;
3. Ionization of surface groups.
The influence of the hydrogen ion activity on the surface charge is of special impor-
tance. Very common in all water-oxide systems is the following normally reversible
reaction,
MOH(surface) +H2O ⇀↽MO
−(surface) +H3O+(aq). (2.18)
The charge of the surface is hence changed due to the equilibrium with the proton
activity, normally referred to as the pH. In one particle of a given composition, it
is possible that several equilibria such as shown in Eqn. (2.18) can be effective
simultaneously, depending on the actual chemical composition of the particle. Of
special interest is the situation when the net surface charge of the particle will be
zero, i.e. when the number of positive and negative charges are equal. This point,
which occurs at a certain pH value for a given oxide at a given temperature, is called
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Figure 2.10: Schematic presentation of typical examples of the electric fields close to
a surface in a solvent according to the Helmholtz, Gou¨y-Chapman, and Stern models
[41]. Example (d) is showing a case of specific adsorption. This means that some
specie in the solvent is chemically bound to the surface (e.g. iodine to a steel surface)
and hence the surface Helmholtz plane (the outmost part of the Helmholtz layer) will
have the opposite sign of the charge compared to the case without specific absorption.
the Point of zero charge, PZC. Since the deviation from the PZC will result in a net
charge, and since the charge will produce a potential, the surface potential, φ(0), is
given by,
φ(0) = RT (PZC − pH). (2.19)
Because of the influence of the double layer effect, the generally used measure
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is not the surface potential, but instead the zeta potential. This is the electrical
potential in the shear plane (the net charge effect with the adhered diffusive layer,
which is retained during movement of the particle in the electrolyte). The definition
of the zeta potential, ζ, is,
ζ = kζ(IEP − pH). (2.20)
Note that IEP (iso-electric point) is used, which is the pH when there is zero net
charge in the shear plane. This pH is not equal to the pH for the PZC of the surface
due to the double layer effects, i.e. the presence of the Stern, as well as the inner and
outer Helmholtz layers. The difference between IEP and PZC can be significant if
there is specific absorption, i.e. when the surface has a specific affinity for a certain
ion in the medium. Generally, it can be assumed that the concentration of the ions
is too low in BWR water to produce such specific absorption.
One problem with the zeta potential approach is that there are very few measure-
ments reported for elevated temperatures, due to experimental difficulties.
The IEP of many oxides and hydroxides has been reviewed by Parks [42]. He
states that (at least at room temperature) the surfaces of hematite (α-Fe2O3) and
zirconium oxide (ZrO2) normally are hydrated on the surface, and hence the IEP for
hematite is given for α-FeOOH rather than for the oxide. Whether this is the case
at reactor temperature is not known. Parks reports evaluated values of the IEP as
given in Table 2.4.
It can be noted that the IEP is dependent on whether the particles are hydrous,
i.e. have significant amounts of water in the structure or not. The higher temperature
in an operating LWR will possibly speed up the process to have a more anhydrous
structure [43], especially for the zirconium oxide. The hematite will likely have a
value in the range between the anhydrous and hydrous structures, since there is a
constant input of iron mainly in the hydrous iron hydroxide form from the corrosion
at lower temperatures in the turbine and feed water systems in the BWR. In the
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Table 2.4: IEPs in water for some important oxides at ambient temperature [42]
Material IEP
Fe3O4 6.5
α-Fe2O3 5.5
α-Fe2O3(hydrous) 8.6
ZrO2 4.0
ZrO2(hydrous) 6.8
NiO(hydrous) 11.0
CoO(hydrous) 11.2
CuO(hydrous) 9.5
ZnO(hydrous) 9.0
Cr2O3 7.0
NiFe2O4 7.0
PWRs, there is normally no hematite but nickel ferrite particle input, with an IEP
that could at least tentatively be approximated by that of the magnetite. This in-
dicates that there is an IEP difference between zirconium oxide and the iron oxides,
according to Table 2.4. The difference is probably similar at reactor temperatures.
This implies that attractive electro-kinetic forces between hematite and a fresh fuel
surface exists in a BWR, but probably not between magnetite or nickel ferrite in the
PWR (due to the higher pH).
In a more recent work, the IEP was found to be 4.0 for α-Fe2O3 and 6.6 for ZrO2
at 25 ◦C [44], to be compared with the (critically evaluated) data in Table 2.4. It was,
however, obvious that the scatter in IEP between samples of solid oxides was signifi-
cant (but not reported) in the experiments. This indicates the difficulty in assessing
the impact of the IEP difference properly without additional accurate measurements.
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Table 2.5: Magnetic Properties of the CRUD Materials [45]
Material Composition Saturation Magnetization Curie Temperature
Magnetite Fe3O4 4.85×105A m−1 848K
Theorize NiFe2O4 2.40×105A m−1 863K
2.5.3 Magnetic Effects
The magnetic interaction force, Fmagn, between a uniformly magnetised sphere in
contact with a flat surface of a semi-infinite magnetizable medium has been derived
by Rodcliffe and Means [45] as follows
Fmagn = 0.8µ0
µr − 1
µr + 1
M2r2part (2.21)
The magnitude of the attractive force Fmagn is nearly independent of the distance,
as long as the distance to the flat surface is much smaller than the radius of the sphere.
The relative permeability is related to the magnetic susceptibility, χm, which is
normally found listed, as µr = 1 + χm. The magnetic properties for two important
CRUD materials are given in Table 2.5.
The magnetic effects are not included in the simulations.
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Chapter 3
Lattice Boltzmann Method
3.1 Introduction
Recently, the lattice Boltzmann (LB) method has been successfully applied to sim-
ulate fluid flow and transport phenomena. Unlike conventional CFD methods, the
LB method is based on microscopic models and mesoscopic kinetic equations in which
the collective behavior of the particles in a system is used to simulate the continuum
mechanics of the system. Due to this kinetic nature, the LB method has been found
to be particularly useful in applications involving interfacial dynamics and complex
boundaries, e.g. multiphase or multicomponent flows.
3.2 Traditional Approaches for Fluid Modeling
Macroscopic systems and transport phenomena have been systematically investi-
gated since the 19th century. Two basic approaches were used. One is the macro-
scopic continuum theory, including fluid mechanics and thermodynamics. The other
is the microscopic approach, namely kinetic theory, the non-equilibrium branch of
statistical mechanics. Both views will give the same macroscopic governing equa-
tions for systems composed of many particles.
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Classical fluid mechanics studies a fluid system from a macroscopic point of view.
It means that although a fluid system consists of discrete particles, no consideration
is given to the detailed behavior of each individual molecule. The interest is in ob-
taining macroscopic variables, such as density, pressure, temperature and velocity,
which characterize the state of the fluid system. Based on the continuum assump-
tion, Navier-Stokes (N-S) equations can be derived through conservation laws. How
to solve the N-S equations with specific boundary conditions, initial conditions and
physical constraints becomes one of main tasks of fluid mechanics research. Statistical
mechanics and kinetic theory, on the other hand, study macroscopic systems, such as
fluid and thermal systems, using a microscopic approach based on realistic molecular
models. It is well known that a fluid is a discrete system with a large number of
particles or molecules (the number of particles can be in the order of 2.7×1019/cm3
for a gas at normal conditions). Meanwhile the initial conditions are usually not
known. Thus, it can be a formidable task to solve such a system of many particles.
Statistical mechanics bypasses these difficulties by considering all possible states of
a system and finding the probability for each state. A macroscopic quantity is then
obtained by evaluating a weighted average of a physical quantity over such states
[46]. By doing this, three levels of equations can be obtained: the Liouville equation
on the microscopic level, the kinetic equations (including Boltzmann equation) on
the mesoscopic level, and the N-S equations on the macroscopic level.
It is usually convenient to solve a fluid problem by using the governing partial
differential equations (PDEs), such as the N-S equations. Almost all traditional com-
putational fluid dynamics (CFD) methods are based on solving either differential or
integral forms of the PDEs. These approaches start from the governing PDEs and
discretize them by finite difference, finite volume or finite element methods. The ap-
proximate solutions are then obtained on the discretized spatial and temporal scales
[47, 48]. On the other hand, solutions based on the kinetic theory, the LB method
and its ancestor lattice gas automata (LGA) are bottom-up approaches. They solve
mesoscopic equations (such as the Boltzmann equation) for an ensemble-averaged
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distribution of moving, interacting fluid particles on a discrete lattice. Then, by us-
ing a multi-scale analysis, the desired macroscopic PDEs can be recovered.
Although a wide variety of flows can be addressed by traditional CFD methods
with great accuracy, there still exist flows for which traditional CFD methods are
not well suited. Two examples are presented. First, multiphase flow, especially when
the interfaces undergo topological changes may not be accurately modeled with a
macroscale approach. Using traditional CFD methods, one might be able to track a
few, but tracking many interfaces in a system is difficult. A second example is the flow
of lava or mud. These fluids are typically non-Newtonian fluids. Therefore, the con-
ventional N-S equations are no longer suitable. However, these examples, as well as
many other flows, can be more easily dealt with using the Lattice Boltzmann method.
3.3 Lattice Boltzmann Evolution Scheme
3.3.1 Continuous Boltzmann Transport Equation (CME)
Lattice Boltzmann equation (LBE) is a specially discretized form of the Boltzmann
transport equation which is derived from the kinetic theory of gases. Boltzmann
transport equation is a powerful tool for analyzing transport phenomena within sys-
tems that involve density and temperature gradients. Primary variable of interest in
the Boltzmann transport equation is a single-particle probability distribution func-
tion f(~r,~v, t) defined such that f(~r,~v, t)d~rd~v is the number of particles in a controlled
volume element (d~rd~v) about ~r and ~v in the phase space. Here, ~r represents a lo-
cation in physical space and ~v is the microscopic velocity. Moreover, particles are
assumed to be in a dilute state to have large inter particle separations and therefore,
all the interactions involving more than two particles may be neglected. With all
these approximations in mind, the Boltzmann transport equation can be written as:
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[24]
(
∂
∂t
+ ~v.∇+ ~F .∇~v)f(~r,~v, t) = ΩBoltz. (3.1)
Here, ~F is the acceleration experienced by a particle in the presence of an external
force field and the collision term ΩBoltz accounts for the rate of gain Γ
(+) and loss
Γ(−) of particles from the controlled volume element (d~rd~v) due to the collisions, and
is equal to:
ΩBoltz = Γ
(+) − Γ(−) =
∫
d~µ[f(~r, ~v′, t)f(~r, ~v′1, t)− f(~r,~v, t)f(~r, ~v1, t)], (3.2)
where ~v′ and ~v′1 are after-collision velocities of the two colliding particles moving with
the velocities ~v and ~v1, respectively, before collision. Also, d~µ is given by:
d~µ = d~v1|~v1 − ~v|dσ, (3.3)
where dσ is the differential cross-section of a particle [20].
3.3.2 Collision Integral ΩBoltz
Details of the two-body interactions in the collision integral ΩBoltz do not significantly
influence the values of macroscopic hydrodynamic observables. Therefore, ΩBoltz can
be simplified by assuming that, at any given time t, particles are in a state close to
thermal equilibrium and they relax to their local thermal equilibrium on a single time
scale τ . This approximation of single-time relaxation for the collision integral ΩBoltz
was first proposed by Bhatnagar, Gross and Krook in 1954. Using it, ΩBoltz can be
expressed in a form known as the BGK collision term ΩBGK : [21, 31]
ΩBoltz = ΩBGK = −f(~r,~v, t)− f
eq(~r,~v, t)
τ
, (3.4)
where τ is the single relaxation time, and f eq(~r,~v, t) is an equilibrium distribution
function given by the Maxwellian:
f eq(~r,~v, t) =
ρ
(2piRT )d/2
exp(−(~v − ~u).(~v − ~u)
2RT
), (3.5)
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where d, R, T, ρ and ~u denote dimensionality of the phase-space, gas constant, tem-
perature, macroscopic density and macroscopic velocity, respectively.
The simplified Boltzmann transport Equation with the BGK collision approxima-
tion can be written as:
∂f
∂t
+ ~v · ∇~rf + ~F · ∇~vf = −f − f
eq
τ
. (3.6)
3.3.3 Forcing Term ~F · ∇~vf
In order to explicitly determine the forcing term ~F · ∇~vf , an approximation is
introduced [24]:
∇~vf ≈ ∇~vf eq = −~v − ~u
RT
f eq. (3.7)
This approximation is valid because it is assumed that f is very close to the equilib-
rium state, and thus f eq can be regarded to be the leading part of f . Substituting
Eqn (3.7) into Eqn (3.6), our simplified Boltzmann transport equation becomes:
∂f
∂t
+ ~v · ∇~rf = −f − f
eq
τ
+
~F · (~v − ~u)
RT
f eq. (3.8)
3.3.4 Series Expansion of f eq
It is much more convenient to deal with a polynomial function than an exponential
function of the macroscopic velocity ~u. In the limit of constant temperature T and
small velocity ~u, equilibrium distribution function f eq can be expanded in a series
form, up to terms of order (~u2):
f eq(~r,~v, t) = ω(~v)[1 +
~v.~u
RT
+
1
2
(
~v.~u
RT
)2 − u
2
2RT
], (3.9)
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where
ω(~v) =
ρ
(2piRT )d/2
exp(− ~v
2
2RT
), (3.10)
and ω(~v) is called the Maxwell equilibrium distribution function for the ’fluid at rest’
i.e. the fluid with ~u = ~0.
3.3.5 Hydrodynamics Relations
Due to definitions of the single-particle probability distribution function f(~r,~v, t)
and the equilibrium distribution function f eq(~r,~v, t), macroscopic density ρ(~r, t) and
macroscopic velocity ~u(~r, t) can be evaluated via:
ρ(~r, t) =
∫
f(~r,~v, t)d~v =
∫
f eq(~r,~v, t)d~v, (3.11)
and
~u(~r, t) =
1
ρ(~r, t)
∫
f(~r,~v, t)~vd~v =
1
ρ(~r, t)
∫
f eq(~r,~v, t)~vd~v. (3.12)
3.3.6 Discretization in Velocity Space
The discrete Boltzmann Equation (DBE) is derived by discretizing the simplified
Boltzmann transport equation (Eqn. 3.8), which is realized by discretization in ve-
locity space after introducing a finite set of velocities, ~va and associated distribution
functions, fa(~r, t). The LBE can be expressed as follows:
∂fa
∂t
+ ~va · ∇~rfa = −fa − f
eq
a
τ
+
~F · (~va − ~u)
RT
f eaq. (3.13)
A link to hydrodynamics is established through discretization of Eqn. (3.11) and
(3.12): macroscopic density ρ(~r, t) and macroscopic velocity ~u(~v, t) are thus evaluated
32
as:
ρ(~r, t) =
∑
a
fa(~r, t) =
∑
a
f eqa (~r, t), (3.14)
and
~u(~r, t) =
1
ρ(~r, t)
∑
a
~vafa(~r, t) =
1
ρ(~r, t)
∑
a
~vaf
eq
a (~r, t). (3.15)
What should be noted is that, in the multi-scale Chapman-Enskog expansion pro-
cedure [31], certain fourth order tensors made of lattice directions must be isotropic
due to the rotational invariance of the momentum flux at the macroscopic level,
which limits the possible lattice structures that can be used. In two-dimentional
(2-D) cases, the rectangular spatial lattices are chosen, which requires nine velocities
at each lattice point. Among these nine velocity directions, four are principal axes
directions, four are diagonal directions and one is rest state of zero velocity (see Fig.
3.1). It is called D2Q9, or more generally DdQb lattice structure, where d and b rep-
resent the dimensionality of the space and the number of discrete velocities at each
lattice point, respectively. (It should be noted that, in two-dimensions, the hexagonal
lattice that only requires seven velocities to maintain isotropy is another choice. How-
ever, a hexagonal lattice is much more difficult to work with than a regular square
lattice which is naturally fitting the boundaries of our simulated systems.) In LB
simulations, physical symmetries are quite useful in deriving the correct macroscopic
dynamics.
The D2Q9 lattice (shown in Fig. 3.1, will be employed in this project. At any
spatial point, discrete velocities in nine directions are given by:
~v0 = (v0x, v0y) = (0, 0), (3.16)
~v1 = (v1x, v1y) = (c, 0), ~v5 = (v5x, v5y) = (c, c), (3.17)
~v2 = (v2x, v2y) = (0, c), ~v6 = (v6x, v6y) = (−c, c), (3.18)
~v3 = (v3x, v3y) = (−c, 0), ~v7 = (v7x, v7y) = (−c,−c), (3.19)
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~v4 = (v4x, v4y) = (0,−c), ~v8 = (v8x, v8y) = (c,−c), (3.20)
where c = 4x/4t = 4y/4t. (Note that in this project, 4x = 4y = 4t = 1, so
c = 1.)
3.3.7 Discrete Equilibrium Distribution Functions: f eqa
Discrete equilibrium distribution function f eqa can be written as:
f eqa = ωa[1 +
~va.~u
RT
+
1
2
(
~va.~u
RT
)2 − u
2
2RT
], (3.21)
where ωa are lattice constants that depend upon the choice of lattice structures (i.e.
D2Q9 or D2Q7). They can be numerically determined via the following moment
equations [24]: ∑
a
ωa =
∫ ∞
−∞
ωB(~v)d~v = ρ, (3.22)
∑
a
vaαωa =
∫ ∞
−∞
vαωB(~v)d~v = 0, (3.23)
∑
a
vaαvaβωa =
∫ ∞
−∞
vαvβωB(~v)d~v = ρRTδαβ, (3.24)
∑
a
vaαvaβvaγωa =
∫ ∞
−∞
vαvβvγωB(~v)d~v = 0, (3.25)
∑
a
vaαvaβvaγvaξωa =
∫ ∞
−∞
vαvβvγvξωB(~v)d~v = ρ(RT )
2(δαβδγξ + δαγδβξ + δαξδβγ),
(3.26)
where ωB(~v) is the Maxwell equilibrium distribution function for the ’fluid at rest’,
given by Eqn. (3.10). In the above equations, δαβ is Kronecker-delta function given
by:
δαβ =
 1 if α = β0 if α 6= β , (3.27)
and vaα denotes the α
th-component of va.
D2Q9 lattice involves three different speeds: 0, c and
√
2c . For reason of symme-
try, it can be further assumed that ωa for directions with identical speeds are equal.
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Figure 3.1: The D2Q9 lattice. (a) Nine discrete velocities for the rectangular spatial
lattice are shown. Principal direction of travel is numbered from 1 to 4, diagonal
direction from 5 to 8 and the rest state by 0. Also, velocities with the same magnitude
are displayed by the same colored arrows in the figure. The lattice employs three
different speeds (0, c and 2c ) corresponding to the rest, principal and diagonal
directions of travel and therefore, has three different weighting functions, ωrest , ωprin
and ωdiag for the discrete equilibrium distribution function. (b) Discrete distribution
functions in the nine directions of travel are shown and labeled accordingly from f0
to f8. Their magnitudes are usually different in different directions and therefore, are
shown with different lengths of arrows. (This Figure is extracted from [30].)
Now, the three different ωa, namely ωrest, ωprin and ωdiag, corresponding to the rest
(direction 0), the principal (directions 1, 2, 3 and 4) and the diagonal (directions 5,
6, 7 and 8) velocity directions, respectively, are calculated.
According to Eqn. (3.22) - (3.26), the momentum equations for D2Q9 lattice turn
out to be: ∑
a
ωa = ωrest + 4ωprin + 4ωdiag = ρ, (3.28)
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∑
a
v2axωa =
∑
a
v2ayωa = 2c
2ωprin + 4c
2ωdiag = ρRT, (3.29)∑
a
v4axωa =
∑
a
v4ayωa = 2c
4ωprin + 4c
4ωdiag = 3ρ(RT )
2, (3.30)∑
a
v2axv
2
ayωa = 4c
4ωdiag = ρ(RT )
2. (3.31)
The above set of equations can be used to solve the four unknowns, ωrest, ωprin,
ωdiag, and RT , and we get:
ωrest =
4
9
, (3.32)
ωprin =
1
9
, (3.33)
ωdiag =
1
36
, (3.34)
RT =
c2
3
. (3.35)
3.3.8 LB Evolution Equation
Summarizing the above results, Eqn. (3.13) for the D2Q9 lattice is rewritten as
follows:
∂fa
∂t
+ vax
∂fa
∂x
+ vay
∂fa
∂y
= −fa − f
eq
a
τ
+ [Fx(vax − ux) + Fy(vay − uy)] f
eq
a
RT
. (3.36)
Left hand side of the above equation is composed of the Eulerian time derivative
(∂/∂t) and the spatial advection terms ( vax∂/∂x + vay∂/∂y). Together they com-
prise the Lagrangian derivative, which gives the rate of change of the a-directional
distribution function fa(x, y, t) (a = 0, 1, 2, ..., 8) in a frame of reference which moves
with the particles’ velocity ~va ≡ (vax, vay). Thus, by marching each of the nine-
directional populations in time along the characteristics (4x,4y)a = (vax, vay)4t,
the above equation yields the standard lattice Boltzmann Evolution equation (LBE):
fa(x+ vax4t, y + vay4t) = fa(x, y, t)− 4tτ [fa(x, y, t)− f eqa (x, y, t)]
+4t[Fx(vax − ux) + Fy(vay − uy)]f
eq
a (x,y,t)
RT
.
(3.37)
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Here, an explicit forward-difference scheme in time has been used.
Note that, The above Lattice Boltzmann Evolution can be written as a set of two
separate equations,
Collision:
f ∗a (x, y, t) = fa(x, y, t)− 4tτ [fa(x, y, t)− f eqa (x, y, t)]
+4t[Fx(vax − ux) + Fy(vay − uy)]f
eq
a (x,y,t)
RT
,
(3.38)
and
Streaming:
fa(x+ vax4t, y + vay4t, t+4t) = f ∗a (x, y, t) (3.39)
Above splitting of the LBE into two equations clearly brings out the simple phys-
ical interpretation of particles colliding and streaming, which results from the fully
Lagrangian character of the equation, for which the spacing between the two neigh-
boring lattice points is the distance traveled by the particles during the time step.
In the collision step, the distribution function is updated at regularly spaced lat-
tice points. In the streaming step, the updated distribution function is streamed in
the direction of the corresponding discrete velocities, towards the neighboring lattice
point. The simplicity of algorithm greatly facilitates numerical evaluations; however,
it couples space-time discretization and leaves no flexibility in choosing the space-
time grid-steps independently.
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3.4 Modified LB Scheme for the Convection-Diffusion
Equations
3.4.1 Convection-Diffusion Equations
In previous sections, a formal description of the lattice Boltzmann method (LBM)
is provided. Actually, it may be regarded as a method for solving hydrodynamic
systems, which satisfy the Navier-Stokes’ (N-S) equations. However, it can not be
directly utilized to model the heat transfer or species transport processes, which are
driven by the convection-diffusion equation:
∂G
∂t
+ ~v · ∇G = ∇ ·D(∇G) + Θ, (3.40)
where G denotes a physical quantity that get transported in a fluid by diffusion and
convection, such as thermal energy, temperature and concentration of species. D is
a second-order tensor called diffusion coefficient tensor, which is dependent on the
characteristic of G and the fluid; Θ is the generation term. In most cases, when
the fluid medium is isotropic and homogeneous, the diffusivity D = DI, and the
convection-diffusion equation can be simplified:
∂G
∂t
+ ~v · ∇G = D∇2G+ Θ, (3.41)
where I is unit tensor.
3.4.2 Energy Density Distribution Function
Since the ordinary lattice Boltzmann method can not be directly employed to
solve for processes governed by Eqn. (3.41), it is necessary to develop a new numer-
ical scheme, by making some modifications to the old one [26].
Since the microscopic kinetic energy, which is related to the thermal energy of
a macroscopic fluid system, is a physical quantity transmitted through convection
38
and diffusion, and can be easily derived from the single-particle probability distri-
bution function f(~r,~v, t). A new variable is introduced: the internal energy density
distribution function:
g(~r,~v, t) =
(~v − ~u)2
2
f(~r,~v, t). (3.42)
From the continuous Boltzmann transport equation, Eqn. (3.1), the evolution equa-
tion for g(~r,~v, t) can be derived as:
∂g
∂t
+ ~v · ∇~rg = (~v − ~u)
2
2
ΩBoltz(f) + fq, (3.43)
where f denotes the single-particle probability distribution function, Ω is the Boltz-
mann collision term, and q is come from the acceleration contribution:
q = (~v − ~u) · [ ∂
∂t
~u+ (~v · ∇)~u]. (3.44)
Here a new collision model is introduced:
(~v − ~u)2
2
ΩBoltz(f) = −g − g
eq
τg
, (3.45)
where τg is the relaxation time for g (energy states), and:
geq = − ρ(~v − ~u)
2
2(2piRT )d/2
exp[−(~v − ~u)
2
2RT
]. (3.46)
Integral of g over the velocity space gives the internal energy density ρ: ( = dRT/2
is the internal energy.)
∫
g(~r,~v, t)d~v =
∫
geq(~r,~v, t)d~v = ρ. (3.47)
3.4.3 Modified LB Evolution Equation
Similar to the original lattice Boltzmann scheme, the discrete evolution equation
for g(~r,~v, t) can be obtained by discretizing the velocity space. D2Q9 lattice is still
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used. The discrete equilibrium distribution function geq(~r,~v, t) needs to be modified
as:
geqa =

−2ρ
3
~u2
c2g
a = 0
ρ
9
[2
3
+ 2
3
~va·~u
c2g
+ 9
2
(~va·~u
c2g
)2 − 2
3
~u2
c2g
] a = 1, 2, 3, 4
ρ
36
[3 + 6~va·~u
c2g
+ 9
2
(~va·~u
c2g
)2 − 2
3
~u2
c2g
] a = 5, 6, 7, 8.
(3.48)
The dimensionless relaxation time is given by [50]:
τg =
3D
2cg4x + 0.5, (3.49)
with cg representing the diffusion lattice speed for the thermal energy: cg = 4x/4t,
and D is the diffusivity defined in the convection-diffusion equation, Eqn. (3.41).
The modified LB evolution equation is (written in separated form):
Collision:
g∗a(x, y, t) = ga(x, y, t)− 4tτ [ga(x, y, t)− geqa (x, y, t)]
+ωa4t(1− 0.5τg )Θ,
(3.50)
and
Streaming:
ga(x+ vax4t, y + vay4t, t+4t) = g∗a(x, y, t), (3.51)
where, Θ is the generation term in Eqn. (3.41), while ωa are the weighting functions
defined by Eqn. (3.34).
The internal energy density can then be calculated by:
ρ =
∑
a
ga +
4t
2
Θ. (3.52)
This expression is from that of the ordinary LB scheme, in which the particle density
ρ is obtained by a simple summation of each component fa. Here, the effect of the
generation is included in the last term.
The modified lattice Boltzmann method can be regarded as a convection-diffusion
solver. That is, for any physical quantities that satisfies the convection-diffusion
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equation, such as temperature and species concentrations, the modified LB scheme
developed above can be used. If the system contains diffusion only (no convection),
the algorithm can be modified by simply applying a zero macro-velocity (~u = ~0) in
Eqn. (3.48). The Poisson equation, such as:
∇2ψ + ρe
r0
= 0, (3.53)
can be treated as the steady-state (∂/∂t = 0) of a pure diffusion equation:
∂
∂t
ψ = ∇2ψ + ρe
r0
, (3.54)
which can be solved via the modified LB scheme. The boundary treatments for the
general and modified Lattice Boltzmann models are provided in Appendix A.
The computer codes for the Lattice Boltzmann method and the Modified LB
scheme are written in Microsoft Visual C. The codes are first verified (Chapter 4)
and subsequently used to simulate the CRUD buildup process (Chapter 5).
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Chapter 4
Code Verification
Verification is the process of demonstrating that numerical solutions of the dis-
cretized algorithms in simulation codes are the correct solutions of the corresponding
continuum equations. Consequently, verification represents an important aspect of
the development, assessment, and application of simulation codes for physics and
engineering. An essential element of the verification process is the solution and
comparison using the developed code of numerical results for well-defined problems
with analytical solutions or numerical benchmark solutions. The outcome of such an
analysis provides evidence of mathematical consistency between the mathematical
statements of the physics models and their discrete analogues as implemented with
numerical algorithms in the simulation codes.
The challenge of verification is compounded by the fact that, at any point in time,
verification cannot be considered to be complete in a rigidly logical sense. Rather,
just as in validation, the progress of verification is measured primarily by the accu-
mulation of evidence that numerical solutions of the continuum equations are indeed
rigorously correct and accurate for particular calculations. The degree to which ver-
ification has been achieved directly influences the conduct of validation, as well as
our sense of the quality of specific applications. In other words, verification provides
quantification of the numerical component of the error bar around simulation results.
When this error bar component is incomplete or completely missing, it is difficult or
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impossible to specify the overall accuracy of the results. For example, in the absence
of verification evidence, good agreement of calculations with experimental data may
be an irrelevant observation, as the numerical solution could be completely wrong
and the experimental agreement validation completely accidental.
Verification is necessary for scientific simulation codes because these codes are
designed to produce approximate solutions to mathematical problems for which: (i)
the exact solution is not known and (ii) knowledge of the error is potentially as valu-
able as (or more valuable than) knowledge of the solution, per se. It is important to
recognize that sensitivity analysis cannot replace verification. The determination of
a relative lack of sensitivity to mesh density or time step size does not imply that
the calculation is necessarily converged to the correct solution. Instead, a lack of
sensitivity may result from a calculation being very far from the asymptotic range of
convergence, a conclusion that can be drawn from the verification process.
In the rest of this Chapter, the verification analysis for the LBM and Modified
LBM codes will be presented. We will use three increasingly difficult problems, for
which the exact solution to the Navier-Stokes’ Equations and the diffusion equation
are available, to test the codes.
4.1 Simple Couette Flow
4.1.1 Mathematical Description
The first verification simulations are carried out for the well known Couette flow
between two parallel plates, one of which moves relative to the other, with imposed
pressure gradient. It is hence actually a combination of the Couette and Poisuille
flow. The configuration of this simple fluid system is shown in Fig. 4.1.
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Figure 4.1: The configuration of the Couette Flow.
The velocity profile of the above system must satisfy the Navier-Stokes equations,
which can be further simplified for this caseto the following equations:
uy = 0, (4.1)
∂ux
∂t
+ ux
∂ux
∂x
+ uy
∂ux
∂y
= −dP
dx
+ ν(
∂2ux
∂x2
+
∂2ux
∂y2
), (4.2)
where ux and uy are velocity components in the x and y directions respectively; ν
the kinematic viscosity of the fluid; dP
dx
is the pressure gradient, which is set to be a
constant in this system. No-slip boundary conditions for the upper and lower walls
are used:
ux(y = L) = U0, (4.3)
ux(y = 0) = 0, (4.4)
uy(y = 0) = uy(y = L) = 0, (4.5)
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where L is the distance between the two planes, and U0 > 0 is the velocity of the
upper plane. Initially, the flow is stationary. Because our focus is on the steady-state,
initial conditions do not make a difference.
The analytical solution for the steady-state of this flow is given by:
ux(y) =
1
2ν
dP
dx
y2 + [U0 − 1
2ν
dP
dx
L2]
y
L
, (4.6)
uy(y) = 0, (4.7)
The shape of the velocity profile will change dramatically if different values for the
magnitude of U0 and
dP
dx
are applied: case 1, if dP
dx
< 0, then the curvature d
2ux
dx2
< 0
(favorable pressure gradient); case 2, if dP
dx
= 0, then the curvature d
2ux
dx2
= 0, and
the velocity profile is linear; case 3, if dP
dx
> 0 and 1
2ν
dP
dx
L2 < U0, then the curvature
d2ux
dx2
> 0 and the minimum value of the velocity is zero at the lower plane; case 4,
if dP
dx
> 0 and 1
2ν
dP
dx
L2 > U0, then the curvature
d2ux
dx2
> 0 and the minimum value
of the velocity is negative, which can be reached at some point between the two planes.
4.1.2 Results
We change the value of the pressure gradient dP
dx
and repeat the simulation for the
four cases mentioned above. The comparison of the LBM results and the analytical
solutions for the four cases are shown in Fig 4.2. The values of the pressure gradients
in those cases are set to be: in case 1, dP
dx
= − 2ν
L2
U0; in case 2,
dP
dx
= 0; in case 3,
dP
dx
= 2ν
L2
U0; in case 4,
dP
dx
= 4ν
L2
U0.
To quantitatively evaluate the quality of the LB code, we employ the relative
error defined as:
E(u) =
√√√√∑j[u(yj)− u0(yj)]2∑
j[u0(yj)]2
(4.8)
where u0 denotes the analytical solution. The logarithmic plot of the error versus
1/Ny (Ny is the number of grids in the y direction, which is chosen to be 10, 20,
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Figure 4.2: The comparison between the LBM results and the analytical solutions for
the different cases of the Couette flow. The values of the pressure gradients in those
cases are given: in case 1, dP
dx
= − 2ν
L2
U0; in case 2,
dP
dx
= 0; in case 3, dP
dx
= 2ν
L2
U0; in
case 4, dP
dx
= 4ν
L2
U0.
40, 80, and 160) for those four cases are displayed in Fig. 4.3. It is found that the
relative error for the case 2, in which the pressure gradient is zero, is extremely small.
For others, the error trends to increase when the absolute value of dP
dx
increases. The
least-square fitted slopes for the four cases are all quite close to unity, respectively,
1.12, 1.14, 1.12 and 1.10.
It should be noted that to be precise, error should be calculated between the exact
time-dependent solution and the LBM solution at a certain (large) time t. However,
since the exact time-dependent solution is a series solution(which would introduce its
truncation error), the LBM solution at 30 times the characteristic time of the fluid
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Figure 4.3: The logarithmic plot of error E(u) versus 1/Ny for case 1, case 2, case 3
and case 4. The relative error for the case 2 is to be the smallest. For others, the
error trends to increase as the absolute value of dP
dx
increases. The least-square fitted
slopes for the four cases are all close to unity, respectively, 1.12, 1.14, 1.12 and 1.10.
system τ , is compared with the exact steady-state solution; for which the solution is
in the form of a simple quadratic profile. When the iteration time titeration is thirty
times the characteristic time of the fluid system τ , the relative error between the
exact solution and the steady-state solution would be in the order of e−30 (' 10−13),
which can be ignored in our analysis. The characteristic time τ is defined by:
τ =
1
ν
(
L
pi
)2, (4.9)
titeration = 30τ. (4.10)
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4.2 Couette Flow with Complex Body Force
4.2.1 Description
The second problem studied for verification of the LBM code is also a flow of a
viscous fluid between two parallel plates. In this system, the flow, however, has non-
zero velocities in both x and y directions, driven by a non-homogeneous distributed
body-force. The boundary condition, that is the velocity of the plates have a com-
plex distribution. The configuration of this 2-D system is shown in Fig. 4.4 and
the governing equations and boundary conditions are presented below. (This is a
manufactured solution in which the form of the body forces and boundary conditions
are determined after assuming the form of the solution in the domain.)
Figure 4.4: The configuration of the 2-D flow problem.
Since it is assumed that the fluid is homogeneous and incompressible, the flow is
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governed by the Navier-Stokes’ Equations:
∂ux
∂x
+
∂uy
∂y
= 0 (4.11)
∂ux
∂t
+ ux
∂ux
∂x
+ uy
∂ux
∂y
= fx + ν(
∂2ux
∂x2
+
∂2ux
∂y2
) (4.12)
∂uy
∂t
+ ux
∂uy
∂x
+ uy
∂uy
∂y
= fx + ν(
∂2uy
∂x2
+
∂2uy
∂y2
) (4.13)
where ux and uy are the velocity components in the x and y directions; fx and fy the
components of the body force; ν the kinematic viscosity. The body force is given by:
fx = (
pi
D
ν)2(
2pi
L
)sin(
2pi
L
x)cos(
2pi
L
x) +
pi
D
ν2[(
pi
D
)2 + (
2pi
L
)2]sin(
2pi
L
x)cos(
pi
D
y), (4.14)
fy = (
2pi
L
ν)2(
pi
D
)sin(
pi
D
y)cos(
pi
D
y)− 2pi
L
ν2[(
pi
D
)2 + (
2pi
L
)2]sin(
pi
D
y)cos(
2pi
L
x), (4.15)
where D is the distance between the two planes and L the length of our simulated
region. (shown in Fig. 4.4).
A Dirichlet type of boundary conditions are applied at the lower and upper plates.
The non-uniform wall velocities are given by:
ux(y = D) = Uw1 = −piν
D
sin(
2pi
L
x), (4.16)
ux(y = 0) = Uw2 =
piν
D
sin(
2pi
L
x), (4.17)
uy(y = 0) = uy(y = D) = 0, (4.18)
where, Uw1 and Uw2 are the velocities of the upper and lower plates respectively. A
periodic boundary condition along the x direction is assumed:
ux(x = 0) = ux(x = L), (4.19)
uy(x = 0) = uy(x = L) = 0. (4.20)
The velocities in the x and the y directions are given by:
ux(x, y) =
piν
D
sin(
2pi
L
x)cos(
pi
D
y), (4.21)
uy(x, y) = −2piν
L
sin(
pi
D
y)cos(
2pi
L
x). (4.22)
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4.2.2 Results
After doing the simulation via an ordinary Lattice Boltzmann Scheme, velocities
versus the x and y direction along the D/3 (y=D
3
) line and L/3 (x=L
3
) line (shown
in Fig. 4.4) are plotted respectively. The plots of velocity distributions are shown in
Fig. 4.5 (a)-(d).
Figure 4.5: The plots of velocity components along a and y coordinates: (a) ux versus
x along the D/3 line; (b) uy versus x along the D/3 line; (c) ux versus y along the L/3
line; (d) uy versus y along the L/3 line. The blue dashed lines indicate the positions
of D/3 line and L/3 line in the configuration.
Similar to the previous case, Figure 4.5 shows that the simulation results agree
very well with the analytical solution. Nevertheless, it is necessary to quantitatively
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assess how well the LBM code performs. To quantify, error defined by:
E(ux) =
√√√√∑i,j[ux(xi, yj)− u0,x(xi, yj)]2∑
i,j[u0,x(xi, yj)]2
, (4.23)
E(uy) =
√√√√∑i,j[uy(xi, yj)− u0,y(xi, yj)]2∑
i,j[u0,y(xi, yj)]2
, (4.24)
are evalued. Here, u0,x and u0,y denote the velocity components of the exact solution
in the x and y directions. For different mesh size ( Nx × Ny = 10 × 10, 20 × 20,
40× 40, 80× 80, and 160× 160), errors are plotted in Fig. 4.6) versus 1/Nx × 1/Ny,
where Nx and Ny are numbers of grids along the x and y directions. The least-square
fitted slopes are both smaller than but close to unity (0.827 and 0.875).
Figure 4.6: Errors: E(ux) (a) and E(uy) (b) versus 1/Ny × 1/Nx, where Nx × Ny is
chosen to be 10×10, 20×20, 40×40, 80×80, and 160×160. The least-square fitted
slopes are both smaller than but close to unity (0.827 and 0.875).
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Analogous to the first fluid system, the iteration time titeration is fixed to be thirty
times the characteristic time τ . However, the characteristic time needs to be modified:
τ =
1
ν
(
Lm
pi
)2, (4.25)
where Lm is the bigger one of L and D: Lm = max{L,D}.
4.3 Electrokinetic System
Multi-physics transport has attracted attention in recent years due to increasingly
important applications in biomedical, environmental, and energy engineering [51].
Electrokinetic flow, which involves multiple processes including fluid flow, electro-
static interaction, species diffusion, and sometimes energy transfer, is one of the
most typical multi-physics transport phenomena because of the ubiquitousness of the
electrolyte solution in nature and engineering applications. Although numerous the-
ories and models for large-scale electrokinetic flows have been developed for almost a
century, only in recent decades has the electrokinetic transport phenomena been mod-
eled at micro- and nano-scale. Moran Wang and Qinjun Kang presented a numerical
framework to solve the dynamic model for electrokinetic flows in micro-channels using
coupled lattice Boltzmann methods [51]. The governing equation for each transport
process is solved by a lattice Boltzmann approach and the entire process is simulated
through an iterative procedure. To further verify the codes developed here, part of
the results presented by Wang and Kang in [51] are reproduced here.
4.3.1 Description
The system proposed in [51] is an electrokinetic flow between two parallel plates
(as shown in Fig. 4.7), driven by the static electrical force from an external uniform
electric field, which is parallel to the plates. (It is assumed that this external electric
field will not affect the periodic boundary condition of the whole system along the
plates.) A negative zeta potential is imposed on the surface of the plates, which leads
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Figure 4.7: The homogeneously charged micro-channel. [51]
to a complicated electric potential profile. The species in the fluid are a positive
ion (+1 charged) and a negative ion (−1 charged) namely P+ and N−. Because
the transport processes are coupled, the governing equations in the dynamic model
are also, coupled, which poses a challenge to the numerical scheme. The simplified
governing equations and boundary conditions are [51]:
∇ · ~u = 0 (4.26)
∂~u
∂t
+ ~u · ∇~u = ν∇2~u+
~F
ρ
, (4.27)
∂Ci
∂t
+ ~u · ∇Ci = Di∇2Ci + eZiDi
kBT
∇ · (Ci∇ψ), (4.28)
∇2ψ + ρe
r0
= 0, (4.29)
and
ρe =
∑
i
eZiCi, (4.30)
where, ~u is the velocity of the fluid, ρ the density, ν the kinematic viscosity and ~F the
body force. Ci, Zi and Di denote the ionic concentration, the ion algebraic valence
and the mass diffusivity of the ith species, respectively; and e; kB, and T denote the
absolute charge of electron, the Boltzmann constant and the absolute temperature,
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respectively. The quantity ψ represents the local electrical potential caused by the
ionic distribution and ρe, 0 and r represent the net charge density, the permittivity
of vacuum, and the local dimensionless fluid dielectric constant, respectively. Here,
~F can include any effective body forces, such as electrical field force and the force
caused by the pressure gradient. However, in this system, only the static electrical
force from an external electric field are considered. The general form of the electrical
force in micro-scale electrokinetic fluids can be expressed as [51]:
~F = ρe ~Eext, (4.31)
where ~Eext is the external electrical field, which is a constant vector throughout the
region. Since the velocity of the electrokinetic flows in micro-channels is very low,
the electromagnetic susceptibility is negligible.
When the ionic convection is negligible and the electric potential is continuous
and differentiable, Eqn. (4.28) has a simple steady solution for dilute electrolyte
solutions:
Ci = Ci,∞e
− eZiψ
kBT . (4.32)
Substituting Eqns. (4.30)-(4.32) into Eqn. (4.29) yields the famous nonlinear Poisson-
Boltzmann equation [51]:
∇2ψ = − 1
r0
∑
i
eZiCi,∞e
− eZiψ
kBT . (4.33)
The PB model leads to the decoupling of the electric potential distribution from the
fluid flow, which makes the solution much easier than the coupled model. The PB
equation can be easily solved numerically, such as using the finite-difference method
(FDM). Moreover, for the current system (i = 1, 2 and Z1 = +1, Z2 = −1), an
analytical solution for the problem has also been found, which is given in Appendix
B.
Since the length of a micro-fluidic channel is usually very large compared to the
width, the domain in the longitudinal direction is assumed to be periodic. The
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periodic boundary conditions are between inlet and outlet:
Ci,inlet = Ci,outlet, (4.34)
ψinlet = ψoutlet, (4.35)
~uinlet = ~uoutlet. (4.36)
It is further assumed that the periodicity of the electric potential will not be affected
by the external electrical field. At the liquid-solid interface Ω, the no-slip velocity
and the zero normal flux conditions are applied:
~uΩ = ~0, (4.37)
(~v · ~Ji)Ω = 0, (4.38)
where ~v is the outer unit vector normal to Ω. In case of chemical reactions occurring
at the interface, the normal flux is related to the reaction rates. Substituting Eqn.
(4.38) into Eqn. (4.28) leads to: (It is assumed that ∂Ci
∂t
+ ~u · ∇Ci = ∇ · Ji, therefore
Ji = Di∇Ci + eZiDikBT (Ci∇ψ).)
(~v · ∇Ci)Ω
Ci
= − eZi
kBT
(~v · ∇ψ)Ω. (4.39)
Integrating both sides of Eqn. (4.39) on the boundary, the boundary condition can
be simplified to:
Ci,Ω = Ci,me
− eZi
kBT
(ζ−ψm), (4.40)
where Ci,m and ψm respectively denote the ith ionic concentration and the electrical
potential at the middle of the channel, and ζ is the zeta potential. Thus the bound-
ary condition for the ionic concentration becomes a simple Dirichlet-type one. The
simplification of Eqn. (4.40) can improve the computational efficiency significantly
and therefore has been frequently employed in previous work [52, 53].
The electrical potential at the interface can be imposed through either the surface
charge density (σ) or the zeta potential (ζ). The former leads to the Neumann-type
and the latter to the Dirichlet-type boundary conditions, respectively. A recent study
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using the LBM has shown that these two types of boundary conditions are consistent,
but the latter one has a better computational efficiency [50]. Therefore the Dirichlet
boundary condition for the electric potential equation (Eqn. (4.40)) are used in this
work:
ψΩ = ζ. (4.41)
4.3.2 Results and Discussion
Since the governing equations, Eqns. (4.26)-(4.30), are coupled together, an iter-
ative scheme as shown in Fig. 4.8 is implemented. In each iterative procedure, the
electric potential distribution is first obtained through the evolution of electric po-
tential to the steady state based on the Modified LB scheme. The ionic concentration
for each species is then updated via Modified LB evolution Eqns. (3.50)-(3.51). The
last step in the iteration is to solve the ordinary Lattice Boltzmann evolution Eqns.
(3.38)-(3.39) to obtain the velocity field.
When the numbers of iterations of each step is much larger than (over thirty
times) the characteristic time τ for each transport or propagation process, which
are defined as follows, the system is assumed to have reached its steady-state. The
characteristic times for each of the transport processes are given by:
τ(~u) =
1
ν
(
H
pi
)2, (4.42)
τ(Ci) =
1
Di
(
H
pi
)2, (4.43)
τ(ψ) =
1
Deff
(
L
pi
)2, (4.44)
where Deff is the effective diffusivity for the electric potential, which is set to be
unity in our simulation. Hence, iterations are carried out for:
titeration = 30 max{τ(~u), τ(CP+), τ(CN−), τ(ψ)}. (4.45)
This condition is different from the one used in [51]. The comparisons between simu-
lated results and the analytical solution of the PB equation are displayed in Fig. 4.9
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Figure 4.8: Flow chart of the coupled LB method for the electrokinetic flow. [51]
and Fig. 4.10.
Similar to the previous two Couette flow cases, the results demonstrate excellent
agreement between the LBM results and the analytical solution. For a quantitative
error analysis, the following relative errors are defined as:
E(~u) =
√√√√∑j[~u(yj)− ~u0(yj)]2∑
j[~u0(yj)]2
, (4.46)
E(ψ) =
√√√√∑j[ψ(yj)− ψ0(yj)]2∑
j[ψ0(yj)]2
, (4.47)
E(Ci) =
√√√√∑j[Ci(yj)− Ci,0(yj)]2∑
j[Ci,0(yj)]2
, (4.48)
where ~u0, ψ0 and Ci,0 denote the velocity, electric potential, and species concentra-
tions obtained from the analytical solution of the PB model. By choosing different
mesh size: Ny = 12, 25, 50, 100, and 200, errors: E(~u), E(ψ) and E(Ci) are plotted
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Figure 4.9: Comparisons of the results obtained using the coupled LB simulations
and the analytical solution of the PB model: (a) electric potential distribution; (b)
x-velocity distribution.
in Fig. 4.11: versus 1/Ny. Here Ny is the number of grids along the y direction. The
least-square fitted slopes are all close to unity (1.29, 1.02, 0.93 and 1.11).
4.4 Conclusions
In this Chapter, a simple verification process for the LB and Modified LB codes
has been carried out using test problems: Simple 1-D Couette flow, 2-D Couette flow
with complex body forces, and 1-D Electrokinetic System. Graphical comparison of
numerically simulated results with analytical solutions showed good agreement. In
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Figure 4.10: Comparisons of species concentration distributions for the two ions
between the coupled LB simulation and the PB model: (a) concentration profile of
the P+ ion; (b) concentration profile of the N− ion.
addition, relative errors were also evaluated to better quantify the accuracy of the
numerical schemes. It is concluded from the verification process that for sufficiently
small grid size (Ny ∼ 102 for 1-D), the relative error can be restricted to a small
range (10−4 ∼ 10−6), which is sufficient for the simulation of the coolant system in
PWRs or BWRs. In summary, the LBM and Modified LBM codes have been veri-
fied, and will next be used to simulate the crud formation process in the next chapter.
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Figure 4.11: Error versus 1/Ny: (a) E(~u), (b) E(ψ), (c) E(CP+) and (d) E(CN−).
The least-square fitted slopes are all close to unity (1.29, 1.02, 0.93 and 1.11).
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Chapter 5
Using LBM to Simulate the CRUD
Formation Process
Four physical processes are very important and are taken into consideration in
the CRUD formation simulations. They are fluid hydrodynamics, electrical potential
transport, diffusion and chemical reaction of species, and heat transfer. They will be
discussed below in detail.
5.1 Governing Equations and B.C.s
5.1.1 Hydrodynamics
Since the scale of interest here is much larger than the atomistic scale, the macro-
scopic Navier-Stokes’ equations are still valid. For a multi-component constant-
property Newtonian electrolyte fluid flowing in a microchannel with no mass source,
the governing equations for laminar flow are [54]:
∂ρ
∂t
+∇.(ρ~u) = 0 (5.1)
∂ρ~u
∂t
+ ~u.∇(ρ~u) = −∇p+∇.ν∇(ρ~u) + ~F (5.2)
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where ρ represents the density of the fluid, t the time, ~u the velocity vector, p the
pressure, ν the kinematic viscosity, and ~F the body force which may include all the
effective body forces such as the electrical field force. In the case of incompressible
flows, the pressure gradient can be conveniently included in ~F [51, 46]. In this work,
the fluid is only driven by the pressure gradient in the computational domain.
Because the temperature changes dramatically in the simulated coolant region,
the temperature dependence of kinematic viscosity of water must be take into con-
sideration. The following formula is used to calculate the kinematic viscosity of light
water at different points in the simulated region [49]: (The value of the parameters
in Eqn. (5.3) are given in Table (6.1))
ν = ν0 exp[
E
R(T − θ) ] (5.3)
The bounced back boundary conditions are applied on the solid wall and the
CRUD surface, and the periodic boundary condition in the axial direction. Since it
is assumed that the whole coolant system has a translational-invariance, the periodic
boundary condition in axial direction will be used in all the physical processes.
u(y = D) = u(y = Ly) = 0 (5.4)
v(y = D) = v(y = Ly) = 0 (5.5)
u(x = 0) = u(x = Lx) (5.6)
v(x = 0) = v(x = Lx) (5.7)
Where, Lx and Ly are the length and width of the simulated region; D the
thickness of CRUD deposition. Fig. 5.1 shows the simple configuration of the hydro-
dynamics of the simulated system.
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Figure 5.1: Simple configuration of the hydrodynamics of the simulated system.
5.1.2 Electric Potential
The quantity ψ represents the local electrical potential caused by the ionic distri-
bution which is governed by the Poisson equation [54]:
∇.(r0∇ψ) = −ρe = −
∑
i
eziCi (5.8)
where r is the local dimensionless fluid dielectric constant, 0 the permittivity of
vacuum, and ρe the net charge density.
The following boundary conditions are applied:
∂ψ
∂y
|(y=D) = −r0σ (5.9)
∂ψ
∂y
|(y=Ly) = 0 (5.10)
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ψ(y = Ly) = 0 (5.11)
ψ(x = 0) = ψ(x = Lx) (5.12)
Figure 5.2: Configuration and boundary conditions for the electric potential in the
system.
The reason behind these boundary conditions is that the electric field, the gradient
of electric potential, near the boundary is proportional to the amount of surface
charge. For the lower wall, which is adjacent to the clad region, it is assumed that
there is a uniformly distributed charge on the CRUD surface, which was mentioned in
Chapter 2. Also the density of the surface charge is proportional to the thickness of
the deposited CRUD. For the upper wall, it is assumed that there is no accumulated
charge, so the gradient of the potential is zero. Still, an absolute value at a certain
point to uniquely determine the potential profile is needed. So the potential of the
upper wall is fixed to be zero. Fig. 5.2 shows the configuration and the boundary
conditions of the electric potential of the system.
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5.1.3 Species Diffusion
It is assumed that there are five species in the system, a simplification of the real
coolant system. Four kinds of ions and one molecule: Fe3+, Ni2+, OH−, A+ and
Fe2O3, where A
+ represent all the other positively charged ions. And as mentioned
in Chapter 2., the chemical reactions include the generation of Fe2O3, which will
deposit on the CRUD surface serving as a pre-deposition layer:
2Fe3+ + 6OH− ⇀↽ Fe2O3 + 3H2O, (5.13)
the formation of the unstable nickel oxide:
Ni2+ + 2OH− ⇀↽ NiO +H2O, (5.14)
and the formation of stable nickel ferrite, which is the main ingredient of the CRUD:
NiO + Fe2O3 −→ NiFe2O3. (5.15)
Also it is assumed that the first reaction happens within the coolant, while the other
two occur only on the CRUD surface, which will be called ”wall reactions”. As a
result, the nickel oxide and nickel ferrite molecules will not take part in the transport
processes in the flow, and only wall-accumulation parameters are used to characterize
their amounts.
Ions
For the ith ion specie in the solute, the mass conservation equation describing
transport and reaction can be written in the general form [51]:
∂Ci
∂t
+∇.~Ji = Ri, (5.16)
where Ci denotes the ionic concentration, ~Ji the species flux, and Ri the rate at which
the ith specie is produced or consumed by chemical reactions. The flux ~Ji, in general,
consists of contributions from advection, diffusion and dispersion in addition to an
electrochemical migration term. Neglecting dispersion, the flux has the form [51]:
~Ji = −eZiDi
kBT
Ci∇ψ −Di∇Ci + Ci~u, (5.17)
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where the first term on the right refers to electrochemical migration, the second term
to aqueous diffusion, and the last term to advective transport. This is the famous
Nernst-Planck equation [55]. Here Zi and Di denote the ion algebraic valence and the
diffusivity of the ith specie, respectively; and e, kB and T denote the absolute charge
of electron, the Boltzmann constant and the absolute temperature, respectively. ψ is
the electric potential.
Equations. (5.8), (5.16) and (5.17) govern the ions’ transport processes in elec-
trokinetic flows, which can be further simplified as:
∂Ci
∂t
+ ~u.∇(Ci) = Di∇2Ci + eZiDi
kBT
∇.(Ci∇ψ) +Ri, (5.18)
For simplicity, the Dirichlet type boundary conditions are used for the upper and
lower wall. And the values are derived from the Poisson-Boltzmann solution of the
electrodynamic transport processes, which were described in Chapter 4:
Ci(y = D) = Ci,0exp[−eZiζ
kBT
] (5.19)
Ci(y = Ly) = Ci,0, (5.20)
Ci(x = 0) = Ci(x = Lx). (5.21)
where Ci,0 is the initial concentration value for the i
th ion specie, which is fixed; and
ζ is the zeta potential on the CRUD surface:
ζ = ψ(y = D), (5.22)
the value of which is coupled with the electric potential iterations.
Molecules
For the Fe2O3 molecules, the transport equation is the same as that of the ions
except for the electrochemical migration term:
∂Cm
∂t
+ ~u.∇(Cm) = Dm∇2Cm +Rm. (5.23)
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Neumann boundary conditions are applied at the upper and lower walls due to the
zero flux:
∂Cm
∂y
|(y=D) = 0, (5.24)
∂Cm
∂y
|(y=Ly) = 0, (5.25)
Cm(x = 0) = Cm(x = Lx). (5.26)
Fig. 5.3 shows the configuration of ion and molecule species transport processes.
Figure 5.3: Configuration and boundary conditions for the species transportation in
the system.
Diffusivity
According to Einstein-Stokes equation, the mass diffusivity of ions or molecules
in a liquid is related to the absolute temperature and the dynamic viscosity of the
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liquid:
D =
kBT
6piµr
, (5.27)
where T is the absolute temperature, µ the dynamic viscosity of the liquid which
can be calculated using the local temperature, r is the radius of the particle (ion or
molecule). For convenience, the equation is rewritten in the following form:
Di = Di,0
T
T0
µ0
µ
, (5.28)
where Di,0, T0, and µ0 are reference values at the upper wall of the simulated system.
Chemical Reaction Term
For this system, the rate Ri at which the i
th specie is produced or consumed by
chemical reactions can be determined by the following equations:
RNi2+ = RA+ = 0, (5.29)
RFe3+ = −2[kforwardCFe3+COH− + kbackCFe2O3 ], (5.30)
ROH− = −6[kforwardCFe3+COH− + kbackCFe2O3 ], (5.31)
RFe2O3 = +[kforwardCFe3+COH− + kbackCFe2O3 ], (5.32)
where kforward and kback are the coefficients used to specify the chemical reaction rate
of (5.13), which was discussed in Chapter2.
5.1.4 Heat Transfer
The heat transfer process is indeed a two-phase process: liquid phase and CRUD
phase. As it have been assumed that subcooled nucleate boiling is happening on
the CRUD surface, the temperature at the interface of the two phases is the satura-
tion temperature of water. In the CRUD region, the temperature is higher and the
medium consists of nickel ferrite solid and water vapor. Assuming no flow, there is
no advection contribution in the CRUD. While in the liquid region, the heat transfer
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process is the combination of diffusion and advection with no heat generation term.
The governing equations are follows.
For the CRUD phase:
ρcp
∂T
∂t
= kCRUD∇2T, (5.33)
and for the Liquid phase:
ρcp(
∂T
∂t
+ ~U.∇T ) = kLiquid∇2T, (5.34)
where, kCRUD and kLiquid are the thermal conductivities of CRUD and water. The for-
mer, the effective thermal conductivity of CRUD, can be calculated via the following
formula [56]:
kCRUD = kV apor[
1− (1− akSolid/kV apor)(1− )
1− (1− a)(1− ) ], (5.35)
where:
a =
3kV apor
2kV apor + kSolid
, (5.36)
kSolid and kV apor are the thermal conductivities of the nickel ferrite solid and water
vapor;  the porosity of the CRUD.
Because a uniformly distributed heat flux from the cladding wall will be applied,
the periodic boundary condition will no longer be satisfied due to the advection and
there will be a non-zero, constant temperature gradient along the axial direction.
Since the non-zero temperature gradient is very small, by making some modification
to the governing equation, the periodic boundary condition can still be used. First,
the heat transfer equation is rewritten into the following form:
ρcp
∂T
∂t
= kLiquid∇2T +G, (5.37)
where G is the effective heat generation term (The convection term in the original
equation is moved from the left hand side to the right hand side denoted as G.):
G = −~U.∇T ≈ −u∂T
∂x
. (5.38)
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The last equivalence is due to the fact that u v in our system, where u and v are
the velocity components in the x-direction and the y-direction.
G can be determine numerically by the uniformly distributed heat flux from the
cladding wall: ∫
dS
∫ Ly
D
dyG =
∫
dSq¨, (5.39)
also G is proportional to the velocity component in the x-direction: G ∝ u. Therefore:
G =
u∫ Ly
D dyu(x, y)
q¨, (5.40)
where q¨ is the heat flux.
Figure 5.4: Configuration and boundary conditions for the heat transfer problem in
the system.
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As a result, the boundary and interface conditions are as follows:
∂T
∂y
|(y=0) = q¨
kCRUD
, (5.41)
∂T
∂y
|(y=Ly) = 0, (5.42)
T (x = 0) = T (x = Lx), (5.43)
T (y = D+) = T (y = D−) = Tsaturation, (5.44)
∂T
∂y
|(y=D+) =
∂T
∂y
|(y=D−), (5.45)
where Tsaturation is the saturation temperature of water. The configuration and bound-
ary conditions for the heat transfer problem are shown in Fig. 5.4.
5.2 LB Evolution
The governing equations are solved using multiple coupled LB models. Those pro-
cesses are coupled together: the velocity profile depends on the kinematic viscosity,
which is dependent on the local temperature; the species concentration profiles de-
pends on the diffusivity, which is determined by the local viscosity and temperature;
to determine the temperature profile, the effective heat generation term, which is
calculated via the velocity components in the x-direction, is needed; and all the ad-
vection terms are related to the velocity profile. The velocity profile is obtained using
the Lattice Boltzmann method, and the distributions of temperature, species concen-
trations, and electrical potential, are solved via the Modified LB method. The flow
chart of the numerical scheme is shown in Fig. 5.5. First, the initial values for the dis-
tribution of the physical quantities, including velocity, specie concentrations, electric
potential and temperature are set; second, using the old velocity profile, the effective
heat generation term is calculated and the temperature distribution is solved. Next,
using the new temperature distribution, the values of the viscosities in the region are
obtained and the velocity profile is determined. The surface charge density at the
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boundary is calculated and next electric potential and species concentration distri-
butions are updated. In the last step, Micro-layer Evaporation and Dry-out model is
used to simulate the CRUD deposition process. These simulation steps are repeated
until the CRUD thickness reaches 25 micron.
Figure 5.5: Numerical scheme.
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Chapter 6
Results
Simulation results for the PWR coolant system using lattice Boltzmann model and
the modified LB scheme are presented in this chapter. As has been seen from the
flow chart in the last chapter, in this project, the four physical transport processes
are coupled together. Nevertheless, even though flow velocities and temperature will
influence the distribution of specie concentrations and electric potential, the latter
have no effects on the former. As a result, the simulation results of hydrodynamics
and heat transfer are presented followed by the results for species transport and elec-
tric field propagation; and lastly a discussion on the deposition and CRUD build-up
process is given.
6.1 Hydrodynamics
As mentioned in the previous chapter, the driving force for the fluid flow is a con-
stant pressure gradient. If the viscosity is constant, the parabolic velocity profile
should be expected, which is symmetric about the mid-line between the two solid
walls: CRUD surface and the outer border of the coolant. However, in the simula-
tion, the viscosity is temperature dependent, which might result in a more complex
velocity distribution.
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Table 6.1: Temperature dependence of the viscosity of water [49].
Liquid P(bar) T(K) ν0(10
−5Pa·
s)
E(KJ/mol) θ(K)
Light water 1 273 - 363 2.4152 4.7428 139.86
60 273 - 493 2.4638 4.703 140.3
100 273 - 503 2.5124 4.659 140.9
150 273 - 513 2.5702 4.608 141.6
210 273 - 513 2.6484 4.539 142.6
250 273 - 513 2.7042 4.491 143.3
300 273 - 533 2.7830 4.419 144.5
500 273 - 553 3.0816 4.181 148.3
800 273 - 573 3.5940 3.823 154.4
Heavy water 1 273 - 573 3.1750 4.234 155.0
According to Eqn. (5.3), the viscosity can be calculated by:
ν = ν0 exp[
E
R(T − θ) ], (6.1)
where R is macroscopic Boltzmann constant: R = 8.31J/(K ·mol). And the value
of E, θ, and ν0 can be obtained from Table (6.1).
A plot of viscosity versus temperature at P = 150 bar (pressure used in the sim-
ulation) is shown in Fig. 6.1
The simulation results for the velocity distribution are shown in Fig. 6.2. (Since
a periodic boundary condition is used in the axial direction (the x-direction), the
y-components of velocities are zero throughout the simulated region.) As the CRUD
thickness increase gradually, the lower boundary of the flow region keeps rising, which
causes the velocity profile to vary a little with time. Also Fig. 6.2 shows and asymme-
try about the mid-line: flow near the CRUD (high temperature region) has a larger
x-velocity due to the smaller viscosity; and flow far from the CRUD (low temperature
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Figure 6.1: Temperature dependence of the viscosity of water at P = 150 bar.
region) has a smaller x-velocity due to the larger viscosity.
Moreover, as the CRUD thickness increases, the maximum value of the x-velocity
increases. Figure 6.3 shows a plot of the maximum value of the x-velocity versus
CRUD thickness. Potential reasons behind this change in the velocity profile are
discussed in the next section.
6.2 Temperature Profile
The heat transfer takes place in the liquid and CRUD. As mentioned in the pre-
vious chapters, sub-cooled nucleate boiling takes place on the CRUD surface. The
temperature at the interface is hence the saturation temperature of water. In the
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Figure 6.2: Velocity distributions for different CRUD thicknesses. Asymmetry about
the mid-line is due to the temperature dependence of the viscosity (lower in high
temperature regions near the cladding).
CRUD region, the temperature is higher and the medium consists of nickel ferrite
solid and water vapor. Assuming no flow, there is no advection contribution. In the
liquid region, the heat transfer is due to diffusion and advection, which is greatly
affected by the velocity distribution. Results for the temperature profile are shown
in Fig. 6.4. The temperature distribution changes slightly as the CRUD thickness
increases, as expected.
Temperature of the clad surface is plotted versus CRUD thickness in Fig. 6.5,
which clearly shows that the formation of the CRUD deposition increases the clad
temperature. The figure displays a linear relationship between the clad temperature
Tclad and the CRUD thickness DCRUD. Since it is assumed that there is no heat
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Figure 6.3: The relationship between the maximum velocity and CRUD thickness.
The clad temperature increases with the CRUD thickness, causing the temperature
of the coolant to increase. This causes a decrease in viscosity, leading to an increase
in velocity.
advection in the CRUD region, coupled with the fact that there is no heat generation
term, it can be concluded that the clad temperature and the CRUD thickness are
linearly related. Consequently, clad temperature can be easily expressed in terms of
the CRUD thickness:
Tclad =
q¨
kCRUD
·DCRUD, (6.2)
where q¨ denotes the constant heat flux on the clad surface, and kCRUD is the effective
thermal conductivity of the CRUD, which is calculated in Chapter 5.
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Figure 6.4: Temperature distribution in the coolant for different CRUD thicknesses.
In the CRUD region, the temperature is higher than the saturation temperature and
the medium consists of nickel ferrite solid and water vapor. Assuming no liquid flow
in the CRUD, there is no advection contribution to heat transfer. While in the liquid
region, the heat transfer process is a combination of diffusion and advection.
6.3 Electric Potential
The boundary conditions for concentrations of ion species are determined directly
by the zeta potential, i.e. the electric potential on the CRUD surface. Therefore, the
results for the electric potential are given first in this section followed by the results
for species distributions in the coolant in the next section.
The results for electric potential distribution in the coolant are shown in Fig.
6.6. Since it is assumed that the charges are accumulated on the CRUD-liquid inter-
78
Figure 6.5: The relationship between the clad temperature and CRUD thickness.
face (treating CRUD as a conductor), electric potential ψ is plotted versus distance
from the CRUD surface. Also it should be noted that the amount of surface charges
increases as CRUD builts-up, and thus the potential gradient near the CRUD sur-
face (the absolute value), which is proportional to the surface charge density, also
increases.
As stated in Chapter 5, the electrical potential at the interface can be imposed
in two ways: fixing the surface charge density σ or setting a certain zeta potential ζ.
The former leads to the Neumann-type and the latter to the Dirichlet-type boundary
conditions, respectively. In this work, a fixed surface charge density is employed, i.e.
the Neumann-type boundary condition. A plot of zeta potential, i.e. the electric
potential on the CRUD surface, versus CRUD thickness is shown in Fig. 6.7. CRUD
thickness is expected to be proportional to the amount of surface charge. The figure
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Figure 6.6: Electric potential distributions in the coolant for different CRUD thick-
nesses. The potential gradient near the CRUD surface (the absolute value), which is
proportional to the surface charge density, is different for different CRUD thicknesses.
shows a linear relationship between the zeta potential and the CRUD thickness, im-
plying that the two types of boundary conditions are equivalent.
6.4 Species Concentrations
It is assumed that there are four kinds of ions in the flow: Fe3+, Ni2+, OH−, and
A+, where A+ denotes all the other positively charged ions. The concentration dis-
tribution of each ion is presented in Fig. 6.8: (a) Fe3+; (b) Ni2+; (c) A+; and (d)
OH−. Because a negative zeta potential (i.e. negative surface charge) is used, driven
by the static electric force, the concentration for each positive ion increase sharply
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Figure 6.7: Zeta potential versus CRUD thickness.
near the CRUD surface, while the concentration for OH− has a sharp drop. Similar
to the potential distribution, the concentration distributions change as the CRUD
thickness increases. This is due to the fact that for the ion concentrations the Dirch-
let boundary conditions are employed, in which the boundary values are calculated
using Eqn. (5.19) in terms of zeta potential, which is approximately proportional to
the CRUD thickness.
Figure 6.8 shows that the concentration profile of OH− has a big ascension in
the region y′ ∈ (100, 250) µm (y′ is the distance from the CRUD surface: y′ =
y −DCRUD), unlike the concentration profile of the positive ions that drops rapidly
near the CRUD surface (y′ < 100µm) and then stays nearly constant. Also, the
magnitude of ascension increases as the CRUD thicknesses increases. This is be-
cause, near the CRUD surface (y′ < 100µm), a large density region of positive ions
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Figure 6.8: Concentration distributions of each ion: (a) Fe3+; (b) Ni2+; (c) A+; and
(d) OH−. Because a negative zeta potential (i.e. negative surface charge) is used,
driven by the static electric force, the concentration for each positive ion has a sharp
ascension near the CRUD surface, while the concentration for OH− has a sharp drop.
is formed as a result of the negative zeta potential on the wall, which will attract
negative ions. However, in the region next to the CRUD surface, this process is sup-
pressed by the zeta potential. Consequently, a large density region of negative ions is
formed around y′ ∈ (100, 250)µm, also this effect tend to be stronger as the CRUD
become thicker.
In addition, it is found that the concentration profile of Fe3+ has a shape similar
to that of Ni2+ and A+, which are assumed not to take part in the chemical reaction
in the liquid. A small noticeable difference between the Fe3+ profile (Fig. 6.8 (a))
and the two other positive ions profiles (Fig. 6.8 (b) and (c)) is the small rise in the
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profile of Fe3+ over 150 µm < y′ < 300 µm. This implies that the chemical reaction
does not have a significant influence on the ion distributions in the simulation.
Figure 6.9: CRUD thickness as a function of time. The values of ion concentrations
at the outer boundary (y = 500µm) are: CFe3+,0 = 100ppm, CNi2+,0 = 50ppm,
COH−,0 = 450ppm, CA+,0 = 50ppm. The surface charge density is 600C/µm
2 for 1µm
CRUD.
6.5 Crud Build-up Process
The main goal of this project is the simulation of the CRUD formation process,
and assessment of factors that affect the formation rate. CRUD thickness is shown
as a function of time in Fig. 6.9. The values of ion concentrations at the outer
boundary (y = 500µm, specified as boundary conditions) are: CFe3+,0 = 100ppm,
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CNi2+,0 = 50ppm, COH−,0 = 450ppm, CA+,0 = 50ppm. The surface charge density is
600C/µm2 for 1µm CRUD. CRUD thickness appears to increase exponentially. This
can be explained based on the fact that as the CRUD builts up gradually, the zeta
potential increases and so do the concentrations of Fe3+ and Ni2+ near the CRUD
surface, causing the CRUD formation rate to increase. In practice (laboratory or
reactor conditions), there will be additional restraining factors that will start to play
a role, thus limiting the growth rate. A rather simple and approximate analytical
analysis of the CRUD growth phenomenon is given in Appendix C.
Figure 6.10: Effect of CFe3+,Ω on the CRUD generation rate. Inverse of the time
needed to generate 25 µm of CRUD (1/τ25) is plotted versus the concentration of
Fe3+ at the outer boundary, CFe3+,Ω. The surface charge density is fixed at 600C/µm
2
for 1µm CRUD. The values of other ion concentrations at the outer boundary (y =
500µm) are: CNi2+,0 = 50ppm, COH−,0 = 450ppm, CA+,0 = 50ppm.
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Obviously there are several factors that affect the CRUD formation rate. Two of
them have been focused: CFe3+,Ω, the concentration of Fe
3+ at the outer boundary,
and σ, the charge density on CRUD surface, in this project.
In Fig. 6.10 inverse of the time needed to generate 25 µm of CRUD (1/τ25)
is plotted versus the concentration of Fe3+ at the outer boundary, CFe3+,Ω. The
surface charge density is fixed at 600C/µm2 for 1µm CRUD. The values of other
ion concentrations at the outer boundary (y = 500µm) are: CNi2+,0 = 50ppm,
COH−,0 = 450ppm, CA+,0 = 50ppm. Simulations were carried out for five values
of CFe3+,Ω (25ppm, 50ppm, 75ppm, 100ppm, and 125ppm). It is obvious that CRUD
formation rate increases with the concentration of Fe3+, which directly takes part in
the chemical reaction for the generation of the pre-deposit layer.
Impact of the charge density on the CRUD surface (sigma) on the CRUD gen-
eration rate was also studied. In Fig. 6.11 inverse of the time needed to generate
25 µm of CRUD (1/τ25) is plotted versus the charge density on the CRUD surface,
σ. The values of other ion concentrations at the outer boundary (y = 500µm) are
fixed at: CFe3+,0 = 100ppm, CNi2+,0 = 50ppm, COH−,0 = 450ppm, CA+,0 = 50ppm.
Simulations are carried out for five different values of the surface charge density for
1µm CRUD (300C/µm2, 600C/µm2, 900C/µm2, 1200C/µm2, and 1500C/µm2). It
is clear that CRUD formation rate is proportional to the surface charge density σ.
Since surface charge density increases with time, this can be seen as another factor
that contributes to the increase in CRUD formation rate with time.
6.6 Summary
The physical processes, including hydrodynamics, heat transfer, molecules and ions
transport, propagation of electrical field and CRUD deposition process are simulated
in the coolant system of the PWRs or BWRs using lattice Boltzmann method and a
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Figure 6.11: Effect of σ on the CRUD generation rate. Inverse of the time needed to
generate 25 µm of CRUD (1/τ25) is plotted versus the charge density on the CRUD
surface, σ. The values of other ion concentrations at the outer boundary (y = 500µm)
are fixed at: CFe3+,0 = 100ppm, CNi2+,0 = 50ppm, COH−,0 = 450ppm, CA+,0 = 50ppm.
modified LB scheme. Velocity field and the temperature distribution in the coolant
are coupled with each other due to convection and temperature dependence of the
viscosity of light water. Simulation results presented in this chapter show that ex-
istence of CRUD in the nuclear reactors, not surprisingly, leads to an increase in
the clad temperature. Presence of CRUD also affect the temperature, molecule and
ion concentrations, and electrical potential distribution in the coolant. This effect
is especially strong near the CRUD surface. In addition, the results imply that the
CRUD formation rate is approximately linearly related to the zeta potential (surface
charge density), and Fe3+ ion concentration. Additional experimental and simulation
works are needed to better understand the physics of the CRUD formation process
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in nuclear reactors.
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Chapter 7
Conclusions and Future Work
In the present study, the CURD formation process in coolant system of PWRs and
BWRs is simulated using the Lattice Boltzmann method. The goal was to illustrate
the physical process of the CRUD development and the effects of the formation of
CRUD. Physical processes that take place in the coolant are related to the genera-
tion of CRUD layer include fluid hydrodynamics, heat transfer, species transport and
the propagation of electrical field, all of which can be described by the Navier-Stokes’
equations and convection-diffusion equation, implying the feasibility of Lattice Boltz-
mann model and the Modified LB model. For the deposition mechanics, the Micro-
layer Evaporation and Dry-out model (MED) is applied, which has been successfully
applied earlier in describing CIPS occurrence. Computer codes of Lattice Boltzmann
and Modified LB scheme are written in Microsoft Visual C, and a verification work,
including three typical physical problems, has been carried out to validate the codes.
The results of the simulation illustrate that existence and thickness of CRUD in
nuclear reactors will, as expected, increase the clad temperature, and can affect the
distribution of temperature, species concentrations, and electrical potential in the
coolant. This effect is especially strong near the CRUD surface. Moreover, velocity
profile and temperature distribution in the coolant coupled due to the convection
and temperature dependence of the viscosity of light water. In addition, the results
imply that the CRUD formation rate increases approximately linearly with the zeta
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potential (surface charge density), and with Fe3+ ion concentration.
7.1 Discussion
Figure 7.1: The variation of the water density with temperature. [49]
The simulation can be further improved in several ways. For example, in the hy-
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drodynamic and heat transfer process, temperature dependence of only the viscosity
ν is considered, while the density of water ρ, thermal conductivity and specific iso-
baric heat capacity Cp are regarded as constants. In reality, these physical quantities
may also depend strongly on temperature. In Fig. 7.1, 7.2, and 7.3, the temperature
variation of the water density, thermal conductivity and specific isobaric heat capac-
ity are shown, which are far from constants. We believe that including these effects
can improve the simulation results.
Also, in real coolant systems, there is radiolysis and there are a large number
of species and other ions, and hundreds of chemical reactions that contribute to the
generation of CRUD material and deposition process. For simplicity, only four kinds
of ions and three reactions occurring in the liquid and on the CRUD surface are taken
into consideration. Since the mechanics of those chemical reactions (generation and
consumption of species) is similar, the simplified model used here is believed to cap-
ture the trend.
Another simplification introduced in the model development stage is the fact that
the ion concentration in the free stream is assumed to be constant. This will not be
the case in general due to either deposition of species in the CRUD or due to source
terms from the piping system. In this project, a Dirichlet type boundary condition is
used for all the ion concentrations. However, for slow CRUD formation process and
small time duration, the changes in the ion concentration can be ignored. (This will
be discussed in detail in Appendix C.)
Lastly, we should realize that pH, radiation and magnetic effects, that are not
included in this project, also play an important role in the CRUD formation process.
More experiments and simulations are needed to better understand the physics of the
CRUD formation process in nuclear reactors.
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Figure 7.2: The variation of the thermal conductivity of water with temperature. [49]
7.2 Future Work
The reason why Lattice Boltzmann Method is used here instead of other numerical
scheme is that LBM models the fluid consisting of fictive particles, and such particles
perform consecutive propagation and collision processes over a discrete lattice mesh.
Due to its particulate nature and local dynamics, the LBM is more convenient than
other conventional CFD methods in dealing with complex fluid systems, especially
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Figure 7.3: Temperature dependence of the specific isobaric heat capacity of water.
[49]
for multi-phase systems. Prashant Kumar Jain presented a systematic study of two-
phase flow simulations using the LBM in his Ph.D. thesis [30]. Since the coolant
in a nuclear reactor is a typical multi-phase system: CURD solid, vapor and water
liquid, we believe that the multi-phase LB algorithm is better suited in dealing with
microscopic interactions near the interface, bubble creation and specie deposition
processes. Hence, multi-phase Lattice Boltzmann scheme can be used in the next
step of this project to simulate the CRUD formation process in the coolant, including
all the factors discussed in the previous section.
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Appendix A
Boundary Conditions
Since a macroscopic physical quantity in lattice Boltzmann scheme is expressed as
a summation of particle distribution functions in all lattice directions, therefore must
be iterated at the boundary to satisfy the boundary condition. In this section, only
the Dirichlet boundary conditions are discussed.
A.1 Conventional Lattice Boltzmann Scheme for
the N-S Equation
The South boundary will be considered as an example, while the North one can
be treated in a similar way (assuming periodicity in the East-West directions). Let
us consider a case in which the fluid at the lower border has its x- and y- velocities
specified, equal to Uwx and Uwy, respectively. As shown in Fig. A.1, there are four
unknowns: the distribution functions f2, f5 and f6 at the boundary in the post-
streaming state, and the density at the wall ρw. We need to determine these four
unknowns in order to satisfy the desired velocity B.C..
From the mass conservation and momentum conservation conditions, we have:
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Figure A.1: Velocity boundary condition at the South boundary. The x- and y-
velocities of the fluid is specified, equal to Uwx and Uwy, respectively. Distribution
functions f2, f5, f6 and the density ρw are unknown at the boundary. [30]
(assuming 4x = 4t = 1)
ρw = f0 + f1 + f2 + f3 + f4 + f5 + f6 + f7 + f8, (A.1)
ρwUwx = (f1 + f5 + f8)− (f3 + f6 + f7), (A.2)
ρwUwy = (f2 + f5 + f6)− (f4 + f7 + f8). (A.3)
To determine the four unknowns (f2, f5, f6 and ρw) at the boundary, it still lack
one equation. In order to close the system, it is assumed that upon streaming, the
non-equilibrium part of the outgoing distribution function normal to the boundary
i.e. (f4 − f eq4 ), bounced back into the domain to give the non-equilibrium part of f2
(bounced back assumption), i.e.:
f2 − f eq2 = f4 − f eq4 . (A.4)
This closure condition was first proposed by Zou and He in [57].
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From Eqn. (A.1) and (A.3), the density ρw can be calculated as:
ρw = [f0 + f1 + f3 + 2(f4 + f7 + f8)]/(1− Uwy). (A.5)
Then, with ρw known, the equilibrium distribution functions f
eq
2 and f
eq
4 in Eqn.
(A.4) can be evaluated using Eqn. (3.21).
f2 = f4 + (f
eq
2 − f eq4 ). (A.6)
With ρw and f2 known, f5 and f6 can now be simply obtained by solving Eqn. (A.2)
and (A.3).
Below we list the equations which should be solved in order to obtian the desired
unknowns at the South boundary:
ρw = [f0 + f1 + f3 + 2(f4 + f7 + f8)]/(1− Uwy), (A.7)
f2 = f4 + (f
eq
2 − f eq4 ), (A.8)
f5 − f6 = (f3 + f7)− (f1 + f8) + ρwUwx, (A.9)
f5 + f6 = (f4 + f7) + (f8 − f2) + ρwUwy, (A.10)
f5 =
(f5 + f6) + (f5 − f6)
2
, (A.11)
f6 =
(f5 + f6)− (f5 − f6)
2
. (A.12)
A.2 Modified LB Scheme for the Convection-Diffusion
Equation
Several boundary treatment methods have been proposed for the Dirichlet bound-
ary conditions for the convection- diffusion equations. Here we follow the approach
proposed in [51] which is of second-order accuracy. In this approach, the unknown
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populations are assumed to be from an equilibrium distribution at a concentration
C0 (or any other physical quantity satisfying the convection diffusion equation such
as temperature or electric potential) which is determined by the given constraints.
Again for the South wall, the unknown g2, g5, and g6 can be obtained from the
equilibrium distribution of C0 which is:
C0 = 3CΩ − 3Sg − 1.54tΘ, (A.13)
where CΩ denotes the boundary value for the concentration, Θ the generation term,
and Sg is the sum of known populations on the internal nodes and nearest wall nodes:
Sg = g0 + g1 + g3 + g4 + g7 + g8. (A.14)
Thus, the unknown distributions are:
g2 =
C0
6
, (A.15)
g5 =
C0
12
, (A.16)
g6 =
C0
12
. (A.17)
The boundary conditions for the North wall can be similarly derived.
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Appendix B
An Analytical Solution For the
Electrokinetic Flow Problem
B.1 Mathematical Description
In this section, an analytical solution for the electric potential distribution of the
electrokinetic flow system introduced in Chapter 4 is obtained. The governing equa-
tions are,
∇ · ~u = 0 (B.1)
∂~u
∂t
+ ~u · ∇~u = ν∇2~u+
~F
ρ
, (B.2)
∂Ci
∂t
+ ~u · ∇Ci = Di∇2Ci + eZiDi
kBT
∇ · (Ci∇ψ), (B.3)
and
∇2ψ +
∑
i eZiCi
r0
= 0. (B.4)
For convenience, a new coordinate system is chosen so that y ∈ [−H
2
, H
2
], where H is
the distance between the two plates (shown in Figure C.1). Since the electrokinetic
flow system is symmetric about the x-axis, only y ≥ 0 region needed to be considered.
While the physical quantities for y < 0 region can be obtained via:
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Figure B.1: System configuration and the new coordinate system.
Ci(y) = Ci(−y), (B.5)
and
ψ(y) = ψ(−y). (B.6)
As a consequence, the boundary conditions need to be modified as (the velocity profile
will not be discussed in detail in this analysis):
ψ(y = H) = ζ, (B.7)
∂ψ
∂y
|y=0 = 0, (B.8)
Ci(y = H) = CΩ, (B.9)
and
∂Ci
∂y
|y=0 = 0. (B.10)
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Because the periodic boundary conditions in the x direction imply a translational
invariance, consequently, it can be concluded that all the terms containing ∂
∂x
will
vanish. Adding the fact that y component of the velocity throughout the system is
zero (uy(x, y) = 0 for all (x,y)), Eqn. (B.3) and Eqn. (B.4) at steady-state can be
simplified to:
Di
d2
dy2
Ci +
eZiDi
kBT
d
dy
(Ci
dψ
dy
) = 0, (B.11)
and
d2
dy2
ψ +
∑
i eZiCi
r0
= 0. (B.12)
Equation B.11 can be written as:
d
dy
[e
− eZi
kBT
ψ d
dy
(Cie
eZi
kBT
ψ
)] = 0. (B.13)
Integrating Eqn. (B.13) twice and applying the boundary condition at y = 0, we
obtain (Eqn. 4.40):
Ci = Ci,∞e
− eZiψ
kBT , (B.14)
where Ci,∞ denotes the concentration at infinity, where the electric potential goes
to zero. Substituting Eqn. (B.14) into Eqn. (B.12) yields the famous nonlinear PB
equation:
d2
dy2
ψ = − 1
r0
∑
i
eZiCi,∞e
− eZiψ
kBT , (B.15)
which is solved in the next section, for a special case.
B.2 Analysis of the PB equation
It has been mentioned in Chapter 4 that the PB equation can be easily solved nu-
merically, such as using the finite-difference method (FDM). However, for our system
with i = 1, 2 and Z1 = +1, Z2 = −1, we have found an analytical solution for ψ.
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First of all, we assume that at infinity, the species concentrations of the two ions
are equal:
C1,∞ = C2,∞ = C∞. (B.16)
This is reasonable, because if zero electric potential field is applied, the system should
be in electric neutrality: ρe = 0. Now the PB equation (B.15) can be rewritten in
expanded form:
d2
dy2
ψ(y) = −eC∞
r0
[e
− eψ
kBT − e eψkBT ]. (B.17)
By introducing the following non-dimensional variables:
η =
2y
H
, (B.18)
C = 2 · e
2(H/2)2
r0kBT
C∞, (B.19)
Γ(η) =
e
kBT
ψ, (B.20)
Eqn. (B.17) can be expressed into a more simple and clear non-dimensional form:
d2
dη2
Γ(η) = −C
2
[e−Γ − eΓ], (B.21)
with the boundary conditions:
d
dη
Γ|(η=0) = 0, (B.22)
and
Γ(η = 1) =
e
kBT
ζ. (B.23)
Defining,
P (Γ) =
d
dη
Γ, (B.24)
then:
d2
dη2
Γ =
d
dη
P =
dΓ
dη
d
dΓ
P = P (Γ)
d
dΓ
P. (B.25)
By making this substitution, Eqn. (B.21) becomes:
P (Γ)
d
dΓ
P = C sinh(Γ), (B.26)
100
which can be integrated:
[P (Γ)]2
2
= C cosh(Γ) + const., (B.27)
and yields:
P (Γ) = ±
√
2C[cosh(Γ)− cosh(Γ0)], (B.28)
where Γ0 is the value of Γ at y = 0. As a negative zeta potential on both plates is
applied in our system, the value of electric potential in the region should be confined in
the interval: [ζ, 0]. (Because there is no mechanism sources or singular points within
the domain that can raise or lower the electric potential to beyond this range.) This
implies:
0 ≤ Γ(η = 0) < Γ(η = 1), (B.29)
So there must exist η ∈ [0, 1] so that P = dΓ
dη
< 0 (continuity of the electric field).
Thus P (η) < 0 for all the η ∈ [0, 1] (from Eqn. (B.28)). The negative sign in Eqn.
(B.28) is chosen. (Only η ≥ 0 part will be discussed here.) Substituting Eqn. (B.24)
into Eqn. (B.28) and integrating in both sides leads to:
η = F (Γ), (B.30)
and
F (x) ≡
∫ x
Γ0
dξ√
2C[cosh(x)− cosh(Γ0)]
. (B.31)
the value of Γ0 can be determined via the integral equation:∫ e
kBT
ζ
Γ0
dξ√
2C[cosh(x)− cosh(Γ0)]
= 1. (B.32)
In the simulation, we first determine the value of Γ0 according to Eqn. (B.32);
then use Eqn. (B.30) and Eqn. (B.31) to obtain η versus Γ. Rescaling the coor-
dinates so that the physical quantities have their actual units, rescaled Γ0 can be
plotted against rescaled η.
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B.3 An Approximate Formula
Equations (B.30), (B.31) and (B.32) can be simplified if a reasonable approximation
is introduced. If |Γ0|  1 (which is the case here since in this electrokinetic flow
system, the temperature is fixed at 300 K, and ψmid−line ∼ -0.1 meV, which suggests
|Γ0| ∼ 10−3.), the term cosh(Γ0) could be approximated by unity, then (from Eqn.
(B.30) and (B.31)):
η =
1√
2C
∫ Γ(η)
Γ0
dΓ√
cosh(Γ)− 1
(B.33)
=
1√
2C
∫ Γ(η)
Γ0
dΓ√
2 sinh2(Γ
2
)
(Γ < 0) (B.34)
= − 1
2
√
C
∫ Γ(η)
Γ0
dΓ
sinh(Γ
2
)
(B.35)
= {− 1√
C
ln[
1
sinh(Γ/2)
+
cosh(Γ/2)
sinh(Γ/2)
]}|Γ(η)Γ0 (B.36)
In Eqn. (B.35), we choose the minus sign because a negative zeta potential is applied
in the system. Since there is no integral equations, Eqn. (B.36) is easier to evaluate
than Eqn. (B.30) and (B.31); and the value of Γ0 can be obtained by solving the
algebraic equation:
Γ(η = 1) =
e
kBT
ζ. (B.37)
Despite the fact that the approximation introduced is fairly good, Equations (B.30),
(B.31) and (B.32) are used in this work in obtaining all simulation results.
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Appendix C
A Simple Model of the CRUD
Formation Process
Goal in this Appendix is to develop a simplified model for CRUD buildup–a model
simple enough to allow an analytical solution. Ignoring the complex mechanism of
deposition and simplifying the CRUD formation process, assume that there are n
types of ions (A
Zj
j and j=1, 2, ... n) that take part in the reactions that lead to
generation of the CRUD material (MCRUD):
n∑
j=1
νjA
Zj
j −→MCRUD, (C.1)
with
n∑
j=1
νjZj = 0, (C.2)
where νj are activity coefficients. Then, using the chemical reaction model mentioned
in chapter 2, that the generation rate of MCRUD (no backward reaction and no escape)
is proportional to the product of concentrations at the boundary (Cj,Ω) of all the ions,
we can write:
dD(t)
dt
= K
n∏
j=1
Cj,Ω, (C.3)
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where D denotes the CRUD thickness, t the time and K a constant. Substituting
Eqn. (5.19) into the above equation, we get:
dD
dt
= K
∏n
j=1Cj,0 exp[− eZjζkBT ]
= K[
∏n
j=1Cj,0] · exp[− (
∑n
i=1
eZi)ζ
kBT
]
= K1 exp(−K2ζ),
(C.4)
where
K1 = K[
n∏
j=1
Cj,0], (C.5)
K2 =
(
∑n
i=1 eZi)
kBT
. (C.6)
Based on evidence presented in Chapter 6, it can be assumed that the zeta potential,
ζ is proportional to the CRUD thickness, D. By introducing this approximation,
Eqn. (C.4) can be rewritten in the following form:
dD
dt
= K1 exp(αD(t)), (C.7)
with α > 0 (because zeta potential is negative), and the initial condition:
D(t = 0) = 0. (C.8)
Equation (C.7) can be solved analytically, and the solution is:
D(t) = − 1
α
ln[1− αK1t]. (C.9)
The time derivative is:
D′(t) =
K1
1− αK1t . (C.10)
Unfortunately, CRUD growth given by Eqn. C.9 is clearly expected to be in-
correct for large values of time. In fact, the simplified model predicts the CRUD
thickness to reach infinity at a finite time t = 1/(αK1). (This is clearly the result
of the simplifications introduced in the model, which do not take into account the
factors that eventually slow down and possibly stop the CRUD growth process. It
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Figure C.1: Plots of D(t) versus t for different combinations of the two controlling
parameters (α and K1) compared with the curve shown in Fig. 6.9.
simply means that the model and its analytical solution should be used with caution;
possibly only for t 1/(αK1).) However, the CRUD growth predicted by Eqn. C.9
for ”small” values of time does look qualitatively correct, as it matches the growth
determined in Chapter 6 and shown in Fig. 6.9. Figure C.1 shows several plots of
D(t) versus t for different combinations of the two controlling parameters (α and K1)
compared with the curve shown in Fig. 6.9. These plots can be seen to qualitatively
match reasonably well with the growth plot shown in Fig. 6.9. By regression analysis
best values of α and K1 were determined that best fit Eqn. C.9 to the plot in Fig.
6.9 (over 0 < t < 2.5 months). These values are found to be α = 0.105 µm−1 and
K1 = 3.05 µm/month. The two curves agree quite well, suggesting that the mecha-
nism included in the simplified model is accurately capturing the early stages of the
CRUD growth process.
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