We prove (an infinite dimensional version of) the Cauchy-Kowalevski theorem via the implicit function theorem, in the spirit of Joel Robbin's celebrated proof of the existence theorem for differential equations.
This paper provides an almost painless proof of the theorem, which works in infinite dimensions as well 1 . It grew out of a very superficial look at the book [3] by Bernard Malgrange, whose viewpoint is quite different. Throughout the paper, we let K = R or C and denote by E, F two Banach spaces over K.
Notation and background on analytic functions
We let L 0 s (E, F ) := F and, for each positive integer n, we endow the space L n s (E, F ) of continuous symmetric n-linear maps a n : E n → F with its standard norm |a n | := sup |x1|=···=|xn|=1 |a n (x 1 , . . . , x n )| , which makes it into a Banach space. To each such a n we associate the homogeneous polynomials E x → a n x ∈ L n− s (E, F ), 0 ≤ ≤ n, defined as follows: for x, x +1 , . . . , x n ∈ E, we have that a n x (x +1 , . . . , x n ) is the value of a n (x 1 , . . . , x n ) when x j = x for 1 ≤ j ≤ (hence a n x 0 = a n ). As when E = K, the j-th derivative of a n x n is n! (n−j)! a n x n−j for j ≤ n and 0 otherwise. In particular, if K = C, the homogeneous polynomial x → a n x n is holomorphic, meaning that it is differentiable and that its derivative at every point is C-linear.
A power series on E with values in F is a series of functions u n : E → F whose general term is a homogeneous polynomial u n (x) = a n x n , a n ∈ L n s (E, F ). One generally calls it the power series n∈N a n x n or a n x n . The starting point of the theory is the same as in one variable:
Proposition 1 (Abel's lemma) If, for some R > 0, the sequence (|a n | R n ) is bounded, we have |a n | r n < ∞ for 0 ≤ r < R. Therefore, the power series a n x n converges normally for the norm of uniform convergence inB r (0) for 0 ≤ r < R.
The strict convergence radius ρ ∈ [0, +∞] of the power series a n x n is the supremum of those r ≥ 0 satisfying |a n | r n < ∞. It is given by ρ −1 = lim sup |a n | 1 n . When ρ is positive, the power series is called convergent; it converges at every point of B ρ (0), (normally) uniformly inB r (0) for 0 ≤ r < ρ. Therefore, its sum f : B ρ (0) → F is continuous and even more:
1 A tribute to the memory of Adrien Douady, whose thesis [2] contained the foundations of the theory of analytic functions in infinite dimensions. Proposition 2 . Every convergent power series a n x n on E with values in F , having strict convergence radius ρ, converges in the C ∞ sense in B ρ (0). Its sum f : B ρ (0) → F is C ∞ and, if K = C, it is holomorphic as well as all its derivatives D j f . More precisely, for j ∈ N, the power series
a n+j x n obtained by differentiating j times a n x n has the same strict convergence radius ρ as a n x n , and
. In other words, in B ρ (0), the function f is the sum of its Taylor expansion at 0.
Remark In general, for dim E > 1, the ball of strict convergence B ρ (0) changes if we choose an equivalent norm on E, and it is not the largest open subset in which the power series converges (think of the power series b n x n y n on K 2 when b n z n is a convergent power series in one variable). However, the convergent power series remain the same when the given norms on E and F are replaced by equivalent norms 2 .
A map f of an open subset U of E into F is called analytic when, for all x 0 ∈ U , there exists a convergent power series a n x n such that f (x) = a n (x − x 0 ) n in a neighbourhood of x 0 . By Proposition 2, this amounts to saying that f is C ∞ (and, if K = C, holomorphic as well as all its derivatives) and can be expressed in a neighbourhood of every point x 0 ∈ U as the sum of its Taylor expansion at x 0 . As in one variable, the following fundamental result can be deduced from Cauchy's formula (see for example [1] , chapitre 5, théorème principal):
is analytic if and only if it is holomorphic.
Corollary 1 (analyticity of inverse maps) If an analytic local map f : (E, x 0 ) → F has invertible derivative at x 0 , then its local inverse F, f (x 0 ) → (E, x 0 ) is analytic. Therefore, given a third Banach space Λ over K, if the partial derivative with respect to E of an analytic local map g :
whose graph is the set of zeros of g near (λ 0 , x 0 ) is analytic.
Since the inverse of a C-linear isomorphism is C-linear, this is perfectly obvious if K = C. The real case follows easily by complexification [1] . Using complexification, we also get Corollary 2 The sum of a convergent power series is analytic in its ball of strict convergence.
Proposition 3 also implies painlessly that the composed map of two analytic maps is analytic. Let us make this a little more painful and introduce the function spaces used in the sequel: Proposition 4 Denoting by B the open unit ball of E, we have the following:
s (E, F ) and n∈N |V n | < ∞ is a Banach space over K for the norm |V | := n∈N |V n |, and its elements are analytic functions.
(ii) Let F 0 (E, F ) be the closed subspace of F(E, F ) consisting of those f such that f (0) = 0.
For each Banach space G over K and each analytic g :
Proof (i) The power series whose sum belongs to F(E, F ) have strict convergence radius ≥ 1. Therefore, by Corollary 2, the elements of F(E, F ) are analytic. As each V ∈ F(E, F ) identifies to the sequence consisting of the coefficients V n = 1 n! D n V (0) of the power series defining it, a standard argument proves that F(E, F ) is a Banach space.
(ii) Let W (Z) = n∈N * W n Z n and g(w) = n∈N * g n w n be the Taylor expansions of W and g at 0. Since g•W (Z) = n∈N * g n W (Z) n near 0, the Taylor expansion g * (W ) = n∈N * g * n W n of g * at 0 must be given by g * n W n (Z) = g n W (Z) n , i.e.
Therefore, there only remains to show that (1) defines a map g * n ∈ L n s F 0 (E, F ), F 0 (E, G) for all n ∈ N * and that the power series n∈N g * n W n converges 3 . Clearly, g * n is n-linear and symmetric. To see that it sends
and therefore
From this, we deduce the inequality
It follows that the strict convergence radius ρ of the power series n∈N * g * n W n is at least equal to that of n∈N * g n w n . We therefore have ρ > 0, proving our result.
Hypotheses Let f be an analytic map on an open subset dom f of K×E ×F ×L(E, F ), taking its values in F . We fix an analytic germ u 0 : (E, a) → F satisfying (0, a, u 0 (a), Du 0 (a)) ∈ dom f and we are interested in the local analytic solutions of the Cauchy problem
i.e. those analytic germs ϕ : K × E, (0, a) → F such that, setting ϕ t (x) = ϕ(t, x):
• ϕ is a solution of the partial differential equation
• the initial condition ϕ 0 = u 0 is satisfied.
Theorem (Cauchy-Kowalevski) Under the above hypotheses, the Cauchy problem (2) has a unique local analytic solution.
Proof The function g(t, x, y, z) := f (t, a + x, u 0 (a + x) + y, Du 0 (a + x) + z) is analytic in an open subset of K × E × F × L(E, F ) containing 0 and (2) is equivalent to the local Cauchy problem
in the unknown function w(t, x) := u(t, a + x) − u 0 (a + x) near 0 ∈ K × E. Replacing w(t, x) by w(t, x) − tg(0) and g(t, x, y, z) by g(t, x, y + tg(0), z) − g(0), we may assume
Solving (3) in an open convex subset C of K × E containing 0 is equivalent to finding an analytic map v : C → F (the partial derivative v := ∂ t w) such that
where
Our proof uses a small parameter ε ∈ K. For ε = 0, setting (t, x) = (ε 2 T, εX) and V (T, X) = v(t, x), one has ∂
an equation which still means something for ε = 0. As ∂ −1
T ∂ X V vanish at 0 as well as g, a function V satisfying (6) must vanish at 0. Near 0 ∈ K × E, such a function V will be the sum of its Taylor expansion at 0:
it is a system of p scalar equations. 5 Denoting by R t 0 the integral along any path from 0 to t in Cx := {τ : (τ, x) ∈ C}.
that is V (T, X) = n∈N * n k=0
One therefore gets
hence, denoting by (0, dX) the injection E δX → (0, δX) ∈ K × E,
These elementary calculations lead to the reason why the theorem is true 6 , namely
Extracted from the proof of Lemma 2.6 page 44 of [3] .
and, consequently,
T V ) n (T, X) n near 0, where
and, consequently, |(
Following an idea of Joel Robbin [4] , we shall conclude the proof using the implicit function theorem in infinite dimension 7 and Lemma 2 The formula
defines a local analytic map Φ :
Proof By Lemma 1, one has
T V (T, X) . As Φ = g * • Π, we conclude by Proposition 4 (ii).
7 Even in the classical case where the dimensions of E and F are finite.
Remarks With the notation of Lemma 2, for k ∈ N * and V ∈ F, the k-th order Taylor polynomial j k 0 Φ(ε, V ) of Φ(ε, V ) at 0 depends only on ε and j k 0 V . Denoting it byΦ k (ε, j k 0 V ) and replacing Φ byΦ k in what we have just done, we get that the solution of (2) is formally unique. The proof can be made more elementary by avoiding Proposition 4 (ii) and just showing that the map V → Φ(ε, V ) is a contraction of the closed unit ball of F 0 (K × E, F ) for small enough ε. However, this requires most of the ingredients of the proof of Proposition 4 (ii) (with somewhat more precise estimates) and, besides, Proposition 4 (ii) is not uninteresting.
As already mentioned, the key fact involved is that the linear map
T is continuous of F 0 (K × E, F ) into F 0 K × E, L(E, F ) . This result, having no analogue in the smooth category, appears as "the" reason why the Cauchy-Kowalevski theorem is true.
The spelling Kowalevski was used by S. Kowalevski herself. Of course, in Russian, she was called Kovalevskaya but, as she was more or less Polish, some authors believe Kovalevska to be more appropriate. This makes bibliographical searches somewhat hectic.
Unfortunately, our proof requires some (modest) calculations with power series, as we have been unable to stick to Cauchy's viewpoint on holomorphic maps and Hadamard's strong maxim: "The shortest way between two truths in the real domain passes through the complex domain".
