It is shown that for every b > a > 0 and for every two independent identically distributed real random variables X and Y
Our basic approach is combinatorial, and (vaguely) resembles the method of Katona in [3] . Let T = (x 1 , x 2 , . . . , x m ) be a sequence of not necessarily distinct reals. For any positive b, define T b = {(x i , x j ) : 1 ≤ i, j ≤ m, |x i − x j | ≤ b}.
We need the following simple combinatorial lemma.
Lemma 2.1 For any sequence T as above and for every integer r > 1, By the choice of x i , each of these smaller intervals can contain at most t+1 members of T , and each of the last r − 1 ones, which lie to the right of x i , can contain at most t members of T . Altogether there are thus at most (r − 1)(t + 1) + rt members of T in [x i − r, x i + r] and hence
By the induction hypothesis |T r | < (2r − 1)|T 1 | and hence |T r | < (2r − 1)|T 1 |, completing the proof. Proof. Fix an integer m, and let S = (x 1 , . . . , x m ) be a random sequence of m elements, where each x i is chosen, randomly and independently, according to the distribution of X. By Lemma 2.1
Therefore, the expectation of |S r | is smaller than that of (2r − 1)|S 1 |. However, by the linearity of expectation it follows that the expectation of |S b | is precisely m + m(m − 1)p b for every positive b.
Therefore,
implying that for every integer m,
The desired result p r ≤ (2r − 1)p 1 follows, by letting m tend to infinity. 2
The last corollary suffices to prove the assertions of Theorems 1.1 and 1.2, without the strict inequality. To prove the strict inequality we need an additional argument, which follows. Let X and Claim: there exists a real a so that µ r (a) > (2r − 1)µ 1 (a).
Proof. Otherwise, µ r (a) ≤ (2r − 1)µ 1 (a) for each a, and since p r = (2r − 1)p 1 and p b is simply the expectation of µ b (a) when a is chosen according to the distribution of X, it follows that µ r (a) = (2r − 1)µ 1 (a) with probability 1 (when a is chosen according to the distribution of X). Let
A be the set of all real values a for which µ r (a) = (2r − 1)µ 1 (a), and define
Clearly δ > 0. Let be a small positive constant such that
Pick a 0 ∈ A so that µ 1 (a 0 ) > δ − . We next define a sequence of k pairwise disjoint unit intervals
Since in view of (2) this is impossible, the assertion of the claim will follow. The first interval I 1 is simply the interval
Observe that by the choice of a 0 ,
Split the interval [a 0 − r, a 0 + r] into 2r − 1 smaller intervals as in (1) . Note that the definition of δ implies that the probability that X lies in any one of these intervals is at most δ. Therefore, for each of these smaller intervals, (and in particular for the last one-I 1 = (a 0 − r + 1, a 0 + r]) the probability that X lies in the interval is at least (2r − 1)(δ − ) − (2r − 2)δ > δ − 2r , as needed.
Suppose, now, that the pairwise disjoint unit intervals I 1 , . . . , I j have already been defined, where I j is the rightmost interval, and
We can now define I j+1 as follows. Since X attains values in A with probability 1, and it lies in I j with positive probability, there is an a j ∈ I j ∩ A. Obviously,
We can thus define I j+1 = (a j + r − 1, a j + r] and conclude, as before, that
as required. This supplies the desired contradiction and completes the proof of the claim. 2
Returning to our two i.i.d. real random variables X and Y for which p r = (2r − 1)p 1 , observe that by the claim there is real a such that
where β > 0. Let α > 0 be a small constant satisfying α/(1 − α) < β/(r − 1). Define X as the random variable which has the distribution of X with probability (1 − α) and with probability α it gets the value a. For any real b,
variables with the distribution of the above X . By the definition of X , for every positive b,
By Corollary 2.2 applied to X , p r ≤ (2r − 1)p 1 . In view of the last equality and (3) this implies
where the last inequality follows from the choice of α. This shows that equality is impossible in Corollary 2.2. We have thus proved the following Proposition 2.3 In the notation of Corollary 2.2, for every integer r > 1, p r < (2r − 1)p 1 . 2
We can now complete the proof of Theorem 1.2 (which implies, of course, Theorem 1.1).
Proof of Theorem 1.2. Applying the last proposition to X = X/a, Y = Y /a and r = b/a we conclude that 
Vector valued random variables
The basic method in the previous section can be modified and extended to higher dimensions. Let V = R d be the d-dimensional Euclidean space. We start with the following simple observation.
Lemma 3.1 Suppose there exists a lattice in V with minimum distance 1 so that there are n points of it in a ball of radius smaller than b centered at a lattice point, then
Proof. Let L be the above lattice, and let γ > 1 be close enough to 1 so that γL contains n points in a ball of radius b centered at a lattice point. Let R be a large real, and let X R and Y R be two i.i.d. random variables, each uniformly distributed on the points of γL whose norm is at most R. It is easy to check that when R tends to infinity the ratio between P rob[||X R − Y R || ≤ b] and P rob[||X R − Y R || ≤ 1] approaches the number of points of γL in a ball of radius b centered at a point of γL, which is at least n. 2 Lemma 3.2 Suppose n ≥ 2, and suppose there is no set F of n + 1 points in a ball of radius b in V , such that the center is in F and the distance between any two members of F exceeds 1. Let T = (x 1 , . . . , x m ) be a sequence of points in V . For any positive c and s, define
Proof. We apply induction on m. The result is trivial for m = 1, since in this case T b,s = T 1,s = s.
Assuming it holds for m − 1 we prove it for m (m > 1). Given a sequence T of cardinality m as above, let t + 1 be the maximum number of members of T in a ball of radius 1 centered at a point of T . Let x be a point of T with t + 1 members of T in the radius-1 ball centered at x, and define T = T \ {x}. Clearly
Let F be a subset of maximum cardinality of T in the ball of radius b centered at x, so that x ∈ F and the distance between any two members of F is strictly bigger than 1. By the assumption, |F | ≤ n. Moreover, any point of T in the ball of radius b centered at x lies in a radius-1 ball centered at a point of F . Since, by the maximality in the choice of x, no such ball can contain more than t + 1 points, it follows that there are at most n(t + 1) members of T in the ball of radius b centered at x (including x itself). Therefore,
By the induction hypothesis
in V , such that the center is in F and the distance between any two members of F exceeds 1. Then Therefore, the expectation of T b,s is smaller than that of nT 1,s . By linearity of expectation the expectation of T c,s is precisely sm + m(m − 1)p c for every positive c. Therefore,
The desired result (4) follows, by letting m tend to infinity. 2 Theorem 1.3 follows from Lemma 3.1 and Corollary 3.3. We next describe some consequences of this theorem.
In [1] it is shown that the minimum radius of a two dimensional ball containing 8 points one of which is at the center, so that all mutual distances are at least 1, is 1 2 cosec(π/7) = 1.15.... It is also shown that the minimum radius of a two dimensional ball containing 20 points one of which is its center such that all mutual distances are at least 1 is strictly bigger than 2. This, together with Theorem 1.3 (and the existence of the hexagonal lattice) implies the following.
(ii) There exists an > 0 so that for all
Similarly, one can determine the asymptotic behaviour of C(R 2 , 1, b) as b tends to infinity. It is well known (see [1] ), that the maximum number of points that can be placed in a radius-b two dimensional ball so that one of the points is at the center, and all mutual distances are at least 1, is
b 2 . This is realized by the hexagonal lattice and hence, by Theorem 1.3 the following statement holds.
Proposition 3.5 As b tends to infinity,
The kissing number τ d is the maximum number of points that can be placed on the boundary of a unit ball in R d , so that the distance between any two of the points is at least 1. By compactness it follows that the minimum radius of a ball in R d containing τ d + 2 points one of which is at the center, so that all mutual distances are at least 1, is strictly bigger than 1. The exact values of very short proof of this fact appears in [4] . In [6] , [5] it is shown that τ 8 = 240 and τ 24 = 196, 560.
In all the above cases the highest possible kissing numbers are attainable by lattices. (It is known that this is not the case in dimension 9.) The relevant lattices are the trivial one in dimension 1, the hexagonal lattice in dimension 2, the face-centered cubic lattice in dimension 3, the lattice E 8 , (sometimes called the 8-dimensional diamond lattice), in dimension 8, and the well known Leech lattice in dimension 24. See [2] for more details. Theorem 1.3 thus gives the following. 
