Abstract. The paper deals with blow-up for the solutions of an evolution problem consisting on a semilinear wave equation posed in a bounded C 1,1 open subset of R n , supplied with a Neumann boundary condition involving a nonlinear dissipation. The typical problem studied is
Introduction
We deal with the evolution problem consisting on a semilinear wave equation posed in a bounded subset of R n , supplied with a Neumann boundary condition involving a nonlinear dissipation. More precisely we consider the initial-and-boundary value problem (1)
in (0, ∞) × Ω, u = 0 on (0, ∞) × Γ 0 , ∂ ν u = −Q(x, u t ) on (0, ∞) × Γ 1 , u(0, x) = u 0 (x), u t (0, x) = u 1 (x) in Ω, where u = u(t, x), t ≥ 0, x ∈ Ω, ∆ denotes the Laplacian operator, with respect to the x variable. We assume that Ω is a bounded and C 1,1 open subset of R n (n ≥ 1), ∂Ω = Γ 0 ∪ Γ 1 , Γ 0 ∩ Γ 1 = ∅ with Γ 0 and Γ 1 being misurable with respect to the natural (Lebesgue) measure on the manifold Γ = ∂Ω, in the sequel denoted by σ, and σ(Γ 0 ) > 0. These properties of Ω, Γ 0 and Γ 1 are assumed, without further comments, throughout the paper. The initial data are in the energy space, that is u 0 ∈ H 1 (Ω) and u 1 ∈ L 2 (Ω), with the compatibility condition u 0|Γ 0 = 0 (in the trace sense).
Moreover Q represents a nonlinear boundary damping and, roughly, Q(x, v) α(x)(|v| m−2 v + β|v| µ−2 v), 1 < µ ≤ m, β ≥ 0, α ∈ L ∞ (Γ 1 ), α ≥ 0. When β > 0 and µ = 2 the term Q describes a realistic dissipation rate, linear for small v and superlinear for large v (see for example [18] ), possibly depending on the space variable, while when β = 0 and α = 1 it is a pure-power model nonlinearity. Finally f is a nonlinear source and roughly f (x, u) |u| p−2 u, 2 < p ≤ 2 * , where as usual 2 * denotes the Sobolev critical exponent 2n/(n − 2) when n ≥ 3, 2 * = ∞ when n = 1, 2.
The presence of the boundary damping in (1) plays a critical role in the context of boundary control. See for example [12] , [13] , [14] , [15] , [29] , [30] , [32] , [35] and [57] . For this reason, and for their clear physical meaning, problems like (1) are subject of a wide literature. In addition to the already quoted papers see also [9] , [10] , [11] , [16] , [17] , [22] , [25] , [33] , [34] , [43] , [46] and [55] .
The analysis of problems like (1) is related to the treatment of quasilinear wave equations with Neumann boundary conditions involving source terms. See [4] , [5] , [6] , [31] , [42] and [54] .
In order to clearly describe the specific subject of this paper we consider problem (1) when f and Q are exactly the model nonlinearities, that is when problem (1) reduces to (2)
in Ω, with 1 < µ ≤ m, β ≥ 0, α ∈ L ∞ (Γ 1 ), α ≥ 0 and 2 < p ≤ 2 * .
Local existence and uniqueness for weak solutions of problem (2) when 2 < p ≤ 1 + 2 * /2 was first proved in [55, Theorem 4] , see Theorem 2, p. 8. In the literature one often refer to this parameter range as the subcritical/critical one, since the Nemitskii operator u → |u| p−2 u is locally Lipschitz from H 1 (Ω) to L 2 (Ω). In this case the nonlinear semigroup theory is directly available.
The quoted result was subsequently extended to more general nonlinearities Q and f , of non-algebraic type, in [9] and [10] . Moreover, at least when α is constant, Hädamard well-posedness for problem (2) follows from the results in [5] , dealing with more general versions of problem (1) possibly involving internal nonlinear damping and boundary source terms. On this concern it is worth observing that, when no internal damping is present in the equation, the well-posedness result in [5] only applies to the subcritical/critical range 2 < p ≤ 1 + 2 * /2, due to [5, Assumption 1.1]. Moreover, when u 0 and u 1 are small (in the energy space) the solutions of (2) are global in time.
On the other hand blow-up results for problem (2) are much less frequent in the literature. In the particular case Γ 1 = ∅ (the same arguments work also when α ≡ 0) it is well-known that, for particularly chosen data, local solutions of problem (2), when they exist, blow-up in finite time. See for example [2] , [23] , [26] , [27] , [28] , [36] , [37] and [47] . We also refer to the related papers [38] and [39] , dealing with boundary source terms. In [44] the authors introduced the so called "potential well theory" for semilinear wave equation with Dirichlet boundary condition, and in particular blow-up for positive initial energy was proved. We also would like to mention the paper [21] , dealing with the equation u tt − ∆u + |u t | m−2 u t = |u| p−2 u in [0, ∞) × Ω with homogeneous Dirichlet boundary conditions, when 2 < p ≤ 1 + 2 * /2 and m > 1, which was the first contribution facing the competition between nonlinear damping and source terms. In particular it was there proved that solutions may blow-up in finite time (depending on initial data) if and only if m < p. The result was subsequently generalized to positive initial energy and abstract evolution equations in several papers. See for example [40] , [45] and [51] .
When Γ 1 = ∅ and m = 2 the problem of global nonexistence for solutions of (2) was studied in [53] using the classical concavity method of H. Levine, which is no longer available for nonlinear damping terms. The first blow-up result for problem (2) in the general case m > 1 (and 2 < p ≤ 1 + 2 * /2) is contained in the already quoted paper [55] . To recall it we need to introduce some basic notation. We denote by · p the norm in L p (Ω) as well as the norm in [L p (Ω)] n . We also introduce the Hilbert space
(where u |Γ0 is intended in the trace sense), equipped with the norm ∇u 2 , which is equivalent, by a Poincarè type inequality (see [56] ), to the standard one. We also introduce the functionals
It is well-known that d > 0. See Section 4, where Lemma 3 makes clear this property, and also Remark 9, where a variational characterizations of d is recalled. Finally we introduce the "bad part of the potential well" (we owe this suggesting name to [7] )
Trivially if E(u 0 , u 1 ) < 0 then (u 0 , u 1 ) ∈ W u since p > 2. The situation is clearly described by Figure 2 below.
In particular [55, Theorem 7] asserts that solutions blow-up in finite time if (u 0 , u 1 ) ∈ W u and the further condition
holds. It is worth mentioning that m 0 (p) > 2 when p > 2, so the case 1 < m ≤ 2 is fully covered, but when m > 2 condition (6) is rather restrictive. See Figure 1 below.
In [6] and [9] (also) the blow-up problem is considered. These papers deal with a modified version of (2), where also internal damping and boundary source terms are present. Assumption (6) is absent there, since the combination of internal and boundary source is more effective in producing blow-up.
As to problem (2) without boundary sources we mention the paper [22] where exponential growth, but non blow-up, for solutions of (2) is proved when m < p. A generalized version of assumption (6) also appears in the recent paper [1] , dealing with much more general Kirchhoff systems and a larger class of initial data. Figure 1 . The sets of the (p, m) considered in [55] and in the present paper, in the two cases n = 1, 2 and when n ≥ 3. The figure are made when n = 2 and n = 3 in different scales due to the unboundedness of the sets considered in the first case. Figure 2 . The sets of initial data considered by [3] , having negative initial energy, and those considered only in the present paper.
Assumption (6) was first skipped in [3] , where blow-up for a modified version of problem (2) is proved when m < 1 + p/2 and E(u 0 , u 1 ) < 0. Even if the blowup result in the quoted paper is stated in presence of an internal damping, one easily sees that the arguments in the proof apply as well to problem (2) . Clearly assumption m < 1 + p/2 is more general than (6), since m 0 (p) < 1 + p/2 for p > 2 (see Figure 1 again). The improvement in the assumption was obtained by using interpolation estimate in the full scale of Besov spaces instead than in the Hilbert scale used in [55] .
Subsequently assumption (6) was skipped also in the recent paper [19] , dealing with the one-dimensional case n = 1, when β = 0 and α ≡ 1. Blow-up for problem (2) is proved there when E(u 0 , u 1 ) < 0 and
and |Ω| is sufficiently large.
The arguments used by the authors in the two cases are different. Consequently in dimension one the line m = p is not the threshold between global existence and blow-up for suitable data. A natural conjecture is then that the same phenomenon occurs in higher space dimension n, even if the one-dimensional case is sometimes different from the higher-dimensional one (see for example the papers [48] and [49] where a similar situation occurs for well-posedness, and the related paper [50] ). Unfortunately the arguments used to handle with the case m ≥ 1 + p/2 cannot be adapted to n ≥ 2.
The aim of this paper is to show that the technique in [55] can be adapted to cover at least the case m < 1 + p/2. In this way we extend the blow-up result from [3] to positive initial energy. Instead of using interpolation theory we adapt a more elementary estimate, used in [19] when n = 1, to the case n ≥ 1.
Our main result concerning problem (2) is the following one.
and (u 0 , u 1 ) ∈ W u . Then the weak solution u of problem (2) blows-up in finite time, that is there is T max < ∞ such that u(t) p → ∞ (and so also u(t) ∞ → ∞ and ∇u(t) 2 → ∞) as t → T − max . Remark 1. The meaning of weak solutions will be made precise in the sequel. Moreover, it will be clear (after the proof) that the parameter range 2 < p ≤ 1+2 * /2 in Theorem 1 can be extended to 2 < p ≤ 2 * , but when 1 + 2 * /2 < p ≤ 2 * we merely obtain global nonexistence of weak solutions, since a local existence theorem is missing.
The paper is organized as follows. In Section 2 we recall (from [55] ) our main assumptions, local existence and potential-well theories for problem (1), with some additional remarks. Section 3 is devoted to state and prove our main result, that is Theorem 4, on problem (1). In Section 4 we show that, when applying Theorem 4 to problem (2), we obtain Theorem 1.
Preliminaries
In this section we recall some material from [55] , referring to the quoted paper for most of the proofs. We start by recalling the assumptions on Q and f needed for local existence.
(Q1) Q is a Carathéodory real function in Γ 1 × R, and there are α ∈ L 1 (Γ 1 ), α ≥ 0
1
, and an exponent m > 1 such that, if m ≥ 2,
for all x ∈ Γ 1 , v, w ∈ R, where 1/m + 1/m = 1; (Q2) there are 1 < µ ≤ m and c 1 > 0 such that
Remark 2. The model nonlinearity
satisfies (Q1) and (Q2). Indeed, while (Q2) is trivially verified, assumption (Q1) holds, when m ≥ 2, up to multiplying α by an inessential positive constant, due to the elementary inequality We note, for a future use, some consequences of (Q1)-(Q2). First of all it follows that
is increasing for all x ∈ Γ 1 , and Q(·, 0) ≡ 0. Then, after setting
We now introduce some notation.
The analogous convention will be adopted on Γ 1 and in (0, T )×Γ 1 for T > 0 (in the latter case the measure µ α being replaced by dt × µ α ). Moreover we shall write for simplicity
Our assumption concerning f is the following one:
(F1) f is a Carathéodory real function in Ω × R, f (x, 0) = 0 and there are p > 2 and c 2 > 0 such that
for all x ∈ Ω, u, v ∈ R.
Remark 3. The model nonlinearity
satisfies (F1), due to the elementary inequality
which holds for s ≥ 2.
We make precise the definition of weak solution used (somewhat implicitly) in [55] .
Definition 1. When (Q1),(Q2), (F1) hold and 2 < p ≤ 2 * we say that u is a weak solution of problem (1) 
(Ω)); (b) the spatial trace of u on (0, T )×Γ (which exists by the trace theorem) has a distributional time derivative on (0,
We say that u is a weak solution of problem (1) f (·, u)ϕ in (13) makes sense by (F1), the continuity of Nemitski operators and Sobolev embedding theorem. To recognize that the last term in the right-hand side of (13) 
Remark 5. We remark, for the sake of clearness, the following facts. Since the equation and boundary conditions in problem (1) are autonomous, the choice of the initial time as zero is purely conventional. Consequently, for any a ∈ R, we shall speak of weak solutions in [a, a + T ], T > 0, of the problem 
is a weak solution of (14) in (14) with a = b and u 2 be a weak solution in [b + T 1 , b + T 2 ] of problem (14) with
. Then u is a weak solution of (14) with
We now recall [55, Theorem 4] .
Theorem 2. Suppose that (Q1)-(Q2) and (F1) hold, that 2 < p ≤ 1 + 2 * /2, and
Then there is T > 0 and a unique weak solution of (1) in [0, T ]. Moreover u satisfies the energy identity
where
and
Remark 6. Actually Theorem 2 was stated in [55] for regular (i.e. C 1 ) domains, but one immediately sees that Ω can be also disconnected (even if this case is not of particular interest).
As a consequence of the arguments used in the proof of Theorem 2 it follows the following continuation principle, which was used in the quoted paper without an explicit proof. For the sake of clearness we prefer to give here its proof.
Theorem 3. Suppose that (Q1)-(Q2) and (F1) hold, that 2 < p ≤ 1 + 2 * /2, and
. Then (1) has a unique weak maximal solution u in [0, T max ). Moreover the following alternative holds:
Proof. By the arguments in the proof of Theorem 2 it easily follows that the assured existence time T depends on the initial data u 0 and u 1 as a decreasing function of u 0
, which is in the sequel denoted by
From this remark the statement follows in a standard way. More precisely we first construct the unique maximal solution u as follows. We set U to be the set of all weak solutions of (1) in right-open intervals [0, T ), T > 0.
Then we claim that for any couple u, v of elements of U, weak solutions respectively in [0, T u ) and [0, T v ), u = v in the intersection [0, T ) of their domains. To prove our claim we set
so t 0 ≤ T . Now we suppose by contradiction that t 0 < T . Since
we easily get that u(t 0 ) = v(t 0 ) := v 0 and u t (t 0 ) = v t (t 0 ) := v 1 . Now since u, v are weak solutions (see Remark 5) of (14) with a = t 0 and initial data v 0 , v 1 , we see that τ −t0 u and τ −t0 v (defined in (15)) are both weak solutions in [0, T − t 0 ) of (1) with initial data v 0 and v 1 . Hence, by the uniqueness assertion in Theorem 2 we get that (19) . Hence t 0 = T proving our claim. To construct the maximal weak solution we define u to coincide with any element of U in the union of the domains.
We now have to prove the alternative in the statement. We suppose, by contradiction, that (20) T max < ∞ and lim inf (Ω) + u t (t) 2 < ∞.
Then there is a sequence
(Ω) and u t (t n ) 2 are bounded, so M := sup
By Theorem 2 and the monotonicity of T * asserted before for each n ∈ N the problem (1) with initial data u(t n ) and u t (t n ) has a unique weak solution v n in [0, T 1 ], T 1 = T * (M ). Hence, for each n ∈ N, w n = τ tn v n is a weak solution of (14) in [t n , t n + T 1 ] with a = t n and initial data u(t n ) and u t (t n ). It follows (see Remark 5) that u can be extended to a weak solution of (1) in [0, t n + T 1 ], contradicting the maximality of u for n large enough.
We now recall from [55] the additional assumption on f needed to set-up the potential well theory.
(F2) There is c 3 > 0 such that
for all x ∈ Ω and u ∈ R, where F is the primitive of f defined in (18) . We set, when 2 < p ≤ 2 * ,
By (F1) and (F2), we have 0
, where B 1 is the optimal constant of the Sobolev embedding
We denote
when K 0 > 0, while λ 1 = E 1 = +∞ when K 0 = 0, and
where, in accordance to (17) ,
Clearly when K 0 = 0 then W = ∅, so what follows is of interest only when K 0 > 0. On the other hand when K 0 = 0 all weak solutions are global (see [55, p. 389] ). We recall the following result ([55, Lemma 2, (ii)]). Lemma 1. Suppose that the assumptions of Theorem 2, together with (F2), hold true. Let u be the maximal solution of (1). Assume moreover that (u 0 , u 1 ) ∈ W . Then there is λ 2 > λ 1 such that ∇u(t) 2 ≥ λ 2 and u(t) p ≥ (pK 0 /c 3 )
1/p λ 2 for all t ∈ [0, T max ).
Our final assumptions are the following ones.
(Q3) There is c 4 > 0 such that
Remark 8. Clearly Q 0 given in (7) satisfies, beside (Q1)-(Q2) 4 , also (Q3) with c 4 = 1. Moreover (Q3) immediately follows from (9) when m = µ, while it is not a consequence of (Q1)-(Q2) when µ < m. Next f 0 given in (12) (26) f
Finally it is worth observing that (F1)- (F2) and (26) cannot be responsible of a blow-up phenomenon, since f ≡ 0 satisfies them and blow-up does not occur in this case.
Main result
This section is devoted to state and prove our main result. We start with a key estimate.
Lemma 2. Let 1 < m ≤ 1 + p/2 and 2 < p ≤ 2 * . Then there is a positive constant
Proof. We first consider the auxiliary non-homogeneous Neumann problem
By Riesz-Fréchet theorem problem (28) has a unique weak solution, i.e. w ∈ H 1 (Ω) such that
Moreover, since Ω is bounded and C Now let u ∈ H 1 (Ω). We claim that |u| m ∈ W 1,1 (Ω). Since m ≤ 2 * , by Sobolev embedding theorem we have |u| m ∈ L 1 (Ω). Moreover, by using the chain rule for Sobolev function (see [41, Theorem 2.2]), we get that |u| m possesses a weak gradient ∇(|u| m ) = m|u| m−2 u ∇u. Since m ≤ 1 + 2 * /2, using Sobolev embedding theorem again, we have |u| m−2 u ∈ L 2 (Ω), hence by Hölder inequality we get that
Since 2(m − 1) ≤ p and Ω is bounded it follows
where |Ω| denotes the Lebesgue measure of Ω. Our claim is then proved. Consequently (see [8, Corollary 9.8 (29) holds with φ = φ n for n ∈ N. Since w, |∇w| ∈ L ∞ (Ω) we can pass to the limit as n → ∞ and get
Combining (30) and (31) (Ω) we use the Poincarè type inequality recalled above to get (27) , where C 1 is given by
where B 1 is the positive constant defined in (22) . Since w depends only on Ω, the proof is complete.
We can finally state our main result.
and (u 0 , u 1 ) ∈ W . Then for any solution of (1) we have T max < ∞ and u(t) p → ∞ (so also u(t) ∞ → ∞ and ∇u(t) 2 → ∞) as t → T − max .
Proof. The proof is a variant of the proof of [55, Theorem 7] , where we use Lemma 2 instead of the estimate [55, (50) ]. Nevertheless, since the proof of [55, Theorem 7] was itself a variant of the proof of [51, Theorem 2], we give in the sequel, for the sake of clearness, a self-contained proof.
We first claim that our statement reduces to prove that problem (1) cannot have global weak solutions, i.e. weak solutions in the whole of [0, ∞). Indeed, once this fact is proved, then we must have, by Theorem 3, that T max < ∞ and
Hence, to prove our claim, we have to show only that also u(t) p → ∞ as t → T − max . We first note that, by (9) and (16), the energy function E (defined in (17)) is decreasing. Hence, by (17),
, where E 0 := E(u 0 , u 1 ). Hence, by (F2), we have
Consequently, by (32), we get that u(t) p → ∞ as well, so concluding the proof of our claim.
We now have to prove that problem (1) cannot have global solutions. We suppose by contradiction that T max = ∞. We fix E 2 ∈ (E 0 , E 1 ) and we set
Since, as noted before, E is decreasing, the function H is increasing and H(t) ≥ H 0 := H(0) = E 2 − E 0 > 0. In the sequel of the proof we shall omit, for simplicity, explicit dependence on time of u and u t on the notation. By Lemma 1 we have
and then, by (23) and (F3),
We now introduce, as in [21] and [40] , the main auxiliary function which shows the blow-up properties of u, i.e.
(37)
where ξ > 0 and η ∈ (0, 1) are constants to be fixed later. In order to estimate the derivative of Z it is convenient to estimate (38)
Using Definition 1 we can take ϕ = u in (13) and get (39)
almost everywhere in (0, ∞). Now we claim that there are positive constants c 6 and c 7 , depending on p and K 0 , such that
Using (17) and (35) we can write, for any ε > 0, the identity (39) in the form
Using (F3) for 0 < ε < min{ε 0 , p − 2} we consequently get
so also c 8 (ε) > 0 for ε sufficiently small. Fixing a sufficiently small ε = ε and setting c 6 = c 5 (ε), c 7 = c 7 (ε) we conclude the proof of (40) . Now, in order to estimate I 1 , we estimate the last term in (40) . Using (Q2), Hőlder inequality (with respect to µ α ), and assumption α ∈ L ∞ (Γ 1 ) we obtain
Since µ ≤ m, applying Hőlder inequality again we get
By Lemma 2 we consequently get
, Ω, Γ 0 ) > 0. Let us denote It is convenient to write (44)
We now apply, for any δ > 0, weighted Young's inequality to the first three multiplicands in the right hand side of (44) , with exponents p 1 = µ , p 2 = 2m and Moreover, by Lemma 1 we have
, we also have
By combining (43) and (45)- (47) we get
Now we set η = − We now set q = 2/r = 2(1 − η). Since η < (53) and (54), as r > 1, we get Z (t) ≥ C 9 Z r (t) for all t ∈ [0, ∞)
where C 9 = C 9 (µ, m, p, c 1 , c 3 , K 0 , α ∞,Γ1 , Ω, Γ 0 , u 0 , u 1 ) > 0. Since r > 1 this final estimate gives the desired contradiction.
Proof of Theorem 1
This section is devoted to show that Theorem 1 is a simple corollary of Theorem 4. We first need to show that, for problem (2), E 1 and W , as defined in (23) 
