Abstract. It is demonstrated that a componential code emerges when a self-organising neural network is exposed to continuous speech. The code's components correspond to substructures that occur relatively independently of one another: words and phones. A capability for generalisation and discrimination develops without having been optimised explicitly. The componential structure is revealed by optimising a necessarily complicated nonlinear moment of the data's distribution, equal to the mean-squared output response of a multi-layered network of simple threshold neurons. Earlier analytical work had predicted that componential codes, generalisation and discrimination should emerge from the self-organisation of threshold neurons of this form, assuming certain properties of the pattern-space distribution of the data.
Introduction

Unsupervised componential coding
Emergent multiple-cause (Saund 1994) , factorial (Barlow 1989) , or sparse Zemel 1994, Foldiak 1990 ) coding in unsupervised neural networks is likely to prove very useful for pattern recognition. For our purposes, these terms will be treated as synonymous with each other and with another commonly used term, componential coding. The idea is to extract relatively immutable component substructures, which arise time and again in the different data patterns of an ensemble. The most versatile component-extraction methods will rely as little as possible on constraints that impose prior assumptions about the properties of the components. Instead, they will be able to deduce those properties from the statistical dependences ('higher-order correlations') between the pattern-vector coordinates. For example, it should be unnecessary to assume that the components will have a characteristic size scale, or even that they are localised at all.
Many unsupervised structure-finding systems have isolated substructures on the basis of explicit prior assumptions rather than statistical dependences. For example, the neocognitron's purpose is to select localised features using a constrained-architecture prior (Fukushima and Miyake 1982) : prior-localised receptive fields are arranged within each layer, and structures are found which fill the receptive fields. Foldiak (1990) and Zemel (1993) have proposed unsupervised statistical methods for extracting components that occur with particular probability. They have shown that, under some circumstances, componential codes can be obtained for simple data sets, such as 8 ×8-pixel binary images synthesised from a selection of eight horizontal and eight vertical stripes.
Mixture models allowing clusters to have multiple causes (Saund 1994) have provided other demonstrations, extracting segments of spline curves from 20 × 20-pixel synthetic binary images. However, it has proved difficult to extend statistical approaches to reasonably complex problems, for example encoding images of the decimal digits in terms of their 10 components (Dayan and Hinton 1996) .
Simple componential behaviour has recently been demonstrated using real data. Olshausen and Field (1996) have shown that by optimising an appropriately chosen balance of information-preserving and sparseness-penalty terms, oriented band-pass filters can be extracted from 16 × 16-pixel segments excised from natural scenes. In their algorithm, 'neural outputs' are not explicit functions of the data or receptive fields, but are represented by independent parameters, which are optimised during a relaxation phase as each new pattern is presented, subject to an explicit sparseness constraint. The filters generated have a range of modal spatial frequencies: the highest-spatial-frequency filters extend across half the 16 × 16-pixel input window, while the lowest-frequency filters are spatially uniform. These results indicate that sparse coding can be achieved through localisation of at least some of the receptive fields. However, such wavelet filters are relatively simple structures compared with objects in images and words in speech. Extraction of complex structures on the basis of statistical dependences remains a significant challenge.
Self-organisation of discrimination and generalisation
One motivation for encoding the data's components on individual neurons is to recognise those components with generalisation and discrimination. An adapted neuron will respond to any pattern containing its particular 'trigger' component, but will respond to no pattern from which its trigger component is absent. The purpose of this article is to demonstrate an example of emergent generalisation and discrimination in a self-organised componential network, using continuous-speech data.
To convey information, perceptual data must be non-randomly distributed in their pattern-vector spaces. Suggestions as to the form this non-random statistical structure might take have been made only recently, however. Field (1994) has suggested that there are many directions †ĉ i in image-vector space along which the projections a i ≡ x ·ĉ i of natural images x have kurtotic distributions Pr(a i ): along these directions, most natural images cast small projections but a few images cast large projections. The encoding formed by a set of projections {x ·ĉ i (i = 1, . . . , n)} would therefore be a sparse code for natural images. Webber (1994) proposed a similar geometrical model for an ensemble of perceptual data patterns x drawn from some distribution Pr(x). In this model also, the ensemble is characterised by a set of directions {ĉ i (i = 1, . . . , n)}, which are not in general orthogonal. Again, the projection a i ≡ x ·ĉ i along each of these directions has a kurtotic distribution Pr(a i ), although any individual pattern from the ensemble has a large projection along only a few of the n kurtotic directions. The n kurtotic directions are identified with the n components of the ensemble, and the ith component is said to be 'present' in a particular pattern if that pattern casts a large projection along the corresponding kurtotic directionĉ i . Only a few of the ensemble's components will be present in any individual pattern, but different combinations of components will be present in different patterns of the ensemble. Webber (1994) analysed a particular form of Hebbian threshold neuron and showed that these neurons self-organise into discriminating detectors for such components. This conclusion was supported by demonstrations using synthetic image data, and by analytical † The caret notation is used here to indicate unit vectors: directions without magnitude.
proof of the stability of the weight-vector dynamics when the weight vector becomes aligned with any of the kurtotic directions. In its random initial state, the unadapted weight vector w will, in general, bear no relation to any of the kurtotic directions, and so the distribution Pr(x ·ŵ) of projections along the weight vector will not initially appear kurtotic. Patterns containing the ith component will initially not be distinguishable from the remainder of the population on the basis of their projections alongŵ. However, whenŵ converges on one of the kurtotic directionsĉ i , the distribution Pr(x ·ŵ) will acquire the same kurtotic form as Pr(x ·ĉ i ), and those patterns having large values of x ·ĉ i will become concentrated at the high end of the distribution Pr(x ·ŵ). These are the patterns in which component i is present, so the neuron need only make a cut at some appropriate threshold
in order to discriminate the patterns that contain the ith component from the rest of the ensemble. For this to be possible, this subpopulation of patterns must be separable from the remainder of the population by a pattern-space plane x ·ĉ i = ϑ. Webber (1994) pointed out that this condition can be satisfied if the patterns containing the ith component are concentrated near a plane x ·ĉ i ≈ a 0 i , where a 0 i is greater than the values of x ·ĉ i for the remainder of the population. Under these circumstances, self-organisation can give rise to invariant neural response. When the weight vector has converged on the plane normalĉ i , the coplanar patterns will all cast similar projections x ·ŵ ≈ a 0 i along the weight vector. The neuron's output response will therefore be similar for all patterns containing the ith component, and so the neuron generalises.
Because the learning dynamics analysed in Webber (1994) could be shown to give rise to invariant response in this way, they were given the name invariance self-organisation (ISO). This same mechanism, extended to enable higher-layer neurons to influence the adaptation of lower layers, is used in the present paper to demonstrate speech-driven self-organisation of discrimination and generalisation. It is reasonable to expect that more than one layer of threshold neurons will be necessary to reveal the relatively complex substructures in speech, because some preprocessing may be required to transform the data into a representation that has a kurtotic distribution.
Invariance self-organisation
Hard-threshold, independent-neuron ISO
This section reviews the basic invariance self-organisation mechanism analysed in Webber (1994) . The ISO neuron computes the standard scalar product between input pattern x and weight vector w, applying a threshold nonlinearity to the result to give a positive-definite output response:
The weight vector is constrained throughout its adaptation to maintain unit length:
The parameter ϑ controls the height of the response threshold, and remains fixed at a preset value asŵ adapts. The form (2) of neural response is clearly suited to the discrimination function discussed in section 1.2.
In Webber (1994) no provision was made for ISO neurons to influence each other's adaptation by means of lateral or feedback connections: neurons adapted independently of one another. The basic adaptation mechanism was an unsupervised Hebbian rule (Hebb 1949) 
where . . . {x} denotes an average over the data set {x}. Because dm/da = 1 when m(a) > 0 and dm/da = 0 when m(a) = 0, the Hebbian rule maximises the mean-squared neural response
Insofar as it optimises a function of a distribution of projections, this adaptation rule belongs to the general category of projection pursuit algorithms (Friedman and Tukey 1974, Huber 1985) , although emergent componential coding has not been observed in other projection pursuit algorithms. Note that if the threshold nonlinearity were made linear (by setting m(a) = a), Hebbian adaptation (3) would simply find the principal eigenvector of the input vectors' covariance matrix † (Oja 1982) . By ignoring patterns below threshold, the nonlinearity gives rise to behaviour very different from principal-component analysis. Principal-component methods are inadequate to derive the kind of localised component of interest here, because data having a translationally invariant distribution have a covariance matrix of Toeplitz form: statistical dependences more general than second-order statistics are needed to define localised components, because Toeplitz matrices have periodic, not localised, eigenvectors.
ISO in a hierarchical, coordinated network of soft-threshold neurons
There is a potential stranding problem associated with the hard threshold (2), in which the neuron cannot learn (dŵ/dt = 0) if its initial stateŵ(t = 0) is such that every pattern of its training set {x} lies below threshold (m(x,ŵ) = 0). There is also a problem with the basic Hebbian rule: the optimisation of separate objectives (4) for independent neurons without lateral or feedback connections cannot coordinate a network of neurons to adapt towards a unified goal. Both these disadvantages of the basic ISO mechanism can be overcome, by natural extensions to the approach. The hard-threshold response function (2) can be softened slightly so that the neuron can learn even below threshold, and the neurons can be integrated into a multi-layer network having a unified objective function.
Each soft-threshold neuron is parametrised as before by a weight vectorŵ and a fixed threshold parameter ϑ. In addition, the neuron has a fixed softness scale σ > 0. As before, the neuron's response r(x,ŵ) to a pattern x is determined by the pattern's projection a ≡ x ·ŵ along the direction of the weight vector, but this time the threshold function is a softer version of (2):
The softened threshold function, illustrated in figure 1, is the integral of the logistic: The nonlinearity segregates the pattern space into two regions separated by the threshold plane x ·ŵ = ϑ, as before, but the boundary between them is now a little less distinct. The two regions correspond to a linear above-threshold regime lim (a−ϑ)/σ →∞ f (a) → a − ϑ and an exponential subthreshold regime lim
The value of σ determines how far f (a) departs from its σ → 0 hard-threshold limit (2). For sufficiently small σ , the response r(x,ŵ) will be dominated by patterns lying well inside the abovethreshold region (x ·ŵ − ϑ ≫ σ ), just as in the hard-threshold case. The analytical proofs cited in section 1.2 therefore also apply for the softened form (5), provided σ is small enough. The soft neuron's property that r(x,ŵ) is always greater than zero avoids the stranding problem associated with the hard threshold.
The basic Hebbian mechanism is also extended here, allowing a neuron to influence the adaptation of each neuron from which it receives its inputs, via a signal fed back along the synapse connecting the two neurons. The feedback signal replaces the neural response m(x,ŵ) in the Hebbian rule (3). The form of these feedback signals is derived from a unified objective function defined for the whole multi-layer network.
The network architecture used in this article's demonstrations consists of two layers of neurons, the higher of which contains only one neuron (figure 1). Each of the n l neurons in the lower layer has a weight vectorŵ l i , i = 1, . . . , n l . The higher-layer neuron has a weight vectorŵ h relaying input from all the neurons in the layer below: the higher-layer neuron's input x h is set equal to the vector of n l lower-layer outputs {f
The output response of the whole network is defined to be the response of the single higher-layer
(The threshold functions f h and f l for the two layers differ only in having different fixed parameters (ϑ h , σ h ) and (ϑ l , σ l ) respectively.) The unified objective function is defined to be the network's mean-squared response:
In the language of Friedman and Tukey (1974) , this objective function is a necessarily complicated, nonlinear 'moment' of the data's distribution. This moment can reveal a more complex statistical structure than the simple kurtotic directions of section 1.2, because the multi-layered response function (7) is able to discriminate patterns on the basis of a more subtle criterion than the simple threshold cut (1). Optimising the objective function with respect to the lower-layer neurons turns out to generate the required preprocessing stage discussed at the end of section 1.2, while optimising with respect to the higher-layer neuron reveals the kurtotic directions of the preprocessed representation. Both layers can be optimised simultaneously.
The objective function (8) has n l + 1 vectors of adaptive parameters (ŵ h and the set {ŵ l i }), having n l +1 distinct constraints |ŵ h | = 1 and |ŵ
The extended adaptation rule is derived from the objective function's gradients ∂V /∂ŵ h and {∂V /∂ŵ l i } subject to these constraints, although the different weight vectors are updated with different, dynamically adjusting adaptation rates λ(t) > 0. For the higher-layer weight vectorŵ
and, for each lower-layer weight vectorŵ
(The scalar w h i denotes the individual synaptic weight feeding the higher neuron from the ith lower neuron.) Here, c h (t) and the c l i (t) are the n l +1 Lagrange multipliers implementing the constraints. This gradient rule is guaranteed never to reduce the objective function, because (dŵ/dt) · (∂V /∂ŵ) 0 for each individual weight vector. In the hard-threshold limit σ → 0, the higher-layer neuron adapts by the same Hebbian mechanism as independentneuron ISO, but the adaptation of the lower-layer neurons is now modified by the appearance of a feedback signal.
As is the case with any objective function defined on the output layer of a feed-forward network, gradient information is propagated from neuron to neuron through the network as a local feedback signal: higher-layer information coordinates the learning of lower-layer neurons in order to optimise the network's unified objective. Error propagation (Rumelhart et al 1986) is another example of local gradient feedback; here, however, the objective function is unsupervised and does not represent a target error. This form of unsupervised coordination of a lower layer by a higher layer has been called self-supervision (Luttrell 1992) . Adaptive resonance (Carpenter and Grossberg 1988 ) is a self-consistency process in which explicit top-down signals control the self-organisation of a lower layer: in selfsupervision the top-down coordination emerges implicitly from the optimisation of a unified objective function.
Length-constraints and dynamically adjusting adaptation rates
At any instant t, the length-constraint term parallel toŵ on the right-hand sides of (9) and (10) is chosen so as to project out that component of the other term which would changê w's length. This requires c =ŵ · ∆ at every t, where ∆ h and {∆ l i } are defined to be the first term on the right-hand side of (9) and (10 ), respectively (dŵ h /dt and {dŵ l i /dt} without their constraint terms). In practice, the length constraints are implemented by simply rescaling all n l + 1 weight vectors to unit length after each update step:
In the smooth-change limit |∆| ≪ 1, this rescaling is equivalent to a continuous Lagrange constraint (−ŵ · ∆)ŵ, as can be seen from the Taylor expansion of (11) which recovers (9) and (10):
The rescaling clearly maintains |ŵ| = 1 at all times. At convergence, ∆(∞) andŵ(∞) become parallel for all n l + 1 weight vectors, allowing dŵ/dt = 0 in (12). Because the objective function can never decrease, this will occur at a maximum of the function.
At each update step, the n l + 1 adaptation rates λ h (t) and {λ l i (t)} in (9) and (10) are chosen to satisfy
The new rate parameter λ 0 does not change with time. Dynamical adjustment of adaptation rates avoids gradient-ascent's wide fluctuations in the timescale of change, since |∆| is continuously scaled to be a fixed fraction λ 0 of |ŵ|. As with any dynamics in which the velocities are determined solely from gradients, the path followed becomes smooth and independent of adaptation rates when they are small (λ 0 ≪ 1). Convergence may be accelerated by raising λ 0 to 1 or higher. Iteration (11) still converges to a maximum of the objective function, but not via a smooth path: the jump ∆ is then large compared withŵ, and convergence amounts to achieving consistency between the directions of ∆ andŵ.
Discriminating, generalising detectors for components of speech
Input-pattern format
The ensemble of training patterns used for these demonstrations is drawn from a standard benchmark data set (Russell et al 1983) of 300 2.45 s speech recordings. Each recording is a train of three random digits, selected uniformly and independently from the range "zero" to "nine", spoken continuously by a single speaker. Each digit is therefore spoken on about 90 occasions in the data set, in a different 'context' on each occasion. Each recording is spectrally analysed into 26 frequency bins for each of the 245 10 ms time frames, producing a spectrogram of 245 × 26 pixels.
Each spectrogram consists of an ordered array of 26D spectral vectors s i (i = 1, . . . , 245). The 245 spectral vectors of each spectrogram are presented in parallel with the 245 neurons in the lower layer of the network of figure 1. Spectral vector s i−T forms the 26D input vector x l i for the ith lower-layer neuron; T is an integer between 1 and 245, which represents the time offset with which the whole spectrogram is presented to the network. Although the neurons of the lower layer have no lateral connections, a conceptual ordering is imposed on them by the requirement that synaptic vectorsŵ l i andŵ l i+1 take their input from adjacent time frames s i−T and s i+1−T . This ordering has a circular boundary condition: the 245th neuron is considered adjacent to the first. The 245 neurons of the lower layer feed their outputs to the single higher-layer neuron via the 245D weight vector w h , which also returns the coordination feedback signals implicit in (10). Applying a circular boundary condition in time avoids the need to assume a special start or end frame, such as the instant of first burst release, for example. Lack of a special reference frame from which to determine a preferred choice for T means that it is not sufficient to present each spectrogram just once to the network: instead, each spectrogram must be presented 245 times, with a different offset T each time. An ensemble of 245 × 300 different input patterns is generated in this way. Presenting a spectrogram repeatedly, with T increasing incrementally, is equivalent to propagating the spectrogram across the network in 245 time steps; thus, one can imagine the lower-layer synapses as a sequence of ordered delay lines. Presenting each spectrogram at all possible time offsets makes the probability distribution of input patterns invariant under time translation, as is required if no time frame is to have special status. (The data's covariance matrix therefore has Toeplitz form: this condition would make localised-component extraction impossible for second-order principalcomponent methods.)
The spectral vectors are presented without the spectral smoothing conventionally performed in speech recognition to suppress the variability of vowels. Each lower-layer neuron's 26D input vector is formed from the power spectrum for the appropriate time frame, E k , in a loudness-independent way:
The root-power transformation enhances the quieter parts of the spectrum containing the crucial higher formants (conventionally achieved by pre-emphasis), and ensures that x l 's projection alongŵ l is determined by the shape of the time-frame's power spectrum and not by its overall power. Figure 2 shows a few patterns from the training ensemble, translated in alignment with one another to illustrate the point that each pattern contains components shared with other patterns. The network described is able to discover and encode such components. Figure 3 depicts the state of the network at successive iterations of (11), on its path from an initially random state † towards final convergence. Figure 4 depicts another convergence path starting from a different random state, using the same fixed parameters. Convergence is typically reached in about 20-40 iterations. Figures 5 and 6 are clearer representations of the optimal configurations found by these and other paths to convergence. † Each initialŵ l i is first selected as a set of 26 coordinates drawn uniformly from the interval 0 to 1 and then scaled to unit-vector length. figure 6(a) . In all demonstrations σ l and σ h are small (σ h = 0.04ϑ h ). Adaptation starts from randomly selected initial states. The higher-layer weight vector is initially set to be uniform across all its n l input synapses: this non-localised initial state cannot prejudice the adaptation in favour of encoding localised components.
Conditions of the demonstrations
The demonstrations differ in their initial states: identical networks exposed to the same pattern ensemble converge to a variety of different stable states, determined by which of the basins of attraction contained the initial state. A trivial case of the multiplicity of optima results from the invariance of the ensemble's statistics under time translations: any translation of a stable configuration of weight vectors will also be a stable configuration. However, there are a number of distinct optima not related to one another by translation. Figure 6 . Optima corresponding to individual phones that arise in a variety of different wordcontexts, and are therefore components in their own right. Left: (a) the phone "s" arises in two different contexts in the word "six" and also in the (highly variable) word "seven", and is sometimes pronounced in "zero". Right: (b) the phone "n" arises in two different contexts in the word "nine" and in the variable words "seven" and "one". (This figure can be viewed in colour in the electronic version of the article; see http://www.iop.org)
Component detection with generalisation and discrimination
In each case, the optima found are recognisable as components that arise frequently in the training ensemble: words and individual phones. In these convergent configurations, the network response (7) rises above threshold only when a specific 'trigger' component passes across the sensitive part of network's receptive field: adaptation has coordinated the network to function as a component detector. This can be seen in figure 7 , which charts the response for figure 5(c)'s "two"-detector as an unseen test recording, "two three two" translates with time across its receptive field: the response rises above threshold for both "two"s, but remains below threshold for all other structure in the recording. Figure 7 therefore illustrates both generalisation and discrimination.
Gradient ascent ( (9) and (10)) can be reliably used to reach stationary states recognisable as components of speech, from randomly initialised configurations. This means that the objective function is free from undesirable optima not recognisable as components or, at least, that if any such undesirable optima exist they have such inaccessible basins of attraction that they are never encountered in practice.
The component-detection performance of each of the optima illustrated is tabulated in table 1, measured against an unseen test set of 99 labelled recordings similar to the unlabelled training set. Generalisation is measured by the fraction of those test recordings labelled as containing the trigger component for which the response rises above threshold at some time during the recording. Discrimination is measured as one minus the false-positive rate, where the false-positive rate is the fraction of test recordings labelled as not containing the trigger component for which the response rises above threshold. These figures demonstrate that in its optimal configurations, even this simple network functions as a component detector with the capacity for both generalisation and discrimination. Self-organisation has given rise to generalisation and discrimination as emergent functions. No optima were found that corresponded to individual vowels unassociated with consonants. This should not be regarded as an inability to find components present in the data, because most of the vowels arise in only one word context in this very specialised training ensemble. The vowels do not arise independently of particular consonants, and are not independent components of this data set in their own right. One might expect that if a network were exposed to very many exemplars of general language, containing phones in more mutually independent combinations, then the individual phones could be found and encoded independently of one another.
As is most clearly seen from the profiles of w h in figures 3 and 4, the network's receptive field becomes localised through self-organisation. Because the coordinates of w h have become insignificantly small outside this region, the network's response becomes insensitive to parts of the input pattern lying outside this region. Figure 7' s sharp peaks also demonstrate this localisation. The higher-layer neuron's input vector spans the whole of each recording, so that any components found are not forced to be localised by prior constraints: not even the continuity of components across contiguous ranges of time frames is assumed as a prior. Detectors for localised components develop solely because the statistical dependences between spectral vectors are themselves localised in range.
Comparison with other unsupervised systems for finding speech features
Other unsupervised systems have been used to find structure in speech. Of these, the neural network methods have previously had to assume prior knowledge about the ranges of the data's statistical dependences, i.e. the sizes of words and phones, and apply that prior knowledge in the form of constraints on the size of an input window.
Unsupervised neural methods have been used to find speech features in the vector space of the spectral coefficients of a single time frame (Kohonen 1982 , Kohonen et al 1988 , Tattersall and Johnston 1984 , McDermott and Katagiri 1989 , or in the vector space of a few (around seven) consecutive spectral vectors concatenated together (Iwamida et al 1990 , Yu et al 1990 . These approaches make the prior assumption that the features are localised within a subspace of a small number of time frames. Similar constraints are employed by Intrator (1992) , who aligns a 20-frame window with the burst release.
Data-compression algorithms can generate an exhaustive list of the subsequences that arise more than once in a given sequence of symbols (Ziv and Lempel 1977) . These algorithms have been used to identify repeated sequences of phoneme labels derived from speech using an HMM-based phoneme transcriber (Nowell and Moore 1995) . Dynamic programming algorithms can extend the principle to finding imperfectly matched subsequences, such as homologous portions of gene sequences (Sankoff and Kruskal 1983) . When applied to sequences of symbols derived from individual spectral vectors by vector quantisation, these methods can be used to extract fragments of VQ-labelled speech (Skilling et al 1994) . Such approaches are not implemented as neural networks, however.
Discussion of the limitations of this small demonstration network
Optima of this network could not be found which correspond to the most variable words in the pattern ensemble: "zero" and "seven". These are such variable composites of variable phones that the network could not pick up any reproducibility. It would be naive to hope that a small network of just two nonlinear layers could encode extremely variable words, with respectable generalisation and clear discrimination.
To combine good generalisation over vowel variability with good discrimination between vowels, each spectral vector should ideally be encoded using more than one lower-layer neuron, because the region of spectral-vector space spanned by each vowel is likely to be disjointed or concave. Presumably, only a network of more layers could generalise over the hierarchical composition of extremely variable words: the input would need to be processed via one or more layers of phone encoding before words could be represented at higher layers, as associations of phones.
Some of the shortcomings of this small two-layer network can be attributed to its limited invariance with respect to frequency and time warping. Generalisation over lengthscale variability in speech is difficult for networks of few layers: attempts have been made to employ supervised networks to address this problem using recurrence (Robinson 1994 , Bridle 1990 . It is interesting to speculate whether such invariances could develop hierarchically in unsupervised componential networks of more layers.
Conclusion
The small two-layer network demonstrated here is not intended to be a competitive speech recogniser. Instead, it demonstrates that an unsupervised neural network can self-organise to encode and detect relatively complex structures in real data, on the basis of the statistical dependences within the data. It also demonstrates that generalisation and discrimination can emerge from the self-organisation of a componential code.
Earlier analytical results have characterised the Hebbian self-organisation of neurons having a particular form of threshold function, which is a limiting case of that used here. Under certain assumptions about the pattern-space distribution of the data, such neurons can be shown to develop component-detection, discrimination and generalisation behaviours. If one incorporates local gradient feedback into the basic Hebbian mechanism, neurons can influence the adaptation of other neurons: this straightforward extension to the mechanism is sufficient to demonstrate component detection, discrimination and generalisation using real speech data.
These phenomena arise from the optimisation of a complicated nonlinear moment of the data's distribution, although the moment optimised here is perhaps one of the simplest that could give rise to such phenomena in the speech context. It is hoped that larger hierarchical networks employing similar principles might be used to generate component detectors having more competitive generalisation and discrimination capabilities, in this and other pattern-recognition contexts.
