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ABSTRACT
Many aspects of the coupling between the ocean and atmosphere at the mesoscale (on the order of
20–100 km) remain unknown. While recent observations from the Southern Ocean revealed that circular
fronts associatedwith oceanicmesoscale eddies leave a distinct imprint on the overlyingwind, cloud coverage,
and rain, themechanisms responsible for explaining these atmospheric changes are not well established. Here
the atmospheric response above mesoscale ocean eddies is investigated utilizing a newly developed coupled
atmosphere–ocean regional model [Consortium for Small-Scale Modeling–Regional Ocean Modelling Sys-
tem (COSMO-ROMS)] configured at a horizontal resolution of ;10 km for the South Atlantic and run for
a 3-month period during austral winter of 2004. The model-simulated changes in surface wind, cloud fraction,
and rain above the oceanic eddies are very consistent with the relationships inferred from satellite obser-
vations for the same region and time. From diagnosing the model’s momentum balance, it is shown that the
atmospheric imprint of the oceanic eddies are driven by themodification of vertical mixing in the atmospheric
boundary layer, rather than secondary flows driven by horizontal pressure gradients. This is largely due to the
very limited ability of the atmosphere to adjust its temperature over the time scale it takes for an air parcel to
pass over these mesoscale oceanic features. This results in locally enhanced vertical gradients between the
ocean surface and the overlying air and thus a rapid change in turbulent mixing in the atmospheric boundary
layer and an associated change in the vertical momentum flux.
1. Introduction
Over the past decade, it has become clear from sat-
ellite observations that sea surface temperature (SST)
anomalies associated with oceanic mesoscale phenom-
ena, such as fronts and eddies, significantly change the
overlying wind (Chelton et al. 2004; Mahrt et al. 2004;
Song et al. 2006; Minobe et al. 2008; Shimada and
Minobe 2011; Wallace et al. 1989; Hayes et al. 1989;
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de Szoeke and Bretherton 2004; Small et al. 2003, 2005;
Putrasahan et al. 2013; O’Neill et al. 2010). Further,
more recent studies show that cloud coverage and rain
rate are also sensitive to these small-scale oceanic fea-
tures (Park et al. 2006; Bryan et al. 2010; Frenger et al.
2013). This is remarkable given that these oceanic
structures are ephemeral and range in size from tens to
several hundreds of kilometers only and thus have scales
that are substantially smaller than the scale of a typical
synoptic atmospheric system.
Several mechanisms have been proposed to explain
the observed atmospheric responses to such SST
anomalies, such as 1) increased vertical mixing (Wallace
et al. 1989; Hayes et al. 1989; de Szoeke and Bretherton
2004; Skyllingstad et al. 2007; Kilpatrick et al. 2014),
2) changes in boundary layer height (Samelson and
Skyllingstad 2006), and 3) secondary flows in the atmo-
spheric boundary layer driven by horizontal pressure
gradients (Small et al. 2003, 2005;Mahrt et al. 2004; Song
et al. 2006; Minobe et al. 2008; O’Neill et al. 2010;
Shimada and Minobe 2011). However, despite a great
many observational and model studies, there is no clear
consensus on the relative role of the different potential
mechanisms (Small et al. 2008). This lack of consensus
may be due to differing atmospheric and oceanic envi-
ronments of the various studies, but it is also possible
that this is due to the large differences in the spatial
scales of the oceanic SST anomalies considered and
their relationship to the overlying conditions. For ex-
ample, Spall (2007) proposed that the mechanism re-
sponsible for the change in the surface wind speed across
the front depended on the background wind.
To illustrate this more explicitly, we consider the
dominant terms in the atmospheric momentum balance
equation, here shown for the zonal component only:
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where subscripts indicate partial differentiation; U, V,
andW are the zonal, meridional, and vertical velocities,
respectively; f is the Coriolis parameter; r is the density
of air; andKm is the coefficient for the vertical diffusion
of momentum (Spall 2007). Here lateral mixing is as-
sumed to be negligible under the assumption that
horizontal scales of motion are much larger than ver-
tical scales, and under such conditions, the horizontal
turbulent fluxes are small in comparison to the domi-
nant vertical transports. The dependence on the back-
ground wind speed becomes apparent when evaluating
the length scale, over which each mechanism acts
compared to the length scale of the SST front,
Lf ’ 10–100 km.
The length scale over which the pressure gradient can
change is predominantly determined by lateral advec-
tion and vertical mixing. Under an advective–diffusive
balance assumption for temperature, this length scale is
given by
Lp5
Uh2
KT
, (2)
where U is the wind speed, h is the boundary layer
height, and KT is the vertical mixing coefficient for
temperature (Small et al. 2008).
Under the same advective–diffusive assumption for
momentum, the equation to determine the momentum-
term length scale Lm on which the vertical mixing
mechanism dominates is the same as Eq. (2), but withKT
replaced byKm. Typically,Lm,Lp because for the same
change in the mixing coefficient, the momentum term
(KmUz)z changes over much smaller scales than the
pressure (temperature) term,mainly because of the larger
vertical gradient in wind than that of temperature. Fi-
nally, the length scale on which the Coriolis term changes
is given by the Rossby deformation radius Lc5U/f .
For high–wind speed regions, such as the Southern
Ocean, where the wind speed U is typically $ 10 m s21
and where atmospheric boundary layers are deep, that is,
h $ 1000 m andKT is’ 50–100m
2s21,LP is on the order
of 100–200km and Lc is on the order of 100km, while the
length scale associated with the vertical mixing mech-
anism is on the order of a few kilometers, thus
Lp;Lc$Lf $Lm. Hence, the length scales of the
pressure adjustment and Coriolis term–driven processes are
too long relative to the length scales ofmesoscale SST fronts.
The situation is fundamentally different in the case of
weak background wind. In equatorial regions, for ex-
ample, whereU; 5–6m s21, and where boundary layers
are shallow, Lp or Lc may become smaller than Lf ,
permitting the pressure anomaly and the Coriolis-based
mechanism to become relevant.
Disregarding for the moment the advection term, the
only process that therefore can cause SST fronts to
modify the overlying atmosphere under high-wind
conditions is one that involves a change in the downward
flux of momentum to the surface. This mechanism is
a consequence of the large temperature difference be-
tween the sea surface and the overlying air that is
maintained because of the very limited ability of the
atmosphere to adjust its temperature over the time scale
it takes for an air mass to pass over the front.
A complication is added when one also considers the
advection term. Even with high background wind
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speeds, in some cases it acts to balance the downward
mixing term. In this case, it is not simply the change in
the mixing term that causes the increase/decrease in
surface winds, but an unbalanced Coriolis term that
transfers momentum from meridional to zonal or vice
versa (Spall 2007). However, Kilpatrick et al. (2014)
disagree with this interpretation and show from a similar
idealized model study to Spall (2007) that the pertur-
bation to the momentum balance directly above the SST
anomaly is purely between advection and the mixing
term.
Finally, under conditions where background advection
and the Coriolis term can be ignored, Samelson and
Skyllingstad (2006) proposed another mechanism, where
the increase/decrease in surface winds may be explained
by a one-dimensional balance t 52Gh, where G is the
horizontal pressure gradient. Here, for a constant pres-
sure gradient G, the linear response of the wind stress
is explained via an adjustment of the boundary layer
height h.
Given the large differences in environmental back-
ground conditions encountered in most previous studies
[Gulf Stream (Mahrt et al. 2004; Song et al. 2006;
Minobe et al. 2008; Shimada and Minobe 2011), the
Pacific equatorial fronts (Wallace et al. 1989; Hayes
et al. 1989; de Szoeke and Bretherton 2004; Small et al.
2003, 2005), the Kuroshio Extension (Shimada and
Minobe 2011; Putrasahan et al. 2013), the Aghulas re-
turn current (O’Neill et al. 2010; Shimada and Minobe
2011), and the Brazil–Malvinas convergence (Shimada
and Minobe 2011)], it is thus not surprising that there
have been as many studies emphasizing the pressure
adjustment mechanisms as there have been studies ar-
guing for increased/decreased vertical mixing as the
main mechanism responsible for the wind changes. In-
deed, a review of the studied conditions according to
their background wind speed tends to support the scal-
ing argument presented above (Small et al. 2008).
The majority of these published studies focused on
large-scale and relatively stationary fronts, largely dis-
regarding the much more abundant circular fronts asso-
ciated with mesoscale ocean eddies. These fronts are, on
average, much smaller in size, tend to live for much
shorter time scales, and are transitory in nature. This
poses the question of whether the insights gained on the
large-scale, stationary fronts can be applied to these
transient, circular fronts as well.
Frenger et al. (2013) demonstrated recently on the
basis of the analysis of over ;600 000 mesoscale eddies
in the Southern Ocean that these fronts also have
a clearly discernible impact on the overlying atmo-
sphere. Specifically, they showed that, relative to the
atmospheric variability, the eddies induce atmospheric
anomalies that range from 13% to 15% for wind and
cloud fraction and from 2% to 6% for the rain rate.
Frenger et al. (2013) argued, on the basis of the spatial
patterns of the surface wind and wind divergence associ-
ated with the eddy, that themost likelymechanism for the
observed atmospheric response was increased/decreased
downward mixing. Their argument was that if the mixing
term is dominant, the wind divergence will be correlated
with the downwind SST gradient and will show a distinc-
tive dipole pattern located over each fontal region. Al-
ternatively, if the pressure mechanism is dominant, one
expects a monopole pattern for wind divergence centered
over the SST anomaly in the center of the eddy.
Frenger et al.’s (2013) observations of a dipole struc-
ture in the wind’s divergence, that is, the presumed
dominance of the downward mixing mechanism, is con-
sistent with our expectations based on the scaling argu-
ments presented above for the Southern Ocean. Thus,
one indeed expects the dominance of the mixing mech-
anism for smaller-scale eddies. But for larger eddies, the
pressure term may become dominant. Furthermore, it is
apparent that the Coriolis term cannot be ruled out by
scaling arguments alone. Thus, while Frenger et al.’s
observational analyses strongly support the importance
of the downward mixing mechanism, their approach re-
mains unquantitative. In addition, their arguments can
be supported only partially by the scaling arguments,
leaving room for alternative interpretations.
One way to overcome these limitations is to employ
physical models that permit to quantitatively test the
different hypotheses and to identify the physical mech-
anisms driving the changes. However, it is not clear
whether models have the ability to correctly capture all
aspects of the mesoscale coupling between the ocean
and atmosphere, in terms of both the magnitude and
mechanism responsible. The main problem comes from
the different horizontal and vertical resolutions that
determine themodel’s ability to accurately represent the
ocean SST front while still having a well-resolved at-
mospheric boundary layer (Small et al. 2008). Similar to
the observations, the published modeling studies have
focused, in general, on large-scale fronts and have em-
ployed models that either have high horizontal resolu-
tion (;100m) with an underrepresented boundary layer
due to poor vertical resolution or have much coarser
horizontal resolution (;50km) but are well resolved in
the vertical.
Here we aim to bridge this gap and utilize a recently
developed, high-horizontal-resolution (10km) coupled
atmosphere–ocean regional model to investigate me-
soscale atmosphere–ocean interactions in the South
Atlantic. After a thorough evaluation of the model
against observations, we will investigate the mechanism
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responsible for the observed changes in atmospheric
quantities over mesoscale eddies.
2. Model description
The coupled regional atmosphere–ocean model con-
sists of the Consortium for Small-Scale Modeling
(COSMO) model (Steppeler et al. 2003) as the atmo-
spheric component and the Regional Ocean Modelling
System (ROMS; Shchepetkin and McWilliams 2003,
2005) for the ocean component. To couple the compo-
nent models, we employ the Ocean Atmosphere Sea Ice
Soil, version 3.0 (OASIS3) coupling software (Valcke
2013), which allows for synchronized exchange of data
fields between models.
The South Atlantic domain configuration is chosen to
capture the Brazil–Malvinas confluence zone, where the
warm poleward flowing Brazil and the cold equatorward
Malvinas currents meet. This not only produces strong
SST fronts but also generates energetic mesoscale eddies
that propagate with an associated warm or cold SST
anomaly compared with the surrounding water (Fig. 1a).
Both the atmosphere and the ocean model utilize the
same horizontal grid with rotated coordinates in refer-
ence to a north pole geographic location of 378N, 108W.
The model domain spans approximately 7000km 3
3500km and has a resolution of (0.098 3 0.098)’ 10km2.
The atmosphere is configured with 40 model layers in
the vertical, while the oceanmodel has 42 vertical levels.
Of particular importance for our mesoscale coupling
study are the parameterizations for the atmospheric
boundary layer physics. For the surface layer param-
eterization, we employ an updated version of the
Coupled Ocean–Atmosphere Response Experiment
(COARE; Webster and Lukas 1992; Fairall et al. 1996)
algorithm for the calculation of the turbulent fluxes of
heat, moisture, and momentum between the atmo-
sphere and ocean. This scheme is based on covariance
measurements in the warm and cold sectors of extra-
tropical cyclones in the midlatitude North Atlantic and
is therefore particularly suited for the high storm fre-
quency of the South Atlantic region considered for this
study. The COARE parameterization is used to calcu-
late the transfer coefficients over the open ocean and the
classical Louis scheme (Louis 1979) is applied over sea
ice and land. For vertical turbulent transport, the model
uses a standard formulation based on a traditional TKE
closure at hierarchy level 2.5 (Mellor and Yamada 1974;
Müller 1981).
Boundary and initial conditions
The atmospheric model is initialized with ERA-
Interim data, issued by the European Centre for
Medium-Range Weather Forecasts (ECMWF; Dee
et al. 2011), for 1 June 2004. The ocean model is ini-
tialized from rest with initial temperature and salinity
based on 30-yr-mean climatological fields from
SODA (Carton and Chepurin 2000) for the month of
January. The ocean model is then spun up for a 2-yr
period, with surface forcing consisting of 6-hourly
averaged wind stress, net heat, and freshwater fluxes
derived from ERA-Interim 2004 fields. Time series
analysis of the kinetic energy shows that the majority
of model levels reach statistical equilibrium after
1.5 yr; however, there remains some small drift in the
abyssal ocean. Since the current study is concerned
mostly with ocean surface fields, we do not believe this
to be a concern. The oceanic lateral boundary condi-
tions are based on monthly 30-yr-mean climatological
data from SODA.
After the spinup of the oceanic model, the twomodels
are coupled together through OASIS, exchanging in-
formation (heat, momentum, and freshwater) at every
time step dt5 60 s. The simulation starts on 1 June 2004
and the coupledmodel is run for 3 austral winter months
until the end of August, with the atmospheric model
being forced with lateral boundary conditions derived
from 6-hourly ERA-Interim data.
3. Model evaluation
a. Automated eddy detection and eddy composite
analysis methods
To quantify the effect of an eddy on the overlying
atmosphere, we compare the difference between the
atmospheric variable directly above the eddy and that of
the background defined by a region surrounding the
eddy, and this difference is denoted hereafter as an
anomaly. The method is as follows: for each identified
eddy, a region of five radii surrounding the eddy is se-
lected depending on its individual radius R. Mean
composites are calculated from all such instances, which
are scaled to a common size and rotated, such that the
mean wind direction is a common axis. This rotated
coordinate system allows for the characterization of the
atmospheric response upwind and downwind of the
front. The mean atmospheric response for each atmo-
spheric variable is computed from all identified eddies at
each time step for the total analysis time period.
We employ two automated eddy detection methods:
the first is based on the Okubo–Weiss (OW) parameter
(Okubo 1970; Weiss 1991), where eddies are identified
from sea level height, and the second is a vector geom-
etry (VG)-based eddy detection method such that
eddies are identified based on a velocity sign reversal
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across a central minimum in both the north–south and
east–west directions (Nencioli et al. 2010). The OW
method is the most widely used and offers a high success
of detection rate (SDR; ;100%) when compared to
when eddies are manually detected, but it also suffers
from overdetection with the excess of detection rate
(EDR; ;70%). On the other hand, the VG-based
method offers a lower SDR of ;50%, but also to its
advantage is amuch lower EDRof;6% (Yi et al. 2014).
Therefore, both methods have advantages and
FIG. 1. (a) ROMS SST and (b) climatological SST from ERA-Interim. (c)–(h) Probability density functions of detected location and
eddy diameter comparison with satellite observations (black) and model with VG (red) and OW (green dashed) eddy identification
methods for anticyclonic (warm SST anomalies) and cyclonic (cold SST anomalies).
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disadvantages when one computes eddy composites of
atmospheric variables from each identified eddy. While
OW ensures the sampling of all eddies within the field,
the background noise is also increased, and this may
change the magnitude of the computed anomaly. In
contrast, VG offers a much more accurate regime in
which to compute anomalies, but it suffers from under-
sampling of the field. By contrasting both methods, we
are able to identify any biases introduced into the
anomaly calculation by the eddy detection method
chosen.
Composites and anomalies from satellite observations
for oceanic and atmospheric variables are calculated for
the same domain and analysis time period (austral
winter 2004) as the coupled model configuration
(Fig. 1a). Here eddies are identified from weekly sea
level height (AVISO), using the Okubo–Weiss de-
tection scheme (Okubo 1970; Weiss 1991) and anoma-
lies are computed from identified eddies, collocated with
satellite-derived data, SST, liquid cloud water, and rain
rates from AMSR-E, wind speeds from SeaWinds on
QuikSCAT, and cloud fraction from GlobColour [see
Frenger et al. (2013) for details]. For direct comparison
with satellite observation data, we also utilize the OW
detection scheme in the coupled model, but for com-
parison we also apply the VG-based eddy detection al-
gorithm with mean eddy composites and anomalies
computed from 6-hourly model output fields.
b. Ocean
The winter seasonal average ROMS-simulated SST
represents the ERA-Interim SST well (Figs. 1a,b).
The confluence zone between the Brazil and Malvinas
currents is accurate in position. However, the tip of
the Brazil tongue is approximately 1.58C warmer than
the ERA-Interim suggests. Furthermore, the cold
Malvinas current does not have the same width. While
this may result in increased temperature anomalies
compared with the background SST in the area in the
immediate vicinity, for the majority of the analysis
region, eddies propagate in a reasonably represented
background SST.
At any one time, numerous cyclonic and anticyclonic
eddies of varying diameter (20–200km) inhabit the do-
main and modulate the SST. Over the 3-month analysis
period, ;3000 eddy instances are identified by applying
the Okubo–Weiss method to satellite-derived data,
where one type, warm or cold, does not dominate, with
;1500 instances each. Indeed, the statistics produced
from the model are much higher because of a much
higher temporal resolution, 6 hourly compared with
weekly, with model eddy instances being at least a factor
of 24 higher plus the addition of smaller detected eddies,
;110 000 for Okubo–Weiss and ;78 000 when the vec-
tor geometry algorithm is applied. In agreement with Yi
et al. (2014), the VG-based method detects far fewer
eddies than OW. Comparison of the normalized prob-
ability density functions for warm and cold eddy loca-
tions for satellite (black lines) and for the coupledmodel
(OW, green dashed lines; VG, red lines) shows that
eddies are distributed fairly evenly across the domain,
and while the detected eddy numbers differ, the distri-
butions are relatively similar (Figs. 1c–h).
While the model-normalized PDF of eddy diameter is
skewed toward smaller eddies (,50 km) compared to the
satellite, because of the model’s higher spatial resolution,
in terms of detected eddy numbers, the larger-scale eddies
(.50km) are still well represented, where both OW and
VG detection have similar distributions for larger
eddies. 50km; Figs. 1e,h; see supplementary material
for nonnormalized histograms).
The eddy-associated SST anomalies are somewhat
less well captured. The probability density function of
the magnitude of the warm or cold SST anomalies as-
sociated with eddies, computed compared with the
background mean SST through which they propagate, is
broadened in ROMS (Fig. 2). As the response of the
atmosphere above SST anomalies is linear (see below),
we do not believe this broadening to be an issue. Thus,
considering the consistency of the distributions, the
ROMS-simulated eddy field provides a realistic SST
modulation with which to test the atmospheric response.
c. Atmosphere
The general large-scale atmospheric state is pre-
dominantly determined by the lateral boundary forcing
FIG. 2. Probability density function of temperature anomalies.
Model VG (red) and OW (green dashed) compared with satellite
observations of OW-tracked eddies (black).
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from ERA-Interim, with the coupled model providing
dynamical downscaling to simulate the local conditions
at higher resolution. Thus, the coupled model has a re-
alistic representation of the background atmospheric
state. However, it shows increased small-scale variabil-
ity because of the higher spatial resolution and the in-
clusion of an underlying highly resolved SST field. Of
particular concern for this study is the accurate repre-
sentation of the wind field because of its potential im-
portance in determining the dominant mechanism
responsible for the atmospheric response to underlying
SST anomalies. Figure 3 shows that the austral winter
mean wind speed at 10m from the coupled model
compares favorably with the observed 10-m winds from
SeaWinds on QuikSCAT. However, the probability
density function reveals that the coupled model (red
curve) underrepresents stronger winds (23–30m s21)
when compared with QuikSCAT winds (black curve;
Fig. 4). However, we do not believe this to affect
the accurate determination of the mechanism re-
sponsible for the eddy-induced changes to the atmo-
sphere. This is because it is the low wind speed range,
that is, ;(0–15)m s21, where different mechanisms can
be of importance.
To evaluate the magnitude of the atmospheric re-
sponse to the underlying SST pattern, we compare mean
composites of atmospheric variables above the identi-
fied eddies for both models and observations. Sensitivity
studies were conducted to ensure the robustness of the
results. These included first comparing only eddies
detected in the model that were of the same size as those
detected in satellite observations (.50 km), more spe-
cifically comparing composites and anomalies of eddies
of different size classes. Second, the model eddy field is
FIG. 3. Seasonal-mean 10-m wind comparison: (a) coupled model and (b) SeaWinds on
QuikSCAT.
1878 JOURNAL OF THE ATMOSPHER IC SC IENCES VOLUME 72
sampled weekly rather than 6 hourly, which ensures that
the number of eddies for the statistics between the
model and observations are similar. Third, only a sample
of eddies from different areas of the domain is used to
test the dependence on the background environment,
and finally, composites and anomalies calculated from
OW- and VG-detected eddies are compared. In all cases
the results were robust, with values for anomalies of
wind stress and latent and sensible heat fluxes varying
by no more than 10% of the results given below. Pre-
cipitation and cloud fraction anomalies were more sen-
sitive, varying by 16% and 35%, respectively (see
supplementary material).
The reason for this robustness, as will be shown, is
that the atmospheric response depends on the magni-
tude of the temperature anomaly and also the back-
ground wind speed. The different sensitivity studies
above can be thought of as a subset sampling of a total
set of eddies and atmospheric states. As long as these
subsets are not skewed, as evidenced in Figs. 1c–h, then
they represent a subset that samples the total set
evenly, that is, with an even distribution in location
(background wind speed) and temperature anomaly,
and it stands to reason that the anomaly calculation
will be robust.
Here we present results fromOkubo–Weiss applied to
satellite observations (;3000 eddy instances) and vector
geometry applied to the model (;78 000 eddy in-
stances), where the VG method is chosen for the model
because of its superior signal-to-noise ratio for com-
puting spatial derivatives for the momentum balance.
However, for eddy composites, coupling strengths, and
momentum balance terms computed fromOW-detected
eddies, see supplementary material.
1) WIND STRESS ANOMALY
The model reproduces quite well the observed spatial
structure of the wind stress response inferred from mi-
crowave radar wind data from SeaWinds on QuikSCAT
(Fig. 5). The good agreement includes not only the
details of the wind speed pattern above the eddies, but
also the background wind gradient, which primarily
reflects the north–south gradient of the dominant
westerlies in this region (Figs. 5a,d). To quantify the
change in wind stress as a function of the magnitude of
the underlying SST anomaly, we compute binned av-
erages of the wind stress anomaly, defined as the dif-
ference between the mean of the eddy area (a circle
two radii around the center of the eddy) and the
background (a ring of three radii around this circle;
Fig. 5g). The linear relationship, first discovered by
Chelton et al. (2001) and which we refer to hereafter as
coupling strength, gives approximately a value of
(Dt ’ 60:02Nm2) or 7%–10% change per degree of
temperature. This is in good agreement with the sat-
ellite observations for the region and also agrees with
estimates reported in the literature for observational
studies for the Southern Ocean (O’Neill et al. 2003),
Agulhas return current (O’Neill et al. 2005), Gulf
Stream region (Chelton and Xie 2010), and model
studies (Spall 2007).
The dipole structure of the wind stress divergence is
correlated with the downwind SST gradient and shows
that the flow is accelerated from cold to warm (di-
vergence) and decelerated from warm to cold (conver-
gence) and is spatially localized directly over the SST
frontal regions (Figs. 5b,e). Furthermore, SST anoma-
lies associated with eddies induce changes in the wind
stress curl (Figs. 5c,f).
It is of note that there are two mechanisms that can
modify the wind stress curl over eddies: 1) the anomaly
associated only with changes in wind over the eddy and
2) the curl caused by taking into account the ocean
surface current in the wind stress calculation. The latter
effect is generally thought to be much larger and typi-
cally gives rise to amonopole pattern for wind stress curl
over eddies (Chelton 2013). For this study, we wish to
quantify the atmospheric response purely to the change
arising from the temperature anomaly, and therefore, in
the model, the ocean surface velocities are not taken
into account for the calculation of t. While QuikSCAT-
measured wind stress is based on relative wind and
therefore includes the ocean surface current, the wind
stress curl pattern derived from satellite observations is
dipole, showing that the dominant pattern is derived
FIG. 4. Probability density function of 10-m wind: coupled model
(red curve) and SeaWinds on QuikSCAT (black curve).
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FIG. 5. Wind stress anomalies above eddies. COSMO-ROMSmodel results: (a) wind stress, (b) divergence, and (c) curl
above anticyclonic (warm core) and cyclonic (cold core) eddies. Satellite observations from SeaWinds on QuikSCAT:
(d) wind stress anomaly, (e) divergence, and (f) curl anomalies. (g) Binned averages of satellite (black) and model (red)
wind stress per degree of temperature anomaly.
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from the changes in wind due to the SST anomaly and
not the ocean surface current. We therefore argue that
a direct comparison between the model and satellite-
based observations is still valid.
2) HEAT FLUXES, CLOUD COVER, AND RAIN
Associated with the modulation of the SST due to
eddies are a 610Wm22 ’ 666% change in the sensi-
ble and 621Wm22 ’ 28% change in the latent heat
flux per degree of temperature anomaly (Figs. 6a–d).
These anomalies feed into the hydrological cycle by
increasing/decreasing evaporation (60.7mmday21 ’
628%), which drives increases/decreases in convective
precipitation over cold andwarmcore eddies (Fig. 7a), and
whose signal is visible in the total precipitation (Fig. 7b).
While the spatial pattern for total precipitation is rea-
sonable compared with satellite observations (Figs. 7b,c),
the model underrepresents the coupling strength
(0.16mmday21 8C21 ’ 65.9% 8C21) compared with
satellite observations (60.25mmday21 8C21’ 8.5% 8C21)
for this region (Fig. 7d). However, it is in fairly good
agreement with coupling strengths derived from satellite
observations for the whole Southern Ocean
(60.17mmday21 8C21) over eddies (Frenger et al. 2013).
The model performs relatively poorly for cloud fraction
changes because of eddies (Figs. 8a,b). However, some
change is clearly visible in themean spatial pattern (Fig. 8a)
and where the more sensitive coupling strength calculation
estimates a change in cloud fraction of ’62.2% 8C21 in
the model compared with 63.6% 8C21 from satellite ob-
servations (Fig. 8c). These changes are in agreement with
satellite observations for the whole Southern Ocean for
cloud fraction (62% 8C21; Frenger et al. 2013).
3) CONCLUSION OF EVALUATION
The overall excellent agreement of the coupled model
with satellite-derived observations of the same region
for both the spatial structure and magnitude of the at-
mospheric response to underlying SST anomalies shows
that the coupledmodel provides a realistic platformwith
which to study the underlying mechanisms.
4. Mechanisms
a. Wind stress anomalies
The spatial pattern of the wind stress divergence, that
is, the dipole structure, already provides semi-
quantitative evidence for the dominance of the mixing
term (Figs. 5b,e; Frenger et al. 2013). But in order to
determine this in a more quantitative manner, we
identify the dominant terms in the zonal momentum
balance Eq. (1). Here we recast the problem in terms of
FIG. 6. Composite analysis of sensible and latent heat flux over
(a),(d) cold-core and (b),(e) warm-core eddies. Coupling strength
as a function to SST anomaly for (c) sensible and (f) latent heat
flux. The sign convention is such that negative is heat loss from the
ocean to the atmosphere.
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the anomaly, where for each eddy instance the back-
ground field is subtracted. For consistency, the back-
ground is again defined as the area mean of a ring of
three radii around the defined eddy area (a circle two
radii around the center of the eddy). Figure 9 shows
vertical cross sections of the mean composite of the
anomalous terms in the momentum balance along
a chord through the center of the anomaly from upwind
to downwind of the front. Positive terms represent an
acceleration of the flow downwind that, in the mean, is
approximately aligned zonally.
For reference, Fig. 9a shows the average temperature
anomaly for warm- and cold-core eddies and defines the
SST frontal regions from 22R to 12R with the maxi-
mum at the eddy center. The atmospheric response
above warm and cold SST anomalies is relatively sym-
metric (Figs. 9b–e). On the upwind front, 22R, cold
(warm) to warm (cold), a positive (negative) pressure
anomaly develops that is balanced by a negative
FIG. 7. Composite analysis over cold- and warm-core eddies for
(a) convective precipitation for coupled model and total precipitation
for (b) coupled model and (c) satellite observations. (d) Coupling
strength for total precipitation as a function of SST anomaly for
satellite observations (black curve) compared to the coupledmodel
(red curve).
FIG. 8. Composite analysis over cold- and warm-core eddies for
cloud fraction for (a) coupled model and (b) satellite observations.
(c) Coupling strength as a function of SST anomaly for satellite
observations (black curve) compared to the coupled model (red
curve).
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(positive) advection term, farther downwind as the
second front is crossed, then the pressure and advection
anomaly terms change sign but remain balanced. The
Coriolis term by comparison plays almost no role, as by
definition in the rotated coordinate system fy is ap-
proximately zero at the surface. Higher in the boundary
layer the Coriolis term decelerates/accelerates the flow
consistent with the ‘‘Coriolis torque’’ described by Spall
(2007). However, the main driving term is the mixing
term, which accelerates/decelerates the surface wind
and decelerates/accelerates the wind above and whose
maxima/minima are aligned with the maxima/minima of
the wind stress anomaly (Figs. 5a,b). The reversal in sign
of the mixing term is consistent with the vertical mixing
mechanism reported in other studies (Skyllingstad et al.
2007; O’Neill et al. 2010; Kilpatrick et al. 2014).
These results represent the mean over all eddy size
classes, lifetimes, and temperature anomalies, and one
could argue that the mean does not represent the gen-
eral case for different-size eddies; for example, as in-
dicated via the scale analysis in the introduction, the
mechanism could change from smaller- to larger-scale
FIG. 9. Vertical cross sections of the mean composite of the terms in the momentum balance equation along a chord
through the center of the SST anomaly from upwind to downwind for (left) cold core and (right) warm core.
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eddies. To investigate this, we now compare different
size classes. For comparison, Fig. 10 shows the terms in
theU-momentumbudget of the same central chord as the
vertical cross sections (Fig. 9) at the lowest model level
(10m) for warm (Fig. 10a)- and cold (Fig. 10b)-core
eddies for the mean over all eddies, the average tem-
perature anomaly (11.5 for warm and 21 for cold is in-
dicated). Figures 10c–f show the same lowest model level
chord for different binned size classes of ,50, 50–100,
100–150, and 150–200km, respectively. Despite the
differing magnitude of the temperature anomaly asso-
ciated with each size class, the mechanism responsible
remains the same. For diameters , 50 km, defined by
22R to 12R, the advection and pressure terms, while
still balanced, do not adjust on short enough spatial
scales to see the second front at12R. For the advection
and pressure terms, the effect of the second front starts
to become more apparent as the diameter of the eddy
increases 50–100km and becomes fully resolved for
eddies . 150 km. However, it is clear that in all cases, it
is the unbalancedmixing term that is driving the changes
and that it rapidly changes for each front.
The main driver for changes in turbulent diffusion
of momentum hu0w0i5Km(z)du/dz is predominantly
changes in the diffusion coefficient. Figure 11 shows the
mean vertical diffusion coefficient ofmomentum, plotted as
the total field for illustration, centered over the eddy (black
dashed curve) compared to locations upwind at24R (red)
and downwind 14R (blue), of warm (Fig. 11a) and cold
(Fig. 11b) SST anomalies. Indeed, the magnitude of the
change of the vertical diffusion coefficient over eddies,
DKm’610% 8C
21, is consistent with the magnitude
change in wind stress Dt’6(7%210%) 8C21 (Fig. 12a)
and while not shown, the horizontal 2D slice is also
consistent with the spatial pattern of the air–sea heat flux
changes (Fig. 6). It is thus the rapid change in the
vertical mixing coefficient that increases over warm
SST anomalies or reduces over cold SST anomalies that
drive the change in the surface wind. The stability effect
on the drag coefficient is of secondary importance,
DCd’653 1025 8C
21’63:6 8C21 (Fig. 12b), meaning
that changes in the wind stress are driven primarily by
changes in the 10-m wind, where t 5 r0CdjU10jU10.
The boundary layer height also responds to un-
derlying SST anomalies with an increase/decrease
over warm- and cold-core eddies, respectively (Dh’
6 80m 8C21’67:9 8C21; Figs. 13a–c). The interpretation
of Samelson and Skyllingstad (2006), where the wind
FIG. 10. Lowest model level (;10m)U-momentum balance of advection (blue), horizontal pressure gradient (green), Coriolis (black),
and mixing (red) terms, along a chord through the center of the SST anomaly from upwind to downwind. Mean calculated of binned
size classes of eddies of diameter d. (a) All eddies warm core 0, d, 200 km, (b) all eddies cold core 0, d, 200 km, (c) 0, d, 50 km,
(d) 50 , d , 100 km, (e) 100 , d , 150 km, and (f) 150 , d , 200 km.
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response can be explained from a one-dimensional
balance t;2Gh, requires that there is little to no ad-
vection and the Coriolis term is ignored, which does not
hold here. While there is a linear relationship between
wind stress and boundary layer height change (Fig. 13d),
there is a clear deviation from the linear relationship for
larger temperature anomalies, and it therefore does not
explain the linear response of the wind (Fig. 5g).
b. Changes in mixing driving precipitation and cloud
anomalies
The spatial pattern and strength of the evaporation,
precipitation, and cloud cover signals due to eddies are
also consistent with the mixing mechanism being dom-
inant. In general, how the anomalous moisture flux is
related to changes in cloud cover and precipitation de-
pends strongly on the synoptic-scale flow. Under low
wind conditions, a warm SST anomaly might trigger
convection and lead to an associated release of latent
heat and precipitation. This would result in an alignment
of the precipitation, low-level wind convergence, and
the SST anomalies. On the other hand, under high wind
conditions, surface moisture would be quickly mixed
with the surrounding boundary layer air, which would
result in far less organized convection and thus fewer
cumulus clouds. In this case, one would expect a slight
increase of precipitation downwind of the SST anomaly
because of the increasedmoisture content and increased
instability in the boundary layer.
For reference, Fig. 14a shows the magnitude and the
different length scale of adjustment of the mean sea level
pressure and vertical diffusion coefficient along a chord
through the center of the anomaly from upwind to
downwind of the front. Black dotted lines represent the
maximumwind convergence/divergence in Figs. 5a and 5b.
Figures 14b and 14c show the precipitation (green
curve) and cloud cover (blue curve) along the same
chord. In the coupledmodel, the precipitationmaximum
(minimum) for warm and cold SST anomalies coincide
FIG. 11. Vertical diffusion coefficient of momentum, upwind
(red) located at24R, centered overmaximum temperature anomaly
(black dashed) and downwind 14R (blue) for (a) warm-core and
(b) cold-core composites.
FIG. 12. Percentage change per degree of temperature anomaly:
(a) vertical diffusion of momentum and (b) drag coefficient.
MAY 2015 BYRNE ET AL . 1885
with the maximum (minimum) of the change in the
vertical diffusion of momentum coefficient and not with
the low-level convergence marked by the black dotted
line. The positions of the maximum (minimum) are also
not correlated with the SST maximum (minimum) and
are farther downwind, with this being far more pro-
nounced in the case of the warm SST anomaly. The
increase/decrease in low-level cloud fraction (blue curve)
is also strongly correlated with the change in the vertical
mixing coefficient and is not centered over the low-level
convergence (Fig. 14b).
c. Coupling strength
Some studies have found a seasonal signal in the
coupling strength (O’Neill et al. 2005; Putrasahan et al.
2013), but the reasons are not known. One study sug-
gested that this is simply a consequence of seasonal
variations in the large-scale wind speed Spall (2007).
Further, one might expect a dependence on the large-
scale atmospheric stability, for instance, a damped re-
sponse of the atmosphere under stable conditions.
To investigate this, we bin the coupling strength (at-
mospheric quantity change per degree of SST anomaly)
above eddies based on the background wind speed and
for different background stability, here taken as the
temperature difference between 10m and the sea sur-
face (Fig. 15).
In general, for all atmospheric quantities, there is an
increase in the coupling strength with increasing back-
ground wind speeds with the exception being the
planetary boundary layer height that shows no clear de-
pendence (Fig. 15b).On thewhole, the dependence of the
coupling strength on the cross-front wind speed is not
quadratic, and polynomial curve fits produce only a small
improvement in r-squared values over simple linear fits.
However, the effect of stability is not the same for all
quantities. Wind-related variables show largest coupl-
ing strength, varying by an order of magnitude at
ac’ 0:005–0:05Nm22 8C
21 at neutral stability (black
curve) and lowest coupling strength for unstable condi-
tions ac’ 0:002–0:02Nm22 8C
21 (green and blue curves,
Fig. 15a).
As expected, sensible and latent heat fluxes have
greater coupling strengths for unstable conditions (i.e.,
larger air–sea temperature differences), ranging from ac’
5–25Wm22 8C21 to ac’ 10–40Wm22 8C
21 (green and
blue curves, Figs. 15c,d) for sensible and latent, respectively,
compared with more stable condition coupling strengths
ac’ 3–15Wm22 8C
21 andac’ 5–25Wm22 8C
21 (black
and red curves, Figs. 15c,d).
On the other hand, evaporation is linked directly to
the latent heat flux and therefore shows strongest cou-
pling strength for unstable conditions. The precipitation
response is more complicated, where unstable condi-
tions (green and blue curve) do not show a strong dif-
ference over neutral stability (black curve) and indeed
the background wind strength plays a much more im-
portant role in determining the coupling strength (Figs.
15e,f). That the wind strength is more important is
consistent with the mixing mechanism being dominant.
5. Summary and conclusions
This study analyses the atmospheric response to SST
anomalies associated with mesoscale eddies and builds
on the current literature, which considered mostly sin-
gle, larger-scale, temperature fronts. Mesoscale eddies
are far more numerous and offer a different class of
problem in that they are predominantly circular, smaller
in scale, and offer two temperature fronts.
The coupled model utilized in this study shows both
semiquantitative (in terms of the spatial structure of the
atmospheric response) and quantitative agreement with
satellite-derived observations of the same region. This
gives us the confidence to argue that the coupling strength
presented here represents realistic values and may be
used to represent the atmospheric response to general,
midlatitude mesoscale eddies in the Southern Ocean.
First, these results suggest that the mechanism re-
sponsible for the observed changes in surface winds is due
to an increase/a decrease of the vertical mixing and con-
firms claims that the dipole pattern of thewind divergence
may be interpreted as an indication for the dominance of
FIG. 13. Boundary layer height change (underlying eddy minus
no eddy simulations): (a) cyclonic (cold core), (b) anticyclonic
(warm core). (c) Boundary layer height change per degree of tem-
perature anomaly, and (d) boundary layer height change vs change in
wind stress.
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this mechanism. Because of the strength and consistency
of the background westerlies in the Southern Ocean, the
dominance of the vertical mixing of momentum is not an
unexpected result. Indeed, this study shows that hori-
zontal pressure anomalies are small at these scales.
The wind stress change coincides with a linear change
in boundary layer height in agreement with Samelson
and Skyllingstad (2006); however, it deviates signifi-
cantly for larger temperature anomalies and thus does
not explain the observed wind stress change. In addition,
FIG. 14. Magnitude of atmospheric quantities along a chord through the center of the SST anomaly (red curve) from upwind to
downwind of the front of (a) mean sea level pressure (purple curve) and vertical diffusion coefficient (black curve), (b) precipitation
(green curve) and cloud cover (blue curve), and (c) satellite observations of precipitation (green curve) and cloud cover (blue curve).
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wind stress coupling strength shows dependence on both
stability and background wind, but boundary layer
height does not, further reinforcing that the relationship
proposed by Samelson and Skyllingstad (2006) does not
hold for the mesoscale eddies considered here.
Our model and observation-based results provide
additional support to the growing evidence that ocean–
atmosphere interactions at the mesoscale form an im-
portant component of the Earth system. However,
many open questions still remain that are beyond the
scope of this paper.
First, it is not clear how and even if the ocean responds to
the induced changes in the wind forcing. While studies of
the ocean response to changes inmesoscale forcing are few,
it is already apparent that the feedback due to small-scale
variations is important and is not restricted to local changes
but can have profound effects on the ocean circulation, for
example, strengthening or weakening basin-scale gyres
(Milliff et al. 1999; Hogg et al. 2009) or dampening the
growth rate of tropical instability waves (Seo et al. 2007).
Second, the induced changes in low-level cloud have
considerable implications for the radiation budget
FIG. 15. Coupling strength of atmospheric quantities binned based on stability (10-m SST) and background wind speed: (a) wind stress,
(b) planetary boundary layer height, (c) sensible heat flux, (d) latent heat flux, (e) evaporation, and (f) precipitation.
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through increased/decrease reflected solar and long-
wave radiation. Indeed, (Bony et al. 2006) showed that
shortwave feedback is the largest source of intermodel
spread in climate sensitivity. It is not feasible to run such
a high-resolution fully coupled model for climatological
time scales; therefore, we must parameterize these ef-
fects in coarser-resolution models.
To this end, the understanding of the mechanisms re-
sponsible is essential; moreover, the magnitude of the ad-
justment of atmospheric quantities is needed, for example,
the change per degree of SST anomaly. With the multiple
mechanisms thatmust be considered and that the dominant
one is based on the local conditions, such as background
wind speed, boundary layer height, and stability, here we
take the approach to quantify the response in terms of the
mechanism and coupling strength that is dominant in the
mean state. Here we provide coupling strengths for atmo-
spheric variables, and because of the good agreement with
observations, these results can potentially provide a basis
for the functional form of the coupling strength in a pa-
rameterization scheme in coarser-resolution models.
In this regard, this study provides several different
levels of complexity, where, in the simple case, a single
change per degree of temperature can be used for each
atmospheric variable based on the mean stability and
background wind speed or, in the more complex case,
a different functional from of the coupling strength de-
pendence on wind speed can be assigned for diagnosed
local stable, unstable, and neutral conditions.
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