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Abstrakt
Cílem této práce je realizace rˇízení robota Lego Mindstorms EV3 pomocí Emotiv headsetu
EPOC. Lego Mindstorms EV3 je rˇídící jednotka, která ovládá jednotlivé senzory a motory
prˇipojené k ní. Emotiv neuroheadset EPOC slouží jako rozhraní pro interakci cˇloveˇka s
pocˇítacˇem. Byly vytvorˇeny 2 aplikace. Jedna, MindBot RobotPart pro obsluhu robota a
jeho ovládání, která beˇží na rˇídící jednotce EV3, a další MindBot Emotiv2Robot, která
slouží jako grafické prostrˇedí a slouží jako konektor mezi headsetem EPOC a EV3 apli-
kací. Následneˇ byly provedeny experimenty, které testovaly jednotlivé aspekty ovládání
robota pomocí headsetu.
Klícˇová slova: headset, robot, Emotiv, Lego, Mindstorms, EPOC, EV3, EEG, rozhraní
pro interakci cˇloveˇka s pocˇítacˇem, C++, Qt, Java, VŠB
Abstract
Aim of this Paper is realisation of controlling the robot Lego Mindstorms EV3 by Emotiv
headset EPOC. Lego Mindstorms EV3 is control unit which controls the connected par-
ticular sensors and motors. Emotiv neuroheadset EPOC serves as brain-computer inter-
face. Two applications has been implemented. One MindBot_RobotPart for taking care of
control of the robot which runs on EV3 control unit and second MindBot Emotiv2Robot
which serves as GUI and connector between EPOC headset and EV3 application. At the
end, experiments has been conducted which tested particular aspects of controlling the
robot by the headset.
Keywords: headset, robot, Emotiv, Lego, Mindstorms, EPOC, EV3, EEG, Brain-computer
interface, C++, Qt, Java, VŠB
Seznam použitých zkratek a symbolu˚
SDK – Software development kit
GUI – Graphical user interface
VŠB – Vysoká škola bánˇská
EEG – Electroencephalography
USB – Universal Serial Bus
CD – Compact disc
CMS – Common Mode Sense
DRL – Driven Right Leg
ADC – Analog-to-digital converter
Hz – Hertz
LSB – Least significant bit
AC – Alternating current
API – Application programming interface
SD – Secure Digital
CRATEL – Center for Research in Arts, Technology, Education, and Lear-
ning
EMG – Elektromyografie
HMI – Human-machine interface
B – byte
ANSI – American National Standards Institute
ot/min – Otácˇek za minutu
bit/s – Bit za sekundu
Ncm – Newtoncentimetr
IDE – Integrated Development Environment
GPS – Global Positioning System
MOC – Meta-Object Compiler
ARM – Advanced RISC Machine
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Ovládat robota pomocí myšlenek? V dnešní dobeˇ se nejedná o fikci, ale o realitu spo-
lecˇneˇ s dalšími technologiemi, jako je naprˇíklad ovládání kybernetického obleku pomocí
bioelektrických signálu˚ vyslaných mozkem do svalu˚, které se vyskytují na ku˚ži. Pomocí
senzoru˚ uvnitrˇ nasazeného obleku dokáže oblek vypomáhat lidem, kterˇí mají problémy
s pohybem, nebo dokonce nemohou chodit. Díky zážitku z pohybu si mozek zapamatuje
tyto signály a dokáže pomocí nich prˇekonat docˇasné ochrnutí. Ovládání robota myšlen-
kami je problematika rˇešená v rámci této práce, prˇesneˇji rˇecˇeno prˇenášení mozkových
signálu˚ získaných z headsetu a posílání do ovládací jednotky robota.
Téma interakce cˇloveˇka s prˇístrojem se stává cˇím dál více rozšírˇené. Technologie
jako virtuální realita a EEG headsety jsou prˇíkladem tohoto naru˚stajícího trendu. Jediným
limitem v dalším vývoji nových technologií je naše prˇedstavivost a co dokážeme vytvorˇit
a propojit. Proto jsem si zvolil toto téma rˇízení robota pomocí EEG headsetu, abych se
zarˇadil mezi skupinu lidí, zabývajících se touto problematikou a abych nabyté zkušenosti
a znalosti mohl v budoucnu využít k vytvorˇení neˇcˇeho nového, a posunout tak tuto stále
dosud neprobádanou problematiku o krok dál.
Cílem této práce bylo prozkoumat možnosti propojení robota s cˇloveˇkem a ná-
sledneˇ implementovat program, který dokáže ovládat rˇídící jednotku robota Lego Mind-
storms NXT pomocí EEG headsetu EPOC od firmy Emotiv. V pru˚beˇhu vypracovávání
této práce prˇišla na trh nová verze rˇídící jednotky Lego Mindstorms EV3. Je výkonneˇjší a
otevírá nové možnosti ovládání a komunikace, které byly využity v implementaci apli-
kace této práce. Proto došlo ke zmeˇneˇ rˇídící jednotky z NXT na EV3. Experimenty, které
budou testovat koncentraci cˇloveˇka a prˇesnost ovládání, jsou nedílnou soucˇástí projektu
vedoucí k zjišteˇní, zda by aplikace mohla sloužit jako nástroj pro zvýšení koncentrace,
trénovaní prˇedstavivosti nebo být soucˇástí lécˇebné terapie.
V kapitole Podobné technologie a jejich využití 2 jsou uvedeny podobné pro-
jekty, které byly použity jako inspirace k vypracování tohoto projektu. V následující ka-
pitole EEG 3 jsem se zabýval studiem EEG, mozkových vln a Broadmannových oblastí.
Dále 4 jsou popsána zarˇízení, které jsem použil v tomto projektu, EPOC Headset a Lego
Mindostorms EV3. Pu˚vodneˇ zadané zarˇízení Lego Mindstorms NXT je taky uvedeno,
spolecˇneˇ s du˚vodem pro rozhodnutí zmeˇny zarˇízení. V kapitole 5 je popsán design ro-
bota a jeho možnosti pohybu. V kapitole Aplikace 6 jsou popsány 2 aplikace, od analýzy
až po implementaci a návod k použití. MindBot Emotiv2Robot se spouští na PC a komu-
nikuje s EPOC headsetem. Umožnˇuje trénování kognitivních akcí, použitých k pohybu
robota, a prˇeposílá zpracovaná data po sítí, které prˇijímá druhá aplikace MindBot Ro-
botPart. MindBot RobotPart beˇží na EV3, zpracovává prˇijatá data a vysílá prˇíkazy jed-
notlivým motoru˚m, které umožnˇují pohyb robota. Pro zjišteˇní úspeˇšnosti této práce byly
provedeny experimenty 7. Zameˇrˇují se na prˇesnost a odezvu prˇi ovládání robota pomocí
EEG headsetu.
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EEG Headset EPOC od firmy Emotiv, který byl uveden na trh v roce 2009, nebyl prvním
headsetem svého druhu. Meˇl své prˇedchu˚dce a má prˇibývající následovníky. Jeden z prv-
ních EEG headsetu˚ je MindSet od firmy NeuroSky, vydán v roce 2007, který má pouze
jednu elektrodu umísteˇnou v oblasti cˇelního laloku. MindSet dokáže snímat 2 psychické
stavy a mrknutí ocˇí. Zacˇátkem roku 2014 Emotiv uvedlo novou verzi headsetu Insight,
která je zjednodušenou verzí headsetu EPOC, která se skládá z 5 elektrod a slouží k pro-
zkoumání každodenního života a pozorování mozkové aktivity prˇi sportu.
V posledních letech vzniklo neˇkolik podobných projektu˚, které využívají Emo-
tiv EPOC headset pro ovládání pohybu robota 2.1, RC auta 2.2 2.3, a dokonce i traktoru
2.4. Díky teˇmto projektu˚m se dostáváme z prˇedchozí fikce našich prˇedstav do reality,
nebo se jí prˇibližujeme. Zárovenˇ mi pomohly prˇi vymýšlení implementace pro tento pro-
jekt a jakou variací úkonu˚ robota ovládat.
2.1 Brain-controlled NXT Robot
Brain-controlled NXT Robot je projekt vytvorˇen dvojicí studentu˚ z Coventry University.
Tento projekt umožnˇoval ovládat robota NXT pomocí EEG headsetu NeuroSky a Emo-
tiv EPOC. Na rˇídící jednotce robota Lego Mindstorms NXT beˇžel Java Virtual Machine,
LeJOS. Tudíž program, který obsluhoval prˇijímání signálu˚ ze síteˇ Bluetooth, mohl být
napsaný v programovacím jazyku Java, v Eclipse IDE. Prˇi použití headsetu NeuroSky se
robot pohyboval na bílém navigacˇním plánu a jeho funkce byly jet doprˇedu a zastavit.
Pro prˇíkaz jet doprˇedu bylo trˇeba zvýšit úrovenˇ pozornosti uživatele, a když pozornost
klesla pod danou úrovenˇ, robot zastavil. Design robota obsahoval sveˇtelný senzor NXT,
a když robot na navigacˇním plánu najel na okrajovou cˇernou hranici, sveˇtelný senzor
tuto zmeˇnu zaznamenal a program byl ukoncˇen. Na druhou stranu prˇi použití headsetu
EPOC, který dokáže snímat také kognitivní akce, se robot pohyboval 4 smeˇry: doprˇedu,
dozadu, doleva a doprava. Pro natrénování teˇchto kognitivních akcí pro daného uživa-
tele byla použita aplikace, dodávaná v rámci Emotiv Development Kit, Emotiv Control
Panel. Na pocˇítacˇi beˇžel program, který snímal stisknutí jednotlivých kláves a podle nich
posílal robotovi prˇíkazy k pohybu. Pro namapování stisknutí kláves a kognitivních akcí
zaznamenaných headsetem byla použita aplikace Emotiv EmoKey [27].
2.2 Mind-controlled R/C Car
Projekt Mind-controlled R/C Car byl proveden v Center for Research in Arts, Techno-
logy, Education, and Learning(CRATEL) na Wichita State University. Zpocˇátku se sku-
pina, podílející se na tomto projektu, pokusila využít NeuroSky headsetu, ale zjistila, že
technologie a data prˇijímané headsetem nebyly dostacˇující pro tento projekt. Zjistili, že
NeuroSky headset mohl cˇíst pouze mozkové vlny z jedné strany mozku. Z tohoto du˚-
vodu bylo velmi obtížné získat použitelné a prˇesné údaje. Poté, co zjistili tento fakt, roz-
hodli se použít Emotiv EPOC headset z du˚vodu pokrocˇilejšího vybavení a prˇesneˇjšího
cˇtení. Pro fungování tohoto prototypu bylo potrˇeba zkušeného uživatele, který dokáže
7udržet koncentraci jedné kongnitivní akce nad úrovní 0,599, na škále od 0 do 1. Jakmile
úrovenˇ koncentrace byla vyšší než 0.599, signál byl zpracován a poslán na dálkové ovlá-
dání. Smeˇr, ve kterém se vu˚z pohyboval, byl urcˇen polohou hlavy uživatele. Naprˇíklad,
aby auto jelo doprˇedu, uživatel musel naklonit hlavu vzhu˚ru. Když si uživatel prˇál za-
stavit auto, snížel úrovenˇ koncentrace a zaklonil hlavu do strˇedové polohy [26].
2.3 EPOC-alypse Mind Controlled Car
EPOC-alypse Mind Controlled projekt byl vytvorˇen 4cˇlennou skupinou studentu˚ na Uni-
versity of Central Florida. Používali Emotiv EPOC headset pro ovládání RC auta. Ko-
munikace probíhala prˇes mini-ITX základní desku a vlastneˇ sestavenou Arduino desku,
která byla vložena do karosérie RC auta. Auto se dokázalo pohybovat 4 smeˇry, prˇicˇemž
pro pohyb auta doprˇedu, dozadu a zastavení byly použity kognitivní akce push, pull a
neutral. Pro ovládání smeˇru byla použita mimika. Pro zatocˇení doleva bylo použito mrk-
nutí levým okem a pro zatocˇení doprava mrknutí pravým okem. Prˇi vybírání sady akcí,
které bude uživatel headsetu trénovat pro kognitivní akce, využili TestBench, aplikaci od
firmy Emotiv, pro zobrazení snímaných EEG dat z jednotlivých elektrod [17].
2.4 Steering a Tractor by means of an EMG-Based Human-Machine Inter-
face
Elektromyografie(EMG) je human-machine interface(HMI), které slouží jako komuni-
kacˇní kanál mezi cˇloveˇkem a strojem, který funguje na získávání a zpracovávání signálu˚
EMG. Tento projekt zkoumá využití HMI založené na EMG signálech pro rˇízení zemeˇdeˇl-
ských traktoru˚. Pro tento úcˇel byl použit EPOC headset. EPOC, pomocí 14 senzoru˚, meˇrˇí
a zpracovává EMG a elektroencefalografické(EEG) signály z pokožky hlavy rˇidicˇe. Byla
použita detekce cˇtyrˇ natrénovaných svalových událostí z pokožky hlavy rˇidicˇe. Kombi-
nace pohledu ocˇí doprava a otevrˇení cˇelisti, pohled ocˇí doprava a zavrˇení cˇelisti, pohled
ocˇí doleva a otevrˇení cˇelisti a pohled ocˇí doleva a zavrˇení cˇelisti. Rˇízení pomocí EMG
bylo srovnáváno s manuálním rˇízením a s autonomní navigací pomocí GPS. Výsledky
prˇi testování tohoto rˇešení ukázaly, že je možné rˇídit traktor pomocí HMI, založeného na
EMG signálech, s témeˇrˇ stejnou prˇesností jako prˇi rucˇním rˇízení [25].
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Brain-computer interface je prˇímé komunikacˇní spojení mezi mozkem a externím elek-
tronickým zarˇízením. BCI veˇtšinou slouží k asistenci prˇí kognitivních nebo smysloveˇ mo-
torických úkonu˚. Od roku 2007 se zacˇala rozširˇovat BCI zarˇízení dostupné na trhu. Tato
zarˇízení snímají elektrickou aktivitu mozku a pomocí svých knihoven dokážou prˇeložit
nasnímané nezpracované EEG data do jednotlivých kognitiních, pocitových a expresiv-
ních akcí. Jedním z prvních úspeˇšných zarˇízení byl headset od firmy NeuroSky, který má
jeden senzor na cˇelním laloku. Další senzor headsetu Emotiv EPOC se skládá ze 7 páru˚
senzoru˚ a 2 referencí. Firma Emotiv vydala v roce 2015 nový headset Insight, který má
už jen 5 senzoru˚, ale jeho úcˇel je pro snímání EEG signálu˚ prˇi sportovních aktivitách,
oproti headsetu EPOC, který je zameˇrˇen více na výzkum a umožnˇuje tím lepší snímání
kognitivních myšlenek u cˇloveˇka.
Elektroencefalografie (EEG) je diagnostická metoda používána k záznamu elek-
trické aktivity mozku. EEG se rˇadí mezi neinvazivní metody, na rozdíl od invazivní me-
tody elektrokortikografie (ECoG), která snímá signály prˇímo z mozkové ku˚ry. Používá se
prˇi neurochirurgických zákrocích kvu˚li prˇesnosti. U EEG dochází k oslabení signálu prˇi
pru˚chodu prˇes lebku, rˇádoveˇ v mikrovoltech [18]. EEG meˇrˇí kolísání napeˇtí, vznikající z
toku˚ iontového proudu z mozku. Tyto toky iontového proudu jsou udržovány neurony a
získávají svu˚j náboj z membránových transportních proteinu˚, které fungují jako jednodu-
chá cˇerpadla, prˇenášející ionty prˇes cytoplazmatické membrány. Headset zachytává tyto
hodnoty, když jeden neuron uvolní velké množství iontu˚. Ionty mu˚žou tlacˇit na jiné neu-
rony, ty zase na další neurony a tento proces se opakuje. Tomuhle jevu rˇíkáme objemová
komunikace, a když tato vlna dosáhne elektrody na EEG detektoru, vyvine sílu na kov
uvnitrˇ každé elektrody. Tento rozdíl v tlaku a uvolneˇní na kov mezi dveˇma elektrodami
se zaznamenává jako EEG. [17]
Emotiv EPOC EEG headset má 14 senzoru˚, které jsou dotekové prˇijímacˇe na
základeˇ solného roztoku. Každý senzor je ideálneˇ namapovaný a výhodneˇ umísteˇný ve
14 ru˚zných oblastech a lalocích mozku pro optimální meˇrˇení. Všech teˇchto 14 laloku˚ a
oblastí je rozdeˇleno do specifických regionálních oblastí. Každá z nich má ru˚zné funkcˇní
aspekty.
Oblasti mozkové ku˚ry:
Cˇelní(frontální) lalok
• Rˇízení motorických funkcí, a to od jejich plánování až po vlastní provedení
• Rˇecˇová funkce
• Krátkodobá pameˇt’
Temenní(parietální) lalok
• Vnímání teˇlesných vjemu˚ - chut’, dotyk, teplo, chlad, bolest a polohocit
9Obrázek 1: Hlavní laloky a brázdy mozkové ku˚ry.[3]
Temporální lalok
• Sluch a pameˇt’ová schopnost
Okcipitální(týlní) lalok
• Vnímání a zpracování zrakových podneˇtu˚
3.1 Mozkové vlny
Jsou to neuronové oscilace lidského mozku. 14 kanálu˚ znázorneˇných na obrázku2, snímá
aktuální vlnovou aktivitu mozku, ty pak dále mu˚žeme rozdeˇlit do hlavních frekvencˇních
pásem: Alfa, Beta, Gamma, Delta a Theta. V tabulce 1 jsou uvedena relevantní frekvencˇní
pásma, jejich frekvence, oblast prˇevahy a stav mysli, prˇi které se projevují.
Typ rytmu Rozsah frekvence (Hz) Oblast prˇevahy Podmínky prˇítomnosti
nebo maxima
Alfa 8-12 okcipitální a bdeˇní, relaxace,
parietální zavrˇené ocˇi
Beta 18-30 precentrální a bdeˇní,
frontální motorický klid
Gamma 30-50 precentrální bdeˇní
frontální
Delta 0,5-4 variabilní ospalost, bdeˇní
Theta 5-7 frontální a bdeˇní,
temporální vzrušení nebo stres
Tabulka 1: Typy mozkových vln a jejich charakteristika. [19]
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Obrázek 2: Mezinárodní 10 - 20 systém rozmísteˇní elektrod EEG headsetu, kde je ozna-
cˇeno 14 kanálu˚ snímající aktivitu mozku: AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6,
F4, F8 a AF4. [4]
Zminˇované typy mozkových vln jsou užitecˇné pro trénování a nalezení správných
myšlenek, na které se zameˇrˇit. Avšak hodnoty jednotlivých typu˚ mozkových vln nejsou
použity pro cˇtení EEG a ovládání robota. Hodnoty, které zaznamenává EEG, jsou sní-
mány na oblastech páru˚ senzoru, které jsou rozmísteˇny po lebce. Tyto oblasti jsou nazý-
vány Brodmannovy oblasti.
3.2 Brodmannovy oblasti
Rozdeˇlují mozkovou ku˚ru podle typu˚ buneˇk a jejich struktury do tzv. Brodmannovy
mapy. Ta obsahuje 11 krajin a 52 okrsku˚. Rozdíly ve stavbeˇ ku˚ry souvisí s jejím funkcˇním
zapojením. Rozlišujeme primární korové oblasti (projekcˇní) a sekundární korové oblasti.
Na obrázku 3 je schéma, na kterém mu˚žeme videˇt jednotlivé rozdeˇlení oblasti a kde se
nacházejí v mozku. [20]
Headset EPOC má rozložení svých elektrod nejvíce nad 7 okrsky Broadman-
novy mapy. Níže máme seznam jednotlivých okrsku˚ a jejich oznacˇení dle Broadmannovy
mapy v závorce za názvem.
• Dorzolaterální prefrontální asociacˇní kortex(9) a Prˇední prefrontální asociacˇní kor-
tex(10) má na starost planování komplexního kognitivního chování, projev osob-
nosti, rozhodování, úsudek, prˇedvídání a sociální chování.
• Cˇelní okohybné pole(8) zajišt’uje koordinaci ocˇních pohybu˚. Spravuje souhyby ocˇi,
hlava a krk ve smeˇru videˇného prˇedmeˇtu.
• Chut’ová oblast(43)
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Obrázek 3: Prˇedozadní zobrazení mozkové ku˚ry s vyznacˇenými Broadmannovými ob-
lastmi [21].
• Strˇední spánkový gyrus(21), spolecˇneˇ s okrsky 20, 22, 37 a 38, zajišt’uje rozeznávání
oblicˇeju˚ a prˇedmeˇtu˚.
• Primární motorická oblast(4) zodpovídá za ovládání distálních svalu˚ koncˇetin.
• Asociacˇní somatosenzitivní oblast(7) vytvárˇí prostorové mapy okolí pro orientaci v
prostoru a motorické plánování pohybu.
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4 Použité zarˇízení
4.1 Headset EPOC
Neuroheadset Emotiv EPOC byl vytvorˇen australskou spolecˇností Emotiv Systems, za-
loženou roku 2003, která se zabývá vývojem rozhraní, propojujícího mozek s pocˇítacˇem
pomocí EEG technologie. Pu˚vodní zakladatelé jsou neuroveˇdec prof. Allan Snydren, cˇi-
pový designer Neil Weste a podnikatelé v technologiích Tan Le a Nam Do [1].
4.1.1 Specifikace
EPOC se skládá s 14 elektroencefalogramových senzoru˚ a 2 referencí. Byl vyvinut prˇe-
vážneˇ pro zábavu, pru˚zkum trhu, snímání EEG aktivity a neuroterapii. Pomocí API a de-
tekcˇních knihoven dodávaných s headsetem je možné lehce snímat a zobrazit frekvencˇní
pásma EEG signálu spolecˇneˇ s pocity, jako jsou vzrušení, dlouhodobé nebo okamžité,
frustrace, meditace, zábava a nuda. Kromeˇ citových vjemu˚, které jsou snímány pomocí
headsetu, je možné monitorovat výrazy oblicˇeje, jako jsou pohled vlevo, pohled vpravo,
zamrkání, mrknutí pravým cˇi levým okem, zvednutí obocˇí, zatnutí zubu˚ a úsmeˇv. Po-
mocí gyroskopického senzoru v neuroheadsetu je možné snímat pohyby hlavy. Podrob-
neˇjší specifikace headsetu je uvedena v tabulce 3.
4.1.2 Prˇíslušenství
Pro správné použití neuroheadsetu je trˇeba správneˇ navlhcˇit jednotlivé elektrody pomocí
solného roztoku. Je možné použít cˇistou vodu, ale protože jednotlivé elektrody jsou me-
talické, dochází ke korozi a vytvorˇení zeleného povlaku na jednotlivých elektrodách a
snižuje se tak životnost elektrod. Pro dosažení co nejlepšího snímání a prodloužení ži-
votnosti elektrod je zapotrˇebí využít solný roztok, prˇípadneˇ vodivý gel.
Cˇtená data jsou prˇenášena z headsetu do pocˇítacˇe prˇes USB prˇijímacˇe, pomocí
Bluetooth. Jakmile je navázáno spojení, headset vyšle 32B zprávu, která je šifrovaná pro
jazyk Emokey, ty jde pak dešifrovat pomocí AES. Emokit oddeˇlí gyroskopická data a
aktuální data ze senzoru˚ a odešle je.
Pro nabití EPOC headsetu prosím prˇipojit headset do USB portu pocˇítacˇe po-
mocí kabelu dodávaného s headsetem EPOC. Prˇi nabíjení není možné používat headset
pro snímání dat. Headset je nabitý, jakmile prˇestane svítit dioda cˇerveneˇ, ta se rozsvítí po
zapojení headsetu, prˇes USB kabel, do pocˇítacˇe. Vyobrazení prˇíslušenství mu˚žete videˇt
na obrázku 4.
4.1.3 Emotiv Nástroje
Emotiv dodává v rámci programu Emotiv Control Panel, který mu˚žeme videˇt na obrázku
13, 3 nástroje: Expressiv Suite, Affectiv Suite a Cognitiv Suite. Každý z nich používá jiný
druh interpretace signálu˚ ze senzoru˚ pro zobrazení ru˚zného druhu zaznamenaných dat.
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Obrázek 4: Komponenty prˇístroje Emotiv EPOC: 1. neuroheadset, 2. USB prˇijímacˇ, 3. in-
stalacˇní CD, 4. hydratacˇní obal s 16 elektrodami, 5. solný roztok a 6. USB kabel. [5]
Kromeˇ Emotiv Control Panel aplikace Emotiv dodává s headsetem program EmoCom-
poser, který slouží k simulování jednotlivých signálu˚, které dokáže vyslat headset. Simu-
lace se dají vyvolat pomocí grafického rozhraní, nebo je nacˇíst ze souboru, který byl vy-
generován aplikací Test Bench, která slouží pro vyobrazení a zaznamenání EEG signálu˚
z jednotlivých senzoru˚. Poslední aplikací, kterou Emotiv dodává v Developers edition, je
EmoKey, který dokáže prˇirˇadit natrénované akce k stisknutí tlacˇítka klávesnice cˇi myši.
V první verzi projektu byl použit Emotiv Control Panel pro natrénování jed-
notlivých kognitiních akcí a pro nacˇtení profilu. Pozdeˇji však správa profilu a trénování
akcí bylo implementováno v rámci aplikace MindBot Emotiv2Robot, která komunikuje s
headsetem. Pro rozhodnutí, jakou skupinu vybraných kognitiních akcí použít pro ovlá-
dání robota, pomohla aplikace Test Bench, která zobrazovala prˇímý prˇenos signálu˚ tes-
tovaných akcí, a potom už stacˇilo porovnávat, který druh akcí byl nejvíce rozdílný pro
zlepšení prˇesnosti ovládání a rozpoznání natrénovaných kognitivních akcí.
4.1.4 Emotiv SDK
Soucˇástí Emotiv SDK je Emotiv API, které je známé jako ANSI C rozhraní, které je de-
klarované trˇemi hlavicˇkovými soubory, obsahujícími rozhraní. Edk.h, který slouží ke ko-
munikaci mezi externími aplikacemi a EmoEngine. EmoStateDLL.h obsahuje konstanty
a rozhraní pro zachytávání jednotlivých akcí a stavu˚. EdkErrorCode.h definující návra-
tové hodnoty EDK API. Implementace zmíneˇných hlavicˇkových souboru˚ je obsažena ve
2 Windows DLL souborech (edk.dll a edk_utils.dll).
4.1.4.1 EmoEngine Nedílnou soucˇastí SDK je zminˇovaný Emotiv EmoEngine, který
referuje logickou abstrakci funkcí v edk.dll. EmoEngine komunikuje s Emotiv headse-
tem skrze USB prˇijímacˇ a zpracovává EEG signály ze 14 kanálu˚, které jsme si popsali v
prˇedchozí sekci. Jejich rozložení a názvy mu˚žeme videˇt na obrázku 2. EmoEngine do-
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Obrázek 5: Ukázka diagramu aktivit pro použivání API, ke komunikaci mezi EmoEngine
a vlastní implementací. [8]
stává gyroskopická data ze senzoru polohy umísteˇném v headsetu. EmoEngine dokáže
spravovat profily a uživatele, tedy prˇipojené headsety. Zpracovaná data se dají získat
pomocí trˇídy EmoState. Funkce, které dokáží upravit, prˇípadneˇ získat EmoEngine nasta-
vení, jsou s prefixem EE_. EmoState je trˇída, obsahující funkce pro zjišteˇní soucˇasného
stavu, po provedené poslední detekci. Jsou to expresivní, pocitové a kognitivní stavy.
Data jsou získávána funkcemi s prefixem ES_. Ukázku použití API vidíme na obrázku 5.
4.1.5 Rozšírˇené SDK
Dekódování EEG signálu není jednoduchou záležitostí. Signál je velmi slabý a mu˚že být
rušen podneˇty, jako je mrknutí oka nebo nepatrný pohyb prstu. Neexistuje zatím žádný
univerzální vzor EEG signálu˚, který by dokázal prˇesneˇ urcˇit, že tato nervová aktivita
je prˇíkaz k zatnutí svalu˚ na rameni a upažení pravé paže. Rˇešení je namapovat neˇko-
lik náhodneˇ výbeˇrových souboru˚ dat a provést naprˇíklad Deanu˚v a Dixonu˚v test. Další
postupem je využít algoritmy, jako jsou Neural Networks nebo Support Vector Machines.
Za tímto úcˇelem je vyvíjeno rozšírˇené SDK na Vysoké škole bánˇské Technické univer-
ziteˇ Ostrava pod vedením Ing. Petrem Gajdošem, Ph.D. SDK, které v této fázi již umož-
nˇuje lepší využití EEG EPOC headsetu, spolecˇneˇ s Qt aplikací, která zahrnuje základní
funkce EDK. Další soucˇástí je základní koncept GPU knihovny pro manipulaci s daty [9].
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4.2 Lego Mindstorms
Prvním modelem je programovatelná kostka RCX. Obsahuje 8bitový H8/300 mikrokon-
troler jako vnitrˇní procesor, který má pouze 32K RAM pro uložení firmware a programu˚
od uživatele. Nahrání napsaného programu z pocˇítacˇe na RAM je provádeˇno prˇes infra-
cˇervené rozhraní. Pu˚vodním programovacím jazykem byl jazyk Brick Logo. Meˇl první vi-
zuální programovací prostrˇedí LEGOsheets, vytvorˇené na University of Colorado v roce
1994. Od té doby Lego, spolecˇneˇ s MIT, ušlo velký kus cesty a vytvorˇilo další úspeˇšné
modely, jako jsou Lego Mindstorms NXT a Lego Mindstorms EV3.
4.2.1 Lego Mindstorms EV3
Je nejnoveˇjší rˇídící jednotkou rˇady Lego Mindstorms EV3. Jeho úspeˇšný prˇedchu˚dce Lego
Mindstorms NXT meˇl být pu˚vodneˇ použit. V pru˚beˇhu zpracovávání projektu vyšel mo-
del EV3 a v následující sekci je popsáno, procˇ se nakonec použil tento model proti pu˚-
vodneˇ zadanému NXT.
4.2.2 Srovnání a specifikace
Du˚vodem pro použití rˇídící jednotky Lego Mindstorms EV3, byl lepší maximální výkon a
prˇenosová rychlost. Tímto se eliminovaly potenciální limity výkonu použité technologie.
Zárovenˇ, pro veˇtšinu prˇedchozích prací, byla použita rˇídící jednotka NXT, cˇímž tomuhle
projektu prˇibyl další rozdíl v implementaci a možnost experimentování s noveˇjší techno-
logií.
Pro srovnání, model EV3 má USB host port, do kterého mu˚žeme prˇipojit WiFi
USB adaptér. V tomto projektu byl použit WiFi USB adaptér Edimax N150 s prˇenosovou
rychlostí až 150 Mbit/s. Bylo vytvorˇeno prˇipojení pomocí WiFi, namísto spojení prˇes Blu-
etooth, s maximální prˇenosovou rychlostí 720 kbit/s, jako je tomu u modelu NXT. EV3
má 4 porty pro ovládání motoru oproti modelu NXT, který má 3. Micro SD slot s ma-
ximální kapacitou karty 32GB, který umožnˇuje snadné nahrání nového firmware. NXT
beží na proprietárním operacˇním systému, zatímco EV3 na Linuxu. Procesor ARM9 je
šestkrát výkoneˇjší u EV3(300 MHz), než má NXT(48 MHz) procesor Atmel 32-Bit ARM7.
Velikost RAM EV3 je 64 MB a NXT 64 KB [10].
4.2.3 Prˇíslušenství
Byla použita sada Education EV3 Core Set, která obsahuje: EV3 programovatelnou rˇídící
jednotku(1x), EV3 Large Servo Motor(2x), EV3 Medium Servo Motor(1x), dotykový sen-
zor(2x), senzor pro detekci barvy(1x), gyroskopický senzor(1x), ultrazvukový senzor(1x),
propojovací kabely, USB kabel pro spojení rˇídící jednotky s pocˇítacˇem, dobíjecí baterie a
jednotlivé kousky stavebnice, pro vytvorˇení konstrukce robota. Z této sady byl vytvorˇen
model robota, který byl pojmenován Cheprer. Kromeˇ stavebnice sady EV3 byly použity
2 velké motory, 1 strˇední motor a ultrazvukový senzor.
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4.2.3.1 EV3 Large Servo Motor Výkonný motor s 160-170 ot/min a tocˇivým momen-
tem 20 Ncm prˇi pohybu a 40 Ncm ze stání. Jeho rozmeˇry jsou 112x56x40mm [15].
4.2.3.2 EV3 Medium Servo Motor Motor používaný k otácˇení lehcˇích konstrukcí,
s tocˇivým momentem 8 Ncm prˇi pohybu a 12 Ncm ze stání. EV3 Medium Servo Mo-
tor je rychlejší než EV3 Large Servo Motor, až 250 ot/min. Je velice skladný s rozmeˇry
24x32x72mm a proto v neˇkterých prˇípadech a požadavcích na design, využitelneˇjší než
velký EV3 servo motor [15].
4.2.3.3 EV3 Ultrasonic Sensor Ultrazvukový senzor generuje zvukové vlny a cˇte
jejich ozveˇny pro zjišteˇní a zmeˇrˇení vzdálenosti od objektu˚. Mu˚že taky vyslat jednoduché
zvukové vlny a fungovat jako sonar nebo odposlouchávat a cˇekat na zvukovou vlnu,
která spustí program. Meˇrˇená vzdálenost mu˚že být od 1 cm do 250 cm, s prˇesností na 1
cm [15].
4.2.4 Software
Od roku 1994 a prvního programovacího jazyka Brick Logo byla vytvorˇena spousta dal-
ších prostrˇedí, SDK a firmware. V podstateˇ v dnešní dobeˇ lze naprogramovat NXT nebo
EV3 pomocí veˇtšiny známých jazyku˚, jako jsou: C, C++, Python, Perl, Java, Objective-C,
Ruby, MATLAB a Ada. Všechny mají své výhody a zameˇrˇení, ke kterému úcˇelu jaký soft-
ware zvolit. Naprˇíklad pokud plánujete pracovat s veˇtším objemem dat a provádeˇt nad
nimi matematické operace, je dobré využít RWTH – Mindstorms NXT Toolbox, který vy-
užívá MATLAB. Pro programování v MAC OS je možné použít LegoNXTRemote, který
využívá Objective-C. Pro tento projekt byl zvolen firmware LeJOS, nahrazující pu˚vodní
firmware EV3 programovatelné kostky.
4.2.5 LeJOS
LeJOS obsahuje Java Virtual Machine, který umožnˇuje rˇídícímu modulu spoušteˇt pro-
gramy v programovacím jazyku Java. LeJOS je prˇevážneˇ používán pro výukové úcˇely na
školách, ale jeho knihovny podporují širokou škálu funkcí, které dokáží pracovat s veˇtši-
nou Lego Mindstorms senzoru˚. Pomocí leJOS knihoven lze pracovat s GPS, rozpoznáním
hlasu a mapovacích technologií. Mu˚že být propojen s Eclipse IDE nebo se spoušteˇt prˇímo
z prˇíkazové rˇádky.
LeJOS je ukázkový prˇíklad využití objektoveˇ orientovaného jazyka, skrývající
implementaci senzoru˚ a motoru˚ za neˇkolik rozhraní, a tím zajistit dokonalé zapouzdrˇení.
Díky tomuto ukázkovému zapouzdrˇení dokáže vývojárˇ pracovat na vysoké úrovni abs-
trakce a nemusí se strachovat o hexadecimální adresy jednotlivých komponentu˚.
EV3LargeRegulatedMotor motorLeft = new EV3LargeRegulatedMotor(MotorPort.B);
EV3LargeRegulatedMotor motorRight = new EV3LargeRegulatedMotor(MotorPort.C);
motorLeft.rotate (angleL);
motorRight.rotate(angleR);
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Obrázek 6: Konfigurace NXJ pluginu rˇídící jednotky Lego Mindstorms EV3 v Eclipse IDE.
Výpis 1: Deklarování a ovládání motoru˚ robota
LeJOS plugin znázorneˇný na obrázku 6 dostupný pro Eclipse IDE a NetBeans, který pod-
poruje prácí s API, zvanou NXJ. Tímto je umožnˇeˇno jednoduché kompilování, spoušteˇní
a nahrávání programu prˇímo do robota z vývojového prostrˇedí. [11]
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5 Architektura robota
Bylo trˇeba se zamyslet, co od robota ocˇekávat a jaké jsou naše schopnosti se soustrˇedit na
danou kognitivní nebo expresivní akci, jak získané data z headsetu, prˇeložené EmoEn-
gine, dokážeme zpracovat a pomocí rˇídící jednotky EV3 vyjádrˇit.
5.1 Návrh
Základní vzhled robota byl velice jednoduchý a vycházel z architektury robota Lego R⃝
Mindstorms R⃝ Education EV3 Core set, který je poháneˇn dveˇma velkými motory EV3.
Splnil však úcˇel a dokázalo se na neˇm provést neˇkolik experimentu˚ a pohyby robota do-
prˇedu, dozadu, doprava a doleva byly díky tomuto modelu implementovány. Po hlub-
ším zamyšlení a poznání Emotiv SDK byla provedena kompletní rekonstrukce kostry
robota a rozšírˇena o motor EV3 strˇední velikosti, který dokáže provádeˇt prˇesneˇjší po-
hyby s menší reakcˇní dobou. Motor slouží k otácˇení ultrazvukového senzoru, který má
tvar ocˇí a je použit jako hlava robota.
5.2 Realizace
Robot byl složen na základeˇ kostry robota Spik3r, navrženého Lego R⃝Mindstorms R⃝.[14]
K dispozici nebyly všechny díly, které model Spik3r využívá, a proto bylo trˇeba impro-
vizovat. Díky prvotnímu plánu ovládat robota pomocí rˇídící jednotky NXT, byly k dis-
pozici stavební díly i této sady, které jsou se sadou EV3 kompatibilní. Motory a senzory
sady rˇídící jednotky NXT dokážou komunikovat s EV3 rˇídící jednotkou, ale nebyly po-
trˇeba, protože základní Education EV3 Core sada obsahuje všechny požadované motory
a senzory pro sestavení a funkcˇnost modelu. Výsledný model robota byl pojmenovaný
Cheprer, který mu˚žeme videˇt na obrázcích 10 a 11.
5.2.1 Použité soucˇástky a jejich propojení
Byly použity 3 servo motory a umísteˇny mezi základy kostry modelu Cheprer, jak mu˚-
žeme videˇt na obrázku 12. Otácˇení hlavy robota bylo docíleno za pomoci 2 ozubených
kol, které mají vzájemnou polohu os 90◦. Pro zpomalení pohybu a zvýšení prˇesnosti je
pru˚meˇr hnacího kola menší než kola hnaného. Nohy byly vytvorˇeny pouze jako pohyb-
livé cˇásti, které neslouží k pohybu robota, ale spíše pro vytvorˇení co nejprˇesneˇjší auten-
ticˇnosti s broukem vrubounem, který byl použit jako vzor pro vzhled robota. Byly prˇipo-
jeny na hrˇídel jednotlivých kol, levého a pravého, a prˇi jejich otácˇení se jednotlivé nohy
rozpohybují.
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6 Aplikace
6.1 Analýza
Aplikace by meˇla sloužit k propojení rˇídící jednotky robota EV3 a headsetu EPOC. Prˇi-
jímat signály zaznamenané headsetem, rozpoznat je a poslat na EV3 rˇídící jednotku, na
které bude beˇžet program, který bude mít prˇipravené funkce pro rozpoznání kódu s in-
strukcemi k provedení akce. Knihovny pro komunikaci s headsetem jsou napsány v C a
C++, proto bude použito aplikace, která bude založena na jazyku C. Aplikace se nebude
muset rˇešit "wrapperem"pro jiný programovací jazyk. Vybrané knihovny a firmware pro
robota jsou založeny na jazyku Java. Bude tedy nutné zprostrˇedkovat komunikaci mezi
2 rozdílnými programovacími jazyky.
Vzniknou dva programy. Jeden, který bude beˇžet na pocˇítacˇi a bude napsaný
v programovacím jazyce C a C++. Bude mít funkce, jako je trénování kognitivních akcí
pro pohyb robota a posílání zakódované zprávy po síti prˇes WiFi druhému programu,
který pobeˇží na rˇídící jednotce EV3. Program, který pobeˇží na rˇídící jednotce EV3, bude
prˇijímat zakódovanou zprávu ze síteˇ, prˇeloží ji a pošle signál motoru˚m, aby vykonaly
akci z rozkódované zprávy. Program, který bude beˇžet na pocˇítacˇi, se bude jmenovat
MindBot Emotiv2Robot a program, který pobeˇží na robotovi, se bude jmenovat MindBot
RobotPart.
6.2 Návrh
6.2.1 Technická specifikace
Podkladem pro technologická rozhodnutí byly podobné prˇedchozí projekty, uvedené v
sekci 2. Dále publikace uvedené v referencích. Pro implementaci obou aplikací byly pou-
žity níže uvedené technologie.
• C, C++ programovací jazyky použité pro aplikaci MindBot Emotiv2Robot.
• Qt knihovna, pomocí které bylo vytvorˇeno grafické rozhraní aplikace MindBot Emo-
tiv2Robot.
• Emotiv Development Kit API použita pro komunikaci s EmoEngine v rámci apli-
kace MindBot Emotiv2Robot.
• JavaSE-1.7(jre1.8.0_25) programovací jazyk, ve kterém byla napsána aplikace Min-
dBot RobotPart.
• LeJOS v0.9.1 firmware, který byl nahrán na rˇídící jednotku EV3, který umožnˇuje
beˇh Java Virtual Machine na EV3. Bylo tedy možné použít programovací jazyk Java
pro aplikaci MindBot RobotPart.
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6.2.2 Funkcˇní specifikace
Prˇed implementací aplikací bylo trˇeba definovat jednotlivé funkce aplikací a vztahy mezi
nimi. Za tímto úcˇelem byly vytvorˇeny diagramy prˇípadu užití.
Diagram prˇípadu užití na obrázku 14 zobrazuje prˇípad, kdy aktér, uživatel he-
adsetu, trénuje jednotlivé kognitivní akce. Aplikace Emotiv2Robot pak odpovídá na jed-
notlivé akce uživatele. Nejprve je trˇeba navázat spojení s headsetem a vybrat nebo vytvo-
rˇit si profil, který bude sloužit jako model natrénovaných kognitivních akcí. Poté bude
mít uživatel možnost si vybrat, jakou kognitivní akci chce trénovat a Emotiv2Robot ho
bude informovat o stavu tréninku, jestli byl úspeˇšný nebo ne.
Další diagram prˇípadu užití 15 ukazuje aktéra, uživatele headsetu, jak ovládá
robota za pomocí aplikace Emotiv2Robot a aplikace RobotPart. Propojení z headsetem je
prvním krokem. Aby uživatel mohl zacˇít odesílat kódovanou zprávu, která obsahuje prˇí-
kaz k pohybu, je zapotrˇebí mít natrénované všechny kognitivní akce, proto prˇi stisknutí
tlacˇítka pro ovládání robota je provedena kontrola natrénovaných akcí. Aplikace Robot-
Part po spušteˇní cˇeká na prˇíchozí zprávy z aplikace Emotiv2Robot na otevrˇeném kanálu,
takže není trˇeba provádeˇt žádnou další interakci s aplikací RobotPart. RobotPart po prˇi-
jetí zprávy zprávu dekóduje a prˇeložený prˇíkaz k pohybu prˇirˇadí jednotlivým motoru˚m
na základeˇ vnitrˇní logiky aplikace RobotPart. Po prˇirˇazení úkonu˚ jednotlivým motoru˚m
aplikace RobotPart dá prˇíkaz k jejich vykonání.
6.3 Implementace
6.3.1 MindBot Emotiv2Robot
Aplikace MindBot Emotiv2Robot je naprogramována v jazyce C a C++ s použitím fra-
meworku Qt, napsaného v programovacím jazyce C++. Qt umožnˇuje psát aplikace v
událostmi rˇízené architekturˇe, za pomocí signals a slots. Signals jsou funkce, které jsou
spojeny s událostí, cˇi zmeˇnou stavu objektu, která je propojena s funkcí deklarovanou
jako slot. Schéma, jak mu˚že vypadat takové spojení, mu˚žeme videˇt na obrázku 7.
Podobný druh komunikace je možný skrze callback. Callback je ukazatel na
funkci. Takže pokud chcete zpracovávající funkci, aby vás upozornila na neˇjakou udá-
lost, je jí trˇeba prˇedat ukazatel na jinou funkci, tedy callback. Funkce, která zpracovává
neˇjakou událost, potom volá callback v prˇípadeˇ potrˇeby. Callback má však 2 zásadní ne-
dostatky. První, callback není typoveˇ bezpecˇný. Nikdy si nemu˚žeme být jisti, že funkce,
která zpracovává událost, zavolá callback se správnými argumenty. Druhý, callback je
pevneˇ spojený s funkcí, která zpracovává událost, protože tato funkce musí veˇdeˇt, který
callback volat. Tyto 2 nedostatky jsou v Qt vyrˇešeny práveˇ díky signals a slots. Podpis
funkce definované jako signal se musí shodovat s podpisem funkce deklarované jako
slot, tím je zajišteˇna typová bezpecˇnost. Signals a slots jsou volneˇ vázané. Trˇída, která
volá signal neví, které funkce definované jako slot prˇijímají tento signal. Tím je vyrˇešen
druhý problém v prˇípadeˇ použití callback.
Qt obsahuje preprocesor MOC (Meta-Object Compiler), který umožnuje ozna-
cˇení funkcí jako signals a slots. Prˇed kompilací MOC analyzuje zdrojové soubory napsané
v Qt rozšírˇeném C++ a vygeneruje C++ zdrojové soubory, které odpovídají standardu.
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Obrázek 7: Abstraktní schéma možného propojení signals a slots pro vytvorˇení událostmi
rˇízené architektury [28].
Emotiv2Robot je implementován neˇkolika trˇídami. Tyto trˇídy se dají rozdeˇlit
do 3 skupin. První skupina trˇíd obsahuje kontrolery a jednoho manažera. Každý kon-
troler je zameˇrˇený svými funkcemi na získávání urcˇitého typu dat z EPOC headsetu.
ProfileController je trˇída, která obsahuje funkce pro práci s profilem. Dokáže profil
vytvorˇit, cˇi vybrat s existujících a prˇirˇadit jej prˇipojenému headsetu. Také ukládá profil s
natrénovanými kognitivními akcemi do externího souboru profile.bin. Samotné ukládání
a nacˇítání natrénovaného profilu je implementováno ve trˇídeˇ ExternalProfileManager.
Trˇída CognitiveControllermá na starost trénování kognitivních akcí, nastavení teˇchto
akcí pro prˇipojený headset a citlivost prˇi rozpoznávání kognitivních akcí. Trˇída, která
obsahuje funkce pro získání zmeˇny polohy headsetu a prˇípadneˇ její resetování, se na-
zývá GyroController. Všechny tyto kontrolery jsou volány v implementaci trˇídy
MainController, která obsahuje logiku celé aplikace. Kromeˇ volání ostatních kont-
roleru˚ trˇída MainController má jako cˇlena ukazatel na trˇídu QTimer. Trˇída QTimer
je implementována v Qt framework a slouží jako cˇasovacˇ. Jakmile vymezený cˇas jedné
iterace vyprší, je vyvolán signál, který je v konstruktoru trˇídy MainController spojený
s funkcí getNextEvent(), definovanou jako slot. Ukázku kódu tohoto spojení mu˚žeme vi-
deˇt zde 2 a implementaci metody getNextEvent(), která je hlavní metodou aplikace, zde
4.
// MainController.h
public slots :
void getNextEvent();
private:
QTimer ∗m_mainTimer;
// MainController.cpp
m_mainTimer = new QTimer(this);
connect(m_mainTimer, SIGNAL(timeout()), this, SLOT(getNextEvent()));
Výpis 2: Deklarace slotu a jeho napojení na implementovaný signál ve trˇídeˇ QTimer.
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Trˇída MainController obsahuje ukazatel na cˇlena trˇídy Sender a volá jeho funkce.
Trˇída Sender patrˇí do druhé skupiny, která už nepracuje s metodami hlavicˇkových sou-
boru˚ Emotiv SDK, a má vlastnost, která prˇijímá prˇeložené kognitivní akce, jejich prˇesnost
a pohyb hlavy. Ty pak odesílá po sítí jako broadcast ve formeˇ UDP packetu, na portu
7777. Všechny takto odeslaná data jsou uložena v externím souboru "dataSent.log". Trˇetí
skupina má jednu trˇídu Emotiv2Robot, která je potomkem trˇídy QMainWindow. Tím je
umožneˇno vyvolat okno, do kterého je vykresleno GUI vytvorˇené v aplikace Qt Creator.
Další úcˇel trˇídy Emotiv2Robot je propojit jednotlivé signály tlacˇítek a událostí z GUI k
metodám kontroleru˚ a signály z kontroleru˚ s funkcemi, definovanými jako slot, s objekty
v GUI pro jejich aktualizaci a zpeˇtnou vazbu pro uživatele. Popsané vztahy mezi trˇídami
s jejich vlastnostmi a cˇleny mu˚žeme videˇt na diagramu trˇíd 16.
6.3.2 MindBot RobotPart
Aplikace MindBot RobotPart je napsaná v programovacím jazyce Java. Pro komunikaci
s rˇídící jednotkou EV3 a prˇipojeným prˇíslušenstvím bylo použito LeJOS API. Výchozí
trˇída aplikace RobotPart je RobotPart. V této trˇídeˇ probíhá inicializace trˇíd aplikace a
jednotlivých motoru˚, což bylo ukázáno v kapitole 4.2.5. Ve trˇídeˇ RobotPart je vytvorˇeno
a spušteˇno nové vlákno trˇídy EmotivConnector. Zde beˇží cyklus, který poslouchá na
portu 7777, na broadcast datagramy. Prˇijaté datagramy prˇeloží do textového formátu,
vykreslí na obrazovku robota a zavolá funkci instance trˇídy Decoder, kde prˇedává prˇi-
jatou zprávou v parametru. Ve trˇídeˇ Decoder je zpráva prˇeložena na instrukce robo-
tovi. Tyto instrukce jsou pak poslány v parametrech volaných funkcí trˇídy Executor,
která implementuje rozhraní Movements, tedy je zde potrˇeba implementovat funkce po-
hybu˚ robota. Implementace teˇchto funkcí obsahuje volání funkcí trˇídy MotorCommand.
MotorCommand má jako cˇleny jednotlivé motory a senzor. Je zde proto naprogramováno
volání funkcí motoru˚, kterou jsou volány trˇídou Executor. Prˇíklad prˇíkazu zatocˇení
mu˚žeme videˇt zde na výpisu kódu 3. Kód obsahuje Implementace funkce zatocˇení. Pilot
je objekt trˇídy MovePilot, který je obsažen v LeJOS API a obsahuje diferenciální podvo-
zek, který jsme nadefinovali v konstruktoru trˇídy MotorCommand. První se zkontroluje,
jestli neˇjaký pohyb už neprobíhá, a poté se vypocˇítá polomeˇr a úhel. Tyto hodnoty jsou
poté použity jako parametry funkce arc. Funkce arc vyvolá pohyb robota podle spocˇíta-
ného kruhového oblouku. Ten se vypocˇítá podle vzorce L = 2θπr360◦ . Vztahy mezi jednotli-
vými trˇídami, cˇleny trˇíd a vlastnosti trˇíd mu˚žeme videˇt na diagramu trˇíd 17.
// MotorCommand.java
public void rotateDifferently ( int angle, directions direction ) {
if (! pilot . isMoving()){
double r = 12.5 − ((angle / 360.0) ∗ (12.5)) ;
double a = angle / 4;
if ( direction == directions .LEFT){
if ( r == 0){
a = a ∗ −1.0;
} else{
r = r ∗ −1.0;
}
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}
this . pilot .arc(r , a, true) ;
}
}
Výpis 3: Implementace funkce zatocˇení ve trˇídeˇ Executor.
6.3.2.1 Command pattern Výše popsanou implementaci mu˚žeme vyložit také z po-
hledu návrhového vzoru Command pattern, který byl použit. Jako reciever jsou použity
trˇídy EmotivConnector a Decoder. Trˇída Decoder dekóduje zprávy ze síteˇ. Funkce
trˇídy MotorCommand, která slouží jako command, jsou ihned po dekódování zprávy vy-
volány trˇídou Executor, která slouží jako invoker. Proto není trˇeba explicitneˇ vytvárˇet
trˇídu pro funkci client, která v rámci návrhového vzoru Command pattern beˇžneˇ slouží
jako rozhodující cˇlánek, kdy se jaký prˇíkaz vykoná. Dalo by se rˇíct, že trˇída Decoder spl-
nˇuje zárovenˇ funkci client, protože rozhoduje, kdy se daný prˇíkaz zavolá. To je v prˇípadeˇ
aplikace MindBot RobotPart ihned po dekódování zprávy.
6.4 Postup používání
6.4.1 Požadavky a prˇedpoklady
Níže v tabulce 2 je uvedený strucˇný seznam zarˇízení, softwaru a dovedností, kterých
bylo potrˇeba k vypracování. Všechna uvedená zarˇízení byly vypu˚jcˇeny od Vysoké školy
bánˇské, díky které bylo tento projekt možné uskutecˇnit.
Bylo trˇeba naucˇit se pracovat s klícˇovými prˇístroji EEG headsetem EPOC a rˇí-
dící jednotkou Lego Mindstorms EV3, vytvorˇit model robota, který byl postaven ze sady
stavebnice Lego Mindstorms kompatibilní s EV3. Robot musí být schopný pohybu do-
prˇedu, dozadu, doleva a doprava, což je jeden ze základních prˇedpokladu˚ této práce.
Dále nedílnou soucˇástí je udržení myšlenek pro 4 natrénované kognitivní akce snímané
EEG headsetem. Bylo du˚ležité také porozumeˇt EEG signálu˚m a kognitivním funkcím,
které mají svá centra uložena v ru˚zných cˇástech mozku.
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Obrázek 8: Správné nasazení headsetu [7].
Headset EPOC Umeˇt kontrolovat 4 kognitivní akce
PC 2.4 GHz Intel Pentium 4 processor
Windows 7, Windows 8 nebo Windows 10
2GB RAM
200MB místa na disku
1x USB 2.0 port
Emotiv SDK
Microsoft Visual Studio, Qt framework, C++
Eclipse IDE, LeJOS
Program Emotiv TestBench
Sada Lego Mindstorms EV3 Prˇepsat firmware rˇídící jednotky EV3 na LeJOS firmware
Sestrojený model robota
Edimax N150 Wi-Fi Nano USB Adaptér
Ostatní znalosti Porozumeˇt EEG a cˇástí mozku
Tabulka 2: Tabulka zobrazující prˇehled nezbytného hardwaru, softwaru a znalostí
6.4.2 Prˇíprava
Prˇipojte svu˚j PC a rˇídící jednotku EV3 do stejné WiFi síteˇ. Pokud nemáte žádnou dostup-
nou WiFi sít’, vytvorˇte si prˇístupový bod na svém PC. Dále je trˇeba navlhcˇit jednotlivé
elektrody solným roztokem. Nejlépe udeˇláte, když prˇi navlhcˇování necháte elektrody
v pouzdru. Jakmile jsou elektrody navlhcˇené, prˇipojte je k headsetu. Nasad’te si head-
set podle obrázku 8 a prˇipojte USB prˇijímacˇ od Emotiv do USB portu vašeho pocˇítacˇe.
Spust’te si program Emotiv TestBench, na kterém zkontrolujte kontakt jednotlivých diod.
Je zapotrˇebí, aby všechny diody signalizovaly zelenou barvu, prˇípadneˇ žlutou. Prˇíklad
použití programu TestBench mu˚žeme videˇt na obrázku 18. Po úspeˇšném nasazení a zkon-
trolování kontaktu elektrod headsetu spust’te program MindBot RobotPart pomocí menu
na rˇídící jednotce robota. Pokud rˇídící jednotka neobsahuje program RobotPart, nahrajte
jej na microSD kartu, která je zasunuta v rˇídící jednotce EV3, a mircroSD kartu vložte
zpeˇt. Po spušteˇní programu RobotPart rˇídící jednotka zacˇne oranžoveˇ blikat a napíše na
obrázku, že cˇeká na prˇíkazy.
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Obrázek 9: Úvodní obrazovka aplikace MindBot Emotiv2Robot.
6.4.3 Ovládání robota
Po úspeˇšné prˇípraveˇ headsetu a robota spust’te aplikaci MindBot Emotiv2Robot na svém
pocˇítacˇi a postupujte podle pokynu˚ zobrazených v aplikaci. Grafické prostrˇedí aplikace
Emotiv2Robot je na obrázku 9. Prˇipojte headset pomocí tlacˇítka Connect a vyberte nebo
vytvorˇte si svu˚j profil. Po zvolení profilu je trˇeba natrénovat 4 kognitivních akce a neut-
rální stav kliknutím na tlacˇítko dané akce. Trénování trvá prˇibližneˇ 8 sekund a aplikace
Emotiv2Robot vám oznámí zacˇátek a konec tréninku, prˇípadneˇ pokud došlo k neˇjaké
chybeˇ, a je tedy nutné provést trénink znovu a zkontrolovat spojení elektrod v aplikaci
TestBench. Jakmile máte všechny kognitivní akce natrénované, mu˚žete zacˇít ovládat ro-
bota pomocí tlacˇítka Control robot a robot by meˇl prˇestat oranžoveˇ blikat a zacˇít svítit
zeleneˇ. Kromeˇ pohybu doprˇedu, dozadu, doleva a doprava je možné pohybovat hla-
vou robota, a to tak, že otocˇíte vaši hlavu doleva cˇi doprava. V prˇípadeˇ, že vaše hlava
a hlava robota bude v jiné pozici, použijte tlacˇítko Reset head position, které vyresetuju
pozici hlavy robota na strˇed a vynuluje pozici headsetu. Prˇi ukoncˇení aplikace se váš
natrénovaný profil automaticky uloží do souboru profile.bin, z kterého se bude nacˇítat
natrénovaný model v prˇípadeˇ opakovaného použití. Zmeˇnit profil mu˚žete za beˇhu apli-
kace, a to z vrchního menu pod možností Profile->Setup profile.
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7 Experimenty
Pro provedení experimentu˚ bylo trˇeba zvolit co nejefektivneˇjší sadu myšlenek cˇi úkonu˚
pro natrénování kognitivních akcí. Na základeˇ studií uvedených v kapitolách 7.1 a 7.2,
bylo zvoleno trénování kognitivních akcí pomocí vnitrˇního monologu v jiném než rod-
ném jazyce. Jednalo se o jedno slovo pro jeden druh pohybu, které souviselo s tím da-
ným smeˇrem pohybu. Zapojena byla také vteˇlená kognice pohybu ruky daným smeˇrem,
kterým se meˇl robot pohybovat, pro jednodušší vyvolání a prˇesneˇjší rozpoznání kogni-
tivních akcí.
7.1 Ru˚zné jazyky
Jazyk je jedním z nejdu˚ležiteˇjších prostrˇedku˚ prˇi využívání mozku, a prˇesto velmi málo
je známo o tom, jak je interpretován. Víme, že pro psaný jazyk má pravá strana mozku
tendenci interpretovat veˇtšinu tohoto úkonu. Ale pro mluvené slovo se zdá být interpre-
tace pro mozek mnohem složiteˇjší, protože musí zárovenˇ odfiltrovat náhodné zvuky a
prˇípadneˇ neˇkterým z nich dát smysl. Pro vnitrˇní monolog máme ješteˇ méneˇ dostupných
informací než u mluveného slova [17].
V jednom z uvedených projektu˚ 2.3 bylo zjišteˇno, že tato metoda je jedna z nej-
prˇesneˇjších. Vybavování si slova v hlaveˇ z jiného než rodného jazyka se aktivovala asoci-
acˇní somatosenzitivní oblast, která je vzdálená natolik od ostatních snímaných broad-
mannových okrsku˚ headsetem EPOC, že headset dokáže signál lépe rozpoznat mezi
ostatními a tím prˇesneˇji ovládat model robota.
7.2 Vteˇlená kognice
Vteˇlená kognice prˇedstavuje v kognitivní veˇdeˇ výzkum, který klade du˚raz na du˚ležitost
formativní role prostrˇedí prˇi vývoji kognitivních procesu˚. Obecná teorie tvrdí, že kogni-
tivní procesy se vyvíjejí, když se z interakcí, které jsou orientované na cíl a probíhají v re-
álném cˇase mezi organismy a jejich prostrˇedím, vynorˇí propojené systémy. Povaha teˇchto
interakcí ovlivnˇuje tvorbu a blíže specifikuje charakter vývoje kognitivních kapacit [23].
Nejcˇasteˇjším prˇíkladem je pokus „tužka v zubech“. Úcˇastníci tohoto experi-
mentu drží v zubech tužku, cˇímž zameˇstnávají svaly, které používáme prˇi úsmeˇvu. Tito
lidé rozpoznávají prˇíjemné veˇty mnohem rychleji než ty neprˇíjemné. Naopak držení
tužky mezi nosem a ústy zameˇstnává svaly, které používáme prˇi mracˇení – efekt na roz-
poznávání veˇt je opacˇný. Veˇdci veˇrˇí, že toto reprezentuje vteˇlenou kognici. Kritici však
tvrdí, že výsledný efekt tohoto experimentu byl zneprˇesneˇn užitím urcˇitých (usnadnˇují-
cích) oblicˇejových svalu˚ [24].
7.3 Odezva mezi aplikacemi
Byl proveden test odezvy pohybu robota na programem vyvolanou kognitivní akci. Byla
proto použita aplikace EmoComposer, která byla vyvinuta spolecˇností Emotiv. EmoCom-
poser dokáže vyslat signál, který vypadá jako definovaná kognitivní akce se zvolenou si-
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lou kognitivní akce. Výsledek tohoto testu bude použit pro uprˇesneˇní metodiky použité
prˇi následujícím testu, u kterého budou kognitivní akce vyvolané lidmi. Meˇl by ukázat
relevantnost zpoždeˇní vytvorˇené aplikacemi s dobou pro vyvolání kognitivní akce uži-
vatelem.
Byl stopován cˇas od kliknutí na vyslání signálu z EmoComposer a cˇas, kdy se
robot rozpohyboval. Interval volání funkce pro zjišteˇní nového stavu z EmoEngine byl
v aplikace Emotiv2Robot nastaven na 100 ms. Zpocˇátku bylo meˇrˇení cˇasu provedeno
pomocí aplikace Stopwatch na iOS zarˇízení, ale protože odezva byla témeˇrˇ nulová, bylo
potrˇeba provést prˇesneˇjší meˇrˇení, a to pomocí zaznamenání akce s cˇasem do souboru
dataSent.log. Z 1000 získaných záznamu˚ byl medián odezvy 126 ms. Což je pouze o 26
ms více než interval pro zjišteˇní zmeˇny stavu získaného z EmoEngine. Mu˚žeme tedy
tvrdit, že odezva mezi aplikacemi nemá vliv na odezvu prˇi pokusu rozpohybovat robota
pomocí headsetu EPOC. Kdybychom si vzali extrémní prˇípad jako rˇízení formule 1. Na
základeˇ studie [29], je reakcˇní doba rˇidicˇe formule 1 mezi 0,25 až 0,3 sekundy.
7.4 Experiment prˇesnosti a odezvy prˇi ovládání robota headsetem
Tento experiment se zameˇrˇuje na prˇesnost ovládání a prodlevu mezi vyvoláním zadané
kognitivní akce pro pohyb robota. Sada kognitivních akcí pro natrénování byla vybrána
na základeˇ poznatku˚ zmíneˇných na zacˇátku kapitoly 7 a spolecˇného cizího jazyku pro
všechny úcˇastníky, kterým byla anglicˇtina. Zadáním bylo, udržet a vyvolat co nejvíce
krát jeden druh kognitivní akce po dobu 1 minuty a nesplést se. Postupneˇ byly testovány
všechny 4 akce u všech 5 úcˇastníku˚ v tomto daném porˇadí: doprˇedu, dozadu, doleva a
doprava. Podarˇilo se získat úcˇastníky s rozdílnými rodnými jazyky, tím se zajistilo, aby
výchozí rodný jazyk nemeˇl vliv na celkový výsledek a v prˇípadeˇ velké odchylky, zjišteˇní,
že výchozí rodný jazyk má vliv na tuto sadu kognitivní akcí. Úcˇastníci experimentu byli
4 muži a 1 žena ve veˇkovém rozmezí mezi 26 a 44 lety. Tito úcˇastníci nemeˇli prˇedchozí
zkušenost s používáním headsetu nebo robotikou a mechanismy v robotice.
Experiment probíhal následovneˇ. Testovaný subjekt se usadil a bylo mu po-
psáno zadání experimentu. Testovaný si sám mohl vybrat 4 slova v anglicˇtineˇ, která se
mu nejvíce spojují se 4 možnými pohyby robota. Je vyžadováno, že prˇi trénování jed-
notlivých akcí by meˇl zkoušet pohnout pravou rukou ve smeˇru pohybu robota. Po prˇed-
stavení zadání byl nasazen subjektu headset a pomocí aplikace Emotiv TestBench bylo
zkontrolováno navázání spojení mezi elektrody a hlavou úcˇastníka experimentu. Násle-
doval trénink teˇchto prˇedem prˇipravených akcí. Bylo trˇeba natrénovat všech 5 akcí, kdy
prˇi trénování neutrální akce se úcˇastník experimentu snažil sedeˇt v klidu, bez mluvení a
žádných dalších úkonu˚. Potom bylo otestátováno v pru˚beˇhu 5 minut, že úcˇastník dokáže
vyvolat každou natrénovanou kognitivní akci. Potom postupneˇ v tomto porˇadí doprˇedu,
dozadu, doleva a doprava bylo testováno vyvolání teˇchto kognitivních akcí, po dobu 1
minuty. V aplikaci Emotiv2Robot byla nastavena nejvyšší citlivost rozpoznávání kogni-
tivních akcí, což prˇineslo více chyb, ale za to zvýšilo celkových pocˇet vyslaných prˇíkazu˚.
Na obrázku 19 je tabulka, zobrazující výsledky experimentu. Po secˇtení hod-
not získáváme celkovou úspeˇšnost, která je 67,14% mezi všemi úcˇastníky a pru˚meˇrnou
dobou prodlevy pro zopakování vyvolání akce bylo 17,225 sekund. Prˇi provádeˇní expe-
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rimentu bylo zaznamenáno, že neˇkterˇí úcˇastnící se pokoušeli zavrˇít ocˇi pro zvýšení kon-
centrace a prˇijímání méneˇ rušících okolních vjemu˚. Úcˇastník Pavol tuto metodu zkoušel
a dokázalo se, že zavírat ocˇi spíše uškodí. Nezpu˚sobilo to zmenšení chybovosti, ani ne-
zlepšilo prodlevu mezi vyvoláním stejné akce znovu. Vypozorovalo se, že jakmile úcˇast-
ník experimentu zaznamená pohyb robota ve správném smeˇru, automaticky se snaží
vyvolat stejnou myšlenku, prˇi které tento úkon byl vyvolaný. Dalo by se rˇíct, že cˇloveˇk
automaticky ve svém podveˇdomí aktivuje ucˇící algoritmus tím, že se snaží vyvolat prˇed-
chozí kognitivní myšlenku, která vyvolala zadaný pohyb robota. Tento ucˇící mechani-
zmus prˇinášel, také cˇástecˇneˇ negativní dopad na výsledek testu. Docházelo k odkloneˇní
od zadaného slova ze sady kognitivních akcí, ale jakmile úcˇastník experimentu zjistil, že
nedokáže vyvolat danou myšlenku pomocí zopakování, vrátil se k použití slova, které
úspeˇšneˇ vyvolávalo pohyb robota.
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8 Záveˇr
Propojení robota s headsetem EPOC a jeho rˇízení bylo úspeˇšneˇ implementováno. V rámci
aplikace Emotiv2Robot, která slouží jako grafické prostrˇedí, umožnˇující vytvorˇení a ulo-
žení profilu, ke kterému jsou trénovány kognitivní akce a je vytvorˇena komunikace s
robotem. Aplikace odesílá informace, které umožnˇují pohyb robota do 4 stran, který se
mu˚že lišit na základeˇ síly kognitivní akce. Informace obsahují také pozici headsetu, která
je odeslána aplikaci beˇžící na robotovi, a ten díky toho dokáže otácˇet hlavou doleva a do-
prava, podle toho, jak uživatel pohybuje svou hlavou. Zvolené 4 kognitivní akce možná
nebyli správným rˇešením, protože prˇesnost ovládání robota byla 67,14%, což nemu˚žeme
považovat jako dostatecˇné procento, naprˇíklad pro rˇízení auta. Na druhou stranu, tato
data byla získána v rámci experimentu, v kterém se podíleli uživatelé, kterˇí pracovali s
headsetem dohromady pu˚l hodiny. Opakovaným zkoušením se prˇesnost ovládání zvy-
šovala, ale bohužel prˇi 4 kognitivních akcích ani zkušený uživatel nedosáhl prˇesnosti
nad 90%. Headset EPOC je schopný prˇijímat surová data a provádeˇt nad nimi optimali-
zaci. Optimalizace a práce se surovými daty je soucˇástí rozšírˇeného SDK vyvíjeného na
VŠB. Tento zpu˚sob nebyl zvolen a mohl by být použit jako rozšírˇené rˇešení této práce,
pro srovnání efektivnosti rozpoznání natrénovaných akcí pomocí Emotiv SDK. Aplikace
Emotiv2Robot se dá použít s jakýmkoli zarˇízením, které by zpracovávalo zprávy, které
tato aplikace posílá. Naprˇíklad vozícˇkové krˇeslo, které bude mít ARM procesor a bude
na neˇm beˇžet Linux distribuce s Java Virtual Machine. V takovém prˇípadeˇ by se mohl
použít dokonce stejný programovací jazyk a firmware, jako byl použit v této práci. Zpra-
cováním tohoto projektu jsem získal znalosti o EEG, seznámil se s headsetem EPOC a
jeho SDK, naucˇil se pracovat s novým firmware LeJOS prˇi programování rˇídící jednotky
Lego Mindstorms EV3 a naucˇil se používat rozšírˇením pro C++, Qt.
Jan Beseda
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A Obrázky
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Obrázek 10: Cheprer, model robota, z pohledu ze shora.
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Obrázek 11: Cheprer, model robota, z pohledu z pravého boku
Obrázek 12: Cheprer, model robota, z pohledu zespodu. Na konstrukci jsou zeleneˇ vy-
znacˇeny EV3 Large Servo Motor a modrˇe EV3 Medium Servo Motor.
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Obrázek 13: Aplikace Emotiv Control Panel - Cognitiv Suite s prˇipojeným headsetem a
bez nasazení.
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Obrázek 18: Aplikace Emotiv TestBench zobrazuje správný cˇi špatný kontakt elektrod s
hlavou uživatele a EEG aktivitu [7].
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B Tabulky
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EEG HEADSET
Pocˇet kanálu˚ 14 (plus CMS/DRL reference, P3/P4 lokace)
Názvy kanálu˚ (tzv. 10-20 ale pouze 14) AF3, F7, F3, FC5, T7, P7, O1, O2,
P8, T8, FC6, F4, F8, AF4
Vzorkovací metoda Sekvecˇní vzorkování, jednoduché ADC
Vzorkovací frekvence 128 SPS (2048 Hz vnirˇní)
Rozlišení 14 bitu˚ 1 LSB = 0.51uV
Šírˇka pásma 0,2 - 45 Hz , digitální filtry vrubu 50Hz a 60Hz
Filtrování Zabudovaný digitální Sinc filtr 5. porˇadí
Dynamický rozsah 8400uV (pp)
Spojovací mód AC spojený
Konektivita Proprietární bezdrátové, 2.4GHz
Zdroj LiPoly
Kapacita baterie 12 hodin
Meˇrˇení impedance Real-time kontaktní kvalita
Tabulka 3: Tabulka specifikací headsetu. [5]
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C Výpisy kódu
// MainController.cpp
void MainController::getNextEvent(){
int state = EE_EngineGetNextEvent(eEvent);
if (state == EDK_OK) {
EE_Event_t eventType = EE_EmoEngineEventGetType(eEvent);
EE_EmoEngineEventGetUserId(eEvent, &userID);
QStringList actionsToActivate;
actionsToActivate << "push" << "pull " << " left " << " right " ;
switch (eventType) {
// Headset connected
case EE_UserAdded:
{
m_profileControl−>addHeadset(userID);
emit headsetStatus("Connected");
connectedToHeadset = true;
m_profileControl−>setConnected(m_profileControl−>setupProfile(userID));
if (m_profileControl−>getConnected()){
m_cognitiveControl−>setActiveActions(userID, actionsToActivate);
m_cognitiveControl−>updateLabels(userID);
}
break;
}
// Headset disconnected
case EE_UserRemoved:
{
m_profileControl−>removeHeadset(eEvent, userID);
emit headsetStatus("Not connected");
break;
}
case EE_EmoStateUpdated:
{
EE_EmoEngineEventGetEmoState(eEvent, eState);
int actionType = 0, actionPwr = 0;
m_cognitiveControl−>getAction(eState, &actionType, &actionPwr);
m_gyroControl−>getGyro(userID, &gyroX, &gyroY);
if (m_sender−>getStatus()){
m_sender−>send(actionType, actionPwr, gyroX);
}
break;
}
case EE_CognitivEvent:
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{
m_cognitiveControl−>handleCognitivEvent(eEvent);
break;
}
default:
this−>popupMsgBox("Unhandled operation " + eventType);
break;
}
}
else if (state != EDK_NO_EVENT) {
this−>popupMsgBox("Internal error in Emotiv Engine!");
this−>m_mainTimer−>stop();
}
}
Výpis 4: Implementace hlavní metody trˇídy MainController. Je volána každých 100ms.
