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Abstract
This thesis collocates itself and is going to enrich a literature context which is
already extensive but full of contrasting results and thus far from conclusion.
Our work measure the magnitude of long-run convergence process among five
major European financial markets over a period of four decades. Equity price
indexes are examined first within the framework of a static cointegration
analysis using the Johansen procedure; the latter is then supplemented by a
dynamic rolling cointegration technique which takes into account the extent
of the evolving integration process which is reflected into the equally time-
varying relations among the variables. The results show that the degree of
convergence among European stock markets has been increasing during the
recent two decades.
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1 Introduction 
The concept of financial market integration is central to the international finance literature and 
has progressively become one of the main political objectives at  the top of the European 
Commission agenda. When retracing the economic history of the European Union it becomes 
clear that the concept of economic  integration – and financial markets integration in 
particular – is a beneficial process deeply rooted in all  important political acts. This concept 
emerges from the Treaty of Rome, is central in the Single European Act,  and is one of 
foundations of the Lisbon Strategy, approved by the EU Council in March 2000 with the aim 
of  making Europe "the most competitive and dynamic knowledge-based economy in the 
world, capable of  sustainable economic growth with more and better jobs and greater social 
cohesion".  There are in fact several potential benefits deriving from integrated markets. For 
example, it is well accepted in the theoretical literature that integration of financial markets is 
fundamentally linked to economic growth and is unquestionably welfare-enhancing at the  
macroeconomic level through risk sharing benefits and reductions in macroeconomic 
volatility. As the ECB
1
 has put it:  
 
“... a well developed financial system enhances productivity by accelerating the speed of 
capital reallocation in the process of 'creative destruction'. The idea is that financial 
market help to channel resources (mainly capital) from declining industries to firms, 
entrepreneurs and sectors with good growth prospects. So, financially well developed 
economies converge faster to the efficient production frontier and experience higher 
overall productivity growth, since capital is allocated to the sectors that earn higher 
returns”.   
 
From an empirical point of view, researchers and scholars have given considerable attention 
to the relationships between national equity markets as a proxy for the more general definition 
of financial markets which is a broad term describing any marketplace where buyers and 
sellers participate in the trade of assets such as equities, bonds, currencies and derivatives. 
The choice of stock markets as the object of inquiry has several motivation. In first place,  
there exists already ample evidence that full convergence in European bond markets and 
money markets had been achieved by the mid- to late 1990s (e.g. Frankel 1994) and it is 
                                                          
1
  ECB “The role of Financial Markets and Innovation in Productivity and Growth in Europe”, Occasional Paper 
Series No 72,  September 2007 
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therefore far less clear whether, and to what extent, European equity markets have become 
more integrated. Second, the answer to this question has important implications not only for 
policy-makers in meeting the challenges of European integration and shaping policy 
responses to more integrated and interdependent financial markets in Europe, but also for 
investors and their portfolio allocation decisions, as we will see later. Historically, then, 
researchers investigated whether or not stock markets exhibit similar price characteristics and 
are converging over time, or indeed, are already fully integrated (see for example: Taylor and 
Tonks, 1989; Kasa, 1992; Malkamaki, 1992; Corhay et al., 1993; Arshanapalli and Doukas, 
1993; Monadjemi and Perry, 1996; Serletis and King, 1997; Cheung and Ng, 1998; Phylaktis, 
1999; and Georgoutsos and Kouretas, 2001). Often these studies calculates the number of 
common stochastic trends over pre-specified sample periods using cointegration techniques, 
and they associate convergence to the presence of one or more cointegrating vectors. They 
treat, thus, convergence as a static concept rather than as a gradual and on-going process. 
Several authors such as Serletis and King (1997), Rangvid (2001), Pascual (2003) and 
Gilmore et al. (2008) utilize the same framework of common stochastic trend analysis but 
focus instead on the dynamic process of convergence using either the Kalman filter, or 
recursive and rolling cointegration analysis. The latter technique is the one that we choose in 
our study.  In fact, the large literature on the topic of financial integration covers several 
aspects of stock market convergence, that is,  if, how and why, stock markets are converging 
.While then several papers are aimed to  investigate the determinants of stock market 
integration with a view to evaluating the effectiveness of the EMU in its promotion, we focus 
on the dynamic nature of stock market convergence and we investigate the evolving 
integration process among five major European countries. In particular we will try to measure 
when and to what extent it has advanced. As we said, we make use of the rolling cointegration 
analysis. This technique, as discussed by Nikolaos Mylonidis and Christos Kollias (2010), 
allows  for the emergence of a clearer picture of the possible dynamic linkages among the 
European stock markets since, although the sample size remains unchanged, the sample 
period moves ahead by one observation at a time. Therefore, the observed test statistics at 
every stage reflect the variation in the interrelationship among the stock markets due to new 
information. Consequently, by rolling analysis, one may assess the gradual convergence over 
time, i.e. whether the linkages among the EU stock markets have strengthened over the whole 
period as the process of EMU deepens. This is very useful in accounting for multiple 
structural changes in the underlying interrelations among the European stock markets, and 
hence in assessing the process of convergence in terms of both degree and timing.  Many 
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studies tend to examine only the first decade since the euro has been introduced. However the 
introduction of the euro in 1999 symbolizes, de facto, only  the culmination of efforts to 
create a single currency zone within the European Union (EU). This event was preceded by a 
gradual regulatory harmonization among European stock markets and the abolition of various 
restrictions on nonresidents (Licht 1998), which facilitated stock market integration. It was 
also preceded by a concerted effort among EU countries to satisfy the Maastricht criteria for 
joining the Eurozone. This effort led to the so-called nominal convergence, that is, a gradual 
convergence of inflation and long-term interest rates toward German levels, which resulted in 
a convergence of real risk-free rates. The effort to satisfy the Maastricht criteria also led to 
better-balanced fiscal budgets, which may have led to a ‘‘real convergence’’ of European 
economies, that is, an increased synchronization in business cycles across the European 
economies. It is thus of great interest to consider a time span large enough to encompass all 
the major events that led to the creation of the European Monetary Union. Furthermore, as 
will be discussed later, cointegration is a long-run concept and cointegrating relations need 
time to develop. For these reasons our dataset starts from 1970. The section that follows 
provides an overview of the three topics namely, Economic and financial market integration, 
Portfolio theory and diversification benefits, Efficient Market Hypothesis, which taken 
together are commonly referred to as the financial integration literature. Section 3 delineates 
the data and the preliminary analysis; after reporting preliminary statistics, Section 4 
describes the path that leads to the “congruent” specification of our VAR model;   Section 4 
described the cointegrated VAR model: we utilize the Johansen (1988) multivariate 
cointegration tests to ask how many common stochastic trends, or equivalently, how many 
cointegrating vectors, there are in the stock markets in our sample. The last Section presents 
the rolling analysis. The conclusions follow. Estimation results and related findings are shown 
in each Section. 
 
 
 
 
  
8 
 
2 Literature Review 
2.1 Lines of research 
The world’s economic and financial systems are becoming increasingly integrated due to the 
rapid expansion of international trade in commodities, services, and financial assets. The 
commodities and services trade linkage arises from the fact that increasing proportions of 
domestic production are exported to foreign countries, while increasing proportions of 
domestic consumption and investment use commodities and services that are produced 
overseas and are imported. At the same time, as this real international integration is occurring, 
both the level and pace of international financial integration have increased. The financial 
assets linkage arises because national and overseas residents, whether households, 
corporations, or financial institutions, can increasingly decide whether to hold domestic assets 
such as bills, bonds, equity, or other assets in foreign countries. 
The topic of financial markets integration become of particular interest if we consider the 
implications that the actions of international investors who seek the best risk-return profiles in 
an increasingly integrated international financial system have on the ability of governments to 
pursue independent policy objectives. Even if the effects and implications of strengthening 
linkages among countries will be categorized and explained in more details below, it’s 
intuitive that the actions of different agents that operates in the markets directly affect and 
forcefully impact on the determination of exchange rates, influence the levels of national 
income and employment, and may eventually curtail the potential benefits of international 
diversification. The field of inquiry, the stock market integration, is but one facet of capital 
market integration, itself a subset of economic integration. Interest in stock market integration 
arises primarily because financial theory suggests that an integrated regional stock market is 
more efficient than segmented national capital markets. With an integrated regional stock 
market, investors from all member countries will be able to allocate capital to the locations in 
the region where it is the most productive. With more cross-border flows of funds, additional 
trading in individual securities will improve the liquidity of the stock markets, which will in 
turn lower the cost of capital for firms seeking capital and lower the transaction costs 
investors incur. These suggest a more efficient allocation of capital within the region. 
 
9 
 
Several factors can explain a significant long-run relationship among different regional stock 
indices: strong economic ties, policy coordination, and trade among the relevant regions may 
indirectly link stock indices together (Cheung & Lai, 1999; Choudhry, 1996; Ripley, 1973).  
Economic conditions and policy coordination resulting in lower interest rates and decreased 
inflation or reflecting the world’s general financial condition may lead to co-movement of 
different stock indices. For instance, an a priori observation is that stock prices are the present 
value of the expected future dividends that are influenced by economic fundamentals, and 
hence the common trends should be especially evidenced among countries whose 
fundamentals are closely interrelated due to their utmost degree of policy coordination and 
economic integration such as European countries via the monetary union. The real interest 
rate linkage among regions can thus facilitate long-run relationships between different stock 
indices due to its important role in stock markets and due to international capital flows.  
For what concern trade, the market segmentation explanation states that the growing 
importance of international investors, cross country stock investing, the substantial 
improvements in communication technology, the innovations in financial products and 
services, and deregulation and liberalization, as well as the increase in the activities of 
multinational corporations can further induce long-run relationships among regional stock 
indices, as argued by Jeon and Chiang (1991).  Moreover authors like Chambet and Gibson 
(2008) and  Pretorious (2002), show that increasing trade openness positively contribute to 
financial market integration among countries, as well as strong bilateral relationship increase 
the level of interdependence between stock markets. Study by Chen and Zhang (1997) shows 
that countries with strong economic ties in terms of trade tend to have financial markets that 
move together. Finally, Chinn and Forbes (2004) show that bilateral trade flows are the most 
important determinant of cross-country linkages in stock markets; in particular  where 
economic and industrial structures in countries differ then the degree of financial integration 
between markets can also be different. 
 
It has been noticed also that co movement of regional stock indices may increase after some 
turmoil in the markets owing to (local and global) contagion effects (Chan, Gup, & Pan, 
1997). The phenomenon states that the world stock markets will become more integrated 
following some turbulence in the markets. As mentioned above, there could be many reasons 
to induce interrelationships among regional stock indices; it would be of interest to investors, 
policy makers, and academicians to know whether the data reveal any such long-run and 
short-run relationships. 
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Notwithstanding the huge amount of efforts and researches that have been addressing the 
subject, we still don’t have any theory to specify any structural econometric model. In such 
situations, time series techniques are more appropriate to use to investigate the long-term and 
short-term relations among regional stock indices because in time series analysis no a priori 
model is specified, and the inference is made based on analysis of the series. Then 
cointegration, causal, and innovation analyses are deemed to be the appropriate tools to 
investigate short-term and long-run relationships by many scholars. Especially cointegration 
analysis, which was first introduced by Engle and Granger (1987), has been applied to several 
economic data in a wide variety of settings. This widespread interest in cointegration appears 
to have arisen from a combination of forces. First, many univariate economic time series 
appear to behave like difference-stationary or integrated of order one I(1) series, a 
requirement for cointegration. Second, cointegration often provides an appealing way to 
represent long-run equilibrium relationships implied by economic theory. Third, a voluminous 
specialized econometric literature has developed to facilitate estimation and inference when 
cointegration may be a feature of the data. 
 
It can be easily realized, the literature is so vast that writing a thorough and comprehensive 
review is a daunting task and we cannot be fully inclusive of all the articles published on the 
topic. However this chapter summarizes the existing research in three classes on the basis of 
their purposes: some articles try to infer the economic and financial determinants that cause 
financial integration, thus studying and identifying some of those same reasons that we have 
mentioned early. A second strand shed some light on the implications that stock market 
integration have on portfolio diversification strategies. The third and more discussed line of 
research focuses on the efficient market hypothesis (EMH from now on). In particular, as will 
be explained in more details later, some authors argue that if markets are cointegrated then 
weak-form efficiency cannot by any means hold. The chapter provides also a brief description 
of the main methodologies applied to study integration, outlines some issues concerning 
cointegration  tests and other arising from the data sample, and reports evidence and results 
from the existing literature on integration among stock markets. 
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2.1.1 Economic and financial markets integration 
As well developed financial markets contribute significantly to economic growth (see Arestis, 
Demetriades and Lunitel (2001) and Beck, Levive and Loeysa (2000)), the development and 
integration of European financial markets is of particular importance. From a theoretical point 
of view, several authors have tried to give an explanation to the phenomenon and try to 
identify several factor influencing the integration process. Kevin Bracker, Diane Scott 
Docking , Paul D. Koch (1999) point out that a better comprehension of why national stock 
markets display different degrees of interdependence over time is critical to understanding the 
forces behind global integration. They argue that each national equity market varies over time 
reflecting: 
 i. sources of information that also influence other national markets,   
ii. sources of information that do not affect other national markets, and  
iii. noise.  
They thus conclude that  common sources of information should represent sources of 
covariation across the stock returns of different national equity markets. 
Different authors agree on  indicating several different macroeconomic factors as significantly 
associated with the extent of stock market integration over time. These significant factors 
include  measures of bilateral import dependence, geographic distance between markets, and 
in particular the real interest differential between markets and the market size differential.  
The analysis of the economic, in particular the growth effect of increased equity market 
integration has also yielded some interesting findings. It is generally accepted (see, e.g., 
Bekaert et al., 2003; Demirguc-Kunt & Levine, 2001; Goldsmith, 1969; King & Levine, 
1993a,b; Levine & Zevros, 1998) that increased financial development has a positive 
relationship and is a major cause of economic development. The main drivers of this 
increased development are typically seen to be the increased rigor of legal practices, the 
increased supply of capital to local economies, and the increased competitive forces acting on 
local financial intermediaries. Other authors, such as Marcel Fratzscher (2001) show that the 
drive towards EMU contributed to the financial integration process. It was found that reduced 
exchange rate uncertainty as well as monetary policy convergence of interest rates and 
inflation rates have been the central driving force behind the financial integration process in 
Europe.  
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2.1.2 Portfolio Theory and diversification benefits 
Increased financial integration among stock markets in the world motivates international 
investors to look for new investment opportunities in order to improve risk adjusted returns 
for their portfolios. Stocks in different countries are exposed to different factors and as such, 
by diversifying investments into international stocks, investors get access to the factors that 
may not be represented in their domestic market. This is why if, in the long-run,  two markets 
are cointegrated, i.e. they share a common trend, the diversification would not be as effective 
because the systematic (country) risk cannot be diversified away.  
 In the context of modern portfolio theory the gains from international diversification are 
inversely related to the correlations of security returns included in the portfolio by an investor. 
Incentives for investing into international markets arise from lower correlations between asset 
returns as compared with that of the domestic assets. A number of studies (Eun and Resnick 
(1984), Errunza and Padmanabhan  (1988),  Divecha et al. (1992) and Michaud et al. (1996)) 
demonstrates the advantages of international diversification emanating from the low 
correlations between developed and emerging equity markets. However  recent research 
including Gupta and Donleavy (2009) has demonstrated that correlations are changing over 
time and may be increasing. If correlations increase the apparent benefits of diversification 
into emerging markets potentially diminishes (Kearney & Lucey, 2004).  
Investors using modern portfolio theory use correlations as measure of asset co-movements as 
input into portfolio optimization problem in determining asset allocations. If they are not 
integrated and have lower correlations there may be potential benefits in considering these 
markets for a possible inclusion in the portfolio. However even if return correlations are low 
between stock markets, international diversification gains can be minimal in the presence of 
cointegration because, in that case, stock market prices trend or comove together over 
extended time horizons (e.g., Blackman et al., 1994; Chen et al., 2002). Conversely, 
considerable benefits should be possible in non-cointegrated markets (e.g., Kanas, 1998; 
Gilmore and McManus, 2002). One last remark should be  made about the contagion effect; 
several studies are aimed to define the influence caused by market crises on diversification 
opportunities. The common conclusion in these studies is that market crises cause an increase 
in market correlation and integration, and reduction in benefits of portfolio diversification. 
For instance  Hamao et al. (1990), Rahman and Yung (1994), and Meric and Meric (1997), 
document a significant increase in correlations and volatility transmission between equity 
markets during, and after, the 1987 international equity market crash. 
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2.1.3 Efficient Market Hypothesis 
A theme greatly debated in the literature is the relationship that exists between the efficient 
market hypothesis and cointegration. The discussion among academics is far from over, but 
we want to provide the reader with some guidelines that have emerged so far. As Sergio 
Lence and  Barry Falk (2005) point out, the efficiency and integration of asset markets are 
two basic issues in financial economics that have been examined using cointegration methods. 
The empirical literature on cointegration and market efficiency is based on the premise that if 
asset prices in two efficient markets are I(1) processes, then these prices cannot be 
cointegrated. For example, Granger (1986) states: <<If xt, yt are a pair of prices from a jointly 
efficient, speculative market, they cannot be cointegrated.>>;  if they were, an error correction 
representation would exist, implying that part of the change in the asset price would be 
predictable, which is clearly inconsistent with the definition of weak efficiency according to 
which asset prices incorporate all available information  (see also Granger and Escribano, 
1986). The notion that cointegration is inconsistent with weak efficiency of speculative 
markets applies both to pair-wise combinations of currencies [see, e.g. Hakkio and Rush, 
(1989); MacDonald and Taylor, (1989); Coleman, (1990); Booth and Mustafa, (1991); 
Copeland, 1991; Sephton and Larsen, (1991)] and of higher dimensional systems, and to a 
vector of n stock prices: if n markets are considered, and cointegration is found, that implies 
inefficiency of all n markets  [see, e.g. Baillie and Bollerslev, (1989); Coleman, (1990); 
Sephton and Larsen, (1991)]. This alleged inconsistency between cointegration and efficient 
markets has been challenged in the last few years. It has been argued that the definition of 
efficient markets as markets in which changes in asset prices are unpredictable does not have 
much economic content. Market efficiency can be defined more usefully as lack of arbitrage 
opportunities  [see Levich, (1985); Ross, (1987)]. When the random walk condition is 
replaced with a no-arbitrage condition, any link between efficiency and cointegration 
disappears. This concept was firstly adopted by Dwyer and Wallace (1992), who set out to 
demonstrate that cointegration or lack of cointegration of two or more spot rates has no 
implications for the inefficiency of international capital markets. Their argument is that spot 
rate changes can be predictable in an efficient market if all information relevant to predicting 
changes in the spot rate is used to determine the forward rate. Hence, it is true that 
cointegration of two or more spot rates implies predictability of at least one spot rate, but that 
is not evidence of inefficiency of international capital markets. Whether asset prices in 
efficient markets are cointegrated or not depends upon other features of the underlying model, 
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a point subsequently reinforced by Engel (1996) who uses a simple monetary model of the 
exchange rate, in which capital markets play no role, to show that spot rates can be 
predictable in an efficient market regardless of the time series properties of the risk premium. 
As he puts it, ‘cointegration and international capital market efficiency are separate issues’.  
Crowder  (1994), once again on this topic,  claims that what accounts for the predictability of 
exchange rate changes in an efficient market is the fact that the forward risk premium is not 
stationary and stresses that in a multivariate context the issues of causality and exogeneity 
also become relevant. The latter concept is especially important also for our analysis and will 
be discussed in section 5.3.2. 
Several authors agree on the fact that one should be cautious to use cointegration  to test the 
market efficiency. In fact the existence of cointegration does not necessarily imply market 
inefficiency. This long-run relationship among asset prices might be explained by time-
varying risk factors or market segmentation. The seminal works by Campbell (1987), Harvey 
(1989, 1991), and Bekaert and Harvey (1995) all show that the risk premium on equities is 
indeed time varying. Thus, any attempt to model the integration of markets without taking 
account of this time variation may yield confusing and partial results. Once again, 
cointegration may exist due to market segmentation caused by the national borders. Individual 
markets might be efficient while national boundaries and regulations keep them from fully 
integrated. One can thus consider the absence of cointegration as the necessary but not 
sufficient condition to market efficiency. Therefore, the cointegration test may be used to test 
Market Efficiency Hypothesis, but researchers must be very careful to interpret the empirical 
results. 
Even if the conjectures that we reported above are conflicting, it must be recognized that if a 
stock's price follows a stock specific random walk, market indices cannot be cointegrated 
unless they are perfectly correlated, as clearly showed by Thomas Dimpfl (2013). So, to the 
extent that market efficiency is interpreted to mean that asset prices are random walks, the 
argument that prices in efficient markets cannot be cointegrated is correct. Indices are in fact a 
mere combination of n different random walks which itself is non-stationary by construction.  
However, once one has argued that asset prices are random walks, the restriction that they are 
not cointegrated is redundant. 
Lastly Sergio Lence and  Barry Falk (2005) working within the context of a standard, general 
equilibrium asset-pricing framework, specialized to assure that equilibrium prices are 
constructed to follow a unit root processe, show that market efficiency, market integration, 
and cointegrated prices are independent restrictions. That is, depending upon the parameters 
15 
 
characterizing technology, endowments, and preferences, any point in the product space 
formed by (markets efficient, markets not efficient) x (markets integrated, markets not 
integrated) x (prices cointegrated, prices not cointegrated) can emerge as an equilibrium 
outcome. Consequently, in the absence of a sufficiently well-specified model, cointegration 
tests are not informative with respect to either market efficiency or market integration. A 
similar conclusion is reached by the same Thomas Dimpfl (2013) who says that  
“cointegration is not a suitable framework to analyze the interdependence or the integration of 
international financial markets”. 
2.2 Methodologies 
This paragraph outlines the main methodologies that have been used in published studies for 
detecting market integration. The techniques will be briefly discussed without providing 
specific details which can be found in the articles cited.  
 
Various aspects of equity market relationships have been investigated, including volatility 
spillovers across markets, financial crises contagion  and market correlation structures. 
The volatility-spillover literature, concentrates on volatility linkages among stock markets. To 
address the dynamic process of convergence, researchers employ either variants of GARCH 
models, or regime switching models with time-varying transition probabilities for different 
regimes ( Hardouvelis et al., 2006). 
Variance decomposition is used to analyze the impact of innovations in a particular market on 
other markets (spillover effect). Variance decomposition of the forecast errors of the returns 
of a given market indicates the relative importance of the various markets in causing 
fluctuations in returns of that market. This method allocates the variance of the forecast error 
into percentages that are accounted for by innovations in all market’s own innovations. The 
information contained in the VDCs can be equivalently represented by graphs of the impulse 
response functions (IRFs). Both are obtained from the moving average (MA) representation 
of the original VAR model. IRFs essentially map out the dynamic response path of a variable 
due to a one-period standard deviation shock to another variable.  The results based on VDCs 
and IRFs are generally found to be sensitive to the lag length used and the ordering of the 
variables. In order to circumvent this problem,  generalized IRFs are used because they are 
not sensitive to the ordering of the variables and do not assume that when one variable is 
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shocked, all other variables are switched off (see R. Masih, A.M.M Masih/ Journal of 
international Money and Finance 20 (2001) 563-587). 
 
Economic integration among countries is based on trade relationships, as well as economic 
indicators which can affect directly stock markets, like, interest rates and inflation, while 
stock market characteristics are based on the composition of whole economies as well as the 
size of equity markets. A phenomenon well-documented by many authors is the increase in 
correlations during a particular period, often during financial crises . Pretorious , 2002
2
 in this 
regard, argued that comovements among stock markets might be attributed to three factors: 
economic integration and stock market characteristics, as stated above, and the contagion 
effect. In particular, contagion occurs when co-movements of equity markets are not 
explained by economic fundamentals. Increase in correlations can be because of any of the 
three factors cited here.  The hypothesis at the basis of the test is that correlation coefficients 
across stock markets are likely to increase during period of high volatility. Following  Rakesh 
Gupta , Francesco Guidi (2012), ‹‹ if a crisis hits country A with increasing volatility in its 
stock market, it will be transmitted to country B with a rise in volatility and, in turn, the 
correlation of stock returns in both country A and country B. In order to check the validity of 
the previous assumption, we use the heteroscedasticity- adjusted correlation coefficients 
proposed by Forbes and Rigobon (2002), then we use the standard Z-test for statistical 
inferences››. 
 
A significant number of papers have examined the international integration of equity markets 
from the perspective of increasing correlations in their returns over time. In general 
correlation tests may indicate benefits for short-term investors as it has been stated in the 
paragraph on portfolio diversification benefits.  The argument here is that if the correlation 
structure demonstrates instability over time, then, assuming that the trend is towards increased 
correlation, this indicates greater integration. The correlation analysis could then be derived 
from the correlation matrices. 
However the preponderance of literature ((see e.g.  Fischer & Palasvirta, (1990); Longin & 
Solnik) recognizes that constant correlation coefficients are not able to show the dynamic 
market conditions in response to innovations. Rakesh Gupta and  Francesco Guidi (2012) for 
example, estimate a DCC-GARCH model proposed by Engle (2002). Then they plot the 
                                                          
2 Pretorious, E. (2002). Economic determinants of emerging stock market interdependence. Emerging Markets Review, 3, 
84–105. 
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dynamic time varying correlations obtained from the above DCC-GARCH models. Their 
graphs show evidence of varying patterns in the correlation dynamic path, which is the reason 
for using the DCC-GARCH modeling strategies.  
 
As we stated above, although correlation tests may indicate benefits for short-term investors, 
bivariate and multivariate cointegration tests will reveal whether long-term common trends 
exist between countries’ stock markets, while allowing for the possibility of short-run 
divergences. Two primary methods exist to examine the degree of cointegration among 
indices. A thorough description can be found in Enders (1995)
3
. 
The first is the Engle-Granger methodology (see Engle and Granger (1987)) which is 
bivariate, testing for cointegration between pairs of indices. The second is the Johansen-
Juselius technique (see Johansen (1988) and Johansen and Juselius (1990)), which is a 
multivariate extension and allows for more than one cointegrating vector or common 
stochastic trend to be present in the data. The advantage of this is that the Johansen-Juselius 
approach allows testing for the number as well as the existence of these common stochastic 
trends. In essence , the J-J approach involves determination of the rank of a matrix of 
cointegrating vectors. The Johansen tests can also be conducted with the inclusion of a 
dummy variable to observe the effects of  tumultuous event on the strength of long-run 
equilibria where significant occurrences need to be investigated, as it is done by Cheung and 
Lai (1999) and Rangvid (2001). 
 
There are a variety of feasible alternative approaches to the cointegration methodology. 
Among the many Lucey, Aggarwal and Muckley (2004) and Manning (2002) use the Haldane 
and Hall (1991) Kalman Filter based Methodology. The Haldane & Hall (hereafter HH) 
method estimates a simple equation of the following specification:  
 
   
   
   
           
   
   
        
 
via Kalman filter estimation. Here the market subscripted B is the pre-imposed internal base 
market and that subscripted X is the pre-imposed external market. There are a number of 
                                                          
3
 Walter Enders, Applied Econometric Time Series. New York: John Wiley & Sons, Inc.,1995. 
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indicators of convergence or divergence. Negative values of    indicate divergence, as does a 
tendency to move further from zero. 
 2.2.1 Dynamic Procedures in Assessing Integration 
In order to asses integration among different countries’ stock indices , a necessary condition is 
choosing markets that posses homogeneous equity risk premia. In addition, as shown by 
Campbell (1987), Harvey (1989), Harvey (1991) and Bekert and Harvey (1995), the risk 
premium of equities is time-varying. Thus, any attempt to model the integration of markets 
without taking account of this time variation may yield confusing and partial results. 
Besides  we should consider that stock prices are non-stationary in nature and cointegration 
analysis over full sample periods is inappropriate for investigating gradual convergence since 
it fails to take into account the fact that convergence is an ongoing process. This means that a 
possible finding of cointegration would simply indicate that convergence among  stock 
markets has already taken place. Nevertheless, the condition of having achieved convergence 
is different from that of achieving convergence . Thus, what is more interesting to examine is 
whether markets have moved from non-convergence to convergence or from weak-form 
convergence to stronger-form convergence and vice versa. Given these considerations, 
dynamic cointegration techniques can be very useful in examining international market 
integration.  
The JJ approach generates two statistics of primary interest. The first is the λtrace statistic, 
which (in this instance) is a test of the general question of whether there exist one or more 
cointegrating vectors. An alternative test statistic is the λmax statistic, which allows testing of 
the precise number of cointegrating vectors. These test statistics can be plotted over time to 
examine how the nature of market integration is changing over time. Lucey,  Aggarwal and 
Muckley indicate two different windowing strategies: a recursive one, termed the Global Plot 
and a rolling approach, named the Local Plot.  The Global Plot derives the statistic of interest 
over the chosen period t0 to tn. This period is then extended by j and the statistic is re-
estimated from t0 to tn+j. Eventually, the estimation procedure reaches the end of the data 
(equivalent to the standard static JJ estimation over all time periods). The relevant statistic is 
then plotted. A set of series that are in the process of converging should be expected to show 
increasing numbers of cointegrating vectors. In fact if we consider a set of p series which 
have n cointegrating vectors, n<p,  implies that there are n linear combinations of the p 
vectors that are stationary. If we later find that we have k vectors, k>n, there are additional 
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combinations that can be used in the representation of the p data. If we have a static number 
of cointegrating vectors then recursive estimation will simply lead to an upward trend in the 
λtrace statistic.  The interpretation proceeds by examination of the plotted statistic. An upward 
trend indicates either increased integration and/or a move towards integration, a downward 
trend indicates decreased integration and/or a move away from integration. The Local Plot 
estimates the statistic of interest  over an l period window, from t0 to t0+l, and this is then 
moved k data points along the dataset and the statistic estimated from t0+k to t0+k+l. The 
statistic is thus estimated over a window of constant length. Local Plots focus on changes in 
cointegration during the previous l-period and provide a more refined tool to investigate the 
impact of external shocks on the market integration process.  
As discussed in J.Rangvid and C. Sorensen (2000), an increasing path in the recursive statistic 
can be due to both (i) an actual increase in the number of cointegration vectors (ii) adjustment 
towards the asymptotic properties of the particular test (that is to say an increase in the power 
of the test). On the other end, the rolling analysis makes it possible to evaluate whether a 
finding of increasing test statistics in the recursive tests is due to actual convergence and not 
the inclusion of additional observations in itself. The two representations are thus 
complementary. This topic is discussed in details in Chapter 5. 
 
We should note here that common stochastic trend analysis is not the only measure of stock 
market convergence within the rolling cointegration framework. The time-varying parameter 
of the error correction term (ECT) also provides an alternative, and probably more appealing, 
measure of convergence. By definition, ECTs reflect deviations from the long-run 
equilibrium, and thus their estimated parameters represent the speed of adjustment from 
disequilibrium. Higher values of those coefficients, as the sample rolls forward, can be 
interpreted as a higher degree of stock market integration.  If the cointegration relations are 
appropriate, then error correction coefficients must be statistically significant for the relations 
to be consistent with stationary processes (Dolado et al., 2001). It follows that even if higher 
convergence is not reflected in a change in the number of cointegrating vectors, a faster speed 
of adjustment to equilibrium is still an indication of higher long-run integration. Last, but not 
least, rolling tests on the elements of the ECT’s matrix (i.e. rolling weak exogeneity tests) can 
reveal causality dynamics governing the behavior of the stock markets. 
 
Apart from the time-varying nature of equity risk premia, which is taken into account once the 
recursive and rolling analysis are employed,  recent studies have also highlighted the time-
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varying nature of inter-market relations (Bekaert & Harvey, 1995; Gelos & Sahay, 2000). 
Violation of the stability assumption is especially likely to occur over long periods, which 
constitute the focus of cointegration studies. Campos, Ericcson, and Hendry (1996) and 
Gregory and Hansen (1996) show that structural breaks have important implications for 
cointegration analysis because they deteriorate the power of cointegration tests and lead to the 
underrejection of the null hypothesis of no cointegration. One may erroneously conclude, 
therefore, that cointegration relations do not exist, although they are present with structural 
changes. Gregory and Hansen (1996) develop residual-based tests for the null of no-
cointegration against several alternative hypotheses of cointegration subject to a one shift in 
the cointegrating vector at some unknown date. This methodology allows a more general 
specification of long-run relations than conventional cointegration tests do, while also 
allowing the estimation of the date of the structural change, rather than arbitrarily assuming 
when it takes place on the basis of market history. However, the authors emphasize that this 
test procedure ‘‘does not provide much evidence concerning the question of whether or not 
there is a regime shift, since the alternative hypothesis contains as a special case the standard 
model of cointegration with no regime shift” . In other words, the underlying motivation of 
Gregory and Hansen’s methodology is not the estimation of the break date per se; instead the 
focus is on improving the power of conventional cointegration tests by allowing for a 
structural change. 
 
Another methodology that allows structural break to modify the parameters in the 
cointegrating relation, is the Markov-Switching VAR. The MS-VAR model was proposed by 
Krolzig (1997). It is a multivariate generalization of the Hamilton’s (1989) model. 
It can capture, for example,  possible structural breaks across bull and bear market regimes. 
2.3 Data sample and Estimating issues 
This section provides the reader with a comprehensive description of the data sources, the 
frequency , the time span and the logic behind the grouping of those countries whose stock 
indices are generally analyzed. In addition several issues that arise when choosing the data 
and estimating the model are considered and discussed. 
 
The major data sources used by many authors can be identified in the Morgan Stanley Capital 
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International database and Standard and Poor Global database; these indices are end-of-
month value weighted indices of a large sample of firms in each national stock market.  For 
each country, MSCI indices include local currency, US dollar denominated and U.S. CPI 
adjusted indices while the S& P500 index is generally used to represent the US equity market 
because it is a benchmark for well-diversified US investors.. Other sources are the 
International Financial Statistics  of the International Monetary Fund, the OECD economic 
indicators, the International Finance Corporations  Investable  indices from the Emerging 
Markets Data Base (EMDB) which is used to represent the Central European markets because 
they are specifically designed to be benchmarks for international investors and finally 
Thompson Financial Datastream and Reuters EcoWin database . 
Some indices include reinvested dividends while others do not. However all indices obtained 
are  converted to natural logarithms for further analyses. 
 
An important issue that arise before testing for cointegration, is whether to express these 
prices in terms of the same currency  (generally the U.S. dollar) or using directly local 
currency. The matter deserves some discussion for several reasons. Measurement of the 
degree of integration can proceed from a number of points. These approaches may be 
delineated between direct and indirect measures. Indirect measures encompass issues such as 
corporate financing decisions, credit market spreads, and household financial decisions. On 
the other hand, direct measurements focus on comparisons of the prices of identical assets in 
different markets, in effect testing the law of one price.  Regarding direct measures, financial 
economics tells us that integration of asset markets may be deemed complete when the law of 
one price holds. To measure this requires prices of homogenous assets to be compared across 
national borders. As we have already noticed before, it is the identification of these 
homogenous assets that makes measurement of equity market integration difficult. In 
particular, the assets being compared should have an identical risk profile , if one is not able 
to identify such identically risky assets than adjustments for risk are required. In this context,  
using a common currency unit implies the inclusion in the data of another implicit risk factor, 
specifically the exchange rate risk. Indeed the typical analysis of markets using a common 
currency considers the behavior of stock indices from the perspective of an outside investor 
who values the portfolio in terms of US dollars or other home currency. These converted 
series implicitly represent the sum of the returns on two assets: the stock index and the 
currency.  
22 
 
 In addition the conversion to a common currency also raises the possibility that the converted 
indices will uncover interdependence simply based on the behavior of the outside currency, 
such as general depreciation of the dollar against all local currencies. Theoretically, however, 
a comparison of dissimilar units (currencies), if the units themselves behave differently (as 
would be the case when inflation rates are different across currencies or when real exchange 
rate changes alter the relative values of currency units) may induce invalid conclusions. 
Hence, there are compelling reasons to convert the stock price indices into a common 
measuring unit. In this case, the question is  which currency should be chosen. Concluding, 
the choice of outside currency may affect the results; on conceptual grounds, thus it is of 
interest to examine stock market integration in both local currencies and in a common outside 
currency, and furthermore in more than one common outside currency.  
 
Coming to the sample span, it is well-known that more observations are better because more 
observations allow us to better discriminate among hypotheses. More observations 
can be obtained in one of two ways: (1) higher frequency data with the same time span of 
data, or (2) the same frequency data with a longer time span of data. The articles we have 
reviewed present different frequencies for data and many academics include more than one 
frequency in order to test the robustness of their result; they are daily, weekly, monthly and 
quarterly. Daily data are often chosen in order to reflect the fact that investors in stock 
markets shift their domestic asset allocation quickly. However Montecarlo simulation studies 
show that there is little gain from increasing observations using the first technique but there is 
a gain from using the second. The reason is simple: technique 2 generates more observations 
on long-run fluctuations, so the tests for cointegration can better discriminate between the 
long-run property of cointegration versus non-cointegration. 
Hakkio & Rush  (1991),  argue that  “ when testing for cointegration and faced with short 
sample periods, it is common for researchers to turn to more frequently sampled observations, 
that is, to move from annual to quarterly or monthly data, in order to increase the number of 
observations. We argue that such a gain in the degrees of freedom is more apparent than real. 
Essentially, cointegration is a long-run concept and hence requires long spans of data to give 
tests for cointegration much power rather than merely large numbers of observations.” 
By the same token  Chanwit Phengpis, Vince P. Apilado (2004) “the sample period is chosen 
to reflect the gradually increasing EMU economic interconnection over time, including the 
beginning of the European Monetary System’s (EMS) exchange rate mechanism in 1979; the 
EU policy interdependence set in the Maastricht Treaty (1992) towards the inception of the 
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EMU in 1998; and the passage into the monetary union where a currency (euro) and monetary 
policy are shared by all EMU participants. These expansive time horizons are also 
conceptually consistent with the long-run property of cointegration. Long time spans of data 
are required to appropriately detect its presence”. 
Since cointegration is generally used to test long-run equilibrium relationships between time 
series the researcher  requires answering the question: “How long is the long run?” 
 Unfortunately, a universal answer to the question doesn’t exist. 
In general the answer depends on the economic question being addressed and the nature of the 
data being used. More specifically, Hakkio and Rush’ s results suggest that the relevant factor 
is the length of the total sample period relative to the length of the long run for the data. 
Further, they find that given the above two characteristics, the frequency of observation plays 
a very minor role. 
For what concern the countries examined, they are generally grouped as emerging markets 
and advanced ones, and cointegrating tests are made between the two parties depending on 
the aim of the research. For instance, several studies compare Latin American markets and the 
U.S stock market, or Central East European markets with Britain, France and Germany like in 
Svitlana Voronkova (2004).  Others compare European Markets with  non-EMU countries 
whose stock markets are important globally in terms of their market capitalization such as 
Australia, Hong Kong, Japan, Singapore, and Switzerland ( see Chanwit Phengpis, Vince P. 
Apilado(2004)) . In their article, Kam C. Chan,  Benton E. Gup Ming-Shiun Pan (2003) group 
together several countries depending on the region and size of markets (which is an important 
cointegrating factor as highlighted in the first paragraph). These groups are: 
 
(1) North America - US and Canada; 
(2) Group of Seven - US, UK, Germany, Japan, France, Canada and Italy; 
(3) Four Big European Community - UK, Germany, France and Italy; 
(4) European Community (EMU countries)-  UK, Germany, France, Italy, Belgium, 
Denmark, Netherlands and Spain; 
(5) Scandinavian - Norway, Finland and Sweden; 
(6) European Financial Centers- UK, Germany, France, Switzerland and Belgium; 
(7) Asian- Japan, India, Pakistan and Australia. 
Further, we can add to the list the Central East European countries such as Czech Republic, 
Hungary, Poland called with the acronym CEE, the Association of South-East Asian Nations 
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(ASEAN 5) which includes  Indonesia, Malaysia, the Philippines, Singapore and Thailand 
and the NAFTA countries: Mexico, U.S.A and Canada. Obviously, studies on Asian countries 
include often the stock markets of Hong Kong (Hang Seng), Japan (Nikkei 225) ,Singapore 
(STI) and  India (BSE 30). 
 
2.3.1 Size distortions, over-parameterization and misspecifications in 
the VAR type cointegration tests. 
 
Simulation studies show that the small sample properties of the trace test are different from 
the asymptotic properties (Cheung and Lai 1993; Gregory 1994; Toda 1995; Haug 1996; Ho 
and Sorensen 1996; Gonzalo and Pitarakis 1999).  For this reason, Johansen introduced a 
correction factor to the likelihood ratio test that improves the finite sample properties. 
However, Gonzalo and Lee (1998) show analytically and numerically a few important 
situations where the Johansen Likelihood Ratio test tends to find spurious cointegration with 
probability approaching one asymptotically. In summary, the results of recent econometric 
studies on the Johansen tests suggest that researchers need to take great care to avoid finding 
spurious cointegration relations. The flaws of the Johansen tests lie in the fact that the 
procedure requires the assumption of a correctly specified finite order VAR process. The 
aforementioned simulation studies show that the performance of the test is sensitive to VAR 
model misspecifications. For instance, Kasa (1992) was one of the first to identify one 
common stochastic trend for the stock market of the U.S, Japan, England Canada  and 
Germany. He used monthly and quarterly data over a period of 16 years. In particular his 
results provide much stronger evidence in favor of cointegration for long- lag models than for 
short ones. Richards (1995) examined the statistical basis for the rejection of the null 
hypothesis of no cointegration among five national stock markets in Kasa’s(1992) paper. He 
concluded that the finding of cointegration relationship is due to the failure to adjust 
asymptotic critical values to take into account the small number of degrees of freedom 
embedded in the Johansen’s methodology, especially in a long lag VAR model.  
Richard Fu and Marco Pagani (2010), using the data sample of Kasa, investigate whether the 
findings of cointegration are driven by size distortions of the Johansen’s test, as documented 
in previous econometric simulation studies. They employ the Johansen ’s (2002) small sample 
correction for the likelihood ratio tests and after the correction for small sample their result 
show that cointegration critically depend on long-lag VAR models: they show that  after 
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taking sufficiently long lag model, especially when coupled with over-parameterization of the 
VAR system, the null hypothesis of no cointegration is always rejected, as in the tests without 
small sample correction. However setting the lag length is related to a host of issues. The first 
problem is the specification of the vector to be investigated. This vector should include all the 
variables relevant in the long-run, otherwise problems of omitted variables will arise. 
Secondly, variables which are strict exogenous, while correctly absent from the long run 
specification will exercise a short-run effect and if they are omitted from the short-run 
specification of the restricted VAR will tend to show up as serial correlation. The AIC test 
may give a clear signal of such circumstances where the lags are being used to compensate for 
a misspecified short-run structure. Essentially, most groups of economic variables, including 
stock prices, are not independent of the rest of the national/ international system and such 
interdependence will show up as serial correlation. 
Importantly, however, there is evidence that the rank test is not very sensitive to over- 
parameterization arising from this cause (see e.g. Cheung and Lai, 1993), and that the most 
useful strategy in such circumstances is to select a lag length on the basis of AIC which 
usually allows for a relatively longer lag length and to focus on the Trace test which is more 
reliable in such circumstances than the Maximal Eigenvalue test (see e.g. Lütkpohl, 
Saikkonen and Trenkler, 2001). 
A final remark should be made about heteroscedasticity . Financial data are marked by 
heteroscedasticity which is known to bias Johansen's (1988) test for cointegration  ( Lee & 
Tse, 1996). However the issue is rarely mentioned in the literature. 
2.4 Evidence of financial markets integration 
Based on the assumption that stock markets in different countries share common stochastic 
trends, numerous studies have tried to detect those. One of the first was Kasa (1992) who 
could  identify one common stochastic trend for the stock markets of the U.S., Japan, 
England, Germany, and Canada. He used monthly and quarterly data over a period of almost 
16 years. More recent contributions include Choudhry, Lu, and Peng (2007) and Lucey (2007)  
which all identify exactly one common stochastic trend. However, as explained in the first 
few paragraphs, there is no economic or financial theory predicting the number of common 
stochastic trends. Moreover once the VECM parameters are estimated, it is extremely difficult 
to numerically interpret these  results. 
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It seems then clear that empirical results are divergent even using the same stock market 
indices for the same regions.  Empirical work, thus, cannot unambiguously deduce the 
number of stochastic trends shared by financial markets. The number of detected 
cointegrating vectors critically depends on the number of markets analyzed, the sample time 
span, data frequency and the properties of financial data like fat tails or heteroscedasticity. We 
provide the evidence from many studies grouped depending on the region of interest such 
European markets, Asian markets, Central-East Europe markets and the countries which has 
agreed to sign the NAFTA. 
2.4.1 Europe 
As we said the evidence for European countries is mixed.  David Büttner and Bernd Hayo 
(2011) analyze the determinants of stock market integration between EU member states 
categories for the period 1999–2007 using dynamic conditional correlations estimated by 
DCC-MGARCH models. Moreover their analysis try to disentangle the driving factors behind 
this process. They group EU member countries into three: euro area members, old EU 
member countries not participating in EMU, and new member states. They find that for 
almost all groups of countries there is a significant trend toward more integration. Their 
results show also that foreign exchange risk and interest rate spreads depress integration 
among old EU member states and for participants of the euro area, while the size of relative 
and absolute market capitalization constitutes an enhancing factor. 
Serletis and King (1997), Rangvid (2001), Pascual (2003) and Gilmore et al. (2008) utilize the 
framework of common stochastic trend analysis and focus on the dynamic process of 
convergence using either the Kalman filter, or recursive and rolling cointegration analysis.  
Rangvid (2001) tests the timing of European stock market integration within the framework 
of a recursive common stochastic trends analysis, as presented in Hansen and Johansen (1992, 
1998). His results point towards a decreasing number of common stochastic trends 
influencing the stock markets, and the conclusions are that  the degree of convergence among 
European stock markets has been increasing during the recent two decades. However, Pascual 
(2003) argues that the expansion of the sample size in the Johansen (1991) cointegration test 
can provide misleading results. As a matter of fact, he continues, “increasing values for those 
statistics, which a priori could be interpreted as an increasing support for cointegration, may 
be a reflection of the higher power of the Johansen test as the sample size increases from 20 to 
156 observations”. He proposes then an alternative measure to gauge the extent of stock 
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market integration, that is the coefficient matrix of the error correction term. This matrix can 
be interpreted as the matrix of the speed of adjustment coefficients. He found evidence of 
increasing financial integration for France, as suggested by a rising speed of adjustment but 
no changes in the degree of integration for neither UK nor German stock markets.  
Lucey, Aggarwal and Muckley (2004) analyze how the nature and extent of integration in 
equity price levels changes over time applying dynamic cointegration methodologies to assess 
equity market integration in Europe over the 1985-2002 period. Even if their  measures differ 
somewhat as to the extent and speed of integration, they found evidence on the importance of 
the 1997-1998 period as a period of greatly increased levels of integration. It is notable that in 
the aftermath all of their measures indicate a decrease in measured integration. 
N. Mylonidis, C. Kollias (2010)  examine the time-varying long-run relationship among four 
major European stock market indices in the post-euro era. Using tests that allow for 
endogenously determined breaks in cointegrating relationships and rolling cointegration 
analysis, their empirical results suggest that although some convergence has been taking place 
over time, it is still in the process of being achieved. Moreover plotting  the rolling estimates 
of the weak exogeneity tests (based on one cointegrating vector), they found some weak 
evidence in favor of the German Dominance Hypothesis, i.e. on the hypothesis that the stock 
markets in the euro area are mainly affected by the German stock market but not vice versa. 
Chanwit Phengpis, Vince P. Apilado (2004) conduce a comparative analysis between stock 
market price indices for five EMU (France, Germany, Italy, Netherlands, and Spain) and five 
non-EMU (Australia, Hong Kong, Japan, Singapore, and Switzerland) countries and find that 
stock market price indices of the included non-EMU countries are not cointegrated over the 
full sample period, nor over time, nor after taking into account the 1987 U.S. 
stock market crash or the 1997 Asian financial crisis.  Stock market price indices of the five 
EMU countries studied instead are cointegrated over the full sample period, over time, and 
even after controlling for the 1987 U.S. stock market crash or the 1997 Asian financial crisis. 
The strength of cointegrating relations over the passage of time reflects the extent of 
economic interdependence among EMU countries. 
Using bivariate cointegration approaches Gallagher (1995) finds no evidence of cointegration between 
Irish and either German or UK equity markets. Kearney (1998) also examines this issue, using 
Johansen methods, and finds contrary results with the Irish market being part of a long-run 
relationship with the UK market (and with certain macroeconomic variables).  
Longin and Solnik (1995) who use correlation and covariance matrix estimates, find that over the 
1960-1990 period there was a general increase in integration with covariance increasing markedly in 
28 
 
times of macroeconomic instability. In contrast to Longin and Solnik (1995), Thomas Dimpfl 
(2013) argues that   
there are two possible sources which can induce correlation between the return series: “first 
there may be some stochastic trends which are common to the individual prices. If there is a 
global stochastic trend, this very same trend will be contained in both stock indices. Thus, the 
indices would not be independent any longer and the returns would exhibit some degree of 
correlation, depending on the variance of the global trend relative to the variance of the 
idiosyncratic innovations. Second, index return correlation could also be induced 
by cross-sectionally correlated innovations which are not ruled out by the above setting. 
Again, it is important to note that high correlation between stock markets is not a necessary 
condition for markets to be integrated.” 
2.4.2 Central East Europe 
The prospective CE member states must meet certain economic criteria in order to join the 
EMU, which implies macroeconomic policy adjustments well in advance of their entry. As 
stock market prices tend to reflect domestic 
economic conditions, similar domestic economic environments may result to cointegrated 
stock markets. MacDonald (2001) studies the CE stock market indices as a group against each 
of three developed markets (US, Germany, UK), and concludes significant long-run 
comovements for each of the groupings. Studying portfolio diversification benefits, Gilmore 
and McManus(2002) support the conclusion that US investors can benefit from diversifying 
into the Central European equity markets.  Plamen Patev & Kanaryan investigate four countries 
in Central and Eastern Europe - Russia, Poland, Czech republic and Hungary. They employ 
the Johansen test and find that these markets do not share the co-integrating vector. They 
conclude that CEEM are segmented markets. However applying Granger causality test and 
variance decomposition technique they show that an increase in co-movements between 
markets has been present during crisis period. Voronkova (2004) investigates the long-run 
relationships between CE stock markets (Poland, Czech Republic, Hungary), developed 
European stock markets (Germany, France, UK), and the US, incorporating a structural break 
in the model. Long-run linkages were detected between the CE emerging markets and the 
mature markets, implying limited diversification benefits for international investor portfolios 
allocated to these markets.  Other authors have focused on the interdependence among 
developed equity markets and Eastern Europe emerging markets. For example Syriopoulos 
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(2007) examined both short- and long run relationships among Central Europe (CE) emerging 
markets (Poland, the Czech Republic, Hungary, and Slovakia) and several developed stock 
markets (Germany and US) during the period 1999–2003. Using Johansen cointegration test, 
results show the presence of a long-run relationship among these markets. He conclude that 
economic reforms, the impact of European Monetary Union (EMU) and consistent foreign 
direct investment inflows in the CE economies can be considered relevant factors explaining 
the presence of a cointegrating relationship among CE and developed stock markets. In 
another paper, Syriopoulos and Roumpis (2009) examined interdependence between several 
South Eastern European countries' equity markets and two mature equity markets the US and 
Germany. Results show the existence of a long-run relationship although in the short term, 
investment opportunities may arise for investors interested in diversifying their portfolios in 
the South East Europe. Through the use of Dynamic Conditional Correlation models, it is 
shown that stock market returns of each group of countries are highly correlated, while 
correlations among the groups are lower. 
2.4.3 NAFTA 
The passage of NAFTA in 1993 started a continuing process of trade liberalization and 
cross-border strategic production alliances. NAFTA’s ability to alter trade and investment 
among its three members is based on five principal spokes:  
1) Reduction of direct and indirect trade barriers,  
2) Harmonization of commercial and legal frameworks,  
3) National treatment to member foreign direct and portfolio investment,  
4) Clear specification of the rules of origin, and  
5) Rationalization of dispute settlement procedures.  
Thus, NAFTA can be expected to speed up the integration of real and financial markets 
among the three countries in the NAFTA region. Studies directed toward NAFTA effects on 
stock market integration however provide differing results and implications. The hypothesis 
of a trend toward increasing commonality of business practices in the NAFTA region is tested 
in Braun and Traichal (1999) and they find increasing economic integration in NAFTA. 
Atteberry and Swanson (1997) using daily data for the period 1985-1994 find that more 
causal relationships in the region are identified during periods of economic uncertainty than 
during periods of relative calm. With monthly data from November 1987 until March 1997, 
Ewing et al. (1999) find no evidence of cointegration among stock market price indices in the 
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three NAFTA countries (even with the inclusion of a dummy variable to account for the 
implementation of NAFTA in January 1994). In contrast, other related studies report evidence 
of cointegration among NAFTA stock markets, especially after the passage of NAFTA in 
1994. Darrat and Zhong (2001), using weekly data from 1989 to 1999, find no evidence of 
cointegration during the pre-NAFTA period but evidence of cointegration during the post-
NAFTA period. Gilmore and McManus (2004), who study only the post-NAFTA period 
(1994–2002), report a cointegrating relationship based on both weekly and monthly data. 
These studies collectively suggest that NAFTA implementation has reinforced equity market 
integration and linkages among the member nations. Phengpis  and Swanson (2006) divide 
their study in two sub-period, the pre and post NAFTA periods and they also employ a 10 and 
5 years rolling  window over the period 1988- 2003. The results from static analysis over the 
full sample, during the pre-NAFTA period and during the post-NAFTA period, consistently 
indicate the absence of long-run interrelations among NAFTA stock markets through a 
cointegrating relationship. These results support those in Ewing et al. (1999). The dynamic 
analysis for 10- and 5-year rolling windows instead identifies the presence of a time-varying, 
statistically unstable cointegrating relationship among NAFTA stock markets. Strongest 
significance of cointegration occurs over the window which covers two major tumultuous 
events, the 1994–1995 Mexican peso crisis and the 1997–1998 Asian financial crisis. They 
conclude that “discernible cointegration evidence during periods of international economic 
turmoil suggests that stock market prices in each nation are responding to the same set of 
adverse news and information rather than reflecting economic fundamentals.” 
2.4.4 Asian markets 
 
As reported by Click and Plummer (2005), “the stock markets of the ASEAN-5 countries 
generally have market capitalizations in line with their stages of development. Using 2000 
data, Singapore and Malaysia have market capitalizations as a percent of gross domestic 
product quite similar to the United States; 165.7% and 130.4%, respectively, versus 153.5% 
for the U.S. The Philippines, where stock market capitalization is 69.9% of GDP, is quite 
similar to the level of Japan, at 65.2%. Thailand and Indonesia are the smallest markets, at 
24.1% and 17.5%, respectively, but not out of line with emerging markets around the world. 
These figures suggest that there is a general level of equity market development that may be 
conducive to integration. In contrast, the stock markets of Brunei Darussalam, Cambodia, 
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Laos, Myanmar, and Vietnam are either under-developed or non-existent. Their paper thus 
examines stock market integration in Indonesia, Malaysia, the Philippines, Singapore, and 
Thailand in the aftermath of the Asian financial crisis.” These five countries are the original 
members of the Association of Southeast Asian Nations (ASEAN), which now also includes 
Brunei Darussalam, Cambodia, Laos, Myanmar, and Vietnam. Their empirical results show 
that these stock markets  in the period after the Asian financial crisis (July 1, 1998 through 
December 31, 2002) are cointegrated whether analyzed using daily data or weekly data, and 
whether analyzed in local currencies, the US dollar, or the Japanese yen.  The stock markets 
are thus not completely segmented by national borders. However, there is only one 
cointegrating vector among the five stock markets, leaving four common trends among the 
five variables. We therefore conclude that ASEAN-5 stock markets are integrated in the 
economic sense, but that integration is not complete. By the same token ,Gupta and Guidi 
(2012) explore links between the Indian stock market and three developed Asian markets (i.e. 
Hong Kong, Japan and Singapore) for the period 1998 to 2002 using cointegration 
methodologies. They select the Hong Kong, Singapore, Japan and US stock markets because 
they are the most important in terms of size (ratio of market capitalization to GDP) at Asian 
level and U.S. at global level.  They found  no evidence of cointegration among these 
markets, neither by using Engle and Granger cointegration tests and the more sophisticated 
Johansen cointegration test, nor with  the Gregory–Hansen approach with structural breaks 
among these markets.  DeFusco, Geppert, and Tsetsekos (1996) examine weekly data for 
January 1989–May 1995 denominated in US dollars. They conclude that there is no 
cointegration in a block of Asia-Pacific countries consisting of U.S., Korea, Philippines, 
Taiwan, Malaysia, and Thailand. They also conclude that there is no cointegration in the other 
two other regions they examine, thus capital markets are segmented. Masih and Masih (1999) 
use daily data over 2/14/92–6/19/97 denominated in real US dollars. They find cointegration 
in a block of OECD and Asian countries including the United States, Japan, UK, Germany, 
Singapore, Malaysia, Hong Kong, and Thailand, but conclude that there is at most one 
cointegrating vector, leaving seven independent common stochastic trends. 
Manning (2002) examines both weekly and quarterly data over January 1988–February 1999, 
denominated in both local currency and in US dollars. The system includes Hong Kong, 
Indonesia, Japan, South Korea, Malaysia, Philippines, Singapore, and Thailand, and 
alternately includes/excludes the United States. The general conclusion is that there are two 
common trends, indicating ‘‘partial convergence’’ of the indices. 
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Phylaktis and Ravazzolo (undated) examine monthly data for January 1980–December 1998 
(split into two periods: 1980–1989 and 1990–1998) denominated in local currency, US 
dollars, and real US dollars. The sample consists of the United States, Japan, Hong Kong, 
South Korea, Malaysia, Singapore, Taiwan, and Thailand, and cointegration is found for both 
subperiods in all units of measurement. However, relatively few countries participate in the 
cointegrating vectors. This leads the authors to conclude that the stock markets under 
investigation are not linked. A sub-system consisting of Taiwan, Thailand, Japan, and the 
United States seems to reveal the strongest financial integration. In this sub-system, the 
estimated common trends suggest that the United States has influence in the Pacific Rim, but 
that Japan and—interestingly—Thailand play more significant roles. 
Sharma and Wongbangpo (2002) examine monthly data from January 1986 through 
December 1996 for the ASEAN-5 markets denominated in local currencies. They find a long-
run cointegrating relationship among the stock markets of Indonesia, Malaysia, Singapore, 
and Thailand, but conclude that the Philippine market does not share the relationship. 
Furthermore, there is only one cointegrating vector among the four markets, leaving three 
common trends. One particularly interesting finding is that Malaysia and Singapore move 
together one-for-one in the cointegrating vector, ostensibly because of the distribution of 
inward foreign direct investment flows, the strength of trade between the two economies, the 
geographical proximity, and cultural factors. 
Choudhry and Lin empirically investigate the interaction among the stock prices of Hong 
Kong, Indonesia, South Korea, Malaysia, Philippines, Singapore, Taiwan and Thailand. The 
study applies daily data from January 1988 to December 2002 and the Johansen multivariate 
cointegration method. In order to study the effect of the crisis on the long-run relationships 
the total period is broken into pre crisis period, January 1988 to June 1997 and crisis/post 
crisis period, July 1997 to December 2002.  Cointegration test results indicating significant 
cointegration vector(s) in all three tests during both periods. All three tests during the pre 
crisis period show two nonzero vectors per test imply more than one significant long-run 
relationship between the indices. Finally, Zhuo Qiao, Yuming Li and Wing-Keung Wong 
adopting a multivariate Markov-switching-VAR model (Krolzig, 1997) and a recently 
developed regime-dependent impulse response analysis technique (Ehrmann et al., 2003) 
investigate the dynamic relationships among the stock markets of the US, Australia and New 
Zealand. Their results reveal the existence of two different regimes in the three stock markets 
and as reported by many other, the correlations among the three markets are significantly 
higher in a bear regime than in a bull regime.  
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3 Data and preliminary statistics 
3.1 Data 
For our empirical analysis, we use a sample of five euro zone members having the largest and 
most developed financial markets, namely, France, Germany, Italy, Spain and United 
Kingdom. The relative weight of each European country is showed in Tab.1 where the local 
GDP is expressed as a percentage of the European GDP, averaged on the 1988-2012 period, 
while the market capitalization as a percentage of the country’s GDP is showed in Tab.2 up 
until 2012.  I explicitly do not include the US market, justified on two ground. First our locus 
of interest is the evolving process of integration in the European markets. Second,  several 
studies have established the cointegrating nature of the relationship between the US and the 
UK markets. Thus the effect of the US market can be felt indirectly in the model. The data 
consists of quarterly stock index prices for a sample that spans from January 1970 to 
December 2009, for a total of T=160 observations for each price index. Accordingly with a 
medium/long run perspective we have chosen quarterly data; however,  it is common for 
researchers to turn to more frequently sampled observations, that is to move from quarterly or 
monthly to weekly or daily data , in order to increase the number of observations in a very 
short time period; but such gain in the degrees of freedom is more apparent than real, as  is 
well described by Hakkio and Rush (1991). At least a few decades are needed for a study on 
cointegration to be consistent because essentially, cointegration is a long-run concept and 
hence requires long spans of data to give tests for cointegration much power rather than 
merely large numbers of observations.  All stock price indices originate from Morgan Stanley 
Capital International (MSCI) which is one of the widely used sources of financial data in the 
literature. These  indexes were chosen because they are constituted on a consistent basis and 
thus are fully comparable across countries. They are value-weighted and computed with 
dividends reinvested. The market values of investment companies and of foreign-domiciled 
companies are excluded to avoid double counting. All the indices are denominated either  in 
local currencies or converted into US dollars in order to have the indices in common currency 
units. A brief discussion on the topic has already been provided in the literature review 
chapter. What we can add here is that from a theoretical point of view, there are compelling 
reasons to convert the stock price indices into a common measuring unit, which is the 
American dollars in our analysis. A comparison of dissimilar units that behave differently (as 
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would be the case when inflation rates are different across currencies or when real exchange 
rate changes alter the relative values of currency units) in fact may lead to invalid 
conclusions. However the converted series implicitly represent the sum of the returns on two 
assets: the stock index and the currency. Two alternative scenarios are thus possible: either a 
portion of interdependence across (local-currency-denominated) domestic markets will not be 
captured if exchange rates offset economic shocks that in reality tie the domestic markets 
together; or the converted indices will uncover interdependence simply based on the behavior 
of the outside currency, such as general depreciation of the dollar against all local currencies. 
Hence, the choice of outside currency may affect the results. Finally, we generally assume all 
variables are in logs, which transformation produces more homogeneous series for inherently-
positive variables.  
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 AVRG % GDP WGHT 
EUROPE 
France 16,212 
Germany 22,658 
Italy 13,202 
Spain 7,737 
United 
Kingdom 
15,676 
Table 1. Average countries’ GDP weight 
 percentage to Europe 
MARKET CAPITALISATION LISTED COMPANIES   (%GDP)               
  2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 Average 
France 66.59 75.66 75.84 82.32 107.66 107.31 52.7 75.28 75.6 56.43 69.78 80.15 
Germany 34.44 44.52 43.81 44.15 56.42 63.35 30.58 39.34 43.55 32.68 43.36 46.19 
Italy 39.23 40.6 45.49 44.68 54.81 50.43 22.57 15.03 15.58 19.66 23.85 37.57 
Spain 67.75 82.17 90.05 84.9 107.02 124.88 59.38 89.2 85.16 70.94 75.22 84.65 
United 
Kingdom 
115.01 131.19 126.8 131.74 152.81 135.05 68.9 126.65 135.94 117.11 122.16 129.36 
Table 2.  Market capitalization is the share price times the number of shares outstanding. Listed  
domestic companies are the domestically incorporated companies listed on the country’s stock 
exchange at the end of the year.  
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3.2 Preliminary analysis 
3.2.1 Descriptive statistics 
A visual inspection of the data and their time series properties is a useful first check of the 
assumption of the VAR model. Based on the graph we should focus on whether the series xi,t 
looks stationary with constant mean and variance, or alternatively if Δ xi,t does. Fig. 1 and  
Fig. 2 show the graphs of the data (in logs) in levels and in differences (with 99% confidence 
bands), expressed in common currency. For the prices in levels, a shared upward trend 
characterizes  the period starting from the mid 70’s up until 2000 when the burst of the dot-
com bubble caused a stock market crash which lasted two years. From 2003 to 2007 an 
upward trend again is common across all the markets, while  from the second half of 2007 we 
observe a marked decline of stock prices, whereas some increases seem to characterize the 
second quarter of 2009. The data reveal that the assumption of a constant mean does not seem 
plausible for the prices in levels; the returns on the other hand, seem to be stationary around a 
constant mean. The mean in fact, is not significantly different from 0 for every series on a 5%  
significance level. As many researchers has noted, the variance of aggregate stock returns 
change over time. This case seems to apply also to our series. Some outlier observations 
(larger than ±3 ) appear clearly in the differenced prices for France, Germany and United 
Kingdom. The largest and more considerable are in 1976 for the UK, soon after the  1973–
1974 bear market that lasted two years (January 1973- December 1974), the well-known 
October 1987 crash in German stock prices and the recent financial crises which started at the 
end of 2007. The first crash affected all the major stock markets in the world, particularly the 
United Kingdom. It came after the collapse of the Bretton Woods system over the previous 
two years. The second outlier is caused by the 1987 crash , also known in finance as “Black 
Monday”. Black Monday refers to Monday, October 19, 1987, when stock markets around the 
world crashed, shedding a huge value in a very short time. The crash began in Hong 
Kong and spread west to Europe, hitting the United States after other markets had already 
declined by a significant margin. The third needs no explanation. These are clearly not  
‘normal’ observations, and must be adequately accounted for in the speciﬁcation of the VAR 
model. The remaining large price changes (>3 ) can (but need not necessarily) be 
intervention outliers. 
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Figure 1.  French, German, Italian, Spanish and British price indexes in log levels 
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Figure 2. French, German, Italian, Spanish and British indexes returns. 
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As discussed in Hendry (1995a), since the stock prices are apparently non-stationary, the 
empirical density is not normal, but instead bimodal as shown in Fig.3 below.   
 
 
 
 
 
 
 
Figure 3. Histogram and Density of price indexes in levels 
 
However, as shown in Fig.4, the distribution of the difference (red line),{        }, is 
unimodal, nearly symmetric and approximately normal (green line). The same variable can be 
non-normal in the levels, yet nearly normal in differences. When            
  , the two 
models: 
                                    (2.0) 
                                (2.1) 
 
are isomorphic in that their parameters are related by a one-one transformation and they have 
the same error process. Consequently, some other effect must account for non-normal levels. 
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(   ) and a uniformly distributed component (  ), which is small when   is small, so will 
exhibit bimodality. 
 
 
 
Figure 4. Histogram and Density of price indexes in differences 
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 L_MSCI_FRANCE L_MSCI_GERMANY L_MSCI_ITALY L_MSCI_SPAIN L_MSCI_UK 
 Mean  5.899662  6.033348  5.035031  5.033854  5.892864 
 Median  6.110763  6.215695  5.320919  5.000955  6.179345 
 Maximum  7.757425  7.801021  6.522334  6.747348  7.436829 
 Minimum  4.254463  4.351555  3.259787  3.298869  3.854818 
 Std. Dev.  1.116378  1.032623  0.911044  0.857643  1.007857 
 Skewness -0.014093 -0.078907 -0.265499 -0.039508 -0.221611 
 Kurtosis  1.482433  1.572575  1.786131  2.293634  1.619969 
 Jarque-Bera  15.35868  13.74964  11.70291  3.367974  14.00622 
 Probability  0.000462  0.001033  0.002876  0.185632  0.000909 
 Observations  160  160  160  160  160 
Table 3. Descriptive statistics for the variables in levels  
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Table 3 and Table 4  above reports some descriptive statistics , including sample means, 
medians, maximums, minimums, standard deviations, skewness, kurtosis as well as the 
Jarque-Bera statistics and  p-values for  the variables in levels and  differences. 
Normality is tested with the Jarque–Bera test, which measures the difference of the skewness 
and kurtosis of the series with those from the normal distribution. Under the null hypothesis 
of a normal distribution, the Jarque-Bera statistic is distributed as a χ2  with 2 degrees of 
freedom. The reported probability is the probability that a Jarque-Bera statistic exceeds (in 
absolute value) the observed value under the null hypothesis—a small probability value leads 
to the rejection of the null hypothesis of a normal distribution. Since rejection could be due to 
either excess kurtosis (the normal has kurtosis of 3), or skewness, we report these statistics 
separately. We can observe that all the prices in levels reject the null of normality apart from 
Spain; interestingly also the series of returns strongly reject the normality hypothesis apart 
from Spain. All quarterly stock returns have excess kurtosis, which means that they have a 
thicker tail and a higher peak than a normal distribution. In accordance with other studies, 
France and Germany shows a slightly negatively skewed distribution, while the UK presents a 
 DL_MSCI_FRANCE DL_MSCI_GERMANY DL_MSCI_ITALY DL_MSCI_SPAIN DL_MSCI_UK 
 Mean  0.017375  0.017749  0.008965  0.012176  0.014560 
 Median  0.025688  0.024612  0.007554  0.011031  0.014934 
 Maximum  0.348479  0.338503  0.535131  0.443174  0.609987 
 Minimum -0.408234 -0.452028 -0.412311 -0.347122 -0.413589 
 Std. Dev.  0.116821  0.116200  0.137293  0.117109  0.117405 
 Skewness -0.374237 -0.515740  0.184484  0.035571  0.290626 
 Kurtosis  4.639982  4.974475  4.369855  4.110034  7.665233 
 Jarque-Bera  21.52961  32.87657  13.33374  8.196695  146.4274 
 Probability  0.000021  0.000000  0.001272  0.016600  0.000000 
 Observations  159  159  159  159  159 
Table 4. Descriptive statistics for the variables in levels  
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long right tail, due to some outlier observations (see Fig.2). Over the period under 
consideration, the Italian market exhibits the highest average return (1.775%) and the lowest 
standard deviation, while the Italian market has the (marginally) highest standard deviation 
with the lowest real return (0.896%). 
 
 
 FRANCE GERMANY    ITALY    SPAIN       UK 
 
FRANCE          1.0000     
GERMANY        0.98585        1.0000    
ITALY          0.98319       0.97290        1.0000   
SPAIN          0.96140       0.95119       0.93700        1.0000  
UK             0.96930       0.96990       0.96822       0.92344        1.0000 
Table 5. Correlation matrix  (Price Indexes) 
 
 D_FRANCE D_GERMANY    D_ITALY    D_SPAIN       D_UK 
 
D_FRANCE          1.0000     
D_GERMANY        0.73842        1.0000    
D_ITALY          0.64530       0.61315        1.0000   
D_SPAIN          0.59209       0.62322       0.58923        1.0000  
D_UK             0.65570       0.55966       0.52703       0.48741        1.0000 
Table 6. Correlation matrix (Returns) 
The correlation analysis could be derived from the correlation matrices presented in 
Table 5 and Table 6. Table  shows that the correlation between markets is very high, due to 
the non-stationary nature of the series. In accordance with other studies, correlation among 
returns for the overall period for European markets is fairly high, the highest being between 
Germany and France whose coefficient amounts to 0.73842, whereas the lowest being among 
Spain and UK at 0.48741.  The whole Table justifies that the major European markets 
constitute an integrated market region with low diversification opportunity.   However several 
studies show that that short-term nominal return correlations have not been constant over time 
and  as indicated by Woo-Sik Moon (2001) an increase in cross market correlations does not 
necessarily mean an increase in the financial market integration, because it can be a transitory 
phenomenon that could be observed only in periods of high turbulence. We should not base 
then our results only on correlation analysis. Lessard (1976) indeed has described the 
statistical limitations of the correlation analysis. Stock market date may display substantial 
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serial correlation due to thin trading. This serial correlation may lead to underestimation of 
the correlation between markets and by this way to miss-specify the real co-integration. That 
is why we apply another technique to estimate co-integration -Johansen co-integration test. 
This test requires non-stationary of the time series. 
3.2.2 Unit Roots Test 
Before carrying out a cointegration test, the non-stationarity of the data series has to be 
established. It can be of help to first inspect the data visually, in such a way to have a first 
idea on the order of integration of the process. The analysis is conducted using the variables 
in local currencies, however the same considerations apply to the prices expressed in US 
dollar. A detailed description of the actual plot of the series have already been provided in the 
Descriptive statistics section, where we observed that the data in levels shared a common 
upward trend, while the returns looked stationary around a zero mean. Here we provide a plot 
of the Autocorrelation Function and the Partial Autocorrelation Function. 
 
 
 
 
 
 
 
Figure 5. Autocorellation Function and Partial autocorrelation function with twelve lags for France, Germany, 
Italy, Spain and UK 
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A visual inspection of the ACF and PACF strengthen our hypothesis of a unit root driving the 
price  indices. As expected, the autocorrelation is still high even at the 15th lag and the Partial 
Autocorrelation Function shows a positive spike at the first lag , and no statistically 
significant PACF’s at other lags. The unit root process in fact would have the same  PACF as 
that of a stationary AR(1) process.  In order to confirm that the series are integrated of order 
one, we employed three  unit root test, namely the Augmented Dickey–Fuller (ADF) test 
(Dickey & Fuller, 1979), the Phillips–Perron (PP) test (Phillips & Perron, 1988) and finally 
since it is well known that the ADF tests notoriously have lower power against the stationary 
alternative (see for example Crowder, 1996), a KPSS test (Kwiatkowski et al., 1992) under 
the reversed null hypothesis that the variable is stationary is conducted to ensure the 
robustness of the test results. Each test is described in detail below. 
3.2.2.1 Augmented Dickey-Fuller test 
 
While the D-F test compares the random walk model against a stationary AR(1) process, the 
Augmented Dickey-Fuller (ADF) test constructs a parametric correction for  an higher-order 
correlation by assuming that the series follows an AR(p) process and adding lagged difference 
terms of the dependent variable to the right-hand side of the test regression 
 
       
        
          
           
                                    (3.0) 
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                                                                        ………….. 
    
        
 
which follows from a riparametrization of  an AR(p) process of the form:  
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This augmented specification is then used to test the null hypothesis of non-stationarity  
     
    against the alternative hypothesis      
     using the t–ratio             
where se stands for standard error. The ADF statistic has the same distribution as the DF 
statistic:  
 
         
  
         
     
 
Assuming the series have a non-zero mean, a constant is included in the regression. A general 
to specific approach to eliminate insignificant variables has then been used in order to obtain 
a  final parsimonious model. The optimal number of lags was chosen according to the 
Schwarz Information Criterion (SIC)  and F-test of model reduction, provided that the lags 
yield white-noise residuals. Table 7 reports the results of the unit root tests on the natural log 
levels of the quarterly stock indices. The ADF test is applied to the levels and first differences 
of each series. 
 
 Lag Length p 
for differences  
ADF Critical values 
Variables in log-levels     
France 0 -0.662719 5%=-2.88   1%=-3.47 
Germany 0 -0.7626 5%=-2.88   1%=-3.47 
Italy  5 -1.074072 5%=-2.88   1%=-3.47 
Spain 0 -0.1824 5%=-2.88   1%=-3.47 
United Kingdom 0 -1.320 5%=-2.88   1%=-3.47 
Variables in first difference    
France 0 -11.49**  
Germany 0 -11.50**  
Italy  7 -4.335**  
Spain 0 -11.77**  
United Kingdom 0 -11.51**  
 
                            Table 7. Augmented Dickey-Fuller test for variables in levels and differences. One *  
                            indicates significance at 5% while ** at 1%. The critical value are based on MacKinnon  
                           (1996) one-sided p-values. Lag length is automatically selected using SIC criterion . 
 
The results in Table 7 show that the null hypothesis of a unit root cannot be rejected at the 5% 
significance level. The first-differenced series strongly  reject the null hypothesis, indicating 
that they are stationary. Consequently, all five series are integrated I(1). 
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3.2.2.2 Phillips-Perron Test 
 
The Phillips-Perron (PP) test (Phillips and Perron (1987)) was used as an alternative 
nonparametric model to control for serial correlation. Using the PP test ensures that the 
higher-order serial correlations in the ADF equation were handled properly. That is, the ADF 
test corrects for higher-order autocorrelation by including lagged differenced terms on the 
right-hand side of the ADF equation; whereas the PP test corrects the ADF t-statistic by 
removing the serial correlation in it. This nonparametric t-test uses the Newey-West 
heteroscedasticity autocorrelation consistent estimate, and is robust to heteroscedasticity and 
autocorrelation of unknown form. The PP method estimates the non-augmented DF test 
equation, and modifies the -ratio of the coefficient so that serial correlation does not affect the 
asymptotic distribution of the test statistic. The PP test is based on the statistic: 
 
        
  
  
 
 
 
 
                
   
    
          
 
where     is the estimate, and     the t-ratio of  
 ,        is coefficient standard error, and s 
is the standard error of the test regression. In addition,    is a consistent estimate of the 
error variance in the D-F equation (calculated as           , where k is the number of 
regressors). The remaining term,   , is an estimator of the residual spectrum at frequency zero. 
EViews supports estimators for based on kernel-based sum-of-covariances, or on 
autoregressive spectral density estimation. A detailed description is provided in EViews User 
Guide Vol. II pag 388. The asymptotic distribution of the PP modified t-ratio is the same as 
that of the ADF statistic. In our analysis, a constant is included in the regression equation. 
Moreover, for the PP test the spectral estimation method is the Bartlett kernel, while the 
Bandwidth is the Newey-West. EViews reports MacKinnon lower-tail critical and p-values 
for this test. The results are shown in the Table below: 
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 Bandwidth 
PP  
  PP        p-prob 
Variables in log-levels     
France 3 -0.604         0.8652 
Germany 2 -0.857         0.7994 
Italy  6 -0.950         0.7698 
Spain 7 -0.573         0.8718 
United Kingdom 3 -0.900         0.8593 
Variables in first differences    
France 1 -10.057           0.0000 
Germany 2 -10.872           0.0000 
Italy  5 -11.674           0.0000 
Spain 6 -11.582           0.0000 
United Kingdom 4 -11.837           0.0 000 
    
                                        Table 8. Source: EViews, critical values 5%=-2.88   1%=-3.47 
 
The PP test results suggest rejecting the null hypothesis of stationarity for all market indices. 
These findings clearly support the results of the ADF test obtained before. 
3.2.2.3 Kwiatkowski, Phillips, Schmidt, and Shin Test 
 
The last test we report is the test of Kwiatkowski, Phillips, Schmidt, and Shin (1992; KPSS). 
Up until now, we have assumed that the unit root hypothesis corresponds to the null 
hypothesis. 
 The KPSS (1992) test differs from the other unit root tests described here in that the series is 
assumed to be (trend-) stationary under the null. The basic idea is that a time series is 
decomposed into the sum of a  deterministic time trend, a random walk and a stationary error 
term (typically not white  noise). The null hypothesis specifies that the variance of the random 
walk component is zero. The test is actually a Lagrange multiplier test. The KPSS statistic is 
based on the residuals from the OLS regression of yt on the exogenous variables a constant 
and a trend: 
            
 
The KPSS statistic is defined as: 
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where ,    is an estimator of the error variance and where       
 
     is the partial sum of 
the residuals based on             .  The asymptotic distribution is non standard, and 
Kwiatowski et al.(1992) report a 5% critical value of 0.146. If the null hypothesis is 
stationarity rather than trend-stationarity, the trend term should be omitted from the auxiliary 
regression. The test statistic is then computed in the same fashion but the 5% critical value is 
0.463. EViews run a similar auxiliary regression and compute the following statistic: 
 
    
  
 
    
 
   
 
 
where    is an estimator of the residual spectrum at frequency zero. To specify the KPSS test 
then, you must specify the set of exogenous regressors (constant and trend) and a method for 
estimating  the frequency zero spectrum, which are discussed in details in the EViews User 
Guide Vol. II pag. 388. The reported critical values for the LM test statistic are based upon the 
asymptotic results presented in KPSS. Table 9 reports the results of the unit root tests on the 
natural log levels of the quarterly stock indices. The KPSS test was applied to the levels and 
first differences of each series. Only a constant is included in the auxiliary regression and the 
spectral estimation method is the Bartlett kernel, while the Bandwidth is the Newey-West. 
 
 
 Bandwidth   KPSS        Critical values 
Variables in log-levels     
France 10 1.477** 1%=0.739 5%=0.463 
Germany 10 1.498** 1%=0.739 5%=0.463 
Italy  10 1.300** 1%=0.739 5%=0.463 
Spain 10 1.003** 1%=0.739 5%=0.463 
United Kingdom 10 1.470** 1%=0.739 5%=0.463 
Variables in first differences    
France 3 0.068 1%=0.739 5%=0.463 
Germany 2 0.044 1%=0.739 5%=0.463 
Italy  6 0.095 1%=0.739 5%=0.463 
Spain 7 0.157 1%=0.739 5%=0.463 
United Kingdom 3 0.079 1%=0.739 5%=0.463 
    
                                      Table 9. KPSS for variables in levels and in differences. One * indicates 
                                  significance at 5%while ** at 1%                                          
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The null hypothesis of  stationarity can be rejected at the 1% level , thus the KPSS further 
confirm the previous result of a unit root driving the price indexes.  
All the tests then suggest that all of the series contain unit roots; the hypothesis of a unit root 
cannot be rejected at the 5% level for any of the 60 tests. Since all the series are non-
stationary cointegration analysis is appropriate. 
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4 The Unrestricted VAR Model: Specification, 
Estimation and Inference 
The seminal work of Sims (1972; 1980a; 1980b; 1982) introduced the Vector Autoregressive 
(VAR) methodology into the mainstream of applied macroeconomic research as an alternative 
to multivariate simultaneous equations models. At that time longer and more frequently 
observed macroeconomic time series called for models which described the dynamic structure 
of the variables. VAR models lend themselves for this purpose. They typically treat all 
variables as a priori endogenous, accounting for Sims’ (1980a) basic criticism against 
traditional macroeconometric models, namely a priori exogeneity of some variables and 
identifying  restrictions . First the identifying restrictions employed by model builders were 
deemed “incredible” in the sense that economic theory is weak in deciding what variable 
should enter a reduced form model and exclusion restrictions were routinely imposed with 
little attention to the underlying economic structure. Second, many variables were taken to be 
exogenous with respect to the system by default, rather than as a result of solid economic or 
statistical arguments. As an alternative to the traditional style of identification and estimation, 
Sims suggested formulating unrestricted VAR models, treating all variables as endogenous at 
a first stage in order to avoid infecting the model with spurious or false identifying 
restrictions. Contrary to standard macro-econometric practice, the analyst’s prior knowledge 
is used only to decide what variables should enter the reduced form and, in some cases, the 
time series transformation to be used (log or ratios of variables). Statistical procedures can 
then be used to determine the lag length  and an appropriate treatment of trending variables. 
Estimation  of unrestricted VAR model is simple since single equation methods like OLS are 
consistent and, under normality of the errors, efficient. When a statistical model free of 
restrictions based on alleged a priori knowledge has been devised to summarize the data, 
economic hypothesis can be formulated and tested and the historical dynamics of the data can 
be examined. Our analysis proceeds by first specifying and estimating a reduced form model 
for the Data Generating Process and then checking its adequacy. Model deficiencies detected 
at the latter stage are resolved by modifying the model. If the reduced form model passes the 
checking stage, it may be used for forecasting, cointegration analysis etc.. 
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4.1 The reduced form and the dynamic properties of a 
VAR process 
To understand when a VAR is an adequate description of reality, it is important to know the 
limitations as well as the possibilities of that model. A VAR model can be a convenient way 
of summarizing the information given by the autocovariances of the data under certain 
assumptions about the DGP. However, the required assumptions may not hold in any given 
instance, so the ﬁrst step in any empirical analysis of a VAR is to test if these assumptions are 
indeed appropriate. A  stationary vector autoregressive model arises naturally as a model of a 
data set (       )’  viewed as a sequence of T realizations from the p-dimensional process 
{  }, given the two general simplifying assumptions of multivariate normality and time-
invariant covariances.  When specifying a VAR, one first has to decide which variables    to 
include into the model. Since one cannot include all variables of potential interest, one has to 
refer to economic theory or any a priori ideas when choosing variables. This involves some 
process of marginalization, that is the elimination of information deemed unnecessary for the 
purposes of statistical analysis,  in that the joint probability density of the VAR model must 
be interpreted as having been marginalized with respect to some variables that are potentially 
relevant (see e.g. Clements and Mizon 1991, or the discussion in Canova, 1995). For the seek 
of simplicity we can write a simple VAR(2) model as: 
                                                                                                     (4.1) 
where               t = 1,…,T and the parameters (  ;  ;  ;  ) are constant and 
unrestricted, except for    being positive-deﬁnite and symmetric. Given (4.1), the conditional 
mean of    is: 
                                    
say, and the deviation of    from   deﬁnes   : 
          
Hence, if the assumptions of multivariate normality, time-constant covariances, and 
truncation at lag 2 are correct, then (4.1 ): 
  is linear in the parameters; 
  has constant parameters; 
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  has normally distributed errors   , with: 
  (approximate) independence between    and       for lags h = 1,2,…. 
These conditions provide the model builder with testable hypotheses on the assumptions 
needed to justify the VAR which will be discussed in details in the next section. For this 
study,  we are concerned with  a set of five related price indexes variables collected in 
                 .  For each group of non-stationary economic variables, the Johansen and 
Johansen and Juselius cointegration procedure is implemented by constructing a VAR(k) 
process as in (3.2)  
                                                                                         (4.2) 
where each variable is explained by its own lagged values, and the lagged values of all other 
variables in the system;    (j=1,…,k) are the coefficient matrices, constant and unrestricted; 
   is a vector of deterministic components, such as constant, seasonal dummies and 
intervention dummies;    is a white noise error vector with non-diagonal covariance matrix  
Ω. Using terminology from the simultaneous equation literature, the model (4.2) is in reduced 
form because all right-hand side variables are lagged or predetermined. The instantaneous 
relations between the variables are summarized in the residual covariance matrix. Using the 
lag operator      as                   
 , the process (3.2) can be equivalently 
written as 
            
             
               
Define the characteristic polynomial: 
                
   
The dynamic stability of the process in (3.2) can be investigated by calculating the roots of 
         which contain all necessary information about the stability of the process and, 
therefore, whether it is stationary or non-stationary. In econometrics, it is more usual to 
discuss stability in terms of the companion matrix of the system, obtained by stacking the 
variables such that a ﬁrst-order system results. Ignoring deterministic terms, for a VAR(2) 
model we have: 
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where the first block is the original system, and the second merely an identity for     . Now 
stability depends on the eigenvalues of the coefficient matrix in (4.3), and these are precisely 
the roots of            . For a p-dimensional VAR with 2 lags, there are 2p eigenvalues 
and 
 if all the eigenvalues of the companion matrix are inside the unit circle (alternatively, 
if the roots of        are all outside the unit circle), then {  } is stationary; 
 if all the eigenvalues (roots) are inside (outside) or on the unit circle , then {  }  is 
non-stationary; 
 if any of the eigenvalues (roots) are outside (inside) the unit circle, then {  }  is 
explosive. 
In other words,    is stable if all roots of the determinantal polynomial are outside  the 
complex unit circle. In that case    is I(0). Under usual assumption, a stable process    has 
time invariant means, variances and covariances structure and is, hence, stationary. If 
however                 , (i.e. the process has a unit root) and all other roots are outside 
the complex circle, then some or all of the variables are integrated and the process is, hence, 
non-stationary and the variables may be cointegrated. For a price index VAR(2) model, we 
have 2x5=10 roots, the moduli of which are: 
 
  
       Root Modulus 
  
   0.981922  0.981922 
 0.965122 - 0.056856i  0.966796 
 0.965122 + 0.056856i  0.966796 
 0.860080  0.860080 
 0.707789  0.707789 
 0.230287  0.230287 
 0.020536 - 0.122962i  0.124665 
 0.020536 + 0.122962i  0.124665 
-0.051050  0.051050 
 0.006153  0.006153 
  
                                                     Table 10. Roots of Characteristic Polynomial 
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Figure 6 illustrates these in relation to the unit circle. We note that the system is stable (no 
explosive roots), that there is one near-unit root, suggesting the presence of a stochastic 
trends, as well as several complex roots (whether a pair of roots is real or complex can depend 
on the third or smaller digits of the estimated coefficients, so is not usually a fundamental 
property of such a ﬁgure). Since there is one root very close to unity for the five variables, the 
series seem non-stationary and possibly cointegrated. 
 
 
Figure 6. Inverse roots of AR Characteristic Polynomial on the unit circle 
4.1.1 A different representation of the unrestricted VAR 
The unrestricted VAR can be given different parameterizations without imposing any binding 
restrictions on the parameters of the model (i.e., without changing the value of the likelihood 
function). At this stage, we do not need to specify the order of integration of   : as long as the 
parameters (π;   ;   ;    ) are unrestricted, OLS can be used to estimate them. Four 
different parametrization can be used to obtain the first unrestricted estimates of the VAR. 
Although the parameters differ in the four representations, each of them explains exactly as 
much of the variation in  . We present only the first reformulation of (4.1) into the following 
equilibrium-correction form: 
      
   
                                (4.4) 
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5
Inverse Roots of AR Characteristic Polynomial
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where              and   
   
    .  This form will be used in the next chapters 
below. 
4.2 Estimation of VAR models 
Reduced form VAR models can be estimated  with standard methods. Classical least squares 
and maximum likelihood (ML) are discussed.  Consider the levels VAR(p) model written in a 
compact form: 
                           
where                         . The deterministic terms may be adjusted accordingly if 
there is just a constant in the model or no deterministic component at all. Given a sample of 
size T,        , and p presample vectors,           , the parameters can be estimated 
efficiently by ordinary least squares (OLS) for each equation separately. The estimator is 
easily seen to be 
                         
 
    
 
         
 
    
 
    
                (4.5) 
This estimator is identical to the generalized least squares (GLS) estimator, if no restrictions 
are imposed on the parameters. For a normally distributed (Gaussian) process   , where 
          , this estimator is also identical to the ML estimator, conditional on the initial 
pre-sample values. Thus, the estimator has the usual desiderable asymptotic properties of 
standard estimators. It is asymptotically normally distributed with smallest possible 
asymptotic covariance matrix and the usual inference procedures are available if the process is 
stable. In other words, in this case t-statistics can be used for testing individual coefficients 
and for setting up confidence intervals. Moreover F-tests can be used for testing statistical 
hypothesis for sets of parameters. Of course, in the present framework these procedures are 
only valid asymptotically and not in small samples. 
If there are integrated variables so that        , the process is not stable and the variables 
may be cointegrated. In that case the OLS/ML estimator can still be used and it is still 
asymptotically normal under general conditions (see Park and Phillips (1988,1989)). 
However, in that  case the covariance matrix of the asymptotic distribution is singular because 
some estimated parameters or linear combinations of them converge with a faster rate than the 
usual    rate when the sample size goes to infinity. This result implies that t-, χ2 – and F-tests 
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for inference regarding the VAR parameters may be invalid asymptotically (Toda and Phillips 
(1993)). Although these properties require caution in doing inference for integrated processes, 
there are many situations where standard inference still holds (see Toda and Yamamoto 
(1995), Dolado and Lütkepohl (1996)). In particular, asymptotic inference on impulse 
responses remains valid if the order of the VAR process is greater than one. If restrictions are 
imposed on the parameters, OLS estimation may be inefficient. In that case GLS estimation 
may be beneficial. Let                      and suppose that there are linear 
restrictions for the parameters such as zero restrictions which exclude some of the lagged 
variables from some of the equations. Linear restrictions can often be written in the form  
                            (4.6) 
where R is a suitable, known              restriction matrix with rank M which 
typically consists of zeros and ones and   is the (M x 1) vector of unrestricted parameters. 
The GLS estimator for   is then  
          
 
      
   
     
  
        
         
  
                   (4.7) 
The estimator   has standard asymptotic properties if        , that is, the GLS estimator is 
consistent and asymptotically normally distributed and ususal methods for inference are valid 
asymptotically. In practice, the white noise covariance matrix is usually unknown and has to 
be replaced by an estimator based on an unrestricted estimation of the model. The resulting 
feasible GLS estimator, say   , has the same asymptotic properties as the GLS estimator under 
general conditions. The corresponding feasible GLS estimator of α,    =R  , is also consistent 
and asymptotically normal and allows for standard asymptotic inference. For Gaussian white 
noise   , ML estimation may be used alternatively. Its asymptotic properties are the same as 
those of the GLS estimator under standard assumptions. For I(1) processes  a specific analysis 
of the integration and cointegration properties of the left-hand side variables of the individual 
equations is necessary to determine the asymptotic properties of the estimators and the 
associated inference procedures. 
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4.3 Model Specification 
Model specification in the present context involves selecting: 
1. The lag length k of the autoregression; 
2. The type of deterministic components to be included in   . 
4.3.1 The lag length of the autoregression 
In choosing the lag length k one must weigh two opposing considerations: “the curse of 
dimensionality” and the correct specification of the model. Since the number of parameters to 
be estimated quickly increases with the number of lags of the system, and because the 
relevant number of degrees of freedom in a VAR depends on the total number of free 
parameters appearing in the system, moderately sized systems become highly over-
parametrized relative to the number of observation, leading to insignificant or inefficient 
estimates of short run parameters. A lag length which is too short, on the other end, produces 
a statistical model where only a subset of relevant information is used to characterize the data 
and leaves serial correlation in    , which may induce spurious significance and inefficient 
estimates. This trade off between overparametrization and oversimplification is at the heart of 
the selection criteria designed to choose k. In specifying the lag length Sims (1977;1980a) 
argues in favor of arbitrary smoothing rules to control the decay of information. The VAR 
order is typically chosen by sequential testing procedures or model selection criteria. 
Sequential testing proceeds by specifying a maximum reasonable lag order, say     , and 
then testing the following sequence of null hypothesis                         , 
etc..The procedure stops when the null hypothesis is rejected for the first time. The order is 
then choose accordingly. For stationary process the usual Wald or LR χ2 tests for parameter 
restrictions can be used in these procedure. If there are I(1) variables these tests are also 
asymptotically valid  as long as the null hypothesis          is not tested. Unfortunately, 
the small sample distributions of the tests may be quite different from their asymptotic 
counterparts, in particular for systems with more than a couple of variables (e.g., Lutkepohl 
(2005, section 4.3.4). Therefore it may be useful to consider small sample adjustments.  
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Formal selection criteria to determine the maximum order of k in a multiple autoregression 
are well established (see the criteria of e.g. Akaike (AIC), 1974; Parzen, 1976; Hannan and 
Quinn, 1978) and some of them have Bayesian justification (see the SIC criterion of 
Schwartz, 1978). In general these criteria appear to differ significantly depending on the true 
lag structure of the generating process and the exact size of the sample. The essence of these 
procedures is straightforward: given a sample size T, the value k is chosen if the reduction of 
the loss function of the system (in all cases the mean square error) due to the addition of the 
k+1 lag is smaller than the increase in the loss function caused by the additional uncertainty 
introduced (more parameters need to be estimated). Some of them have the general form 
                        
where       
         
 
    is the OLS residual covariance matrix estimator for a reduced 
form VAR model of order k ,       is a function of the order k which penalizes large VAR 
orders and    is a sequence which may depend on the sample size and identifies the specific 
criterion. All these methods choose the k which jointly best explains all the variables of the 
system. The various criteria differ primarily in the way the two effects are weighted. As said, 
popular examples are Akaike’s information criterion (Akaike(1973,1974)), 
                   
 
 
    
where    
 
 
 , the Hannan-Quinn criterion (Hannan and Quinn (1979), Quinn(1980)), 
                  
        
 
    
and the Schwarz criterion (Schwarz (1978)) 
                  
    
 
     
In all these criteria         is the number of VAR parameters in a model with order k. 
The VAR order is chosen such that the respective criterion is minimized over the possible 
order k=0,…,Kmax . Among these three criteria, Aic always suggests the largest order, SC 
chooses the smallest order and HQ is between ( Lütkephol (2005)). Of course, the criteria 
may all suggest the same lag order. The HQ and SC criteria are both consistent, that is, under 
general conditions the order estimated with these criteria converges in probability or almost 
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surely to the true VAR order k if Kmax is at least as large as the true lag order. AIC tends to 
overestimate the order asymptotically with a small probability. These results hold for both 
I(0) and I(1) processes. The major drawback of these procedure is that all the variables 
entering the system have identical lag lengths, which need not to be a valid economic or 
statistical restriction, may reduce the efficiency of the estimates and, in some cases, may even 
bias the choice of k ( Akaike, 1970). 
The two procedures we have described are implemented in PcGive which has a Progress 
function and in EViews using the VAR lag order selection criteria. The results for a VAR( 
Kmax=4) nested model with a restricted constant term and without dummy variables for the 
period 1971:01-2009:04 are reported below. Even if Pc Give does not enforce a general-to-
simple modeling strategy, it will automatically monitor the progress of the sequential 
reduction from the general to the specific, and will provide the associated likelihood-ratio 
tests. More precisely, the program will record a sequence of systems, and for the most recent 
system the sequence of models (which could be empty). The program gives a list of the 
selected systems and models, reporting the estimation method, sample size (T), number of 
coefficients (k), the log-likelihood (Kc -2/T log |    | ). Three information criteria are also 
reported: the Schwarz criterion, the Hannan-Quinn criterion and the Akaike criterion. 
Following this, PcGive will report the F-tests (based on Rao's F- approximation) indicating 
the progress in system modeling, as well as likelihood-ratio tests (χ2) of the progress in 
modeling that system (tests of over-identifying restrictions).   
Progress to date 
Model           T    p         log-likelihood          SC         HQ        AIC 
VAR( 4)       156  105  OLS         857.84404     -7.5991    -8.8181    -9.6518 
VAR( 3)       156   80  OLS         841.23469     -8.1954    -9.1242    -9.7594 
VAR( 2)       156   55  OLS         826.03532     -8.8098    -9.4483    -9.8851 
VAR( 1)       156   30  OLS         804.62893     -9.3446    -9.6929    -9.9311 
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All the information criteria point to the most parsimonious VAR(1) model. In contrast the 
reduction by 25 parameters for eliminating lag length 2 is clearly rejected on the overall F-test 
as shown below: 
Tests of model reduction 
VAR ( 4) --> VAR ( 3): F(25,488)=   1.1520 [0.2795] 
VAR ( 4) --> VAR ( 2): F(50,600)=   1.1240 [0.2648] 
VAR ( 4) --> VAR ( 1): F(75,631)=   1.2893 [0.0589] 
 
VAR ( 3) --> VAR ( 2): F(25,506)=   1.0916 [0.3470] 
VAR ( 3) --> VAR ( 1): F(50,623)=   1.3518 [0.0581] 
 
VAR ( 2) --> VAR ( 1): F(25,525)=   1.6111 [0.0317]* 
 
EViews, as well as presenting some information criteria, uses also the sequential modified 
likelihood ratio (LR) test which is carried out as follows. Starting from the maximum lag, test 
the hypothesis that the coefficients on lag l are jointly zero using the χ2 statistics:  
                             
      
where m is the number of parameters per equation under the alternative. Note that we employ 
Sims’ (1980) small sample modification which uses (T-m ) rather than T . We compare the 
modified LR statistics to the 5% critical values starting from the maximum lag, and 
decreasing the lag one at a time until we first get a rejection. The alternative lag order from 
the first rejected test is marked with an asterisk (if no test rejects, the minimum lag will be 
marked with an asterisk). It is worth emphasizing that even though the individual tests have 
size 0.05, the overall size of the test will not be 5%; the results are reported in Table 11 
below: 
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VAR Lag Order Selection 
Criteria     
Sample: 1970Q3 2009Q4     
       
        Lag LogL LR FPE AIC SC HQ 
       
       0 -206.3755 NA   1.03e-05  2.709942  2.807694  2.749645 
1  804.6289  1944.239   3.35e-11*  -9.931140*  -9.344629*  -9.692925* 
2  826.0353   39.79392*  3.51e-11 -9.885068 -8.809798 -9.448340 
3  841.2347  27.28093  3.99e-11 -9.759419 -8.195390 -9.124178 
4  857.8440  28.74694  4.46e-11 -9.651847 -7.599059 -8.818093 
       
        Table 11. * indicates lag order selected by the criterion.    
 LR: sequential modified LR test statistic (each test at 5% level)   
 FPE: Final prediction error     
 
From this first battery of reduction tests, the lag length we should choose is not clearly 
defined. We follow then an alternative procedure to select k that has been popularized in the 
works  of Hendry (1990), Hendry and Mizon(1990) and Clements and Mizon(1991). The key 
to this approach is to select a VAR which is statistically well specified. Given available 
information, econometricians attempt to select an unrestricted “congruent” VAR. A model is 
termed “congruent” if it captures the dynamic relationships existing in the data, it is free from 
specification errors (that is, non-autocorrelation, heteroscedasticty and normality should be 
checked ) and if it has constant parameters. Simulation studies have shown that valid 
statistical inference is sensitive to violation of some of the assumptions, such as parameter 
non-constancy, autocorrelated residuals (the higher, the worse) and skewed residuals, while 
quite robust to others, such as excess kurtosis and residual heteroscedasticity. Our main 
concern, hence, regards autocorrelation in the residuals. We estimated the VAR(1) model 
selected by the information criteria given that it is the more parsimonious in terms of 
coefficients to estimate. However checking for the serial correlation of the residual series 
through the autocorrelation LM test, we rejected the null hypothesis of no serial correlation 
and we opted for a VAR(2) model.  Once such a model is found, the dimensionality of the 
VAR is reduced with a number of t-test and F-tests designed to examine the significance of 
the lag of one variable in one or all the equations. These tests against unrestricted regressors 
are implemented in PcGive with a significance level at 5% marked with a *, at 1%with **. 
This type of test uses Rao's F approximation to test the significance of R
2
r, which amounts to 
testing the null hypothesis that all coefficients are zero, except those on the unrestricted 
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variables. In a single-equation system, with only the constant unrestricted, this is identical to 
the reported F-statistic. Insignificant lags are purged from the original specification to 
produce a parsimonious VAR representation with specification tests used as an essential part 
of the simplification procedure. 
Procedures for checking whether the VAR model represents the DGP of the variables 
adequately range from formal tests of the underlying assumptions to informal procedures such 
as inspecting plots of residuals and autocorrelations. Many model checking procedures are 
based on the residuals of the final model. Some of them are applied to the residuals of 
individual equations and others are based on the full residual vectors. Since a reduced form is 
underlying every structural form, model checking usually focuses on reduced form model. A 
graphical analysis and  formal tests for residual autocorrelation, non-normality and 
conditional heteroscedasticity  for a reduced form VAR(2) are briefly summarized in the 
following sections. 
4.3.1.1 Graphical Analysis 
The obvious features of the graphs are the very close fits (owing to the integrated and non-
stationary nature of the variables and, as before, should not be taken as evidence for the 
goodness of the system representation);  the relatively random (white noise) appearance of the 
residuals with few outliers visible. Further, the residuals seem to be relatively 
heteroschedastic. The autocorrelograms and the empirical densities (with the normal density) 
are reported for the five VAR residuals. There should be no signiﬁcant autocorrelation, if the 
truncation after the second lag is appropriate. Since all the autocorrelation coefficients are 
very small, this seems to be the case. Furthermore, the empirical density should not deviate 
too much from the normal density;  the empirical densities seem to have longer tails (excess 
kurtosis) than the normal density, and the 1987 market crash outlier sticks out for France and 
Germany. Normality seems a fair approximation only for Spain and Italy. 
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Figure 7. fitted ( x
^
t) and actual values ( xt) of the dependent variable over time 
 
 
 
Figure 8. Scaled residuals value for the estimated equation error variance 
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Figure 9. Residual correlogram (ACF). This plots the series {rj} where rj is the correlation coefficient between 
v
^
t and v
^
t-j.residuals.  
 
 
 
Figure 10. Histogram of the scaled residuals and the non-parametrically estimated density of residuals  
fv(
.
)
^
 (red line). The blue line represent a Normal N(0,1). 
0 5 10
0
1
ACF-r:MSCI_FRANCE_U
P
RIC E
I
NDEX  
0 5 10
0
1
ACF-r:MSCI_GERMANY_U
P
RIC E
I
N DEX  
0 5 10
0
1
ACF-r:MSCI_ITALY_U
P
RIC E
I
NDEX  
0 5 10
0
1
ACF-r:MSCI_SPAIN_U
P
RIC E
I
N DEX  
0 5 10
0
1
ACF-r:MSCI_UK_U
P
RICE
I
N DEX  
-4 -2 0 2
0.2
0.4
Density
r:MSCI_FRANCE_U
P
RIC E
I
N DEX  N(0,1) 
-4 -2 0 2 4
0.2
0.4
0.6
Density
r:MSCI_GERMANY_U
P
RIC E
I
N DEX  N(0,1) 
-2 0 2 4
0.2
0.4
Density
r:MSCI_ITALY_U
P
RIC E
I
N DEX  N(0,1) 
-2 0 2 4
0.2
0.4
Density
r:MSCI_SPAIN_U
P
RIC E
I
N DEX  N(0,1) 
-4 -2 0 2 4
0.25
0.50
Density
r:MSCI_UK_U
P
RIC E
I
N DEX  N(0,1) 
63 
 
4.3.1.2 Tests for residual autocorrelation 
Diagnostic testing in PcGive is performed at two levels: individual equations and the system 
as a whole. Individual equation diagnostics take the residuals from the system, and treat them 
as from a single equation, ignoring that they form part of a system. Usually this means that 
they are only valid if the remaining equations are problem-free. The software provides the 
following test statistics for residual autocorrelation: Portmanteau statistic and LM test for 
autocorrelated residuals. Portmanteau and Breusch-Godfrey_LM tests are standard tools for 
checking residual autocorrelation in VAR models. First, we report the definition of these tests 
as reported in the software Help Guide: 
4.3.1.2.1 Portmanteau statistic 
“This is a degrees-of-freedom corrected version of the Box and Pierce 
(1970) statistic. It is only a valid test in a single equation with strongly exogenous 
variables. If s is the chosen lag length and m the lag length of the dependent 
variable, values ≥2(s-m) could indicate residual autocorrelation. Conversely, small 
values of this statistic should be treated with caution as residual autocorrelations are 
biased towards zero when lagged dependent variables are included in econometric 
equations. An appropriate test for residual autocorrelation is provided by the LM test 
for autocorrelated residuals. The autocorrelation coefficients rj are also reported.” 
The null hypothesis of the portmanteau test is that all residual autocovariances are zero, that 
is,                              . The alternative is that at least one autocovariance, 
and, hence, one autocorrelation is nonzero. The test statistic is based on the residual 
autocovariances,       
           
 
     , where the   ’s are the mean-adjusted estimated 
residuals. The Portmanteau statistic is given by: 
              
  
 
   
      
    
or the modified version: 
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may be used. The two statistics have the same asymptotic properties. For an unrestricted 
stationary VAR(k) process their null distributions can be approximated by a              
distribution if T and h approach infinity such that     0 . For VAR models with parameter 
restrictions, the degrees of freedom of the approximated    distribution are obtained as the 
difference between the number of (non-instantaneous) autocovariances included in the 
statistic (     and the number of estimated VAR parameters (e.g., Ahn (1988)), Hosking 
(1980,1981a,1981b). Brüggemann, Lütkepohl and Saikkonen (2006) show that this 
approximation is unsatisfactory for integrated and cointegrated processes. For such processes 
the degrees of freedom also depend on the cointegrating rank. Thus, portmanteau tests are not 
recommended for levels VAR processes with unknown cointegrating rank.  The choice of h is 
crucial for the small sample properties of the test. If h is chosen too small the    
approximation to the null distribution may be very poor while a large h reduces the power of 
the test. Using a number of different h values is not uncommon in practice. The portmanteau 
test should be applied primarily to test for autocorrelation of high order. For low order 
autocorrelation the Breusch-Godfrey LM test is more suitable. In the Help Guide, PcGive 
provides a description of this test: 
4.3.1.2.2 LM test for autocorrelated residuals 
“This test is performed through the auxiliary regression of the residuals on the 
original variables and lagged residuals (missing lagged residuals at the start of the 
sample are replaced by zero, so no observations are lost). Unrestricted variables are 
included in the auxiliary regression. The null hypothesis is no autocorrelation, which 
would be rejected if the test statistic is too high. This LM test is valid for systems 
with lagged dependent variables and diagonal residual autocorrelation, whereas 
neither the Durbin-Watson nor the residual correlogram provide a valid test in that 
case. The    and F-statistic are shown, as are the error autocorrelation coefficients, 
which are the coefficients of the lagged residuals in the auxiliary regression.” 
This test of the     order autocorrelation is calculated using an auxiliary regression as 
proposed in Godfrey (1988). The residuals in the auxiliary model are obtained by regressing 
the estimated VAR residuals,   , on the k lagged variables,                 , and the  
   
lagged VAR residual,     , i.e.:  
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where the first j missing values           are set to 0. The LM test is calculated as Wilk’s 
test with a small-sample correction: 
                 
 
 
    
      
    
    
The test is approximately distributed as    with    degrees of freedom. Because the VAR 
methodology is based on the idea of decomposing the variation in the data into a systematic 
part describing all the dynamics and an unsystematic random part, this is an important test. If 
the test suggests that there are significant autocorrelations left in the model, agents plans 
(based on the conditional expectations of the VAR model) would have deviated 
systematically from actual realizations. Even more importantly, all   and F tests derived for 
the VAR model are based on the assumption of independent errors and if not satisfied the 
distribution of the tests will deviate from    and F in unknown ways. Also the properties of 
the estimators may be sensitive to significant autocorrelations. In particular the OLS estimator 
is inconsistent when there are residual autocorrelations, the larger the coefficients the worse. 
 
The test statistic for the price data, setting the lag length of the test equal to 2, became: 
 
Testing for Vector error autocorrelation from lags 1 to 2 
 Chi^2(50)=   53.978 [0.3249]   and F-form F(50,609)=   1.0024 [0.4719]   
 
MSCI_FRANCE_U$_-_PRICE_INDEX: AR 1-2 test:    F(2,145) =   1.3695 [0.2575]   
MSCI_GERMANY_U$_-_PRICE_INDEX: AR 1-2 test:   F(2,145) =  0.30229 [0.7396]   
MSCI_ITALY_U$_-_PRICE_INDEX: AR 1-2 test:     F(2,145) =   1.4616 [0.2353]   
MSCI_SPAIN_U$_-_PRICE_INDEX: AR 1-2 test:     F(2,145) =  0.98720 [0.3751]   
MSCI_UK_U$_-_PRICE_INDEX: AR 1-2 test:        F(2,145) =  0.22272 [0.8006]   
 
showing complete absence of autocorrelation at either equations and system level. 
4.3.1.3 Tests of residual heteroscedasticity   
The m
th
 order ARCH test is calculated as (T +k−m)×R2, where T is the total sample 
size, k is the lag length of the VAR, and R
2
 is from the auxiliary regression, 
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The test is approximately distributed as    with m degrees of freedom. The null is 
unconditional homoscedasticity, and the alternative is that the variance of the error process 
depends on the regressors and their squares. The residuals from each equation of the data 
were tested individually for ARCH effects with the following result: 
 
MSCI_FRANCE_U$_-_PRICE_INDEX: ARCH 1-2 test:    F(2,143) =  0.15137 [0.8597]   
MSCI_GERMANY_U$_-_PRICE_INDEX: ARCH 1-2 test:   F(2,143) =  0.13629 [0.8727]   
MSCI_ITALY_U$_-_PRICE_INDEX: ARCH 1-2 test:     F(2,143) =  0.91773 [0.4018]   
MSCI_SPAIN_U$_-_PRICE_INDEX: ARCH 1-2 test:     F(2,143) = 0.055192 [0.9463]   
MSCI_UK_U$_-_PRICE_INDEX: ARCH 1-2 test:        F(2,143) =   1.3217 [0.2699] 
 
No residuals exhibits significant ARCH effects. The null is always accepted. PcGive, reports 
other two heteroscedasticity test which are described below: 
 
“Vector heteroscedasticity test (using squares) 
This test amounts to a multivariate regression of all error variances and covariances 
on the original regressors and their squares. The test is c
2
(sn(n+1)/2), where s is the 
number of non-redundant added regressors (collinear regressors are automatically 
removed). The null hypothesis is no heteroscedasticity, which would be rejected if 
the test statistic is too high. Note that regressors that were classified as unrestricted 
are excluded. 
 
Vector heteroscedasticity test (using squares and cross-products) 
This test is similar to the heteroscedasticity test, but now cross-products of 
regressors are added as well. Again, the null hypothesis is no heteroscedasticity.” 
The results show clearly the presence of heteroscedasticity in residuals: 
  
Testing for Vector heteroscedasticity using squares 
 Chi^2(300)=  417.94 [0.0000]** and F-form F(300,1357)=  1.4714 [0.0000]** 
 
Testing for Vector heteroscedasticity using squares and cross products 
 Chi^2(975)= 1329.8 [0.0000]** and F-form F(975,1012)=   1.7908 [0.0000]** 
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MSCI_FRANCE_U$_-_PRICE_INDEX: hetero test:    F(20,123)=   1.0310 [0.4319]   
MSCI_GERMANY_U$_-_PRICE_INDEX: hetero test:   F(20,123)=  0.96227 [0.5118]   
MSCI_ITALY_U$_-_PRICE_INDEX: hetero test:     F(20,123)=   1.7363 [0.0360]*  
MSCI_SPAIN_U$_-_PRICE_INDEX: hetero test:     F(20,123)=   1.8610 [0.0211]*  
MSCI_UK_U$_-_PRICE_INDEX: hetero test:       F(20,123)=   2.7104 [0.0004]** 
 
MSCI_FRANCE_U$_-_PRICE_INDEX: hetero-X test:  F(65,78) =  0.91305 [0.6457]   
MSCI_GERMANY_U$_-_PRICE_INDEX: hetero-X test: F(65,78) =  0.75946 [0.8730]   
MSCI_ITALY_U$_-_PRICE_INDEX: hetero-X test:  F(65,78) =   1.7818 [0.0074]** 
MSCI_SPAIN_U$_-_PRICE_INDEX: hetero-X test:  F(65,78) =   1.2714 [0.1546]   
MSCI_UK_U$_-_PRICE_INDEX: hetero-X test:    F(65,78) =   2.2777 [0.0003]** 
4.3.1.4 Normality Tests 
Normality tests are often used for model checking, although normality is not a necessary 
condition for the validity of many of the statistical procedures related to the VAR models. If 
normality of the residuals is rejected is not necessarily a problem for many of the inference 
procedures. It is, however, often regarded as a signal that model improvements are possible. 
In particular, nonlinearities are not captured by linear VARs or VECMs and may show up as 
nonnormality of the residuals. Nonnormality is also a likely problem if the residuals are 
conditionally heteroscedastic and special test for this feature exists and are described below. 
Multivariate normality tests are often applied to the residual vector of the VAR model and 
univariate versions are used to check normality of the errors of the individual equations. The 
standard tests check whether the third and fourth moments of the residuals are in line with a 
normal distribution, as proposed by Lomnicki(1961) and Jarque and Bera (1987) for 
univariate models. Most normality tests are based on skewness, i.e. the third moment around 
the mean, and excess kurtosis, i.e. the forth moment around the mean. Both are asymptotically 
normal, but unfortunately a fairly large sample is needed before the asymptotics begin to 
work. PcGive propose a univariate test by Doornik and Hansen (1994), and amounts to testing 
whether the skewness and kurtosis of the residuals correspond to those of a normal 
distribution. Before reporting the actual test, PcGive reports the following statistics of the 
residuals: mean (0 for the residuals), standard deviation, skewness (0 in a normal 
distribution), excess kurtosis (0 in a normal distribution), minimum and maximum. The 
multivariate equivalent of the aforementioned single equation normality test, checks whether 
the residuals at hand are normally distributed as: 
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by checking their skewness and kurtosis. A    (2n) test for the null hypothesis of normality is 
reported, in addition to the transformed skewness and kurtosis of the rotated components. The 
multivariate test suggested in Hansen and Doornik (1994) uses the Shenton–Bowman 
transformation to test residual normality in a VAR system. Because the p VAR residuals are 
generally correlated they first need to be orthogonalized. The orthogonalized residuals are 
obtained by a principal components decomposition of the original residual correlation matrix, 
R. The orthogonalized residuals are uncorrelated by construction and independent under the 
assumption of normality. The multivariate normality test is calculated as the sum of the p 
univariate Shenton–Bowman (1977) normality tests using the orthogonalized residuals when 
calculating skewness and kurtosis. For the price indexes data the multivariate Hansen–
Doornik test became:  
 
 Vector Normality test:   Chi^2(10)=   74.428 [0.0000]** 
 
Thus, normality is strongly rejected. To find out whether the problem with the lack of 
normality is associated with some specific variables, it is useful to check the univariate tests. 
Furthermore, because the VAR estimates are more sensitive to deviations from normality due 
to skewness than to excess kurtosis, we report these measures for each variable, namely 
France, Germany, Italy, Spain and UK: 
 
Vector Normality test for Residuals 
Skewness 
     -0.53811    -0.037836      0.77038      0.30392      0.24348 
Excess kurtosis 
       5.1873       3.8746       4.4358       3.2951       5.5418 
Skewness (transformed) 
      -2.7232     -0.20242       3.7184       1.5953       1.2867 
Excess kurtosis (transformed) 
       3.5215       2.6006      0.15397      0.58000       5.4240 
 
MSCI_FRANCE_U$_-_PRICE_INDEX: Normality test: Chi^2(2) =   9.5918[0.0083]** 
MSCI_GERMANY_U$_-_PRICE_INDEX:Normality test:Chi^2(2) =   13.026 [0.0015]** 
MSCI_ITALY_U$_-_PRICE_INDEX: Normality test:   Chi^2(2) =   5.9254 [0.0517]   
MSCI_SPAIN_U$_-_PRICE_INDEX: Normality test:   Chi^2(2) =   4.6543 [0.0976]   
MSCI_UK_U$_-_PRICE_INDEX: Normality test:   Chi^2(2) =   27.113 [0.0000]** 
 
69 
 
We find that the normality is rejected primarily because of non-normality in France, Germany 
and UK equations. This is due to an additive outlier for France and Germany corresponding to 
the 2008 financial crisis and an outlier for UK due to a sudden recovery of its stock market 
after the 1973-1974 bear market. 
 
Residuals exceeding 3.5 standard errors 
      Date    residual      scaled 
   1975(2)     0.43202      3.9263  MSCI_UK_U$_-_PRICE_INDEX 
   2008(4)    -0.39905     -3.5399  MSCI_FRANCE_U$_-_PRICE_INDEX 
   2008(4)    -0.44294     -3.7926  MSCI_GERMANY_U$_-_PRICE_INDEX 
   2008(4)    -0.39938     -3.6297  MSCI_UK_U$_-_PRICE_INDEX 
       1981(3)    -0.38261     -3.5689  MSCI_FRANCE_U$_-_PRICE_INDEX 
 
We see that the outlier in the France and UK price index  equation gives skewed residuals as 
well as substantial excess kurtosis. The residuals from  Germany’s price index equation 
exhibit skewed residuals, whereas kurtosis is less of a problem. Altogether the formal 
misspecification tests have confirmed the findings based on the graphical inspection we made 
previously: multivariate normality is rejected due to non-normality for France Germany and 
UK; there is no autocorrelation left in the residuals; all the variables does not exhibit ARCH 
effects and exhibit thus heteroscedastic residuals. However, the residual autocorrelation tests 
and the ARCH tests are derived under the assumption of normally distributed errors and the 
normality tests are derived under assumption of independent and homoscedastic errors. This 
means that we do not know whether all the tests which already passed the misspecification 
checking can be trusted or not and all misspecification tests need to be recalculated after the 
model has been respecified. As a minimum the respecified model needs to account for the 
three outliers listed above. But, even though these problems are satisfactorily solved there is 
no guarantee that the respecified model will pass the misspecification tests. 
4.3.2 Deterministic components in the model 
When two (or more) variables share the same stochastic and deterministic trends, it is possible 
to ﬁnd a linear combination that cancels both the trends. The resulting cointegration relation is 
not trending, even if the variables by themselves are. In the cointegrated VAR model, this 
case can be accounted for by including a trend in the cointegration space. In other cases, a 
linear combination of variables removes the stochastic trend(s), but not the deterministic 
70 
 
trend, so we again need to allow for a linear trend in the cointegration space. Similar 
arguments can be used for an intervention dummy: the intervention might have inﬂuenced 
several variables similarly, such that the intervention effect cancels in a linear combination of 
them, and no dummy is needed. Alternatively, if an intervention only affects a subset of the 
variables (or several, but asymmetrically), the effect will not disappear in the cointegration 
relation, so we need to include an intervention dummy. 
These are only a few examples showing that the role of the deterministic and stochastic 
components in the cointegrated VAR is quite complicated. However their role in the model is 
important, partly because one can obtain biased parameter estimates if the deterministic 
components are incorrectly formulated, partly because the asymptotic distributions of the 
cointegration tests are not invariant to the speciﬁcations of these components. As shown in 
Juselius (2006) the constant and the deterministic trend play a double role in the cointegration 
model. It is then crucial to distinguish  between the part (of the constant and the trend) that 
belongs to the cointegration relations      and to the equations    . The basic idea can be 
illustrated with a simple VAR representation of the form: 
                                                                
                              (4.8) 
 
where                      To “balance” (),  
      must be I(0) also. Since the 
cointegration relations        are stationary, each of them has a constant mean. Similarly,     
is stationary with a constant mean, which we denote by         , describing a (p x1) 
vector of growth rates. Furthermore , let             describe a (r x 1) vector of intercepts 
in the cointegrating relations. We now take expectations in (4.8): 
 
                                                        
                      
 
Consequently,              .  Note that the constant term   in the VAR model does 
indeed consist of two components: one related to the linear growth rates in the data, and the 
other related to the mean values of the cointegrating relations (i.e., the intercepts in the long-
run relations).  When the cointegration relations are trend free as in (4.8): 
 
             
      
    , 
 
so we can express (4.8) in mean deviation form as: 
71 
 
                       
                           (4.9) 
 
There are two forms of equilibrium correction in (20): that of the growth     in the system to 
its mean  ;  and of the cointegrating vectors        to their mean  . The two mean values,   
and   play an important role in the cointegrated VAR model, and it is important to ascertain 
whether they are significantly different from zero or not at the outset of the empirical analysis. 
To correctly interpret the model, one has to understand the distinction between the part of the 
deterministic component that ‘belongs’ to the cointegration relations, and the part that 
‘belongs’ to the differences. 
In empirical work, usually one has some idea whether there are linear deterministic trends in 
some (or all) of the variables. It might, however, be more difficult to know if they cancel in 
the cointegrating relations or not. Luckily, we do not need to know beforehand, because the 
econometric analysis can be used to find out. As discussed below, all these cases can be 
expressed as linear restrictions on the deterministic components of the VAR model and, 
hence, can be tested. We can outline five baseline cases (this cases are reported as in Juselius 
(2006)) describing how the trend and the intercept can enter a VAR of the form: 
 
                                                                   
                                         (4.9) 
 
where the two (p x 1) vectors   and   can each be decomposed into two new vectors, of 
which one is related to the mean value of the cointegrating relations,       , and the other to 
growth rates in    : 
           
            
 
Case 1.        . This case corresponds to a model with no deterministic components 
in the data, i.e.          and    
         implying that the intercept of every 
cointegrating relation is zero. As demonstrated in the previous section, an intercept is 
generally needed to account for the initial level of measurements,   , and only in the 
exceptional case when the measurements start from zero, or when the measurements cancel in 
the cointegrating relations can a zero restriction be justified. 
 
Case 2.      ,       but     , i.e. the constant term is restricted to be in 
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the cointegrating relations. In this case, there are no linear trends in the data, consistent 
with         . The only deterministic component in the model is the intercept of the 
cointegrating relations, implying that the equilibrium mean is different from zero. 
 
Case 3.       and the constant term    is unrestricted, i.e. no linear trends in the VAR 
model (6.8), but linear trends in the variables. In this case, there is no trend in the 
cointegration space, but            , is consistent with linear trends in the variables but, 
since     , these trends cancel in the cointegrating relations. It appears that      implies 
both linear trends in the data and a non-zero intercept in the cointegration relations. 
 
Case 4.     , but             , i.e. the trend is restricted only to appear in the 
cointegrating relations, but the constant is unrestricted in the model. When    is restricted to 
zero, we allow linear, but no quadratic trends, in the variables. As illustrated in the previous 
section,            , implies a linear trend in the level of   . When, in addition,      
the linear trends in the variables do not cancel in the cointegrating relations, i.e. our model 
contain ‘trend-stationary’ variables or trend-stationary cointegrating relations. Therefore, the 
hypothesis that a variable is trend-stationary, for example, that the output gap is stationary, 
can be tested in this model. 
 
Case 5. No restrictions on μ0, μ1, i.e. trend and constant are unrestricted in the model. 
With unrestricted parameters, the model is consistent with linear trends in the differenced 
variables     and thus quadratic trends in   . Although quadratic trends may sometimes 
improve the fit within the sample, forecasting outside the sample is likely to produce 
implausible results. Instead, it seems preferable to find out what has caused this approximate 
quadratic growth, and if possible include more appropriate information in the model (for 
example, population growth or the proportion of old/young people in a population). 
 
Turning to our empirical study, Table (4) in the Descriptive Statistic section showed that 
           could not be rejected. Hence, there is no evidence of linear deterministic trends 
in the gasoline prices, at least not over the sample period. The graphs in Figure () support this 
conclusion. We conclude that the cointegrated VAR model should be formulated according to 
case 4 here, with the constant term restricted to the cointegration space, and no deterministic 
trend terms. As said before such hypotheses can be expressed later as testable linear 
restrictions on the econometric model. 
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4.3.2.1 Dummy variables in the VAR 
Since in general statistical inference is valid only to the extent that the assumptions of the 
underlying model are satisfied, multivariate normality assumption should be satisfied. 
Therefore, we have to inspect whether it is possible to modify the baseline VAR model so that 
it preserves its attractiveness as a convenient description of the basic properties of the data, 
while at the same time yielding valid inference. Simulation studies have shown that valid 
statistical inference is sensitive to violation of some of the assumptions, such as parameter 
non-constancy, autocorrelated residuals (the higher, the worse) and skewed residuals, while 
quite robust to others, such as excess kurtosis and residual heteroscedasticity.  Significant 
interventions and reforms frequently show up as extraordinary large (nonnormal) shocks in 
the VAR analysis, thus violating the normality assumption. Important tools in this context are 
the use of intervention dummies to account for significant political or institutional events 
during the sample.  
 In practice, it is hard to know beforehand which interventions and reforms were significant 
enough to enter the model. In order to get a sense of where a possible outlier in the data takes 
place, it is often much easier to recognize a possible outlier observation in    than in the 
levels   . Thus, a first tentative decision to model a market crash, for example, with a 
permanent or a transitory blip dummy, can be made by examining the differenced process. 
We already discussed the origin of the outliers that were easily spotted from the graphs (see 
Descriptive statistics). The next step is to  scrutinize the data and the residuals from the first 
baseline VAR to diagnose where in the model we need to correct for outlier observations.   
Based on the criterion     >      PcGive detects five ‘outlier’ observations:  
 
Residuals exceeding 3.5 standard errors 
      Date    residual      scaled 
   1975(2)     0.43202      3.9263  MSCI_UK_U$_-_PRICE_INDEX 
   2008(4)    -0.39905     -3.5399  MSCI_FRANCE_U$_-_PRICE_INDEX 
   2008(4)    -0.44294     -3.7926  MSCI_GERMANY_U$_-_PRICE_INDEX 
   2008(4)    -0.39938     -3.6297  MSCI_UK_U$_-_PRICE_INDEX 
       1981(3)    -0.38261     -3.5689  MSCI_FRANCE_U$_-_PRICE_INDEX 
 
The question is now which kind of intervention dummies should be used to describe these 
extraordinary events. Juselius (2000) shows that a shift in the level of the variables 
corresponds to a permanent impulse blip in the differences, and an impulse effect in the levels 
corresponds to a transitory blip in the differences. Our observations are accounted for by 
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impulse dummy variables defined as follows:         which is unity for t=xx,yy and zero 
otherwise. After having accounted for these extraordinary events, the distributions of the 
residuals became much closer to a normal distribution than in the first tentatively estimated 
model.  
 
Vector Normality test for Residuals 
Skewness 
     0.030514    0.0099778      0.75474      0.28089      0.10760 
Excess kurtosis 
       2.8878       3.9825       4.5105       3.4071       4.7468 
Skewness (transformed) 
      0.16182     0.052924       3.6238       1.4654      0.56932 
Excess kurtosis (transformed) 
      0.11715       2.8296      0.48720      0.96902       4.2749 
Vector Normality test:   Chi^2(10)=   43.104 [0.0000]** 
 
MSCI_FRANCE_U$_-_PRICE_INDEX: Normality test:   Chi^2(2) =  0.72082 [0.6974]   
MSCI_GERMANY_U$_-_PRICE_INDEX: Normality test:   Chi^2(2) =   7.6608 [0.0217]*  
MSCI_ITALY_U$_-_PRICE_INDEX: Normality test:   Chi^2(2) =   8.7841 [0.0124]*  
MSCI_SPAIN_U$_-_PRICE_INDEX: Normality test:   Chi^2(2) =   5.2233 [0.0734]   
MSCI_UK_U$_-_PRICE_INDEX: Normality test:   Chi^2(2) =   4.0944 [0.1291]   
 
However, the empirical model still showed some evidence of excess kurtosis and  
heteroscedasticity effect as appears from the results below, but neither of these usually causes 
serious problems for the properties of the estimates ( see Gonzalo, 1994). We conclude that 
the empirical model is reasonably well specified, and turn to the determination of the 
cointegration rank. 
 
Testing for Vector heteroscedasticity using squares 
 Chi^2(300)=   399.22 [0.0001]** and F-form F(300,1320)=   1.3281 [0.0006]** 
 
Testing for Vector heteroscedasticity using squares and cross products 
 Chi^2(975)=   1345.5 [0.0000]** and F-form F(975,968)=   1.7505 [0.0000]** 
 
MSCI_FRANCE_U$_-_PRICE_INDEX: hetero test:      F(20,120)=   1.1067 [0.3518]   
MSCI_GERMANY_U$_-_PRICE_INDEX: hetero test:      F(20,120)=  0.76610 [0.7486]   
MSCI_ITALY_U$_-_PRICE_INDEX: hetero test:      F(20,120)=   1.4797 [0.1009]   
MSCI_SPAIN_U$_-_PRICE_INDEX: hetero test:      F(20,120)=   1.5162 [0.0878]   
MSCI_UK_U$_-_PRICE_INDEX: hetero test:      F(20,120)=   1.5771 [0.0693]   
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MSCI_FRANCE_U$_-_PRICE_INDEX: hetero-X test:    F(65,75) =   1.0880 [0.3606]   
MSCI_GERMANY_U$_-_PRICE_INDEX: hetero-X test:    F(65,75) =  0.86841 [0.7189]   
MSCI_ITALY_U$_-_PRICE_INDEX: hetero-X test:    F(65,75) =   2.4007 [0.0001]** 
MSCI_SPAIN_U$_-_PRICE_INDEX: hetero-X test:    F(65,75) =   1.4474 [0.0611]   
MSCI_UK_U$_-_PRICE_INDEX: hetero-X test:    F(65,75) =   2.0383 [0.0015]** 
 
Using dummies to account for extraordinary  shocks, the cointegrated VAR model is 
reformulated as:  
 
               
                                                
           
 
where        is a d x 1 vector of permanent blip dummy variables (0 0 0…1…0 0 0). 
4.4 Tests of parameter constancy using recursive methods 
In the previous sections we applied a variety of residual misspecification tests to the VAR 
model. Even though the empirical model passed these tests sufficiently well to continue the 
analysis, this does not exclude the possibility that the model suffers from parameter non-
constancy. We describe and provide the results for a number of diagnostic tests to check for 
this important feature of the model, namely 1-step residual and the 1 step Chow test. 
The 1-step residuals   are shown bordered by 0± 2   . The points outside the 2-standard-error 
region are either outliers or are associated with coefficient changes. 
As shown in Fig.11 the vast majority of the 1-step residuals lie within their anticipated 95% 
confidence intervals. 
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Figure 11.  1-Step Residuals ±2   for equation i at each t 
 
 
While structural breaks with dramatic changing dynamics may sometimes occur (e.g. 
breakdown or uniﬁcation of a country), it is more often the case that time series display 
slowly evolving features with no abrupt changes at one speciﬁc point - a pattern which would 
be more consistent with a time varying coeﬃcient speciﬁcations.  
The 1-step Chow test (or 1-step F-test), is a one step forecast test which can be obtained by 
noting that if no break occurs the τ-steps ahead forecast error of      ,                 , 
should be similar to sample residuals. Then under the null of no breaks at forecasting horizon 
  , with   large,                 . In other words, the one step ahead prediction test is 
based on the hypothesis that the VAR process that has generated             is identical for 
         .The results are reported below. We note several structural breaks in the series. 
However as shown by the bottom graph to the right, the overall system from the 90s onward, 
seem satisfactorily constant.  
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Figure 12. 1-step F-tests (1-step Chow-tests) for France, Germany, Italy, Spain and UK. The bottom graph to 
the right represent the System Chow test 
 
Different methods can be used for including regime shift and structural breaks. We use rolling 
cointegration analysis to take into consideration parameter non-constancy. Thus these tests are 
only indicative and doesn’t affect the following analysis. 
5 Cointegration and the VAR model 
So far, we have discussed the formulation of the VAR model in terms of well-specified 
stochastic and deterministic properties. All this can be done before addressing the unit-root 
problem. The purpose of this chapter is to introduce the non-stationary VAR model (this 
means that        ) and show that the presence of unit roots (i.e. stochastic trends) leads to a 
reduced rank condition on the long-run matrix      .  We follow Juselius (2006) which 
defines the concepts of integration and cointegration as: 
 
Integration:    is integrated of order d if    has the representation      
           , 
where C(1)   and           . 
 
Cointegration: The I(d) process    is called cointegrated CI(d,b) with cointegrating vector 
    if       is I(d-b), b=1,…,d, d=1,… 
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Cointegration implies that certain linear combinations of the variables of the vector process 
are integrated of lower order than the process itself. Broadly speaking, cointegrated variables 
are driven by the same persistent shocks. Thus, if the non-stationarity of one variable 
corresponds to the non-stationarity of another variable, then there exists a linear combination 
between them that becomes stationary. Another way of expressing this is that when two or 
several variables have common stochastic (and deterministic) trends, they will show a 
tendency to move together in the long run. Such cointegrated relations,     , can often be 
interpreted as long-run economic steady-state relations and are therefore of considerable 
economic interest. Such relations can be spotted analyzing the long-run matrix ∏. 
 
If the variables of interest are stacked in the p-dimensional vector   , the elements of which 
are assumed to be I(1), there may be different vectors   such that         is I(0). That is 
there may be more than one cointegrating vector  . It is clearly possible for several 
equilibrium relations to govern the long run behavior of the k variables. In general, there can 
be r≤p-1 linearly independent cointegrating vectors, which are gathered together into the p x r 
cointegrating matrix    By construction, the rank of the matrix   is r, which is called the 
cointegrating rank of   . This means that  each element in the r-dimensional vector  
        is I(0), while each element in the p-dimensional vector    is I(1). The Grenger 
representation theorem (Engle and Granger, 1987) directly extends to the multivariate case 
and claims that if    is cointegrated, there exists a valid error-correction representation of the 
data. While there are different ways to derive and describe such a representation, we shall 
here use the VECM form we presented early for our baseline VAR(2) model: 
 
      
   
                                (5.0) 
where the long-run matrix               determines the long run dynamic properties 
of    and   
   
    .  Because     and    are stationary (by assumption), it must be the case 
that       is also stationary. This could reflect three different situations: 
 First, if all elements in    are integrated of order one and no cointegrating relationship 
exists, it must be the case that     and 4.9 presents a stationary VAR model for 
   ; 
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 second, if all elements  in    are stationary I(0) variables, the long run matrix   must 
be of full rank  and invertible so that we can write a vector moving average 
representation; 
 third, if   is of rank r (0<r<p) the elements in       are linear combinations that are 
stationary. If the variables in    are I(1), these linear combinations must corresponds 
to cointegrating vectors. This intermediate case is the most interesting one. If    has a 
reduced rank of r≤p-1, this means that there are r independent linear combinations of 
the p elements in    that are stationary, that is: there exist r cointegrating relationships. 
Note that the existence of r cointegrating relationships is impossible: if r independent 
linear combinations produce stationary series, all p variables themselves must be 
stationary. 
If    has reduced rank it can be written as the product of a p x r matrix α and an r x p matrix 
   that both have rank r . That is      . Substituting into (4.9) produces the model in error-
correction form: 
                                                  
   
        
                           (5.1) 
The linear combination        present the r cointegrating relationships. The coefficients in   
measure how the elements in     are adjusted to the r ‘equilibrium errors’            . 
5.1 Inference in the I(1) model 
For our baseline VAR(2) model, a couple of roots of the Characteristic Polynomial were 
nearly equal to one. Assume then that some of the roots of the characteristic polynomial are 
on the unit circle. This means that        , and that we should consider a cointegrated 
VAR(2) model  with a constant, a linear trend and a vector of dummy variables dt included: 
 
                                                              
                                 (5.2) 
Since          and         , all stochastic components in (27) are stationary by definition 
except for       .  For (5.2) to be internally consistent, given that        , β cannot be a full 
rank p x p matrix (because then something stationary would be equal something non-
stationary). The only possible solution is that β is a reduced rank (p x r) matrix with r<p , so r 
linear combinations cancel stochastic trends. Below, we present only the broad ideas of the 
maximum likelihood estimation procedure, and will not go through the derivations of the 
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results. As presented in Juselius (2006), the derivation of the maximum likelihood estimator 
(MLE) is done via the ‘concentrated likelihood’ of the VAR model. Since the latter is crucial 
for understanding both the statistical and economic properties of the VAR, Juselius 
demonstrate how it is defined, using the following shorthand notation (additional lagged 
differences are easily included in     ): 
         
          
                   
Rewrite (5.2) as: 
 
       
                  
 
where             . By concentrating out the short run dynamic adjustment effects,      , 
we are able to obtain a simpler model. This is done by first defining the following auxiliary 
OLS regression: 
 
                  
 
                   
 
where                 
       and                 
       are the OLS residuals, and 
            
 
        is a product-moment matrix, so that           
   and  
           
  . The concentrated model can now be written as: 
 
      
                           (5.3) 
 
so we have transformed the original VAR containing short-run adjustments and intervention 
effects into the ‘baby model’ form, in which the adjustments are exclusively towards the long-
run steady-state. The MLE is close to limited-information maximum likelihood (LIML: see 
Hendry, 1976, for a consolidation) in that the key issue is to handle a reduced-rank problem, 
which essentially amounts to solving an eigenvalue problem. In practice, the estimators are 
derived in two steps. First, to derive a  estimator of  , assume that   is known: then        
becomes a known variable in (28), so   can be estimated by OLS. Next, insert that   =       
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in the expression for the concentrated likelihood function, which becomes a function of   
alone, and no longer depends on  . To find the value of    that maximizes this likelihood 
function is a non-linear problem, but one that can be solved by reduced-rank regression (see 
Johansen, 1988). The solution delivers p eigenvalues     where       : 
 
            , 
 
which are ordered such that             . The estimate of    for r cointegrating 
vectors is given by the p x r matrix of eigenvectors corresponding to the largest r eigenvalues. 
Given the MLE    of  , calculate    =      .  Each    can be interpreted as the squared 
canonical correlation between linear combinations of the levels,   
     , and a linear 
combination of the differences,   
    . 
In this sense, the magnitude of     is an indication of how strongly the linear combination 
  
      is correlated with the stationary part of the process, and hence is non-stationary. In the 
situation where both   and   are unrestricted (beyond normalizations4), standard errors 
cannot be obtained, but the imposition of rank and other identifying restrictions usually allows 
appropriate standard errors to be obtained for   and   .  
Solving the eigenvalue problem described above for the price index model,  produced the five 
eigenvalues reported below: 
 
eigenvalue 
 
0.21520 
0.14265 
0.086926 
0.068305 
0.025541 
 
                                                          
4
 The choice of normalization of a cointegrating relation should make sense economically as well as statistically. 
For example, normalizing on an insignificant or irrelevant coefficient does not make sense, normalizing on 
money stock, say, in a relation describing real income seems a bad choice. There is, however, an important 
difference between a regression model and a cointegration relation. Normalizing on either      or      in the 
regression model generally changes the estimates of the regression coefficients, whereas in a cointegration 
relation, the ratios between coefficients are the same independent on the chosen normalization. In this sense the 
coefficient estimates in a cointegration relation are more ‘canonical’. 
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The eigenvalues    can be interpreted as the squared canonical correlations between a linear 
combination of the levels,   
       5, and a linear combination of the differences,   
     . In 
this sense, the magnitude of    is an indication of how strongly the linear relation   
        is 
correlated with the stationary part of the process     . The squared canonical correlation 
coefficient            correspond to a correlation coefficient              . We note 
that the last eigenvalue     is quite close to zero, which is equivalent to a unit root. Of course, 
the real question is when the value of    is small enough not to be significantly different from 
zero, a topic that will be investigated later.  Below we present the estimated α and β matrices: 
 
 
 
                                   
 
                                                          
5
 The VAR model in the R-form described in Juselius (2006), where all short-run dynamics, dummies, and other 
deterministic components have been concentrated out: 
 
    αβ
            
 
Where      and      come from the auxiliary regressions       
 
        ,       
 
       , where the Zs 
have been defined in this section. 
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When investigating the    coefficients it is often useful to check whether a “significant”     , 
i=1,…,p and j=1,…,r corresponds to a      with the opposite sign. When this is the case, i.e. 
       and        or vice versa, then the cointegrating relation is equilibrium correcting in 
the equation Δ    . When the      and the      are of the same sign, it generally means that the 
cointegration relation describes overshooting behavior in equation Δ    . We thus note that the 
first relation    is significantly equilibrium correcting for France and for Italy; the second 
relation only for France; the third    relation for France, Spain and UK; the fourth only for 
Italy. Thus almost all significant      coefficients suggest equilibrium correcting behavior.  
Overall the fifth    vector is non significant suggesting that the last eigenvector can be a non-
stationary relation. However the t-ratios as an indicator of stationarity can be misleading, 
partly because we do not know whether to interpret them as Student’s t or Dickey–Fullers’ τ, 
partly because they are sensitive to multicollinearity between the cointegration relations. 
5.2 Testing cointegration rank 
The cointegration rank divides the data into r relations towards which the process is adjusting 
and p−r relations which are pushing the process. The former are interpreted as equilibrium 
errors (deviations from steady-state) and the latter as common driving trends in the system. 
Hence, the choice of r will influence all subsequent econometric analysis. However we are not 
much concerned with the number of cointegrating relation. Indeed the aim of many studies is 
to test whether a theory can be a satisfactory approximation of reality, and may very well have 
some hypothesis which are tested against the data and should hold. Thus the number of 
common roots becomes crucial for whether one accepts or rejects the prior economic 
hypotheses. Our work, on the contrary, does not hinge upon any strong economic theory, and 
thus is not biased toward any particular rank restriction. However, the choice of cointegration 
rank remains a crucial step in the empirical analysis and  is likely to influence all subsequent 
inference. Unfortunately it is also a difficult decision as the distinction between stationary and 
non-stationary directions of the vector process is often far from evident. 
5.2.1  Trace test for cointegration rank 
Given that the unrestricted VAR model has been found to satisfactorily describe the data (is a 
congruent representation), one can start the simplification search, which means imposing 
valid restrictions on the model such as a reduced-rank restriction, restrictions on the long-run 
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parameters  , and finally restrictions on the short-run adjustment parameters  . The formal 
test procedure is based on the null of a unit root, which is not always reasonable from an 
economic point of view.  The choice of the rank should be made on as much information as it 
is possible to gather.  The first, and most crucial step is to discriminate empirically between 
zero and non-zero eigenvalues when allowing for sample variation, and then impose an 
appropriate cointegration rank restriction r on the long run ∏ matrix. Notably, if  r is 
underestimated , then empirically-relevant equilibrium-correction mechanisms (EqCMs) will 
be omitted; whereas if we overestimate r, the distributions of some statistics will be non-
standard, so that incorrect inferences may result from using conventional critical test values 
(based on t, F,χ2); forecasts will be less accurate due to incorrectly retaining I(1) components, 
which will increase forecast variances. 
A test for r cointegrating vectors can be based on the maximum likelihood approach proposed 
by Johansen (1988). The statistical problem is to derive a test procedure to discriminate 
between the   , i =1,… , r, which are large enough to correspond to stationary       , and 
those   , i = r,…,p, which are small enough to correspond to non-stationary eigenvectors. The 
rank r is determined by a likelihood-ratio test procedure between the two hypotheses: 
 
                                              
                                             
 
The LR test for the cointegration rank, often called the trace test or the Johansen test, is based 
on the VAR model in the R-form described in Juselius (2006), where all short-run dynamics, 
dummies, and other deterministic components have been concentrated out: 
 
      
             
The test is: 
                                             
 
     
 
If             , the test statistic should be small (close to zero), which delivers the 
critical value under the null. The test is based on non-standard asymptotic distributions that 
have been simulated for the five cases discussed in section ( ). There is an additional problem, 
in that Hr may be correctly accepted when     ; or even       . Therefore, if Hr is 
accepted, we conclude that there are at least p-r unit roots, i.e., p-r common trends in the 
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process (but there can be more) corresponding to at most r stationary relations. However, if  
            is calculated, the test statistic includes         , which will not be close to 
zero, so an outcome in excess of the critical value should be obtained, correctly rejecting the 
false null of fewer that r cointegration relations. As discussed above, the asymptotic 
distributions depend on whether there is a constant and/or a trend; and whether these are 
unrestricted or not in the model. However other deterministic components, such as 
intervention dummies, are also likely to influence the shape of the test distributions. In 
particular, care should be taken when a deterministic component generates trending behavior 
in the levels of the data such as an unrestricted shift dummy (… ,0,0,0,1,1,1,…): an 
explanation of the procedure is provided in Johansen, Mosconi and Nielsen (2000), and 
Juselius (2000): Doornik et al. (1998) also consider the estimation and inference problems 
resulting from including dummies. 
Because the asymptotic distributions for the rank test depend on the deterministic components 
in the model and on whether these are restricted or unrestricted, the rank and the specification 
of the deterministic components have to be determined jointly (see  Nielsen and Rahbek 
(2000) for major details).  The cointegration analysis is conducted using PcGive and the 
results are reported in Table 12 below. 
 
rank i    Trace Test [p-prob] Trace Test  
(T-nm) [p-prob] 
0 1 0.21520 90.49 [0.003]** 84.65[0.010]*  
1 2 0.14265 52.93 [0.062] 49.51 [0.120] 
2 3 0.086926 29.07 [0.199] 27.20 [0.283] 
3 4 0.068305 14.98 [0.233] 14.01 [0.295] 
4 5 0.025541 4.01 [0.423] 3.75 [0.462] 
 
Table 12. I(1) cointegration analysis,Trace test and trace test corrected. Estimation period  1971 (2) to 2009 (4). 
* and ** mark significance at 95% and 99% 
 
Table 12 shows the estimated eigenvalues,   , the trace test                      
 
     , 
and a corrected version of the test, denoted by Trace test (T-nm)6.  The software computes 
                                                          
6 Since Johansen's tests are biased when the  constant term is included in the model and tend to detect 
cointegration more often than  asymptotic theory would suggests (Cheung and Lai, 1993), Ahn and Reinsel 
(1990) and  Reimers (1992) suggests a finite sample correction which is particularly useful in small  samples and 
when larger number of variables are included in the analysis. Finite sample  correction takes into account the 
number of parameters and degrees of freedom. Adjusted test  statistics are denoted by Trace test (T-nm). The 
same reasoning applies to the Max Test presented below. Since corrected Trace and  Max test statistics can 
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different asymptotic p-value depending on how the constant and the trend enter the VAR: 
unrestricted, restricted or none of the two.  Our case correspond to Case 4 described in section 
4.3.2. It appears from the table that the last four eigenvalues are small in absolute value, 
indicating a fairly low correlation with the stationary part. The results clearly point towards 
the rejection of r=0 in favor of r=1. We note that the correction has the effect of lowering the 
calculated trace statistics. However the null hypothesis of 5 unit roots can be again rejected, 
although at a lower significance level (95%). Overall, the results for the test strongly suggest 
one cointegrating vector, that is, the long- run matrix ∏ has restricted rank equal to one.  
5.2.2 Rank determination: beyond the Trace 
As we said, unless a unit root is given a structural interpretation (and hence, should be tested 
rigorously), it is important to make the decision based on as much information as possible, 
including prior economic information, and sensitivity analyses of doubtful cases to find out if 
important information is lost by leaving out the r
th
 + 1 cointegration vector, or if anything is 
gained by including it. The following information is often useful when deciding on the choice 
of cointegration rank: 
 
(1) the Max test for cointegration rank; 
 
(2)   the characteristic roots of the model: if the rth + 1 cointegration vector is non-
stationary and is wrongly included in the model, then the largest characteristic root 
will be close to the unit circle; 
 
(3) the t-values of the α-coefficients for the rth + 1 cointegration vector; if these are all 
small, say less than 3.0, then one would not gain greatly by including that vector as a 
cointegrating relation in the model; 
 
(4) the graphs of the cointegrating relations: if the graphs reveal distinctly non-stationary 
behavior of a cointegration relation, which is supposedly stationary, one should 
reconsider the choice of r, or find out if the model specification is in fact incorrect; 
 
                                                                                                                                                                                     
indicate different number of cointegrating vectors when compared to  their asymptotic, the final decision on the 
number of vectors is based on corrected test statistics. 
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(5) the economic interpretability of the results, which in fact is not much of help in our 
case. 
 
While the trace test the hypothesis          versus the alternative          , the 
Maximum eigenvalue state the alternative hypothesis as          . The test is: 
                          
The results of the test are presented in Table 13: 
rank I    
Max test [ 
Prob] 
Max test (T-nm) 
0 1 0.21520 37.56 [0.019]* 35.14 [0.042]* 
1 2 0.14265 23.86 [0.185]       22.32 [0.267]         
2 3 0.086926 14.10 [0.466]       13.19 [0.550]   
3 4 0.068305 10.97 [0.263] 10.26 [0.322]   
4 5 0.025541 4.01 [0.422]        3.75 [0.461] 
 
Table 13. I(1) Cointegration analysis, Max Test and Max test corrected. Estimation period  1971 (2) to 2009 (4) 
 
As before the Table includes also a corrected version of the test. Although  with a lower 
significance level than the Trace , the Max test clearly rejects the null hypothesis of  null rank 
in favor of r=1, suggesting the presence of one stationary cointegrating relation, even when 
corrected for the number of parameters and the degree of freedom. An examination of the 
characteristic roots shows that the largest unrestricted root for r = 2 is 0.92, for r = 1 is 0.93. 
The difference between the unrestricted roots is small and does not really discriminate an 
eventual  alternative choice of rank. Note, however, that the characteristic roots are reported 
without confidence bands, so the discussion whether a root is big or not is only indicative. 
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r=5 r=4 r=3 r=2 r=1 
0.9887 1.000 
 
1.000 
 
1.000 
 
1.000 
 
0.9688 
 
0.9616 
 
1.000 
 
1.000 
 
1.000 
 
0.8853 
 
0.9018 0.9549 1.000 
 
1.000 
 
0.7419 
 
0.7621  
 
0.8276 0.9252 1.000 
 
0.2247 
 
0.2163 0.2046 0.8280 0.9336 
 
Table 14. Modulus of the five largest roots  
 
The α criterium can be useful when a possible cointegrating relation can be significant to 
explain an economic mode. Even if this is not the case,   an inspection of the significance of 
the adjustment coefficients shows that only one coefficient in the first cointegrating relation 
has a t-statistic greater than three. The graphs of the cointegrating relations  in Figure () show 
at most two mean reverting vectors: the first and the second. Surprisingly the second 
cointegrating vector looks much more mean reverting than the first. However the latter seems 
more stationary starting from the 90s. 
 
 
Figure 13. Cointegrating equations for France, Germany, Italy, Spain and UK. 
Based on all this results, the rank specification  r=1 seems reasonably well supported by the 
data. 
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5.3 Hypothesis testing 
5.3.1 Testing restrictions on β 
Given the choice of the number of cointegrating relations, r, the Johansen procedure gives the 
maximum likelihood estimates of the unrestricted cointegrating relations      . There is a 
number of test procedures given in Johansen (1996), which can be used to test various 
restrictions on the r stationary cointegrating relations. One example  is the test of long-run 
exclusion of a variable, i.e. a zero row restriction on  . If accepted, the variable is not needed 
in the cointegration space and can be omitted altogether from the long-run relations. Although 
these are testable hypotheses, they are not identifying because they impose identical 
restrictions on all cointegration relations.  Hypotheses on the cointegration vectors can be 
formulated in two alternative ways: either by specifying the    free parameters, or 
alternatively the mi restrictions of each    vector. We present briefly the first case. We first 
specify the constrained cointegration vector    in terms of the    free parameters    
 
      
      
                  
 
where    is a (      coefficient matrix,    is a (p1*  ) design matrix, p1 is the dimension of 
     in the VAR model, and i=1,…,r . In this case, the design matrices define the    free 
parameters in each cointegration vector.  In the case in which restrictions are not identifying 
all    , i=1,…, r, are identical and we can formulate the hypothesis as: 
 
                                          (5.4) 
 
where     is a     , H is     ,   is a     and s is the number of unrestricted 
coefficients in each vector. The hypothesis       is tested against        unrestricted, i.e. 
we test the following restricted model: 
      
                 
   
   
       
The verification procedure is then a Likelihood Ratio test: it is calculated on the basis of the 
log-likelihood function of the restricted model, subject to the constraints that we want to test 
(null hypothesis      ), and on the basis of the log-likelihood function of the unrestricted 
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model, devoid of constraints that we want to test (alternative hypothesis     ). The test 
statistic is computed as: 
                      
        
 
which is distributed as a       where     . There are rm degrees of freedom because we 
have imposed m restrictions on each of the r cointegration vectors. Note that when we impose 
m restrictions on the p ‘endogenous’ variables   , the constrained model will have fewer 
eigenvalues than the unrestricted model. Since p − m ≥ r, it means that we can only impose a 
maximum of p − r restrictions on the    variables, whereas there is no such constraint on the 
deterministic variables. In our example with r=1 and p-r=4, we can, therefore  impose at most 
four restrictions on the    variables. However, imposing a zero restriction on the constant, 
does not violate the rank condition. Also, normalizing a    vector by dividing through a non-
zero element    , the corresponding    vector will be multiplied by the same element, so 
normalization does not change      , and therefore does not count as a restriction.  The 
estimated   matrix of the cointegrated VAR model where a rank=1 restriction has been 
imposed, is presented below along with the corresponding standard errors. The vector has 
been normalized for France, as can be noted by the first coefficient equal to 1.0000. 
 
beta 
MSCI_FRANCE_U$_-_PRICE_INDEX        1.0000 
MSCI_GERMANY_U$_-_PRICE_INDEX      -2.9126 
MSCI_ITALY_U$_-_PRICE_INDEX         3.1640 
MSCI_SPAIN_U$_-_PRICE_INDEX        0.67442 
MSCI_UK_U$_-_PRICE_INDEX           -1.1739 
Constant                          -0.69674 
 
Standard errors of beta 
MSCI_FRANCE_U$_-_PRICE_INDEX       0.00000 
MSCI_GERMANY_U$_-_PRICE_INDEX       1.0454 
MSCI_ITALY_U$_-_PRICE_INDEX        0.88543 
MSCI_SPAIN_U$_-_PRICE_INDEX        0.46453 
MSCI_UK_U$_-_PRICE_INDEX            1.2712 
Constant                            1.3850 
 
As can be easily noted by the coefficients, Spain and UK are not significant and possibly 
might be excluded altogether from the long run cointegrating relation. The result of the test on 
the exclusion of these coefficients is presented below: 
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LR test of restrictions: Chi^2(2) =   3.1300 [0.2091] 
As we supposed, we cannot reject the null hypothesis of exclusion, and thus the variables are 
not needed in the cointegration space and can be omitted altogether from the long-run 
relations. The same reasoning applies to the constant, as shown by the test on the single 
coefficient, and altogether with Spain and UK respectively: 
LR test of restrictions: Chi^2(1) = 0.053410 [0.8172]   
and 
LR test of restrictions: Chi^2(3) =   3.1542 [0.3685] 
We report in Fig.2 the graphics representation of the long-run relation before and after the 
exclusion of Spain and UK from the cointegration space. What is striking is the fact that the 
graphs look quite the same. This is a confirmation of the small loss of information that we 
necessarily undergo when we apply such   restrictions. 
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Figura 14. Cointegrating relation        before (top image) and after (bottom image) Spain, UK and the constant are 
excluded from the cointegration space. 
5.3.2 Testing restrictions on α 
As discussed in Juselius (2006), tests on α are closely associated with interesting hypotheses 
about the common driving forces in the system. The test of a zero row in α is the equivalent of 
testing whether a variable can be considered weakly exogenous for the long-run parameters β. 
When accepted it also defines a common driving trend as the cumulated sum of the empirical 
shocks to the variable in question. This type of test can identify (some of) the pushing and 
pulling forces of the system. The hypothesis that a variable is influencing the long-run 
development of the other variables of the system, but is not influenced by them, is called the 
hypothesis of ‘no levels feedback’, or long-run weak exogeneity. We test the following 
hypothesis on α: 
 
  
                         
      
where   is a    , H is a     matrix,    is a     matrix of non-zero  -coefficients and 
   .  
The condition     implies that the number of non-zero rows in   must not be greater than r.  
This is because a variable that has a zero row in   is not adjusting to the long-run relations 
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and, hence, can be considered as a driving trend in the system, i.e., as a common stochastic 
trend. Since there can at most be (p − r) common trends, the number of zero-row restrictions 
can at most be equal to (p − r). Under       : 
 
             
                   
 
The weak exogeneity hypothesis can be tested with a LR test procedure described in Johansen 
and Juselius (1992). It is asymptotically distributed as a    with the degrees of freedom 
     , i.e.. equal to the number of zero restrictions on the  -coefficients. If the zero row 
restriction on   is accepted, we can partition the p variables into (p-s) variables which exhibit 
levels feedback, and s variables with no levels feedback. We say that the s variables are 
weakly exogenous when the parameters of interest are β. Because the s weakly-exogenous 
variables do not contain information about the long-run parameters, we can obtain fully-
efficient estimates of β from the (p − s) adjustment equations, conditional on the marginal 
models of the s weakly-exogenous variables (see Engle, Hendry and Richard, 1983, Johansen, 
1992b, and Hendry, 1995b). 
 
This kind of hypothesis will be tested on the new VAR model which includes only three of 
the five price indexes which we start with, namely, France, Germany and Italy,  for the same 
estimation period as before, i.e., from the second quarter of 1971 to the fourth quarter of 
2009. All the specification analysis we have described above step by step is thus repeted in 
order to obtain a new congruent VAR model that correctly describes the new DGP. The 
process results into a new reduced VAR(1)  model of the form:  
 
                  
 
where now      is a     vector and    is a vector of deterministic components, which 
includes  three unrestricted impulse dummy variables defined as follows:         which is 
unity for t=xx,yy and zero otherwise. This dummies account for the 2008 financial crises, an 
outlier for France in the third quarter of 1981 and an outlier in the second quarter of 1986 in 
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the residuals in Italy equation
7
. As expected the I(1) cointegration analysis  points  towards 
one cointegrating relations among the three price indexes. The results for the Trace and Max 
test are reported below. Both the trace and the Max test signal at a 5% level one cointegrating 
relation, even when corrected for the number of parameters and degree of freedom. 
   
Sample: 1971Q2 2009Q4   
     
     
 rank  
Trace test 
[Prob]    Trace test (T-nm)     
Max test  
[Prob]    Max test(T-nm) 
     
     0 29.02 [0.011]*      28.46 [0.013]* 18.66 [0.035]*  18.29 [0.040]* 
1  10.36 [0.104]  10.16 [0.112]  8.02 [0.177]  7.86 [0.187] 
2   2.35 [0.147]   2.30 [0.152]   2.35 [0.148]  2.30 [0.153] 
     
     Table 15.Max test and trace test. One * indicates significance at 5%,  ** at 1% 
 
Imposing therefore a rank restriction equal to one, we obtain α and β  with the respective 
standard errors as reported in the table below: 
   
Sample: 1971Q2 2009Q4   
     
             beta    St. error beta     alpha    St.error alpha 
     
     FRANCE 1.0000 (0.00000)  -0.11508  (0.041475) 
GERMANY -0.60588 (0.11473) -0.083970  (0.044140) 
ITALY -0.47077 (0.13768)  0.027549  (0.049965) 
     
Table 16. Estimated α and β  coefficients and relative standard errors 
 
First we note that the cointegration relation is equilibrium correcting for France and for Italy, 
as demonstrated by the opposite signs of their α and β  coefficients. However the α-coefficient 
for Germany indicates that the latter enter the cointegrating equation with an overshooting 
behavior. However we also note from the respective standard error, that this α-coefficient is 
quite close to zero and highly not significant. We thus test the “no levels feedback” 
hypothesis which is clearly accepted as shown below: 
LR test of restrictions: Chi^2(1) =   2.9653 [0.0851]. 
                                                          
7
  A second analysis has been carried out on a VAR model including a restricted constant. At the end of the 
analysis the constant results again borderline significant and it has been removed. In other words the 
deterministic trend (if present) is weak and is dominated by the stochastic one. 
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This result provide evidence of the German Dominance Hypothesis, i.e. on the hypothesis that 
the stock markets in the euro area are mainly affected by the German stock market but not 
vice versa.  Imposing this last restriction, the cointegrating vector is normalized around 
France and we can easily rewrite it as if the french stock index were the dependent variable 
and all other variables were independent variables: 
                                  
Even if such an equation is quite difficult to interpret as discussed by  Thomas Dimpfl (2013), 
it is consistent with the economic integration theory which usually implies that markets move 
together with a positive correlation coefficient; a macroeconomic shock which is favorable for 
Germany and for Italy, will influence positively the french stock market:  we note that a 1% 
increase in the stock indexes of Italy and Germany increases the French index by respectively 
0.53% and 0.55%. Thus Germany has a slightly higher influence on the French market than 
Italy. However the differences between the  magnitude of the β coefficients  is too small to 
further confirm the German Dominance hypothesis.  
The cointegrating vector is shown in Figure 3. Even if the graph does not evidence a clear 
stationary pattern, as we would expect from a cointegrating relation,  we should note that 
starting from the first months of 1990, the graph becomes much more mean-reverting and 
exhibit a more stable pattern. In order to solve this puzzle, we resort to the dynamic 
cointegration analysis, which takes into account the possible changes in the parameters of the 
underlying statistical model which could result from a process of convergence. 
 
96 
 
 
Figure 15. Cointegrating relation for France, Germany and Italy. 
5.4 Cointegration, market convergence and integration 
5.4.1 A definition 
On January 1, 1999 eleven former ERM (European Exchange Rate Mechanism) currencies 
were replaced with the euro. In order to pave the way for a smooth transition to a common 
currency, the economies of the participating countries had to fulfill the convergence criteria of 
the Maastricht Treaty. As Kim et al. (2005) note, the creation of a currency union without a 
single financial market presents an interesting case to examine the impact it has on market 
convergence and integration. Although the degree of convergence has significant implications 
to diversification potential and it’s a fundamental prerequisite for financial integration, a 
formal definition is still difficult to find. Mylonidis and Kollias (2009) suggest to consider an 
X vector of n variables  which are determined by a set of m factors f: 
                                          . 
 They assume the factor ordered according to their explanatory power and in this context, the 
notion of ongoing convergence implies that in the limit the first factor would offer a complete 
explanation of X, that is: 
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The definition applies to stock markets convergence in the sense that even if market indices 
are generally nonstationary, they might cointegrate in the long run if their forcing variables 
are highly interrelated. In this case, stock markets form cointegrating ralationships and share 
common trends. The time series of several variables, Xt, are cointegrated if these variables are 
individually nonstationary but there exists at least one linear combination of them that is 
stationary. Such cointegrated variables cannot drift apart, and thus they have achieved a 
measure of convergence. Cointegration analysis over full sample periods is, however, 
inappropriate for investigating gradual convergence, since it fails to take into account the fact 
that convergence is an ongoing process.  The condition of having achieved convergence is 
thus different from that of achieving convergence. If a system of variables is achieving 
convergence, that is, moving from an un-cointegrated state to one that is characterized by the 
existence of cointegration, then the underlying probability law is in flux because either its 
parameters or stochastic properties are changing. Traditional tests for the presence 
of cointegration over the entire sample period would thus tend to reject the hypothesis that the 
series are cointegrated if the extent of cointegration changes over time. Also, because the 
change is gradual, tests for structural breaks in the model are likely to reject the hypothesis of 
a structural break. Consequently, to deal with this possibility of gradually time-varying 
cointegration, we use rolling cointegration, that is  a technique that explicitly allows for 
changes in the relationship between a system of variables. Using this approach, convergence 
between stock markets coincide to an increasing number of cointegrating relationships 
between stock indices over time. As the process of market integration deepens, there should 
be a reduced number of stochastic trends governing the stock markets behavior. Therefore an 
increasing number of cointegrating vector would constitute evidence of increasing market 
integration, i.e., of more stock market convergence (Rangvid, 2001). Intuitively, this makes 
sense. Consider a set of p series which have r cointegrating vectors, r<p. This implies that 
there are r linear combinations of the p vectors that are stationary. If we later find that we 
have k vectors, r<k<p, there are additional combinations that can be used in the 
representation of the p data. Moreover since the magnitude of    is an indication of how 
strongly the linear relation   
        is correlated with the stationary part of the process      , 
if the markets are converging, we should also expect an upward trending behavior of the 
computed rolling statistics within the same hypothesis testing.  
Another measure of stock market convergence within the rolling cointegration framework is 
the time-varying parameter of the error correction term (ECT).As discussed in  Mylonidis and 
Kollias (2009) , by definition, ECTs reflect deviations from the long-run equilibrium, and thus 
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their estimated parameters represent the speed of adjustment from disequilibrium. If the 
cointegration relations are appropriate, then error correction coefficients must be statistically 
significant for the relations to be consistent with stationary processes (Dolado et al., 2001). 
Higher values of those coefficients, as the sample rolls forward, can be interpreted as a higher 
degree of stock market integration. It follows that even if higher convergence is not reflected 
in a change in the number of cointegrating vectors, a faster speed of adjustment to equilibrium 
is still an indication of higher long-run integration. However we won’t broaden this topic 
further. 
5.4.2 Dynamic  cointegration analysis: the recursive and rolling 
approach 
The Johansen approach generates two statistics of primary interest, which we have already 
described. The first is the λtrace statistic, which is a test of the general question of whether 
there exist one or more cointegrating vectors. An alternative test statistic is the λmax statistic, 
which allows testing of the precise number of cointegrating vectors. These test statistics can 
be plotted over time to examine how the nature of market integration is changing over time. 
This approach is in essence a visual application of the recursive cointegration approach of 
Hansen and Johansen (1992) that has also been applied in a somewhat different form by 
Rangvid (2001).  A set of series that are in the process of converging should be expected, as 
in Hansen and Johansen (1992) and Rangvid (2001), to show increasing numbers of 
cointegrating vectors. Two different windowing strategies emerge. The first is a recursive 
approach. When estimating a model recursively the initial observation is kept fixed and the 
sample length is increased by adding an additional observation at each recursive estimation. 
Hansen and Johansen (1992,1998) show that in the recursive cointegration analysis the p-r  
smallest eigenvalue will converge towards zero, while the r largest eigenvalues converge 
towards the solution to                    
  
        , where  
      and     are the 
asymptotic variances of       and    , respectively, and       is the asymptotic covariance 
matrix for       and    . Therefore, based on recursive estimations of the VAR model, a 
sequence of likelihood ratio test statistics should be increasing for tests of the hypothesis that 
the truly positive cointegration vectors equal zero and should be constant for test of the 
hypothesis that the truly non-significant cointegration vectors equal zero. An upward trend 
indicates either increased integration and/or a move towards integration, a downward trend 
indicates decreased integration and/or a move away from integration. An alternative to the 
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recursive approach is the rolling window. Here, in essence, the size of the sub-sample is kept 
constant and both the first and last observation in the subsample roll through the full sample. 
The size of the sub-sample is thus a constant fraction of the size of the full. The rolling 
window focus on changes in cointegration during the previous l-period, provides a more 
refined tool to investigate the impact of external shocks on the market integration process.  
Moreover as discussed in Pascual (2001)  the recursive approach to examine increasing 
convergence proposed by Rangvid (2001) may provide misleading results. As shown by 
Rangvid (2001), the expansion of the sample size in the Johansen (1991) cointegration test 
provides increasing values of the trace statistics. However, increasing values for those 
statistics, which a priori could be interpreted as an increasing support for cointegration, may 
be a reflection of the higher power of the Johansen test as the sample size increases due to the 
addition of observations. In order to disentangle these two effects (an actual increase in the 
number of cointegrating vectors or adjustment towards the asymptotic properties of the test), 
the power of the test needs to be maintained fixed. In particular, the sample size needs to be 
kept constant as we roll over to the next period. Increasing test statistics for the rolling 
regressions will indicate an increase in the stance of actual economic convergence, as the 
number of observations in each subsample is kept constant. 
5.4.3 Rolling trace statistics 
The continuous plot of trace test statistics for a rolling, fixed length, window provides 
essential information about the time varying pattern of the number of cointegrating vectors 
and the force towards convergence, expressed by the magnitude of the trace coefficient. The 
test statistics are calculated for a rolling 40 observations (which corresponds to 10 years) time 
window by adding one observation to the end and removing the first observation and so on. 
That is, starting with observations 1–40, we calculate the first trace test statistics. Then, we 
calculate the trace tests for observations 2– 41, 3–42, etc. The sequences of these statistics are 
scaled by their 5% critical values. A value of the scaled test statistic above one means that the 
corresponding null hypothesis can be rejected at the 5% level for the specified sub-sample 
period. We report the test statistics on the last day of the rolling sample period from which 
they are derived. Fig.16 plots the scaled trace test statistics for the null hypotheses r = 0, r = 1 
and r = 2, respectively. With respect to the question of integration of major European stock 
markets, the plots in Fig.16 reveal evidence of strong convergence either in the number of 
cointegrating vectors and in the increasing magnitude of the trace statistics. Specifically, the 
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null hypothesis H0: r = 0 is always rejected , that is or the test statistics are positioned well 
above the critical value; the second graph show that the null H0: r = 1 is often rejected during 
the first two decades while starting from the 90s the test statistics suggests with increasing 
confidence that at least two cointegrating relations exist. Moreover our impression is further 
confirmed  by the fact that starting from 1990, we can clearly observe an upward trend 
towards integration, as indicated by a red line in the graph. We thus plot also the statistics for 
H0: r = 2. This time the test is often below its critical value. However, again, we can observe 
that the null hypothesis is often rejected during the last fifteen years (at least with increasing 
frequency) and also a trend towards convergence can be spotted over the same period. 
In a common trend framework, these findings suggest that two stochastic trends drive the five 
major European stock markets over the last fifteen years (1990-2004). Each of the three 
graphs of Fig.16, in fact show that the trace test statistics do display a clear pattern during the 
second half of the sample  period: for example, even if the hypothesis of 3 stationary relations 
is often rejected, there is a clear upward trend that could be interpreted as evidence of 
increased convergence. Looking back at the past, during the 90s several important events for 
the European unification process took place. These events are listed below and the most 
important are in bold: 
 
 Key Political and Economic Events of the EMU Process (Source: Lucey et al.(2004)) 
___________________________________________________________________________
___ 
Date                Event 
 
12-4-89               Delors Report lays out the future roadmap for EMU 
9-11-89               Fall of Berlin Wall 
9-12-89               Strasbourg Declaration declares that the EEC will move towards EMU. Start of 
                           Phase I of EMU 
29-05-90             European Bank for Reconstruction and Development (EBRD) established 
19-06-90             Schengen I agreement signed, providing for a common travel area in Europe 
3-10-90               German Re-unification 
15-12-90             Rome Declaration launches intergovernmental conference on EMU 
10-12-91             Treaty of Maastricht agreed, transforming the EEC into the European Union 
18-06-92             Irish referendum accepts Maastricht treaty 
20-06-92            French referendum accepts Maastricht treaty 
12-12-92              Edinburgh Declaration amends Maastricht treaty to assuage Danish and endorses 
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                             moves to EMU 
1-01-93                Single European Market (part of Maastricht treaty) in force. This represents the 
                             culmination of the original aims of the European Economic Community – the 
                             Common Market. 
18-5-93                Second Danish referendum accepts Maastricht treaty 
2-8-93                  ERM bands widened from 2.25% to 15% each direction 
29-10-93              Brussels Declaration on the start of Phase II of EMU 
1-11-93                European Union created with ratification of all elements of Maastrich treaty 
1-1-94                  European Monetary Institute (EMI) – forerunner of European Central Bank is 
                             established, launching Phase II of EMU 
12-06-94              Austria votes to join EU, including EMU 
16-10-94              Finland votes to join EU, including EMU 
13-11-94              Sweden votes to join EU, including EMU 
28-11-94              Norway votes to not join EU 
26-03-95              Schengen II extends common travel area 
31-05-95              Green Paper on practicalities of monetary union (note transfer etc) 
16-12-95              Madrid Declaration II adopts Jan 1 1999 for launch of Euro and start of Phase III of 
                             EMU 
14-12-96              Dublin Declaration outlines the legal mechanisms for Phase III of EMU 
2-10-97                Treaty of Amsterdam ratifies into law the Dublin Declaration 
25-03-98              Phase III membership notified: 11 members that may adopt the Euro and move to 
                             Phase III named 
3-05-98                Determination Mechanism for irrevocable conversion rates outlined 
26-05-98              European Central Bank (ECB) Board agreed 
1-06-98                ECB established 
1-01-99                Euro Launched 
22-09-00              ECB intervention to support Euro 
28-09-00              Danish Referendum rejects joining Euro 
2-01-01                Greece becomes 12th Euro zone member 
1-01-02                Euro replaces national currencies. Phase III ends. EMU Complete 
__________________________________________________________________________________
___ 
 
Of course, it is hard to distinguish which event has influenced the most the upward trend we 
observe in the data. However in the first year following the introduction of the euro, there is 
some visible progress in terms of stock market convergence. Probably, the quotation of all 
euro-area stocks in one single currency was seen per se as an immediate step towards higher 
integration.  Our dynamic analysis stops at 2004, however it is very likely that market 
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integration strengthened during the subsequent three years (2005-2007) as it is showed in 
other studies (see for example Mylonidis and Kollias  (2010)). This period in fact  coincides 
with a period of positive economic environment, favourable financing conditions, vigorous 
money and credit growth and ample liquidity in the euro area
8
. 
 
 
 
                                                          
8 However, by August 2007, European financial market volatility started to rise again, resulting in less favourable financing 
conditions. This financial turmoil, sparked by rising defaults on subprime mortgages in the USA, might have led to a 
retrenchment of financial markets within national borders and, thus, to a reversal of the European financial integration 
process, leading to a sharp decline in the trace test statistics below their 5% critical value.  
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Figure 16. Normalized rolling trace tests for a 40 quarterly observations window.  
The vertical axis shows the valus of the trace test statistics scaled by the 5% critical value  
(MacKinnon et al., 1999). Values greater than 1 indicate rejection of the corresponding  
null hypothesis. 
 
Turning to the VAR model with only three price indexes, namely, France, German and Italy, 
the rolling trace test in Fig 17 shows that the evidence of market integration that we 
previously identified in terms of number of cointegrating relations and upward sloping trends, 
loose some strength; in other words, we are now capable to find at most only one 
cointegrating relation
9
 which reach one of its peak soon after the Euro was launched. The 
collapse that follows coincides with the decline of global stock prices and the considerable 
rise in stock market uncertainty in the wake of the 2001 terrorist attack which led to market 
segmentation. 
                                                          
9
  Whereas in the five price index case we found three. 
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Figure 17. Normalized rolling trace tests for a 40 quarterly observations window. 
The vertical axis shows the valus of the trace test statistics scaled by the 5% critical value 
(MacKinnon et al., 1999). Values greater than 1 indicate rejection of the corresponding 
null hypothesis. 
 
 
Sure enough, the greater the number of variables is, the greater is the probability of finding 
r>1, justified by the fact that new cointegrating relations can emerge among countries. 
 What’s of real interest here is that, once again, starting from the 90’s and undoubtedly in 
accordance with  European history, an upward trend is present and very clear in the data. One 
more time, this is evidence that convergence is very much an “ongoing process” and needs 
not to be interpreted as a static concept, i.e., as achieved or not achieved.  
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6 Conclusions 
This study examined the time-varying long-run relationship among five major European stock 
market indices in the post-euro era. In general, the empirical results strongly suggest that  
some convergence has been taking place over time, especially during the 90s; this results are 
in line with Morana and Beltratti, 2002 , Baele, 2005 and  Hardouvelis et al., 2006  who used 
regime switching models with time-varying transition probabilities for different regimes. This 
decade is in fact characterized by several crucial events in European history that strongly 
influenced the progress towards financial markets integration. On the contrary, Mylonidis and 
Kollias(2010) found no sensible evidence of convergence after the introduction of the euro 
among Germany, France, Italy and Spain. As our results show, gauging the real strength of 
the converging forces at stake is a difficult task that depends on several factors, in first place 
the number of variables included in the model; the more variables we include, paying 
attention not to overparametrize the VAR, the more likely we will find a greater number of 
cointegrating relations. Moreover, the period that goes from 1970 to 1990, doesn’t show any 
clear path towards convergence with the only exception of some peaks during the mid-80s, a 
further confirmation of the time varying nature of the long run relations among countries. The 
latter aspect makes it impossible to figure out with a certain degree of certainty  if markets are 
integrated, because the integration appears to be an evolving process that changes over time.  
A second remark should be made about the weak exogeneity of Germany. Using the rolling 
analysis on the adjustment coefficient α, Mylonidis and Kollias(2010)  provide some evidence 
in favor of Germany’s dominant position in Europe both in terms of its economy, as well as, 
in terms of its political importance in EU and Eurozone affairs. In comparison, we come to 
the same conclusion of “no levels feedback” imposing a zero restriction on the adjustment 
parameter in our cointegrated VAR model. Our findings have important implications and 
repercussions for both investors and policy makers. For investors, the finding of convergence 
implies that intra-European portfolio diversification has become less effective as stock market 
returns exhibit similar behaviour to internal and external shocks. Furthermore, since stock 
market prices are somehow interrelated, domestic markets are less immunized to external 
shocks, especially those originating from Germany. For policy makers, probably the most 
important implication of our findings is that European stock market convergence is time 
variant. However the efforts which are directed towards a more solid and stable integration 
among European countries, doesn’t fail to have repercussions on financial markets, which in 
turn have major implications in terms of welfare, economic stability and efficiency.  
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