UV disinfection is now widely used for the treatment of water for consumption and wastewater in many countries. It offers advantages over other techniques in specific circumstances. Analysis of these systems has been carried out using a three-dimensional Computational Fluid Dynamics (CFD) procedure. This allows for efficient testing of prototypes. Sensitivity tests are shown for grid size, discretisation and turbulence model.
tions have been widely used in river, estuarine and coastal engineering (Falconer 1992) . This paper focuses on the more generic class of 3D CFD software that solves the full three-dimensional Navier-Stokes equations. As mentioned above, CFD software is designed for general application and the authors have experience of using this software in a number of areas such as wind effects on buildings (Wright & Easom 1999) , natural ventilation (Straw 2000) , pollutant dispersion (Richards et al. 2000) and meandering river channels (Morvan et al. 2000) . Validation of CFD and the software used here is given in these references and elsewhere (AEA Technology 1999a, b) .
The application of CFD in new areas is becoming increasingly feasible and accessible due to recent advances in CFD technology and computer hardware. The availability of unstructured grids assists the application to complex geometry and decreases the engineer's time in setting up a particular problem. The latter can be a major overhead. The increased sophistication of mathematical models for phenomena such as free surfaces, multiphase flow and chemical reaction allows for application to a wider range of situations. Advances in computer hardware mean that many CFD applications can be run on a desktop or portable PC. This move from specialist UNIX workstation to a relatively cheap, commodity product gives a reduction in purchase cost and cost of ownership, which in turn greatly widens the potential user base. As with any new technology care must be taken to use CFD correctly and appropriately and a number of such issues will be addressed in this paper. This paper demonstrates the potential of CFD through its application to the UV treatment of water. UV treatment (Cairns & MacDonald 1995 ) is a photochemical disinfection process that is used to treat both water supply and wastewater. It can be particularly useful for treating grey wastewater for re-use. The process involves passing water in the vicinity of a low-pressure mercury lamp which emits short wave radiation at a wavelength near to 254 nm. This radiation kills micro-organisms by altering their DNA, which prevents them from dividing and reproducing. UV treatment has the advantage of leaving no residue in the water and consequently not posing an environmental risk from leakage or spillage. However, there are the associated costs of pumping and running the UV tubes which must be minimised by careful design.
The use of CFD in the design of UV treatment units offers a significant speed-up in the design process, which seeks an optimal solution by balancing the various design drivers. In short, adequate disinfection is required for a minimum energy cost. This will come about through minimising short-circuiting and head losses in the UV tubes as the pumping requirements consume energy. In addition to use in the design process, CFD can be used to investigate problems in existing installations that are not performing satisfactorily.
METHODS
The work presented here has been carried out with a commercial software package called CFX5 (AEA Technology 1999a). This was possible as all the necessary simulation features were available within CFX5 and therefore there was no need to develop a bespoke code.
Additional advantages are the comprehensive validation and the ease of transfer of the results to end-users.
For this work an unstructured mesh consisting of tetrahedral elements was used. Although the geometry of the UV systems considered here is only constructed from cylindrical shapes, the joining of these can present complications when generating a mesh and poor grid structure if a structured grid approach is adopted. Once the grid has been created, the governing equations of conservation of mass and momentum are solved in each cell. This results in a set of simultaneous algebraic equations for all elements, which is solved using an algebraic multigrid technique (Raw 1994) . 
where C m is a constant, is the density and k and e are calculated using additional equations representing their production, destruction and transport. Further details can be found in the literature (Launder & Spalding 1974 (Yakhot et al. 1992 ) and the Differential Reynolds Stress
Model (Launder et al. 1975) . The former includes changes that have improved results in other fields and the latter contains an anisotropic treatment of turbulence, as opposed to the isotropic eddy viscosity concept used in the k-e model. The results of these comparisons will be shown later.
As the fluid flow approaches a wall, rapid changes in velocity occur as the fluid is brought to rest at the wall.
This results in high velocity gradients and shear stresses.
To accurately model these would require very fine meshes in the boundary region. In order to avoid this a wall function approach is used (Versteeg & Malalaskera 1996) .
This replaces the usual discretisation with a function based on an analysis of near-wall flow in a generic case. set at the outlet. All other surfaces are specified as smooth, no-slip surfaces.
UV DOSE AND PARTICLE TRACKING
The steady state solution for the continuity and momentum equations will give a value for the head loss across the system. This is an important parameter, but other techniques are still necessary to give insight into the suitability of different designs. In this work two techniques have been used: UV doses (steady and transient) and particle tracking. Cairns & MacDonald (1995) where R is the spatial position of the particle and u is the fluid velocity. If a sufficiently large number of particles are released at the inlet an accurate picture of the flow can be built up. In addition, the dosage of UV received by these imaginary bacteria can be calculated and the total dosage received can be read from the value as the particle leaves the domain.
UV dose

RESULTS AND DISCUSSION
In any CFD analysis it is essential to test the sensitivity of the results to various aspects of the CFD algorithm. Only once this has been done can it be certain that results are realistic rather than the product of a numerical artefact.
Sensitivity to mesh density
Using the mean value of the dose in the outflow and the maximum dose in the domain as a guide, a grid sensitivity study was conducted. There was no localised refinement of the grid used-a single global element size was pre- 
Sensitivity to discretisation
Again for configuration 3, the effect of using the different differencing schemes in CFX5 was investigated. In CFX5, a 'blend' factor is available to the user to control the level of robustness of the solution against the accuracy of the solution. The blend factor ranges from 0.0 for a first-order discretisation that is a robust and reliable solution to 1.0 for a second-order solution that is more accurate. Figure 5 shows the effect of moving from the default blend factor of 0.0 (used throughout these tests) to values of 0.5 and 0.75.
Both the latter runs were restarts from the robust solution using a blend factor of 0.0. The plots show the variation of the u and w components of the flow, the turbulent kinetic energy and the dose along a profile parallel to the y axis at 0.5 m from the inlet. The increases in dose are particularly large for the more accurate schemes. Because of these significant differences, it was decided to conduct the remainder of the numerical tests using the blend factor of 0.75 to achieve high accuracy. Restarts from the more robust case were used throughout.
Sensitivity to choice of turbulence model
The sensitivity of the flow and turbulence fields to the particular turbulence model was also studied for configuration 3 with the 0.75 blend factor. In addition to the standard k-e model, the RNG k-e and Differential
Reynolds Stress models were used. It is normal practice to use the k-e model, as the Reynolds Stress Model usually requires much longer computer runs. Figure 6 shows results for the different models at the same traverse as was used in the last section. In all three cases, the velocity and dosage results varied very slightly, as shown in Figure 6 .
There is a large variation in values of turbulent kinetic energy between the k-e models and the Reynolds Stress Model. This is not unexpected as the latter solves for each component of the Reynolds stresses rather than the total kinetic energy. The difference in k has a small effect on dosage due to turbulent diffusion and little effect on the velocity so the k-e model was deemed sufficiently accurate for the comparative study undertaken here in view of the increased computational requirements of the Reynolds Stress Model. On average, the latter required computer runs that were a factor of 3-4 larger than k-e.
Flow field
For the base case, a pseudo-timestep size of 5 s was used to achieve convergence in the steady state. 
Pressure losses
An important issue relating to the design of such devices is to minimise the head loss in the device, thus reducing the pumping requirement. Table 1 the source term which varies as 1/r. The increase in efficiency through the reduction of maximum dosage (i.e.
dosage significantly over the mean) is offset by an increase in head loss. However, it can be seen from Table 1 that a 5% increase in head loss has given a 20% decrease in maximum dosage, which should give an overall gain. 
Transient conditions
Several solutions were obtained for transient situations.
While not indicative of the operation of UV disinfection devices, which in practice are run continuously, such computational experiments provide important insights into their operation. They also replicate the experimental Under these conditions (which simulate a burst of UV radiation to the water), it is possible to plot the outflow of dose against time (Figure 14(a) ). All configurations exhibit a similar maximum, which corresponds to the local dose near the outflow pipe breaking through to the outlet. It is the variation after the UV is turned off which is revealing.
The trace for configuration 3 shows a second peak which is due to the remainder of the dose exiting the device.
None of the other configurations demonstrate this peak because the rate of dosage clearance is much slower in these cases. This effect is further confirmed in Figure 14 Evaluation of Equation (2) for this geometry and flow rate gives a total of 1.28 × 10 − 1 W m − 2 s, which compares exactly with the cumulative total for configuration 3. All the other configurations would tend to this value, given longer run times. • Higher-order differencing for momentum is necessary for accurate solutions.
• Grid independence can be achieved with relatively low numbers of cells.
More generally, it can be seen that the CFD approach is Additional future work will be carried out to include absorption, different designs and varying particle sizes.
