We derive a nearly optimal upper bound on the running time in the adiabatic theorem for a switching family of Hamiltonians. We assume the switching Hamiltonian is in the Gevrey class G α as a function of time, and we show that the error in adiabatic approximation remains small for running times of order g −2 | ln g | 6α .
I. INTRODUCTION
We consider the dynamical behavior of a quantum system governed by a time dependent
Hamiltonian H(t), characterized by the following properties:
(a) H(t) is a smooth family of self-adjoint, bounded operators, and (b) the time derivativeḢ(t) is compactly supported in the interval [0, τ ].
One can think of such a family as a switching system, i.e., a system that coincides with H(t) = H I in the past (t ≤ 0), and switches to the system H(t) = H F in the future (t ≥ τ ).
Our goal is to establish an upper bound on the minimal running time τ needed to make the error small in the adiabatic theorem for the switching Hamiltonian H(s). Our results substantiate the ideas presented in Ref. 5 .
It is convenient to rescale the time t to s = t/τ . With a minor abuse of notation, the system then evolves according to the Schrödinger equation: Recently it has been realized that the adiabatic approximation could be used as the fundamental ingredient for a method of quantum computation 7 . This adiabatic quantum computing (AQC) has generated a resurgence of interest in the adiabatic theorem. In general, quantum computing attempts to exploit quantum mechanics to obtain a speedup for classically difficult computational problems. It was subsequently shown in Ref.
1 that AQC provides a universal model, equivalent (in terms of complexity) to the quantum gate model (and hence to other universal models). In adiabatic quantum computing, one solves a computational problem by using an adiabatically changing Hamiltonian function whose initial ground state encodes the input and whose final ground state encodes the output. The time τ taken to reach the final ground state is the "running time" of the quantum adiabatic algorithm. One would like to minimize it, while at the same time keeping the distance between the actual final state and the desired final ground state small. The crucial parameter on which τ depends is the minimal value g of the spectral gap g(s) between the ground state energy of H(s) and the rest of its spectrum.
Adiabatic theorems fall into two categories: those that describe the solutions for all times, including times s ∈ [0, 1], and those that characterize the solutions only for large times s > 1, where the Hamiltonian is time-independent again. Interestingly, the latter give more precision for long times. We call the first category, the one that applies to all times, "uniform"; the second is the "long time" category.
A representative result from the uniform category is the following: See, e.g., Ref.
2:
Theorem (Uniform adiabatic theorem). Suppose H(s) is a τ -independent, twice differentiable family of bounded self-adjoint operators on the interval [0, 1]. Suppose in addition that g := min
Then, for any s ∈ [0, 1], the solution ψ τ (s) to the initial value problem (I.1) satisfies
where P (s) is the orthogonal projection onto the corresponding eigenstate of H(s).
A characteristic result from the long time category is
Theorem (Long time adiabatic theorem). Suppose H(s) is a τ -independent, C ∞ family of bounded self-adjoint operators that satisfies (I.2). IfḢ(s) is supported on [0, 1], then the solution ψ τ (s) to the initial value problem (I.1) satisfies
for any n ∈ N.
Remarks:
1. One can summarize these results by saying that slowly starting and finishing the interpolation decreases the error.
2. In general, there is no uniformity in n in (I.4); the term on the right hand side is of order c n τ −n where c n grows rapidly with n (c.f., the following discussion).
3. The distinction between the uniform and long time adiabatic theorems has an analog
To describe our result we begin by introducing some notation. Let H I and H F be two self-adjoint operators on a Hilbert space H that satisfy H I = H F = 1. Let H(s) be a C ∞ family that switches between H I and H F as above, and let P (s) be the orthogonal projection onto the eigenvalue E(s) of H(s).
We assume the following hypothesis:
Assumption I.1 (Minimal gap). For all s ∈ [0, 1], we assume the operator H(s) has an eigenprojector P (s), with eigenenergy E(s) separated by a gap g(s) from the rest of its spectrum. We assume g = min
is strictly greater than zero.
Remarks:
1. The eigenprojection P (s) is allowed to be degenerate. In particular, it can be infinitely degenerate.
2. If Rank P I < ∞, then it follows from analytic perturbation theory that
In the quantum computational setting the typical value of the gap g is very small. We are interested in minimizing the running time τ so that the error in the adiabatic approximation is small for such values of g. We therefore investigate how the coefficients c n depend on the gap g, and we minimize the running time τ so that c n τ −n = o(1) for an optimally chosen value of n. One recent result in this direction is Ref. 20 , which states that the running time τ of the order g −3 makes the error in the long time adiabatic theorem small.
It has to be noted that as long as one is interested in just making the error in the adiabatic theorem o(1) in g ≪ 1 rather than say O(g n ), there is not much difference between the uniform and long time adiabatic theorems. Our main assertion below is consequently formulated as a uniform adiabatic theorem:
for some g-independent constant K > 0, if the Hamiltonian belongs to the class G α with α > 1, given in the following definition. 
When α = 1, this class coincides with the set of analytic functions, and the only such functions are constants. For α > 1 there are functions in the class that are not constant.
A. A Prototypical Example: An Interpolating Hamiltonian
We call H(s) an interpolating Hamiltonian if
where f is a monotone increasing function on R that satisfies
Specifically, we can construct f ∈ C ∞ (R) as follows:
Here, β is a normalization constant, chosen so that f (1) = 1. For this family, we have
Hence, H(s) ∈ G 2 .
Remarks:
1. For analytic families of Hamiltonians one can obtain sharper control of the transition probability in the adiabatic approximation. For two level systems this goes back to Landau and Zener, who showed that the transition probability was O(e −Cg 2 τ ); see 
2. The above remark shows that our result is nearly optimal. In the switching family setting, the requirement thatḢ(s) have compact support exacts a price on the shortest achievable run time τ . In our result, it introduces logarithmic corrections to the Landau-Zener type bound τ = o(g −2 ).
3. When the gap g(s) becomes small only for finitely many times s, such as in the Grover search problem 9 , one can devise a gap-sensitive interpolating function f (s) that yields a much better estimate,
, see e.g., Ref.
13 and references therein.
B. Relation with Past Work
Mathematical analysis of adiabatic behavior has a very rich history starting with the first rigorous result by Kato 18 for rank one projections P (s) and Nenciu 23 for more general P (s).
We do not attempt to give an exhaustive survey of the related literature, but rather focus on articles that steadily improved the understanding of the long time adiabatic theorem. 
C. Proof strategy
The analysis of the wave function ψ τ (s) is hampered by the fact that it carries the highly oscillating, memory-dependent phase. In particular, one cannot easily decompose it into an asymptotic series in powers of τ −1 . However, the projector P τ (s) onto the state ψ τ (s) (given by P τ (s) = |ψ τ (s) ψ τ (s)|) naturally has no phase, and admits the asymptotic expansion of the form
See the next section for details.
A curious fact about this expansion is that it is instantaneous in H(s) -no memory term is present in any finite order τ −j . The first term in (I.7) satisfies B 0 (s) = P (s).
Moreover, B j (s) = 0 for all j ≥ 1 provided that all derivatives of H(s) vanish. In particular, 
II. AN ASYMPTOTIC EXPANSION FOR P τ
We now consider the initial value problem for the Heisenberg equation,
In 1993, G. Nenciu 24 found a general form for the solution to this Heisenberg equation.
His idea was to look for an asymptotic series of the form (I.7). Substituting (I.7) into (II.1),
we obtain a sequence of differential equations
In addition, since P τ (s) is a projection for each s, we have P τ (s) 2 = P τ (s). This generates the following sequence of algebraic relations:
In particular: B 0 (s) 2 = B 0 (s), so B 0 (s) is a projection for each s.
It turns out that the system of hierarchical relations (II.2a) and (II.2b) has a unique solution, which is given by the following recursive construction:
where 4) and the contour Γ encircles only the ground state energy. In particular the first order term is given by
One can truncate the expansion 6 (I.7) at some finite order k > 0 by observing that
where U τ (s, t) is the unitary Schrödinger propagator that satisfies
(II.7)
III. ESTIMATES ON B n
Without loss of generality we assume that the constants C, R in Definition I.3 and the value of 1/g(s) are all greater than or equal to 1. To estimate the minimal run time τ , we use the following result:
Lemma III.1. Suppose H(s) belongs to the Gevrey class G α (R). Then,
Proof. We use induction to prove this lemma.
We define
Since B 0 (s) = P (s), we have B 0 (s) = 1. To estimateḂ 0 (s), we use the representation
where R z (s) := (H(s) − z) −1 and the contour Γ is given by {z ∈ Γ : |z − E g (s)| = g(s)/2} .
We note that the circumference of Γ is π g(s).
Differentiating both sides of (III.2) and usinġ
we see thatḂ
for z ∈ Γ (III.4) and our assumptions require
we obtain
Recall now the definition of an integer composition: If k is a positive integer, then a composition π k,l of k is an ordered set of positive integers p 1 , p 2 , . . . , p l whose sum is k. Let Π k denote the set of all possible integer compositions π k,l of k, and let Π k;l ⊂ Π k denote the set of compositions of k into exactly l parts. We note that the cardinality of Π k is 2 k−1 .
Armed with this notion, we observe that
where the c π k,l are the multinomial coefficients
In particular,
by the multinomial theorem.
Taking the norm on both sides of (III.7) and using equations III.4 and III.9 as well as the fact that α > 1, we obtain the following bound :
This initiates the induction since
Next, we verify the induction step: Suppose
for some n and all k.
For z ∈ Γ, we use definition (II.3) and the Leibniz rule to bound
Using (II.4) and the induction estimate (III.1), we bound
where, in the last inequality, we have used Corollary V.3.
We use this bound together with (III.10) to verify that
where, in the last inequality, we have used Lemma V.4.
Next, we bound the first contribution in (III.11).
We first observe that for n = k = 0, we have
For n = 0 and k = 1, we have 1) . (III.14)
For 2n + k ≥ 2, we bound
where we have again used Lemma V.4.
Combining (III.11) -(III.15) we arrive at
This proves the lemma.
IV. PUTTING EVERYTHING TOGETHER
To estimate the error P τ (s) − P (s) , we use (II.6), which yields
To find the optimal value for N, we estimate the last term first. Using the bound (III.1), we see that
We want to find the value of N that minimizes the right hand side. Differentiating, we see that the minimizing value of N satisfies
Substituting N opt into (IV.2), we get the following bound
.
For g ≪ 1, the above expression is o(1) for small g provided τ satisfies
for some sufficiently large, g-independent constant K > 2.
To estimate the sum of the first N = N opt terms on the right hand side of (IV.1) we again use the bound (III.1) to get
for τ that satisfies (IV.3) and g sufficiently small. This proves our main result, Theorem I.2.
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V. APPENDIX
In this appendix, we collect several technical results.
where
Proof. We first prove the above inequality for α = 1. We begin by noting that
n , the inequality is preserved if we multiply the left hand side by (k 1 + n) n and right hand side by (k + n) n . Hence
This proves the result for α = 1.
We now consider the case α > 1. For 0 ≤ x ≤ 1, we have x(1 − x) ≤ 1/4. Applying this
We multiply the left hand side of this inequality by (k 1 + n) k 1 +n−k 2 , and we multiply the right hand side by the larger or equal quantity (k + n) k 1 +n−k 2 . We conclude that
We multiply the left hand side of this inequality by k
and the right hand side by the larger or equal quantity (k + n)
Combining (V.4) and (V.5) and raising the result to the (α − 1) power, we see that
This and (V.2) imply the lemma.
Corollary V.2. Suppose α, k 1 , k 2 , k, and n are as in Lemma V.1. For 1 ≤ i ≤ n, we have
Proof. Suppose first that
We apply this with a = k 1 + n + 1 − i, b = k 2 + i, and j = i − 1. The inequality
Since k 2 + 1 < k 1 + n, Lemma V.1 with k 2 + 1 in place of k 2 implies
Therefore,
Suppose next that
, but with a = k 2 + i,
We note that k 1 + n + 1 − i < k 2 + i implies k 1 + 1 < k 2 − n + 2 i. Since i ≤ n, we have
We apply Lemma V.1 with k 1 replaced by k 2 and k 2 replaced by k 1 + 1.
This yields
Inequalities (V.7) and (V.8) imply (V.6) because
We also have the following consequence of Corollary V.2: We take the square of both sides and use a = 10 n + 10.6 and b = 10 i + 0.3. We then sum over i from 1 to n. Using the i ↔ n + 1 − i symmetry, this yields For n ≥ 4,
Combining these results, 1−4 −(α−1) . Then for k = 1, 2, 3, · · · and n = 0, 1, 2, · · · ,
