Abstract: Modularity is a metric of how well a given network is divided into communities. It has proven surprisingly effective in handling the ready-made real-world networks, including social networks, information networks, biological networks, and so forth. This paper, based on a notional instantiation of modularity to similarity modularity (s-mod), answers the question of how well the s-mod can measure the data-points clustering. This paper maximizes the s-mod by a new spectral algorithm. Compared to the existing typical spectral clustering techniques, the presented algorithm has two advantages: the higher robustness to the variation of input parameter and the capability of estimating the intrinsic clusters' number. This paper also analyzes theoretically why it performs robust to parameter variation and how to accurately estimate the intrinsic clusters' number. Experiments on typical UCI datasets show the good performance of the presented algorithm.
Introduction
The terminology "graph-cut clustering" that originated from the study community of machine learning and data mining, refers to achieving goal of data-points clustering by means of constructing a similarity graph over the points and then partitioning the constructed graph into sub-graphs. Spectral clustering algorithms [1, 2, 3, 4, 5, 6, 7, 24, 25] are a class of techniques that can solve the graph-cut clustering in a polynomial time via eigen-decomposition. They have attracted considerable research attention over the past decade due to their practical successes in handling both convex data and non-convex data. They have also been applied to a wide variety of areas, including computer vision [4, 9, 10] , circuit placement [3, 11, 12] , load balancing [13, 14] , biological information [15, 16] , and many others. Different from directly running the most popular k-means algorithm [8] that probably converges to local solutions [22] , spectral clustering techniques can often guarantee the global relaxation solutions to the graph-cut optimization objectives. One can see [17, 18, 19, 22] for the surveys.
The typical spectral clustering techniques ( [1] [4] [5] [6] and [7] etc.) have two long-standing drawbacks. Firstly, the optimization criterions can not directly aid the estimation of the clusters' number. Most often, the clusters' number must be prescribed before the clustering algorithms run. For many raw datasets, it is impractical to know in advance the intrinsic clusters' number. Secondly, spectral clustering techniques are always sensitive to the selection of Gaussian kernel parameter. More concretely, the only input parameter of spectral clustering algorithms is the so-called similarity matrix in which the relations of pairwise data points are contained. However, the metric of similarity between pairwise data points typically requires a Gaussian kernel parameter whose variation might give rise to considerably different clustering outcomes. In unsupervised settings, currently, there is no good approach available to suggesting deterministically a right value of that parameter.
This situation motives us to consider new better spectral algorithms. We argue that a good spectral algorithm can perform significantly robust to the variation of parameter σ, and that an optimization objective can aid directly the estimation of intrinsic clusters' number. In recent years, another type of modularity-based spectral method [20, 21] has been developed for detecting community structures of the real-world un-weighted networks. It is tempting that this new spectral method chooses a null model against which to compare the actual networks to random-generated networks, thereby skillfully lay a foundation that the optimization of modularity can be achieved by spectral decomposition of modularity matrices. The chief algorithm proposed by Newman [20, 21] goes by repeatedly bi-partitioning a network into communities by making use of the leading eigenvectors of network and sub-networks. It performs surprisingly effective in finding the community structures underlying a wide variety of real networks, including social networks, information networks, biological networks, and so forth. This algorithm, however, is early proposed to deal with the ready-made 0-1 un-weighted networks instead of the weighted similarity graphs (the constructed similarity graphs with the purpose of graph-cut clustering). In this paper, the basic purpose is to extend the modularity metric to the data-points clustering, and to show that the derived algorithm can well overcome the two drawbacks in traditional spectral clustering algorithms. More concretely, we shall show that similarity modularity (s-mod) based spectral algorithm is significantly robust to the variation of values of Gaussian kernel parameter, and that the s-mod optimization objective can aid directly the estimation of intrinsic clusters' number. Our work first builds on a slight notion instantiation from modularity to s-mod, and then we interpret why this extension can give more robustness and show how it directly aids the estimation of intrinsic clusters' number. Experimentally, the algorithm outperforms the well-known NJW algorithm [7] on several most popular benchmark datasets.
The organization of the rest paper is as follows. In the next Section we first review the spectral method of modularity. In Section 3 we show the generalization of modularity-based spectral algorithm to data clustering is feasible, thereby lay a foundation for building the new spectral clustering algorithm. In Section 4 we describe and analyze the new algorithm. In Section 5 we test the algorithm using a variety of most popular benchmark datasets and discuss the results. In the last Section we draw the conclusions.
Modularity Method
An algorithm for detecting the communities of an un-weighted network generally dedicates to divide the network into k sub-networks such that the edges within sub-networks have a high density and between sub-networks have a low density. The benefit function of modularity [20, 21] holds another viewpoint that a natural community should contain an exceeded-expected fraction of edges, and the partitioning task then amounts to maximizing the modularity. The general expression of the modularity function can be written as 1 ( )
where Q denotes the value of modularity and f i denotes the fraction of edges within the kth community and i f denotes the expected fraction within them. Let k i and k j denote respectively the degrees of vertex V i and V j , and m denotes the total number of the edges contained in a network. The extended form of Eq. (1) is
where δ(g i , g j )=1 if g i =g j and 0 otherwise. Let B denotes an n-by-n matrix (called modularity matrix) and its entries are given by B ij = A ij -k i k j /2m. The aforementioned null model is exactly the following equation:
which is the basis of the spectral algorithms in [20, 21] . Let s denote an indicator vector of size n in which each entry just can take -1 or +1, meaning that the nodes associated with the same sign belong to a same community. For the bi-sections problem, Eq. (2) can then be formulated as
In the following we mention the basic properties of the modularity matrix B by summarizing the past works in [20, 21] :
1) The sum of the elements in each row or column is zero. 
So far it implies bi-partitioning a network is equivalently to maximizing Q subject to tr(ss T )=n. Then, a straightforward way for bi-partitioning a network goes by finding the eigenvector u 1 associated with the largest eigenvalue of B and then making s as close as possible parallel to u 1 [20, 21] . However, for the discrete optimization objective, the entries of s are just limited to ± 1. Hence, to achieve the goal of maximizing the general modularity, the entries of s should have the same signs as the associated entries in u 1 . For the network contained in multiple communities, it requires a repeatedly bi-partitioning procedure over the sub-networks until the general modularity can not be improved.
Generalized Modularity to Data Clustering
In this section, we shall generalize the modularity notion from the 0-1 un-weighted networks to arbitrary non-negative weighted graphs such that the generalized modularity can serve as measuring the graph-cut clustering. We show mathematically that the so-called null model also holds in the non-negative weighted graphs such as the constructed similarity graphs, and also show that the data clustering problem can be solved as a spectral optimization problem of generalized modularity.
A formal description about the problem in question is as follows. Given a set of vector data X 1 , X 2 , …, X n ∈R d (d∈N), the graph-based clustering methods proceed by first constructing a similarity graph G, and then partitioning it into a set of components G (1) , G (2) , . . ., G (k) , in each of which all the data points are treated as a cluster. For all similarity graphs, we define them without loops and multiple edges. In G, the similarity between X i and X j , is measured conventionally by the expression
where W denotes the similarity matrix and σ denotes a tunable parameter. With the decrease of parameter σ, the constructed similarity graphs tend to be sparse due to the limitation of computing accuracy. Let d i be the weighted degree of V i , and let t be the total weights of G given by
We first give the following two definitions. Definition 1. (Similarity modularity matrix) Denote by H the n-by-n similarity modularity matrix
Definition 2. (Similarity modularity) Denote by Q s the similarity modularity, meaning that the actual similarity within clusters minus the expected similarity that can be given by the following equation:
For a dataset containing two clusters, the goal of data clustering is then transformed to the problem of maximizing Q s for finding the indicator vector s. The data points associated with the same signs of eigenvector's entries can be acted as inside the same cluster.
In the following, we shall show that for all non-negative weighted acyclic graphs, there must be a similar null model like Eq. (3) . First of all, we can easily find that the sum of the elements in each row or column is zero according to the following deductions. Note that
We then have 2 0 2 2
Further we have
It means that the sum of all the elements of H is zero. This null model agrees well with the formulation of un-weighted networks. Hence for any such graphs, we have
This expression agrees well with Eq. (4). One then can check that bi-partitioning a similarity graph can be given by the spectral composition of similarity modularity matrix H. One can also check that k-partitioning a network can be given by the trace maximization of Eq. (14) for finding the indicator matrix S, in which the elements are binary values, with each column vector for one cluster. The data points assigned into the same cluster are associated with the entries ones. 
Algorithm
In this section, we shall present a simple k-way spectral algorithm of generalized modularity. The general framework of the derived algorithm originates from the work of Ng.et al. [7] . We just do two aspects of modifications. On one hand, we substitute the normalized similarity matrix for the generalized modularity matrix, both the properties of matrices and the optimization objective of them being discriminative each other. On the other hand, the algorithm proceeds by finding the eigenvectors associated with the largest a few eigen-values. The similarity modularity matrices always possess both positive eigen-values and negative eigen-values, however, only those positive eigen-values are useful for partitioning similarity graphs. Before we use an eigenvector, there is a need to check if the associated eigen-value is positive. Step3: Build the s-mod matrix H from W n .
Step4: If k = 2, find the eigenvector associated with the largest eigenvalue of H and bi-partitioning the graph according to the signs of the entries, then terminated. Step6: Form the matrix Y from U by re-normalizing each of U's rows to be unit length.
Step7: Treating each row of Y as a data point in R k−1 , cluster them into k groups via K-means algorithm.
Experiments on UCI Data
The datasets we chosen are of availability from UCI machine leaning repository [23] , including Iris, Wine and Vehicle, which have been extensively applied in testing the performances of new clustering algorithms.
For the details of the data introduction, see the web site in Ref. [23] . For each dataset, we simply use all the features when construct the similarity graph.
As the results shown in Fig.1 , for each dataset, the accuracies of similarity modularity based spectral clustering tends to be significantly robust to the variation of σ. However, the well-known NJW algorithm tends to be sensitive to the variation of σ, particularly on the datasets Iris and Wine, the oscillations exceeding 25%. On the other hand, we can see that the s-mod values directly aid the estimation of intrinsic clusters' number. For right choices of σ, the intrinsic clusters' numbers are often associated with the largest values of s-mod. Particularly on Wine data, for all the three σ 2 s, the largest s-mod values always correspond to three, the intrinsic clusters' number.
Conclusion
This paper has shown that the generalizing of modularity function to data clustering is feasible at the pure mathematical angle, and has also shown that the derived k-way spectral clustering algorithm can perform more robust than the well-known NJW algorithm on a set of benchmark datasets. The s-mod based spectral algorithm is capable of estimating the intrinsic clusters' number by maximizing the s-mod optimization objectives.
