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In this paper we investigate guessing number, a relatively new concept linked to network
coding and certain long standing open questions in circuit complexity. Here we study the
bounds and a variety of properties concerning this parameter. As an application, we obtain
the lower and upper bounds for shift graphs, a subclass of directed circulant graphs.
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1. Introduction
Guessing number, a new concept on graphs, was introduced by Riis [5,7] in studying network coding and circuit com-
plexity. It was ﬁrst deﬁned in terms of a guessing game, i.e., a cooperative game with one player associated to each vertex
v ∈ V (see [4–7]), played on a (directed or undirected) graph G = (V , E).
In the special version of the game we discuss in this paper, each vertex v , or the player on v , has a random bit xv from
{0,1} written on its head and can see the bits associated to its neighbors N−(v) := {u ∈ V | (u, v) ∈ E}. The task for each
vertex is to guess the value of its own bit. At a superﬁcial level the game might remind of the famous mark on forehead
puzzle as well as the traditional “number on the forehead” model in multiparty communication complexity [2]. However,
the guessing game is entirely different from these since the players get no information from by observing the other players
behavior.
One quantity that concerns us is the probability that all vertices simultaneously guess correctly their bits. With trivial
protocols, i.e., each vertex randomly picks a value, this probability is (1/2)|V | for a simple graph. But for most graphs, as we
will see in Section 2, there are some protocols, or strategies, to obtain a better probability. Roughly speaking, the guessing
number g(G) is deﬁned to measure how much we can get from using an optimal protocol in the guessing game deﬁned
on the graph G . Speciﬁcally, the achievement from using “linear” protocols is measured by the “linear” guessing number
glinear(G).
Given a directed graph D , the computation of its guessing number is conjectured to be NP-hard though its exact state
in the complexity hierarchy remains open. In this paper we show that g(D) is bounded below and above respectively by
ν(D) and τ (D). Here ν(D) is the maximal number of vertex disjoint cycles in D and τ (D) is the minimal number of edges
we have to delete to make D acyclic. For both ν(D) and τ (D), their computations are NP-hard and are important for many
applications in computer science (cf. [3]).
To study bounds on the guessing number g(D), we present some of its properties. As an application, we obtain the
bounds on the guessing numbers of shift graphs, a subfamily of the directed circulant graphs, which answers an open prob-
lem in [7]. One main fact we used here is the bounds on ν(D) for this family of graphs, which was recently obtained in [10,
11]. Shift graphs are also called double loops or chord rings in the literature when the directions of edges are unaccounted.
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putations [1]. In [4] shifts on graphs were discussed and linked to Valiant’s shift conjecture [8,9], a long standing open
question in circuit complexity.
In this paper, we will also discuss some properties of linear guessing numbers that was ﬁrst introduced in [4]. Here we
mainly consider the case where the underlying alphabet consists of only two letters, but higher generality is possible.
The remainder of this paper is organized as follows. We present the deﬁnition of the guessing number in Section 2 and
discuss some of its properties in Section 3. Section 4 is devoted to linear guessing numbers. Two bounds on the guessing
number of shift graphs are studied in Section 5.
2. Guessing number
Throughout this paper, we will use the convention that all graphs mentioned without explicitly stated are directed simple
graphs. Here a directed graph D = (V , E) is called simple if it is loopless and there is at most one directed edge between
any two distinct vertices.
A conﬁguration on digraph D is a map from its vertex set V (D) to Z2 := {0,1}, where 1 is called an “up” spin and 0 is
called a “down” spin. All such conﬁgurations on D form a set Ω . The variables that take values in Ω will be denoted by
x, y, . . . . Note that the ring structure of Z2 induces a natural ring structure on Ω as well.
Deﬁnition 2.1. A protocol P on a digraph D is a map between its conﬁgurations such that P(x) is locally deﬁned, i.e.,
P(x)v = ( f v)(xv1 , . . . , xvk ) for any v ∈ V , where k = |N−(v)| and xvi ∈ N−(v) for each xvi .
We can also associate a ring structure on the set of all protocols for a given graph, where the composition of two
protocols is deﬁned to be point-wise. For instance, if P = P1 + P2, then
P(x)v := P1(x)v + P2(x)v
for any x and v .
Let us remark here that not every map acting on Ω is a protocol on D . For instance, the identity map I , which maps
each conﬁguration x to itself, is not a protocol for any simple digraphs.
Given a protocol P = ( f v)v∈V (D) , let
Fix(P) := {x ∈ Ω | xv = f v(xv1 , . . . , xvk ) for all v},
whose elements are called the ﬁxed points of P . Clearly, xv = f v(xv1 , . . . , xvk ) if and only if
xv − f v(xv1 , . . . , xvk ) = 0. (1)
Therefore the set Fix(P) can also be regarded as an algebraic set. In this case, we will write it as V(I − P) to emphasis this
algebraic aspect.
Example 1. Consider the digraph D = C3 with V (D) = {0,1,2} and E(D) = {(0,1), (1,2), (2,0)}. Let P = ( f i) be the protocol
deﬁned as
f0(x2) = x2, f1(x0) = x0, f2(x1) = x1.
Then it is easy to verify that
Fix(P) = V(I − P) = {(0,0,0), (1,1,1)}.
If a protocol maps any conﬁguration x ∈ Ω to a ﬁxed conﬁguration σ , then it is called a constant protocol, and denoted
by Cσ . For example, C0 is a constant protocol that map any x to the conﬁguration 0 that assigns 0 to every vertex. Since
Fix(Cσ ) = V(I − Cσ ) = {σ }
holds for any σ , we have | Fix(Cσ )| = 1 for any constant protocol.
Deﬁnition 2.2. For any protocol P on a digraph D , g(D, P) is deﬁned as
g(D, P) := log2
Pr(D, P)
Pr(D, C0) = log2
(∣∣ Fix(P)∣∣)= log2(∣∣V(I − P)∣∣),
where
Pr(D, P) := | Fix(P)|
2|V (D)|
= |V(I − P)|
2|V (D)|
.
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probability that a random conﬁguration belongs to Fix(P). Another interpretation is that it measures how well the protocol
P approximates the identity protocol. In this view, constant protocols form a class of “bad” protocols for such approximation
since g(D, Cσ ) = 0 holds for any digraph D .
Deﬁnition 2.3. Given a digraph D , its guessing number is deﬁned as
g(D) := max
P
g(D, P),
where P runs over all allowed protocols on D .
We will use Pmax to denote one of optimal protocols, the ones satisfying g(D, Pmax) = g(D). Now we end this section
with two more deﬁnitions.
Deﬁnition 2.4. A protocol P = ( f v) is called linear if each function f v is linear. That is, it has the following form:
f v :Z
|N−(v)|
2 −→ Z2
(xv1, xv2, . . . , xvk) −→ av1xv1 + av2xv2 + · · · + avkxvk + pv ,
where all coeﬃcients, avi and pv , are in Z2.
Deﬁnition 2.5. The linear guessing number of a digraph D is deﬁned as
glinear(D) := max
{
g(D, P) | P is an linear protocol}.
3. Properties
Some properties of guessing numbers are investigated in this section. We begin with some notation. If H is a subgraph
of D , then every conﬁguration σ on H can be extended to a conﬁguration σ on D , which is called the lift of σ , by putting
σ u = σu for u ∈ V (H) and σ u = 0 otherwise. Similarly, the lift of any protocol P = { fu} on H is deﬁned to be P = { f u}
with f u ≡ fu for u ∈ V (H) and f u ≡ 0 otherwise.
For completeness, we collect the following facts, which are well known though no explicit proofs are given in the
literature.
Proposition 3.1. (See [4,12].) For any digraph D = (V , E) with |V | = n, the following facts hold:
(a) 0 g(D) |V | − 1;
(b) If H = (V ′, E ′) is a subgraph of D, then g(H) g(D);
(c) If D is a directed cycle, we have glinear(D) 1;
(d) If D is acyclic, then g(D) = 0.
Proof. (a) The ﬁrst inequality clearly holds, since constant protocols are well deﬁned for any digraph. Fixing a vertex v ∈ V ,
let xv be the conﬁguration associated to x as follows: xvv = 1− xv and xvu = xu for u = v . Now x ∈ Fix(P) for some protocol
P implies that xv /∈ Fix(P). This implies | Fix(P)| 2|V |−1, and hence completes the proof.
(b) Considering an optimal protocol P for H and its lift P , then the result follows directly from the fact that x ∈ Fix(P)
holds if and only if x ∈ Fix(P) holds.
(c) It suﬃces to note that Fix(P) = {C0, C1} holds for the linear protocol P := { f i}n−1i=0 with f i(xi−1) = xi−1, where 1
assigns 1 to each vertex in D .
(d) Without loss of generality, assume that i < j holds for all edges (i, j) in D . Now for any protocol P := { f i}n−1i=0 , the
domain of fk is an subset of {x0, x1, . . . , xk−1}. In particular, the function f0 corresponding to the source 0 is a constant
function. Supposing that
x := (x0, x1, . . . , xn−1) ∈ Fix(P),
then x0 is uniquely determined by P , i.e., f0. Similarly xk is uniquely determined by P and (x0, x1, . . . , xk−1). This implies
| Fix(P)| = 1 and hence completes the proof. 
The disjoint union of two graphs H1 and H2, denoted by D = H1 unionsq H2, is deﬁned to be (V (D), E(D)) with V (D) :=
V (H1) unionsq V (H2) and E(D) := E(H1) unionsq E(H2).
Lemma 3.2. If we have D = H1 unionsq H2 , then g(D) = g(H1) + g(H2) and glinear(D) = glinear(H1) + glinear(H2) hold.
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H2 are disconnected, each pair of conﬁgurations {x1, x2}, where xi (i = 1,2) is a conﬁguration on Hi , can be extended to a
conﬁguration x on D by putting
x = x1 + x2.
Conversely, each conﬁguration y on D has a unique canonical decomposition
y = y1 + y2
such that yi(v) = 0 holds for v /∈ Hi .
Similarly, each pair of protocols {P1, P2}, where Pi (i = 1,2) is a protocol on Hi , can be extended to a protocol on D by
putting
P = P1 + P2.
Furthermore, each protocol P on D has a unique canonical decomposition
P = P1 + P2
such that Pi(xv ) = 0 holds for v /∈ Hi .
Denote the restriction of yi (resp. Pi) on Hi by y′i (resp. P ′i ). Given any protocol P with its canonical decompositionP = P1 + P2, any conﬁguration x is ﬁxed by P if and only if xi ∈ Fix(Pi), where x = x1 + x2 is the canonical decomposition
of x. Thus∣∣Fix(P)∣∣= ∣∣Fix(P1)∣∣× ∣∣Fix(P2)∣∣
holds, from which we have
g(D, P) = log2
(∣∣Fix(P)∣∣)= log2(∣∣Fix(P1)∣∣)+ log2(∣∣Fix(P2)∣∣)
= log2
(∣∣Fix(P ′1)∣∣)+ log2(∣∣Fix(P ′2)∣∣)
= g(H1, P ′1) + g(H2, P ′2).
Now assuming Pi is an optimal protocol for Hi , i.e., g(Hi, Pi) = g(Hi), then P = P1 + P2 is a protocol on D and we
have
g(D) g(D, P) = g(H1, P1) + g(H2, P2) = g(H1) + g(H2).
On the other hand, choosing a protocol P with g(D) = g(D, P) and considering its canonical decomposition P = P1 +
P2, we have
g(D) = g(D, P) = g(H1, P ′1) + g(H2, P ′2) g(H1) + g(H1),
which completes the proof. 
The maximal number of vertex disjoint cycles in D , denoted by ν(D), is called the cycle packing number of D . On the
other hand, let τ (D) be the size of the minimal vertex set S in D such that D − S is acyclic. Recall that H is an induced
subgraph of D if (u, v) ∈ E(H) holds for any (u, v) ∈ E(D) with u, v ∈ V (H) ⊆ V (D). Now we can state one of our main
results in this section as follows.
Theorem 3.3. For any digraph D, we have
ν(D) glinear(D) g(D) τ (D).
Proof. The second inequality holds by deﬁnition. To show the ﬁrst one, let {c1, . . . , ck} be a set of vertex disjoint cycles of
D with k = ν(D). By putting c := c1 unionsq · · · unionsq ck , we can assert that the ﬁrst inequality also holds since
glinear(D) glinear(c) =
k∑
i=1
glinear(ci) k = ν(D)
holds from Proposition 3.1 and Lemma 3.2. On the other hand, the third inequality follows directly from Proposition 3.1 and
the following
Claim. For any induced subgraph H of D, we have g(D) g(H) + |V (D) − V (H)|.
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denote the induced protocol on H by putting x0 = i for i = 0,1. That is, if f (x0, x1, . . .) ∈ P , then f (i, x1, . . .) ∈ P i . Clearly
for any x ∈ Fix(P), x|H ∈ Fix(P i) if and only if x0 = i. In other words, we have | Fix(P)| | Fix(P0)| + | Fix(P1)|, from which
we conclude that
g(D) = log2
∣∣Fix(P)∣∣ log2(∣∣Fix(P0)∣∣+ ∣∣Fix(P1)∣∣)
 log2 2
∣∣Fix(P ′)∣∣
= 1+ g(H)
holds as required, where P ′ is an optimal protocol on H . 
One direct consequence of the above theorem is g(Cn) = glinear(Cn) = 1. Let us also remark here that the results in
this section also hold for other alphabet sets with cardinality greater than 2. For the related results concerning undirected
graphs, we recommend [4].
4. Linear guessing numbers
In this section, we discuss some properties of linear guessing numbers by tools from linear algebra.
For brevity, sometimes it is more convenient to regard each conﬁguration σ in Ω as a vector in Zn2. With abuse of
notation, we also use 0 for the all 0 vector in Zn2. In this setting, each function f j in an linear protocol P can be written in
a unique way as
f j(x0, . . . , xn−1) = c j +
n−1∑
i=0
aijxi .
Now let A := (aij)n×n be the n × n matrix over Z2 and let c := (c0, . . . , cn−1) be the vector in Zn2. Then each protocol P
can be uniquely represented by such a pair (A, c).
As D is simple, one observation about the above A is that aij = 0 implies (i, j) ∈ E(D), i.e., i ∈ N−( j). Thus aii = 0 holds
for each i ∈ V (D) and aij = 1 implies a ji = 0 for each pair i, j with i = j. Let us remark here that the identity map I , which
is represented by the unit matrix I, is not a protocol since Iii = 1 for each i.
For any linear protocol P = (A, c) on a digraph D , its reduced form P˜ is deﬁned as the protocol represented by (A,0).
Then an linear protocol P is called canonical if P = P˜ , that is, P can be represented as (A,0).
Theorem 4.1. For any digraph D, we have
glinear(D) = max
linearP
log2
∣∣V(I − P)∣∣= max
linearP
log2
∣∣V(I − P˜)∣∣.
Proof. It suﬃces to show that for any protocol P on D , we have∣∣V(I − P)∣∣ ∣∣V(I − P˜)∣∣.
Assuming the rank1 of (I − A) be t , where I is the unit n × n matrix, then |V(I − P)|, the number of the solutions of the
linear equation (I− A)x = c, is either 2n−t or 0. On the other hand, |V(I − P˜)| is the number of the solutions of the linear
equation (I− A)x = 0, which is 2n−t . 
From the above theorem, it suﬃces to consider canonical protocols only in studying the linear guessing number of D .
Thus in the remainder of this section, we will always assume that P is a canonical protocol represented by a matrix A.
Deﬁnition 4.1. Given two matrices A = (aij)n×n and A′ = (a′i j)n×n over Z2, we say A′  A if a′i j  aij holds for 1 i, j  n.
In other words, aij = 0 implies a′i j = 0 for all i, j.
By deﬁnition, A′  A if and only if A′ is obtained from A by ﬂipping some 1’s to 0’s without changing any 0’s. Recall
that D ′ = (V ′, E ′) is an arc subgraph of D = (V , E) if V ′ = V and E ′ ⊆ E , i.e., AD ′  AD .
Lemma 4.2. P is a canonical protocol of D if and only if it can be represented by an adjacency matrix AD ′ for some arc subgraph D ′
of D.
1 Here the rank of (I− A) is deﬁned over Z2 since aij ∈ Z2.
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f j =
n−1∑
i=0
a′i j xi .
If a′i j = 0, then (i, j) ∈ E ′ ⊆ E . Thus the protocol is well deﬁned and clearly it is canonical.
On the other hand, for a canonical protocol P = ( f j) j∈V with
f j =
n−1∑
i=0
aijxi,
associate it with a digraph D ′ = (V , E ′) where V (D ′) = V (D) and E ′ consists of the pairs (i, j) with aij = 0. Because aij = 0
implies (i, j) ∈ E(D), D ′ is a subgraph of D . 
Because each subgraph of D is an arc subgraph or can be extended to an arc subgraph by adding some isolated vertices,
the above lemma provides a correspondence between subgraphs and canonical protocols, which leads to the following
characterization of linear guessing numbers.
Theorem 4.3. For any digraph D, we have
glinear(D) = max
AAD
(
n − rk(I− A))= n − min
AAD
rk(I− A),
where AD is the adjacency matrix of D and I is the unit matrix.
Proof. Let A(P) be the matrix representing P with rk(I− A(P)) = t(P). From Theorem 4.1 and its proof, we have
glinear(D) = maxP log2
∣∣V(I − P)∣∣= max
P
(
n − t(P)),
where P runs over all canonical protocols. On the other hand, P runs over all canonical protocols if and only if A runs over
all matrices that are smaller than or equal to AD . Therefore
glinear(D) = max
AAD
(
n − rk(I− A)),
which completes the proof of the ﬁrst equality as well as the second one. 
By the above theorem, we can regard linear guessing numbers as a concept concerning the minimal rank of all possible
“submatrices” of a given matrix I − A, with all 1’s in its diagonal positions and the special property that aij = 1 implies
a ji = 0 for all i = j.
5. Shift graphs
In this section, we consider the guessing number of shift graph Cay(n; {α,β}), the directed Cayley graph of Zn with two
generators {α,β}. Throughout this section we will assume gcd(n,α,β) = 1, i.e., Cay(n; {α,β}) is connected, for simplicity.
The following theorem shows that the cycle packing number of a connected shift graph is determined by its size and
girth, where the girth of a digraph D , denoted by ω(D), is the size of the shortest cycle in D .
Theorem 5.1. (See [11].) For a connected digraph D = Cay(n; {α,β}), we have
ν(D) =
⌊
n
ω(D)
⌋
.
A weaker form of the above theorem also appears in [10]. With this result, we can present the bounds on the guessing
number of shift graphs.
Theorem 5.2. For a connected digraph D = Cay(n; {α,β}), we have⌊
n
ω(D)
⌋
 g(D)max{α,β}.
Proof. From Theorems 5.3 and 5.1, it suﬃces to show that τ (D) max{α,β}. Without loss of generality, we can assume
that α < β . Then it is clear that every cycle must contain a vertex from the set {1,2, . . . , β}. 
The above theorem answers an open problem and settles the status of statement S in [7]. Furthermore, we have a more
explicit bound for a subfamily of shift graphs.
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n
n + (1− β)n/β
⌋
 g(D) β.
Proof. Putting p := n/β and r := n − pβ , then it is clear that n = pβ + r and Cay(n; {1, β}) contains a cycle of size p + r.
Together with Theorem 5.2, it establishes the corollary. 
Supposing that n = 2t + 1 and β = t for some t > 1, then the above corollary implies
g
(
Cay
(
n; {1, β})) n/3.
For instance, we have g(Cay(99; {1,49}))  33. Therefore shift graphs provide a family of connected regular graphs with
indegree 2 but having arbitrarily large guessing number. This also gives us a certain insight into the following problem, one
of the main open problems in guessing numbers.
Problem 1. Deﬁne gn,p as maxD{g(D)} where D runs over all connected regular digraph on n vertices with indegree p.
What is the behavior of gn,p with respect to the parameters n and p.
Understanding the above problem would be helpful for answering some problems arose from network coding and circuit
complexity. For p = 2, one more tractable problem is whether shift graphs are optimal. For arbitrary p, Riis [4] suggests to
consider the “clock graphs”, i.e., the Cayley digraph Cay(n, {1,2, . . . , r}) for some r ∈ Zn .
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