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I N T R O D U e e I O N 
======================= 
Se dice que un problema está bien planteado si para un 
conjunto de datos, llamado conjunto inicial, existe exactamente 
una solución y ésta depende continuamente de aquel conjunto. P~ 
ra precisar este concepto, nosotros debemos indicar los espacios 
donde la solución ha de ser obtenida, el espacio de los dat os -
iniciales, asi como la noción de dependencia continua entre la 
solución y el campo inicial. 
Teniendo en cuen ta lo anterior ser á más fácil si tuar 
a muchos problemas meteorológicos en la condición de problemas 
físicamente bien planteados. 
Los sistemas de ecuaciones encontrados en l o s pro ble-
mas meteorológicos son, a menudo, muy complicados; éstos están 
a veces formados por subsistemas de diferentes t i pos (elipticos, 
hiperbólicos, parabólicos, etc). La estima del e r ror y la demo~ 
tración de la converge ncia s e presenta más d i fi ci l al c omplicaE 
se más los problemas. Existen lagunas ó faltas de coherencia en 
tre la matemática del problema (visto desde l o s adCjlant o s de los 
métodos de resolución) y los métodos usua:es, ya anticuados, d e 
resolución, porque los r e cientes avance s t eóricos introd ucen mé 
todos matemáticos y nuevos conceptos que, probablemente, se pr~ 
sentan innecesar ios a personas no especialis t as en Anál isis Nu-
mérico. Esta aparente dificultad (que tampoc o pue de ne gar se qu e 
existe) debe vencerse llegando a comprende r que s e simp l i fic an 
las técnicas de resolución. 
La Materia debe organizarse, no obstante, de acuerdo 
con la naturaleza física del problema, ya que, los sistemas m~ 
temáticos adquieren aspectos diversos al considerar en detalle 
los campos físicos que afectan (dentro,no obstante, de caracte 
rísticas com~nes en áreas diferentes). 
Dado que los modelos de predicción numérica, así co-
mo algunos de análisis objetivo,que estamos estudiando y desa-
rrollando en la Sección de Predicción Numérica, son tratados 
por métodos variacionales, tales como el de los "Elementos Fi-
nitos", entre otros,. nos parece conveniente introducir las no-
ciones necesarias para que el lector interesado en la aplica-
ción de los modelos pueda comprender los tópicos matemáticos 
sin desviar su atención en deducir los asertos que estructural 
mente los sostienen y que en poco le ayudan en la concepción 
de los fenómenos físicos que analiza o predice. Se suponen, no 
obstante, conocimientos elementales acerca de los espacios de 
Hilbert. 
Para alcanzar nuestro objetivo, nos referiremos a lo 
largo del texto al modelo barotrópico en sus versiones simple 
y equivalente, que está incluido dentrc del probJema general 
de "Navier-Stokes" - "Euler". 
3. 
1 .- Inclusión en un espacio de Hilbert de un campo meteorológico 
_n_ es el interior de una región de predicción .fL 
de frontera J1 situada sobre una proyección conforme (de las 
usadas en meteorología) . ( fl. u r ==. _n_ ; J1 n J1 = r/J (espacio 
vacío)). 
Para un periodo de tiempo Jo, t [ , tenemos defini-
das las variables meteorológicas, ó campos meteorológicos de 
interés, sobre el cilindro ft x ] o, t [ , es decir: 
Si por ~representamos una de estas variables ó 
campos meteorológicos, ~es una función numérica definida so 
bre ..1l x Jo, t[, con valores reales ó complejos J"&(x,t), que, 
para un instante t 0 €. Jo, t [ , se convierte en una función -
numérica ~o = v , definida sobre Jl con valores reales ó com 
plejos cJt 0 ( x) = v ( x) = JVG< x, t 0 ). Las definiciones de J1.y 
JY{,0 = v, pueden extenderse a Jl x [o, t J y SL , respecti vame~ 
te. 
Entonces, si consideramos definido sobre Jl un con-
junto de funciones numéricas, dotado de una estructura de es-
pacio de Hilbert V, con producto escalar ((u,v)), u, vE: V, 
y, si definimos sobre el intervalo I = Jo, t [un conjunto de 
funciones P. con valores en el espacio de Hilbert V, tal que, 
para toda t 0 E: ] o, t [ , exista una función v, perteneciente 
a V, que verifique v(x) = J1, 0 (x) = cJ'1.>(x,t 0 ), x t..J2; 
JVZ ( x, t) E: P, podemos dar estructura hilbertiana a P, re-
presentándolo por ~(I; V), de producto escalar 
-
(ot }e ((u(t), g(t))) dt 
4 . 
para toda u(t), g(t) ~ r¡:'( I; V). De esta manera, se puede defi 
nir (&) un espacio de Hilbert 9Jcr; V) y asociarlo al campo meteo 
rológico cuyo comportamiento se desee estudiar en el cilindro 
.n. x ]o, t ( ; es decir, si ~ ( x, t ) representa una variable me-
teorológica definida sobre Jl x [o, t] , ésta es lo mismo que el 
resultado de la composición 
(o, t].3t -:> dtCt) = v(x) --~J.l, ( t)(x) = 
= ~(x,t), \J J.t6. Cfcr; V) 
2.- Aproximante del campo en espacios de dimensión finita 
Una vez situados en un espacio de Hilbert separable, sa-
bemos que existen sistemas de elementos del espacio que l o gene-
ran y subconjuntos de aquellos sistemas que son minimales, o ba-
ses que engendran subespacios densos del espacio de Hilbert con-
siderado; es decir, podemos obtener subespacios vectoriales de 
dimensión finita, que aproximan convenientemente al espac io de 
Hilbert del campo meteoro l ógico que nos ocupa. Si ~ es e l cam~ 
po meteorológico y ~N su aproximan te, lo que antecede puede 
indicarse en términos de la acotación del resto J.! - t,.~ Ñ , eli 
giendo un E> O, arbitrario y, buscando un número natural N de 
pendiente d e E. , tal que, si W es el espac i o que se dese a a pro-
ximar y \XIÑ su aproximante, se tenga 
(&) Veremos en alguna otra nota que, no siempre es sufic i e nte 
asociar un espacio de Hilbert. Se necesitarán espacios de 
Bahach reflexivos. 
5. 
- cl(, -
N 
para e}tt E W y M, - E. W N N 
donde' w= Cf1c I; V) . Ñ 
dinal de la base fw,_l l J j 
será la dimensión 
que genera W Ñ , 
de WÑ , o sea, el car-
para w
3
,.. [¿ W, V3~' , ente 
ro multidimensional. 
pe las propiedades de los espacios funcionales se dedu-
ce que existen dos n6meros naturales Nx y Nt , tales que, 
-N = Nx . Nt , y la siguiente relación de inclusión 
( 2 ) 
tiene lugar, cuando cada subespacio es denso en el siguiente 
( C ~ = inclusión densa). r'c I) es un espacio de funciones numé-
ricas definidas sobre 
pecti vos de q:r( I) y 
I, rp(I)N y V son los aproximantes re~ 
t Nx V. ~®~ denota el operador producto tenso-
rial entre funciones, que definimos por c<(t) ® v(x) = C((t) v(x), 
<X f: g:r( I ) ' V E: V. 
· r"" ~ < · ¿ S i e· ) :e::·· Entonces, Sl 1'""ij'1-.....;; 1 ._.. Nt y ~wJ! J = J,p ,1"' J~N1 
1 ~ p ~ N2 , Nx = N1 N2 son las bases de i[icr) y VN , respe~ 
.A 
tivamente, se tiene, pues, WJ = w3 ~ o(i = wJo(i; J = (j,p,,i) 
1 ~ j ~ N1 1 ~ p ~ N2 , 1 ~ i ~ Nt , N = N1 . N2 Nt , y no 
sotros aproximamos los elementos de r¡:t ( I; V) por los de 
Pe I) N ® VN , de forma que, tomando f.{J €:. (/:1c I; V) , para un f >o 
t 
arbitrario, exista un N = Nx . Nt tal, que (1) tenga lugar; es 
decir: 
t 
ff lp- lpÑ ¡¡ dt ,;:;: E_ 
para 
( 3) 
~lf~,J 
L_- N 
J=(j,p) 
donde, la sucesión numérica 
6. 
es de cuadrado sumable. 
Después de lo que llevamos dicho, (3) es una buena ~sti 
ma de Cfé.. r'(r; V) y <pÑ es el aproximante de campo meteorológi -
co tf objeto de estudio. 
3.- Funciones adecuadas para representar variables meteorológicas 
Lo dicho hasta aquí queda bastante abstracto si no se 
.dan criterios suficientes para obtener los entes matemáticos an 
teriormente mencionados. 
Las ecuaciones que rigen la atmósfera relacionan fun-
ciones que toman valores acotados (en general) sobre el dominio 
Jl x [o, t] y, nosotros debemos extender el conjunto funcional 
1'(r; V) a aquél cuyas funciones sean de cuadrado integrable, 
al menos, sobre Ji.. x [o, t] , y ésto significa que para toda 
Cf €, r'(r; V) tenga lugar la desigualdad 
(4) ( f lf 2 dx dy <~ fo /Jl (x,y) E: ..fl 
Si en este tipo de funciones consideramos 
v = tf ( t) t:. V, se cumple también 
( 5 ) Lv2 dJ1. <ca 
7 . 
y denotamos al -espacio de las funciones .,V., definidas sobre fl que 
verifican (5) por L2 (fL), este espacio es un hilbert clásico si 
lo dotamos del producto escalar 
( 6) (u, v) == juv dxdy, u, v ~ L 2 (.fl) 
:11. 
Entonces, en un primer intento, podemos considerar a 
un campo meteorol6gico incluido en un espacio de Hilbert 
9!(r; L2 (Jl)), y si exigimos que las funciones de éste verifi-
quen (4), podemos escribirlo como 
( 7) L 2 ( I ; L 2 ( .J1.) ) == rp( I ; L 2 (.Jl) ) 
y el producto escalar en (7) será 
-
( 8 ) ( {n ' , 1/ )g:t == ro t T ., r Jo ( lf ( t) , Y ( t)) dt 
Introducido el espacio de Hilbert como herramienta de 
trabajo, debemos aprovechar la presencia natural del espacio 
Dual de un hilbert para seguir ampliando los espacios de defini-
ci6n de los campos meteorol6gicos. 
Es sabido que un espacio de Hilbert es denso en su 
dual en la topología de éste, y hay teoremas clásicos que demues 
tran que existen isomorfismos entre un espacio de Hilbert H y su 
dual H', y que incluso pueden identificarse convenientemente. 
Los elementos de H', llamados funcionales o formas lineales, 
aplican los elementos de H en n6meros reales o complejos, como 
se sabe; esto es, si f ~ H y f' ~ H', se tiene 
( 9 ) < f ' , f > == f ' ( f ) == k ( n 6me ro re a 1 o e omp 1 e j o ) 
Cuando no se confunda (9) con el producto escalar en 
L 2 (.f2..) , haremos 
<f', f> == (f', f) 
8. 
Ya que en la topologia de H' éste contiene los pun-
tos limites de H, interesa en ciertos problemas utilizar los 
funcionales de H' para ampliar el espacio de las soluciones -
que definen un campo meteorológico. Se aprovechan asi funcio-
nes con menos regularidad para representar campos disconti-
nuos. 
4.- Modelo matemático de una versión abstracta y simple de la at-
mósfera. 
Hagamos de nuevo una abstracción de un modelo de at 
mósfera y planteemos el sistema ó modelo matemático que lo de~ 
cribe en la forma más sencilla 
( 1 o) A"'f/ = F 
donde A es un operador que relaciona dos campos meteorológicos 
~y F, definidos sobre los espacios de Hilbert X -e Y , res·-
pectivamente. Fes una función conocida en Y-, y lVes la incó~ 
nita que hay que hallar en X-. 
El operador A es, en general, una matriz cuyos ele-
mentos son expresiones de operadores en derivadas parciales, 
entre otras. En esta nota consideramos solamente aquel los ope-
radores A de elementos que son combinaciones de operadores en 
derivadas paraciales afectados de coeficientes acotados y que 
tengan, al menos, una parte principal lineal, simétrica y defi 
nida positiva. Esta Última propiedad se llama coercividad ó 
elipticidad, y se expresa por 
( 1 1 ) 
2 2 
< A Y , Y > ~ Q 11 'J/ 11 , 0 es real y 11 . 11 es la 
norma en e l subespacio de X , que sea dominio del operador A. 
9. 
Desgraciadamente, no siempre es posible obtener un mo-
delo matemático que describa un proceso atmosférico con el opera 
d , . . . C&) d , orA o su parte pr1nc1pal coerc1vas; pero, cuan o esto ocurre, 
aparece un subespacio canónico D(A) asociado a A contenido en ]f 
y que es el dominio de A. El operador A define en su dominio el 
producto escalar 
( 1 2) ( "'f/, </))A = < A 'f', tf > 
y que en la mayoría de los casos se tendrá 
( 13) ( "{/, 'fl A ~ /;"V ip dJ1.., if es la conjugada compleja de l.fi 
con lo cual D(A) adquiere carácter prehilbertiano y, entonces, lo 
denotaremos pcr el símbolo genérico V, y su producto escalar por 
((., )) = (.,.)A. El cuadrado de su norma es 
que denominamos energía del campo "f' relativa al operador A. 
El espacio V d~finido de esta manera está contenido 
algebraica y topológicamente en 1 2 (Jl) y se l l amará espacio d e 
energía del operador A. 
( 1 5) 
En un espacio d e energía V, relativo a A, se tiene 
¡11/¡~-1-
r - ~2 
2 
1 ¡1j/¡ 1 ' res el coeficiente de (11) 
2 y 1.1 la norma en L ( S2.), entonces, 
lim 1/Y- ~// = O 
N-oo 
) lim !"'!'-~! = O 
N-CD 
(&) En otras notas se dará respuest a a este problema . 
• 
. . ·' 
para una estima ó aproximante lrN de ~. 
5.- Distribuciones según L. ·schwartz 
En un nuevo intento de ampliar el espacio de las so-
luciones del problema matemático que define las relaciones en-
tre campos meteorológicos, introducimos las distribuciones de 
Laurent Schwartz y las derivadas de las distribuciones y de 
las funciones en este sentido. 
Consideramos el espacio vectorial S)(.Jl.) de las fun-
. , . b . d 1R2 ( & ) . Clones reales o compleJas so re el plano eucll eo ln-
fini tamente derivables ] de soporte compacto . (subconjunto: 
cerrado y acotado en ll). Es clásico que toda función contí~ 
nua de soporte acotado puede aproximarse uniformemente por fun 
ciones pertenecientes a J)(Jl). 
Para poder tomar límites en las sucesiones de funcio 
nes de J)(Jl), dotamos a este espacio de una topología o con-
vergencia diciendo que, la sucesión ( ~.) de funciones de 
J j)(Jl) converge a la función ~ perteneciente, también, a 
De Jl) para j __ ,... oo , si los soportes de todas las CfJ. 
J 
están 
contenidos en un mismo conjunto acotado independiente de j, y 
las derivadas de todo orden m de las ~. convergen uniformemen 
J -
te a las derivadas correspondientes de Cf; <f, l{J. E:. J) (J1.). 
J 
Recordamos que ~. tiende a ~según la convergencia uniforme 
J 
si para un E>o arbitrario existe un número natural N, tal 
que para toda J ~N se verifique 
(16) supremo jtf- tpj 1:::; ~ 
( & ) en general sobre Rn 
11 . 
Se denomina distribución según Schwartz a un funcional 
lineal T, llamado forma lineal, continuo sobre el espacio vecto-
rial~ (Jl). Esto significa que a toda Cf (¿ti) (Jl), T le asigna -
un número real ó complejo T( t.p) que denotaremos por < T, lp > , 
tal que, cuando lf . converge a 4' para j --» ~ en la topológía 
J 
de ~(JL), la sucesión de números T( ~j) converge al número 
T(<{>). 
Es inmediato ver que el conjunto de las distribuciones 
T definidas sobre J9c1l) constituyen un espacio vectorial que re-
presentamos por ~1 (J2), este espacio es obviamente el dual topo-
lÓgico de cEJ (Jl.) y el producto escalar < T, tf > para T €. J3' (.J1.) 
y ~EJ9(Jl) se denomina producto dual que es una aplicación lla-
mada forma bilineal. 
Si queremos trabajar con las distribuciones tenemos que 
definir las derivadas en J9'(Jl). Este concepto debe introducirse 
dT de forma que, si consideramos la deriva da parcial de una ex· l 
distribución T respecto de x. y T resul tase ser una función deri-
l dT 
vable en sentido ordinario, debe encontrarse que la derivada o xi 
coincide con la definición ordinaria. 
Sea f una función diferenciable y con derivada continua. 
Entonces tenemos, para X = ( x1 ,x2) EJL 'f ~ .E C./2 ) 
df df r2 a2 df ( 1 7 ) < ,lf> 4J dx = dx2 <.fJ dx1 Jx1 - dX1 d x1 -
b1 a1 
-r2 r2 df.P dx2 f ¿;<p dx1 f dx - = a x1 -dX1 
b1 a1 
'..{')_ 
<f, 
;)lf > - d x1 
~--------------- ---
1 2. 
ya que 
= y = o 
por anularse ~ fuera de un conjunto acotado. Deduciendo final-
mente que 
(18) < df 
a x1 
t()>= -<f' 
La expresión (18) es lo que se entiende por derivada 
de una función en el sentido de las distribuciones y ello nos 
lleva a definir la derivada d T 
dX· l 
( 1 9) < 
para una distribución T por 
dT Se observa en ( 1 9) que a X. es, como T, una forma 
l 
lineal sobre~(Jl), lo que la convierte en una distribución pe~ 
teneciente también a~' (.fl.) . 
En cuanto a las derivadas de segundo orden tenemos 
d 2 T 
= 
d2l.f/ 
(20) < 0 X1 a X2 ,([J) -<a r a x1 dlf >= <T a x-2 dX2 ax,, "' 
(21) < o
2 
T 
'tp > = -< dT d~ >=<T, CJ2lf ' o x2 d x 1 ox1 ;:) x2 a x1 d x2 / 
pero como 
= se deduce que 
(22) = 
En general, podemos obtener la derivación de orden 
múltiple p = ( p1 , p 2 ) ( p1 y p 2 son números naturales tales 
que IPI = p1 + p2 ) por 
( 23) < Dp T' t.p > = ( -1 ) IP 1 < T' Dp c.p > 
1 3. 
Nosotros consideramos la derivación de los operadores 
en derivadas parciales afectas al operador A, del modelo matemá 
tico que describe el modelo atmosféric~en el sentido de las 
distribuciones de Schwartz. 
Debemos recordar algunas propiedades de las distribu-
ciones, tales como que: 
-Toda distribución es lÍmite enJ9f(Jl) de una sucesión de poli-
nomios, es decir que el conjunto de todos los polinomios defi-
nidos sobre .f'l forman un espacio denso en .f)l (.fL ) ; y de esta pr2_ 
piedad y de aplicar proposiciones sobradamente conocidas, el 
conjunto de las funciones contínuas es denso en~l(Jl). 
Los espacios D (..!l) y L 2 (J1.) son densos en i) '(.Sl.) , y 
es muy importante que se verifique la relación de inclus ión si-
guiente 
(24) J} (..{}_) ~ L 2 (.fl) ~ $J1 (S2) (e > = inclusión densa ) 
Y si un espacio de Hilbert V es tal que 
se verifica que 
14. 
(26) fJ (Jl) c. V c. L 2 (J1.) e V' e i/(fl_) ' V' duaJ 
de V , pero si se tiene 
( 27) ciJ en.) r....__> V e p- L 2 ( .JL) 
se verifica la interesante relación de inclusión 
donde se ha identiFicado L 2 (Jl) con su dual (L 2 (.Jt.))'. 
6.- Método variacional 
Como se sabe, un método variacional consiste en cons-
truir un funcional que incluya el operador y los datos relati-
vos al problema considerado y después de construir el funcional , 
resolver el problema es lo mismo que hallar el mínimo de aquél. 
Pero para que este mínimo exista, el funcional debe ser convexo 9 
y esta situación solamente se da si los operadores A son coerci-
vos ( 11 ) . Además .,Ta. .. .buS.que:da del mínimo es correcta en problemas 
independientes del tiempo, en otro caso lo que se halla son los 
puntos (funciones) estacionarios respecto del funcional (no res -
pecto del tiempo). 
De todas formas, las cosas no se complican en los pro-
blemas meteorológicos si éstos se resuelven (co~o es la costum-
bre) por pasos de tiempo, porque, los problemas de la familia re 
sultante se consideran independientes del tiempo en cada paso. 
¿Qué pasa entonces con los demás problemas?. El aserto que expo-
nemos a continuación aclara la situación: 
1 5. 
TEOREMA: Si (10) tiene solución, la solución de la ecuación 
(29) (A'JÍ, v) = (F, v) 
es el mínimo del funcional 
(30) F (v) = (Av, v) - 2(F, v) , V v tS V= espacio de ener-
gías, y recíprocamente. 
Efectivamente, la expresión ( F, v) es un número 
cada v t. V, entonces puede considerarse F como una forma 
neal sobre V, luego F 
€. 
v' dual de V, y como ya sabiamos 
( 14) que 
( A V , V ) = ( ( V , V ) ) = 11 V 11 2 
Si tenemos en cuenta la desigualdad de Cauc~y 
Schwartz (&) 
( 31 ) 1 ( F, V) 1 ~ 1 F 1 lv 1 ~ 1¡J lfvll 
para 
li-
por 
donde O es el parámetro de (11), deducimos que la forma lineal 
(F, v) está acotada en el espacio de energías V y como el teor~ 
ma de Riesz (&) dice que "si tenemos una forma lineal acotada so 
bre V, existe una función '"'V E- V que verifica 
(32) (('(, v)) = (F, v) " 
entonces, (32)==:>>(29), puesto que(("(, v)) = (A'JI, v) 
Además es obvio que si = F, se verifica (A~, v) = 
= (F, v), entonces un modelo de atmósfera descrito por el modelo 
matemático Ai/ = F (10) tiene solución en el espacio de Hilbert 
V. 
(&) vease cualquier libro sobre espacios funcionales (Yosida ~ 
Funtional Analysis (1969),por ejemplo). 
1 6 o 
Veamos que ¡V es el mínimo de (30). Para ello escribi 
mas (30) por 
F c-r) = 
~ 
= lli' 11 2 (33) 
~ 
y el mínimo }1<1/) es 
~ -.1/ 2 (34)· mín F (~) =Y C'() = - 1/ T JI 
Entonces, a una de las ecuaciones (29) ó (32) se les 
denomina ecuaciones variacionales, ecuaciones que siempre exis-
ten, aunque el operador no sea elíptico, ahora bien, pueden no 
existir soluciones ó éstas no ser únicas si no hay mínimo en 
(30), y deben utilizarse otros co~dicionahtes en sustitución de 
(30) para obtener una solución verdadera de (10/&). 
En conclusión, nosotros resolveremos los problemas m~ 
teorológicos mediante las ecuaciones variacionales (29) ó (32). 
7.- Familia de ecuaciones variacionales aproximantes 
Supongamos primeramente una base completa y ortonor-
mal del espacio de energías V; es decir, un conjunto de elemen 
tos de V. 
tal que ( ( W l) , W ,u ) ) = ~!' 
si 
Jw l (35) \ JJj V E.(Nl 
si 
(&) en trabajos posteriores se tratarán los operadores no coe~­
civos. 
• 
1 7. 
En relación con esta base, ;f/ puede representarse por 
la serie de Fourier en L2 (JL) 
C>O 
(36) ~ = ~=1 ( F, wlJ) w)) 
No obstante, debemos seleccionar bases cómodas aunque 
no sean ortonormales, con tal que generen espacios densos en V, 
es decir necesitamos subconjuntos de V que sean linealmente in-
dependientes y que formen un conjunto completo, propiedad que 
definimos diciendo que "si { W \J J es una base completa y "}/ es 
un· elemento de V, entonces para cualquier E:'?' O existen un núme 
ro N € INI y un conjunto de números {~Y~ (reales o complejos) 
de cardinal N, tal que se verifique la desigualdad siguiente: 
(37) 
Para cada N, la sección {wlJ} 1 ~ l.J=s;N de la base {w)IJ 1 &. l)~c:o genera una sucesión de espacios aproximantes de 
V, que denotamos por VN, y es precisamente en el espacio VN 
donde estimamos una aproximación ~N del campo meteorológico 
JV. haciendo actuar el operador (10) sobre este espacio dotado 
del producto Gscalar de V mediante la ecuación variacional apr~ 
ximante 
(38) (A1/Ñ , v) = (F, v) ( & ) 
(&)Si interviene el tiempo (38) sería (38) 1 < ( AYÑ , v ) ,0{>= 
-
t 
= <(F, v),o<> = L (F, v)o( (t) dt y 
YÑ = L ) Yv¿ w )) ( X) O( i ( t ) 
1J i 
1 8. 
2 para cualquier F dado en L (JL) y para todo v ~ VN. 
El hecho de poder elegir cualquier v ~ VN, nos lleva a 
seleccionar las funciones básicas W~ para verificar ( 38); obtenien 
do sistemas de Cramer que conviertan (38) en un modelo numérico as_2 
ciado a (10); ésto se ve fácilmente porque podemos sustituir en -
( 38), Y Ñ por la estima 
N L 1'-V Wy y v por W k , 1 :::; k ~ N para tener 
)) =1 
N 
(39) L~ 
V=1 
pero = (1 3 ) y (14), 
y el determinante de la matriz (( Wv, 6J k)) es distinto de cero 
por ser los elementos de {LJv} linealmente independientes. Enton 
ces (38) tiene una solución única para cada N. 
8.- Métodos iterativos 
En las aplicaciones de la predicción numérica del tiem-
po, la matriz fi del sistema (39) que se corresponde con el oper~ 
dor A de (10) es muy grande y entonces resulta ve n tajoso uti li zar 
métodos iterativos para r eso l ver (39); ya que s i A e s coerciti-
1 9. 
vo todos los métodos iterativos son convergentes. Nosotro s escri-
bimos aquí uno muy sencil l o y directo: 
Sea RN la matriz del sistema (39), "JJÑ el vect o r incóg_ 
nita y FÑ el vector segundo miembro, entonces tenemos e l s i stema 
matricial siguiente 
(40) F-N 
Si I N es la matriz identidad, podemos trans fo r ma r (40 ) 
en 
( 41 ) "Y-N = + AF-N 
donde ;\ es un parámetro d e relajación. 
Si 
N N o~ .A ~A 
1 2 
~ ..... '\ N ~1\ 
N 
s on los autoval or es de Ji . Los a u tovalo r es de la matriz 
N 
serán 
{1 N l 
- t1A lJJ 1 ~ )) 6 N 
A 2 = A~ +AN 
1 N 
y si ponemos 
todo s los valo r e s d e I ) R N - 1\ N están en e l in tervalo 
[- ,\N - AN t1 N - AN N 1 N 1 A N + AN AN + AN , puesto que 
N 1. N 1 
~N AN >tN /1N N AN 
N 1 :=:;: 
1 1 + N- 2 Av 
~ N 
;\N + AN A N+ AN AN + 
N 1 N 1 N 
y consecuentemente el valor absoluto 11 - A t1~ 1 
11 
N 
-A. A .v <.1 1~ l)~N 
relación que nos permite iterar (41) por 
( i+1 ) 
(42) iJ_ = ( I -N N 2 
¡\N 
1 
¡\N 
1 
verifica 
2F-N 
20. 
El esquema (42) converge a la solución de (39) con una 
velocidad en progresión geométrica de razón = 
= t1 N + 
N 
= 
siendo CN la condición numérica de la matriz RN. 
Para conseguir una convergencia rápida deben aplicarse 
operadores cuyas matrices correspondientes tengan sus ant&valo-
res verificando las desigualdades 
(43) 
21 . 
donde k 1 y k 2 son dos números reales positivos, entonces tomando 
como parámetro de relajación, se tiene 
(44) 
( i+1 ) 
Y.- = (I - 2 N N k1 + k2 
2 F-N 
con una velocidad de convergencia en progresión geométrica de 
razón 
9.- Modelo barotróp1co equivalente 
Para ilustrar el empleo de las técnicas variacionales 
y facilitar su comprensión en el campo de la predicción numéri-
ca del tiempo, hemos desarrollado la resolución del caso más 
simple de las ecuaciones de predicción, a saber la ecuación del 
modelo barotrópico equivalente: 
(45) dZ 
"dt 
en el interior del cilindro 1L x [o, tJ 
= o ' 
(46) , (B, operador frontera, aquí es una restric-
ción) 
en el contorno zr de 1l ' y 
(47) Z(t=O) = Z0 
22. 
de condiciones iniciales . 
Z es el geopotencial de la superficie isobárica a pre-· 
decir (generalmente 500mb), J es la función jacobiana y v2 el 
operador Laplaciana. M es una constante cuyo valor se ajusta em-
píricamente y que posee el significado f.ísico de una disipación, 
f es el parámetro de Coriolis y g la aceleración de la gravedad. 
La ecuación (45) puede escribirse en la forma 
(48) 2 (- V + M) oz at = J [ z , ( g/ v
2 
z + f )] 
f 
y si pensamos en J como una función conocida F, tenemos 
A az é)t = F A = 
2 
- V + M 
y como A es de coeficientes constantes, (48) puede escribirse por 
(49) dt A Z = F 
que después de integrarla entre ti y t 
ne la extrapolación 
(5O) A Z ( t) = A Z (ti) + ft F d t 
t. 
l 
ti, té]o, t[ setie 
Z(t) es una función definida sobre Jly nosotros intr~ 
ducimos un espacio de Hilbert que la contiene mediante el opera-
dor A. Empezamos por escribir 
(51 ) A Z = 2 (- V + M) Z 
donde F t: L 2 (Jl ) . 
z 
= 
• 23. 
Entonces definimos 
(52) (A Z, 'f) = ( (- V2 + M) Z, <p ) = (- V 2 Z, <p ) + (M Z, tp) = 
= (V Z, V<fJ) + M(Z, <{)) V 'f ~ JJ (.Il.) C--->~· L 2 (Jl.) 
2 2 y de suponer V Z , VZ y Z, funciones deL (J2), podemos poner 
(53) (V z, vip) ~ Lv z v'f' d..ll y <z.<fl ~¡ z lp d.!l. 
donde la barra indica el elemento conjugado, luego, después de 
hacer z = tp en la Última expresión de (52) tenemos 
(54) lv <p 12 + M lfl2 = L(V 'fl2 d ..n.. + M¡ 'f 2 d.il > o, 
'f # o y M>O 
lo que nos dice que el operador A define por (52) un producto 
escalar que representamos por 
(Z, éf) A = (A Z, '/)) 
sobre el conjunto de las funciones Z definidas sobreJl, tales 
que A Z E.. 1 2 (.fl..) . Pero como 
se gana en generálidad si introducimos el producto escalar aso-
ciado a A por 
24. 
pudiendo definir ahora como conjunto dominio de A el espacio 
(56) H 1 (..fl) = { Z l Z ~ L 2 ; í! Z E:: L 2 (..12.) en el sentido de 
las distribuciones] 
1 El espacio H (Jl) con el producto escalar (55) es un 
espacio de Hilbert y para un tiempo t é ] o, t [ la altura(&) 
Z(t) ¿ H1(Jl). Además al restringir Z(t) por las condiciones de 
contorno (46), el dominio de A es un subespacio de H1(JL) que 
dotado del producto escalar de éste se convierte en el espacio 
prehilbertiano de energías V, relativo al operador A. 
El espacio V depende de las condiciones de contorno 
de J'L; éstas pueden ser varias y todas válidas mientras que el 
operador A se mantenga coercivo. Nosotros consideramos aquí las 
condiciones de Dirichlet, manteniendo constante sobre r la al·· 
tura(&) 
(Z0 = campo inicial; Z0 f = campo inicial restringido a la fron 
tera) 
durante el tiempo de integración del modelo. Entonces el espa-
cio V es tal que 
(57) V2 = Z0 + V o 
donde los elementos Z(t) ~ verifican la igualdad 
,V ( 58 ) Z ( t ) = Z0 + Z 
(&) ó geopotencial. 
• 25. 
luego 
(59) Z(t) - Z0 = 
La obtención de Z( t), t E. Jo, t [ , se hace según (58) 
a través del campo inicial Z0 y del espacio de energías V, pero 
también se puede obtener Z(t) directamente del espacio \/2 . No o 
obstante, el trabajo en este Último espacio requiere más cuida-
dos porque es un espacio afín, no un espacio vectorial como lo 
es V, donde resulta más fácil trabajar para los menos iniciados. 
Hagamos en (59) 
(60) = Z(t=O) 
y tendremos 
"" ( 61 ) zo = z (o) - zo = o 
sobre r = frontera de JL 
(62) V = 
que denotamos por 
= V 
entonces tomamos 
= 
o~ j 
2 y éste es el espacio energético relativo de operador - V + M, 
en las condiciones de contorno Zp = O, v2 + M es evidente-
mente coercivo porque se tiene 
26. 
..V 
"" 
~ ,..., 1~2 12 + M lz12 ~ M { lvzl2 + lz 12 J (63) (VZ, 'i!Z) + M(Z, Z) = = 
11211 
2 
= M 
2 
M= 0 o~ M~1 , para M> 1 , basta tomar 
2 
-a = 1 ( 11 ) 
Según lo dicho en el nQ 1 de este trabajo, los e l emen-
tos t.p G.. H10 son imágenes dé ~. p. t €. [o, t] por la función Z = Z-Z0 
tal que 
Entonc es 
.-.,/ 
z = z - z o E. q:r ([o, t] 
y si elegimos el espacio f uncional 
(64) ff([o, t] 
para este caso particular, tenemcs para este espacio el s ube spa-
c io 
que le es denso, y dond e podemos c ons i derar l o s aproximant e s d e 
Z , pero debido a la trans itividad d e l a d e nsidad a ún podemos ha-
N 
cer otras elecciones donde considerar los aproximantes de Z ta-
les como la del subespacio H 1 ( [o , t] ) 6.0 H 1o ( Jl. ) denso en 
1 2 ( [o, t]) ® H10 (Jl) y, po r l o tanto , en 1 2 ([o , t]; H10 (Jl )), 
s in embargo dicha elecci ón ha de est a r r elac i on a da a l as c ondi-
ciones del modelo . 
• Con esto hemo s llega d o a una si t u ación d oPd e predeci r 
27. 
Z es resolver el sistema que resulta al formular la ecuación va-
riacional aproximante por la sustitución en (48) de Z por Z, y -
ésta por (3) 
( 6 5) 
• 1 
+ (WJ' W ).(o<.. ·,o<k) q l 1 
-
= ( f F wq o<. k ct.11 ctt }o }A 
q = (l,s) 
con las condiciones iniciales nulas para (61), pero que no son 
cero para (47). La notación en (65) es 
= 
-
= f 
vw dll q 
Finalmente, Z se obtiene al hacer uso de (58). 
28. 
Tratamiento de la función Jacobiana y Linealización de (48) 
En (48) tenemos 
F = J [ z' (_g_ v2z + f) J = f 
( 66) 
d dZ _g_ (V2z + f) )- _d_ dZ _g__ 2 = ay dX dY (VZ+f) ) , f ax f 
(x, y) ~ .12. 
y, según (29), (50) y (52), podemos escrib~r 
( vz ( t) ' V Cf') + M(Z(t), C{J) = ( VZ (ti) , V 'fJ) + M(Z(ti), ~ ) + 
+ { ( 
é) z ( t+i) 
_g__ 
< v2 z e t+. ) d4J ) OY f + f)' ox l 
(67) d z ( t+. ) ( e v2z e t+. ) (j<p ) lz l _iL + f)' '&= dx f OY t -t · l 
. J 1 
t+i E: J ti ' t [ ' 
que verifica (54), la igualdad tiene lugar en JtJ' ([o, t]), luego 
' hay que multiplicar ambos miembros por o{k(t) ( 38) para integrar 
sobre el intervalo [o, t] . ( 67) es una ecuación del tipo ( 29) y 
-"V -(32), y en ella debemos sustituir Z(t) y Z(ti) por Z(t) y Z(ti), 
respectivamente, y luego éstos por (3). 
- r=:-
• 29 . 
Linealización por iteración funcional 
Planteamos (48) con la función Jacobiana (66) como un 
problema de valores iniciales y de contorno. 
(68) 
c-v2 + M) +-=a-o Y 
d a-z (l 2"' 
---=d'-X- . ( d y f (V z + .f V - o 
z - o en r 
,.., .., 
Z (x,y,o) = Z0 (x ,,y}, en Jl, (x,y) ~ .J)_ 
que puede escribirse en forma variacional: 
(69) 
d 
dt 
\Jlf~V, ~ =delta de Dirac. 
ap ) ax -
(ver número 5) 
El problema (68) es no lineal, y vamos a aproximarlo por 
el SlStema lineal siguiente: 
J < -v2 + Ml dZ 0 = J [zo _g_ v2z + .f] Clt f o 
( 70) o (o -o sobre r 
Z0 (0) -= Zo sobre Jl en un sentido a precisar. 
(70) 
m 
( 71 ) 
2 (-V + M) d r< m+ 1 ) ¡: ( ) ( ) ] d t - J Lz m , -t- v2z m + f' 
N~m+1 ) o sobre r l :(m+1) - ,.., (O) = Zo sobre .Jl en un sentido a precisar . 
V m~ O 
Si escribimos (70) en forma variacional, resulta 
d 
dt 
( .vz(m+1)' IIJ )H1 b(-vZ(m) -v(m) lf) (""' ¡(}) 1'-" T = - ' z ' + Zo' '"r H 1 do 
o o 
len J3' C)o, t[) m ;:,.. -1 , siendo para m = -1 , 
El sistema (71) es lineal y coercitivo (63) y es un 
aproximante por iteración del modelo barotrópico equivalente, el 
modelo se verifica en iJ1 C]o, t[) V l.p ~V= H6(.11 .. ), es decir, se 
resuelve dualizando ambos miembros con una función que depende 
del tiempo t,o{k(t), 1~k~Nt (3), afín de llegar a una ecuación 
variacional del tipo (29) y (32) en la que después de tener en 
"'V 
cuenta (3) ó (38)' se obtiene la solución aproximant~ de Z. Por 
Últino, Z se halla por (58). 
El sistema (71) es lineal por construcción. Para ver que 
es coercitivo bas ta demostrarlo para intervalos pequeños del t ie~ 
po (ti, ti+1 J C: (o, tl , que puede hacerse por el teorema del va 
lor medio: 
1 
(
z(m+1) -
( ti+1 ) 
i' (m+1 ) 
( t•) es la derivada respecto del tiempo de 
Z (m+1 ) 
( t ) 
t• t: ]ti, 
De aquí que pueda escribirse para cada intervalo 
[ti' ti+1] el sistema equivalente al ( 71 ) : 
(z Cm+1 ) 
'tp) 1 - (Z'Cm+1) 'cp) 1 +(t - 1-t.)• ( ti+1 ) (t. ) l+ l Ho l Ho 
( 71 ) 1 {<z". !p)H6 e- (m) b z ( t•) ' Z (m) ( t") . ~)J 
31 . 
en 
- "datos inicial izados 11 , m ~ -1 
(
-v (m+1 ) fn) 
Pero, Z ( . ) , í 1 
tl+1 H0 
( V Z ( m+ 
1 ) , vt.f) 
( ti+1 ) + (
z (m+1) 
( ti+1 ) 
4>) . 
. ' 
de donde resulta que verifica (52), (53) y (54 ) , que son propie-
dades suficientes para la coercividad. 
10.- Método Numérico en Vz
0 
(57) 
Puesto que la función a predecir (geopotencial de una 
superficie isobárica) depende bidimensionalmente de las coorde-
nadas espaciales ( x, y) t. J1 y del tiempo t E. [o, t] , podemos h~ 
llar las aproximac iones que def inen la solución prevista en un 
espacio prehilbertiano que sea el producto tensor ial de l os es 
pacios prehilbertianos unidimensionales en las coordenadas ~ y 
y el tiempo !· respectivamen t e . 
32. 
Para satisfacer (45) y (66), necesitamos espacios fun-
cionales en los que Z sea, al menos, eres veces derivable en sen 
tido ordinario. Pero el hecho de poder derivar en sentido de las 
distribuciones según (67), nos permite utilizar espacios prehil-
bertianos de funciones una vez derivables en sentido ordinario 
solamente y ~sto nos simplifica el m~todo num~rico de resoluci6n, 
aunque concep-::ualmente haya ~ue introducir el espacio dual como es 
pacio de las soluciones. 
. . 1 b Vz
0 
es un espaclo paralelo al espaclo H0 , am os son 
subconjuntos (el segundo subespacio) de H1 (JL) como espacio de 
puntos, entorces trabajamos en H1. 
Sea 
(72) 
-
N 
y tomemos en HxYT una colecci6n de subes~acios densos HXYT que cor 
tienen las soluciones aproximantes de Z; es decir, si 
( 7 3) 
IJK L Zijk GJi(x) Uj(Y) LJk(-::) , ver (3) 
ijk 
Y para todo número real positivo E_, verifica 
( 7 4) // z - zjij 11 ~ L 
-
a partir de tres números naturales I 0 , Jo y K0 , siendo N= I.J.K 
y Zijk una sucesi6n real 6 com?lejo de cuadrado sumable, es decir 
ijk 
2 
zjjk 
33. 
Si por H1 (s) representamos cualquiera de los espacios 
factores de (72), s ~ {x, y, t} , una base generadora {tuv} de 
un espacio factor aproximante viene dada por las funciones ~ 
"Chapeau" 
S 
(75) (.J lJ (s) = 
SJI ~ S '=E: S y+1 
de donde resulta inmediatamente la base de N f l. HXYT • l Wijk f , donde 
Así que dentro del espacio definido en (72) podemos tra-
tar la ecuación del modelo (48), en forma variacional, multiplicag 
do escalarmente (dualizando; ver puntos del párrafo 3) ambos miem-
bros por las funciones base wlmn (76), donde los subíndices l• ~y 
n recorren los valores interiores de los subíndices i y i· y todos 
los de ~. respectivamente, de la expresión análoga a la (73) en que 
se podría desarrollar la función aproximante de la incógnita Z. 
De .esta forma y con las condiciones de contorno e inicia 
les, las cuales definen los coeficientes Zijk extremos, es decir, 
para los valores i=1, i=I, j=1, j=J, k=1, obtenemos un sistema al-
gebraico de (I-2) (J-2) (K-1) ecuaciones con el mismo número de in 
cógnitas que, en principio, puede resolverse dando una solución 
única. 
34. 
El sistema obtenido es un sistema no lineal y, por ta~ 
to, su resolución es larga y complicada, pero puede linealizarse 
de diversas maneras. La adoptada en el presente modelo ~s consi-, 
derar la función jacobiana que aparece en la ecuación (48) como 
no dependiente del . ( &) tlempo , y cuyo valor es igual al valor que 
adopta dicha función en el instante t=tn; de esta forma, el sis-
tema a resolver es lineal y, por tanto, más sencillo. 
La propiedad de las funciones "chapeau", que hemos de-
finido, de que en cada nodo la única función base no nula es la 
correspondiente a dicho nodo, cuyo valor es la unidad, hace que 
el coeficiente Zijk sea una aproximación suficientemente buena. 
pa~a una función f regular, al valor Z(xi,yj,tk) de dicha función 
en el punto (xi•Yj) para el instante tk . Ello nos permite tomar 
como campo inicial Zij 1 los valores de la altura de la superficie 
de 500 mb en el momento del análisis para los p untos de la red -
que corresponden a nodos del área d e trabajo y, a la inversa, t~ 
mar como valores previstos de la func ión en los nodos, en el in~ 
tante T, los valores de los coeficientes Zijk• obtenidos en la -
resolución del sistema de ecuaciones. 
Método Numérico 
a) Dualicemos, de la forma descrita en l a sección anterior, la -
ecuación ( 48) : 
( ( íJ2 - M) dZ 
'dt 
con 2 ~ 1 ~ ( I-1 ) 2 ~m ~ (J-1) 
(&) en cada paso de tiempo tn 
1 ~ n ~ ( K-1) 
35. 
Desarrollando la función z en términos de las bases Wijk' obte 
nemos 
( (V2 - M) = 
ijk 
( 77) 
= J ( z , _g_f v2 z + f ) 
- lmn 
donde, en el segundo mie_mbro, hemos puesto el símbolo J 1 · P.§: . mn 
ra designar el producto escalar del valor de la función jaco-
biana en el instante tn por la función base Wlmn , y cuyo cál-
culo se desarrollará más adelante. 
b) Integración en el tiempo 
------------------------
Los únicos coeficientes desconocidos que intervienen 
la . , 1=11 aquellos en ecuac1on en que m=m1 n=n 1 ' son en 
que 11-1 ~ i ~11 +1 m1-1 ~ j so; m1 +1 n1 -1 -=$. k ~ n1 +1 , ya 
que, los únicos productos escalares no nulos de la forma 
(Wi ,t.J1) son aquellos en que l-1 '!5- i ~ 1+1 , por la forma en 
que hemos definido las bases 
En las (I-2).(J-2) ecuaciones, por tanto, en que_ 
n=1 , las incógnitas son los coeficientes Zijk en que 1 < i < I; 
1 < j < J ; k=2 , ya que, los Zij 1 son las condiciones inicia-
les y los Zij 2 con i=1 ó i=I y j=1 ó j=J vienen especifi:_ 
cados por las condiciones de contorno. El número de estos coe-
ficientes es (I-2).(]-2), igual al número de ecuaciones y, por 
tanto, el sistema (K-1 veces más pequeño que el inicial) puede 
ser resuelto. 
36. 
Análogamente, en las (I-2) .(J-2) ecuaciones en que-
n=2, una vez resulto el sistema anterior, no quedan más que 
la (I-2) .(J-2) incógnitas en que k=3 y, por tanto, se puede re 
solver; así se prosigue hasta K veces, obteniéndose entonces -
los coeficientes ZijK que son, como antes se ha dicho, los va 
lores de la función Z previstos en cada nodo (i,j) para el 1ns 
tante tK = T, para el que queríamos la predicción. 
Para casos como el de la presente ecuac1on, en que la 
incógnita no aparece más que como derivada temporal, este pro-
cedimiento coincide con el conocido método Leapfrog. 
e) Integ~ación en el espacio 
De form 2 análoga, en las ecuaciones en que 1=1 1 
las únicas incógnitas que intervienen son aquellas en 
que 1 1 -1 -:::;.. i ~ 11 +1 m1-1 ~ j ~ m1 +1 por tanto, si cono-
cieramos los valores de Zij(n+l) para i=l 1-1 i=l 1 +1 
j=m1-1 j=m1 +1 podríamos, de dicha ecuación, despejar 
zl1m1(n+1)· 
En una primera aproximación, para calcular el coefi-
ciente Z1 1m1 (n+1) suponemos los coeficientes que le rodean nu-
los y despejamos de la ecuación cor~espondiente cada valor de 
2ij(n+1). 
En sucesivas aprox1mac1ones, vamos tomando los nuevos 
valores calculados e, introduciéndolos en las ecuaciones, cal-
culamos nuevas aproximac:ones p2ra cada coeficiente hasta qNe 
la diferencia con la aproximación a~terior sea inferior a un -
valor predeterminado. Durante todo es t e procedimiento, :os co~ 
ficientes de la frontera se mantiene~ constantes, intervinien-
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do en el cálculo de las sucesivas aproximaciones para los nodos -
inmediatos vecinos del anterior dominio. 
Desarrollaremos ahora más ampliamente la ecuación (77): 
desdoblando las funciones base en función de cada coordenada y 
aplicando los operadores a las mismas, así como efectuando el pr~ 
dueto escalar, obtenemos. 
~ IH JH z . . k { 9
0 
Wf(x) (.J1 (x)dx L ú)j (y) (Jm (y)dy + lJ 
ijk 
IH JH 
+ i {.)~(x) W l (x)dx ·l ú) j (y) lJm(y)dy) - -
T i (J k ( t) Wn ( t) d t 
;:HlJ j (y) W m(y)dy 
Las derivadas segundas de las funciones base que apare-
cen en algunas de las integrales se toman en el sentido de l as dis 
tribuciones, ya que una función "chapeau" como las utilizadas aquí 
no es dos veces derivable en_el sentido de funciones (sentido ordi 
nario). Para calcular, pués, dichas integrales lo hacemos por par-
tes. 
u' U"' ju• v-'dx 
apareciendo ya, únicamente, derivadas primeras, fácilmente calcula 
bles. 
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l m 
Si de notamos por Cij e l número marcado con 1 en l a ex-
lm Dresión (1'J) , porA .. 
l J 
n 
el marc a do como 2 , y por Bk el corre s~on-
diente ~~ ~1empo , di cha ecuación toma la f o r ma 
::: ] K 
( 7 9) ~ ( lm A ~n: ) n zijk C .. - M Bk -l J lJ 
ij k 
ó n n bien, como 8 = o.s B = o 
n+1 n 
IJ L. zij( n+1 ) 
l J 
( lm l m) Cij - M Ai j - - 2J1mn 
IJ 
+ ¿_ 
i J 
z .. ( ) lJ n- 1 ( l m lm) C .. - M A .. l J lJ 
- Jlmn 
8 
+ 
n 
n - 1 
( lm l m) invirtiend o la mat riz c uadrada C .. - M A. . , t en emos lJ lJ 
(8C) 
I J 
Z = - 2 ~ Jlmn i j(n+1) L_ 
-1 
( lm lm ) C .. - M A .. l J lJ + 
l m 
- c .s 
que es la expresi ón, c omo ya dijimos, del método leapfrog , ut i l i -
zado frecu entement e para la in t eg r a c ión en e l t iempo en mod e lo nu 
me r1cos . 
El probl ema queda , pues , r educido a calcul ar e l término 
IJ 
2._ Jlmn 
lm 
( ,....l m lm ) -'-'ij - M Aij 
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que denotaremos por zijn por razones obvias, por tanto 
( 81 ) z .. lJn ( c~n:- M A~n:) lJ lJ = - Jlmn 
ij 
que desarrollada da 
(82) 
( Clm _M Alm) = 2lmn lm lm -Jlmn - 21-1 ,m-1 ,n 
( Clm _ M Alm 1-1 , m-1 1-1 , m-1 ) - z ( clm -l,m-1 ,n l,m-1 M Alm ) l,m-1 -
Z ( Clm - M A lm ) - Z 
1+1 ,m-1 ,n 1+1 ,m-1 -1+1 ,m-1 1-1 ,m,n 
( clm 1-1 ,m M ' Alm ) 1-1 ,m 
'"" ( clm lm ) 
L., - M Al+1 1+1 ,m,n 1+1 ,m ,m 
- z ( r-lril - M A lm ) z 
1-1 ,m+1 , n '"'1-1 ,m+1 l-1 ,m+1 - 1 ,m+1 ,n 
( Clm _ M A lm ) _ Z ( Clm 1 ,m+1 1 ,m+1 1+1 ,m+1, n 1+1 ,m+1 M Alm ) 1+1 ,m+1 
La primera aproximación a Zlmn es, pués, según el mé-
todo iterativo descrito, 
zlmn = - J lmn 
lm) - 1 
M Alm 
haciendo recorrer a 1 y a ~ todos los nodos interiores del área de 
predicción, obtenemos la función primera aproximación. 
Introduciendo estos valores en el segundo miembro de (8 2 ), 
· obfénemos un nuevo valor para c~da ~lm~- ~in emBá~go, el método 
converge lentamente y es necesario introducir un factor de sobre-
rrelajación, superior a la unidad, que multiplica a cada sucesiva 
corrección para acelerar la convergencia. 
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1) Función l aplaciana del geopotencial en el instante tn: (Gn). 
Al ser esta función obtenida por derivación de un el~ 
mento del espacio H1 ~ H1 , el espacio al que debe pertenecer es 
Ho ~ H0 1 2 ~ 1 2 de funciones de cuadrado integrable, pero no 
derivables en el sentido ordinario. Una base adecuada de dicho 
espacio es la formada por las funciones características bidimen 
sionales, es decir 
= 
donde 
e. ( x) 
l 
e. (y) 
J 
X. + X. 
si 
l-1 l 
X. + X. 
1 l l+ ~X~-------
2 2 
para todo otro valor de x 
y análogamente Bj(y). 
La ecuación a resolver es, pués 
( 8 3) 
que,dualizada resulta 
y, desarrollando las funciones Gn y Zn 
IJ 
~ 
lJ 
= 
41. 
ij 
tH (Jo (Ji ( x) + 
+ 
. · 
El segundo miembro es inmediatamente calculable. 
La obtención, a partir de este segundo miembro, de 
los coeficientes Gijn puede efectuarse iterativamente, pero se 
ha encontrado que, debido a la falta de valores frontera adecua 
dos para la función laplaciana, ésta resulta poco suave y hay 
que introducir una gran difusión mediante el parámetro M de la 
ecuación del modelo para que el cálculo numérico resulte esta-
ble. 
2) Otro método de cálculo posible es el siguiente (procedimiento B): 
Puesto que la integral de la función "chapeau" utili-
zada en este trabajo como base es la unidad, el coeficiente de 
la función dual de la laplaciana que resulta al dualizar con la 
función~1m, equivale al valor medio de dicha función en ~l do-
minio en queG>1m es no nula, ese valor medio es, pués, una bue-
na aproximación ai coeficiente Glmn y se evita así e+ procedi-
miento iterativo,ahorrando tiempo de máquina. Además, la función 
laplaciana obtenida es más suave y no da lugar a inestabilidad, 
incluso sin introducir difusión en la ecuación del modelo. Un 
estudio comparativo efectuado con ambos procedimientos muestra 
que las características principales (dorsales, vaguadas, centro 
de alta y de baja) en ambas predicciones están situadas en los 
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mismo lugares, y sólo existe una pequeña diferencia de intensi-
dad. 
Una vez calculados los coeficientes G y sumados los -
correspondientes a la función de Coriolis, el cálculo de la 
dual de la función jacobiana es inmediato~ interviniendo en él 
integrales de una función característica, una función "chapeau" 
y la derivada de otra. 
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