This paper deals with the existence of marginal pricing equilibria when it is defined by using a new and tighter normal cone introduced by B. Cornet and M.O. Czarnecki. The main interest of this new definition of the marginal pricing rule comes from the fact that it is more precise in the sense that the set of prices satisfying the condition is smaller than the one given by the Clarke's normal cone. The counterpart is that it is not convex valued, which leads to some mathematical difficulties in the existence proof. The result is obtained through an approximation argument under the same assumptions as in the previous existence results.
1 Introduction Guesnerie (1975) is the first who studied the second welfare theorem in a general equilibrium setting with non-convex production sets at the level of Czarnecki (2001) . An example given in this paper, shows that it may be strictly smaller when the production set exhibits some kind of inward kinks. As for the previous definitions of the marginal pricing rules, the new definition coincides with the profit maximizing rule when the production set is convex and with the outward normal vector when the production set is smooth.
The problem raised by this new definition is that it does not lead to a convex valued pricing rule. In the previous proofs of the existence of equilibria in non-convex economies, the convexity of the set of prices satisfying the marginal pricing rule at a given production is crucial to apply a fixed-point theorem. Furthermore, the link between the marginal pricing rule and the geometry of the production set through the sub-differential of a transformation function is at the heart of the argument. We loose both with the new approach.
The purpose of this article is to provide an existence proof of a marginal pricing equilibrium with this tighter notion under the same assumptions as in the previous results with the Clarke's normal cone (see Bonnisseau (1992) , Bonnisseau-Cornet (1990a ,1991 , Bonnisseau-Jamin (2004) ). We overcome the difficulties mentioned above by considering an approximation argument and a limit argument. It is based on a result by Cornet and Czarnecki (2001) about approximation of compact epi-lipschitzian sets. But we also adapt the usual argument, which is based on a Morse's Lemma for non-differentiable mapping (Bonnisseau-Cornet (1990b) ).
The model and the existence result
We consider an economy with commodities, m consumers and n producers. The commodity space is R and the commodities are indexed by h = 1, . . . , . The consumers are indexed by i = 1, . . . , m. The consumption set X i ⊂ R is the subset of all possible consumptions for consumer i, given her physical constraints. The tastes of this consumer are described by a binary preference relation i on X i . The firms are indexed by j = 1, . . . , n. The technological possibilities of firms j are represented by its production set Y j ⊂ R . Finally, ω denotes the initial endowments of the economy.
The wealth of the ith consumer is given by a function r i : R \ {0} × n j=1 ∂Y j to R, i.e., given the price vector p ∈ R \ {0} and the productions (y j ) ∈ n j=1 ∂Y j , the wealth of consumer i is r i (p, (y j )). This abstract wealth structure clearly encompasses the case of a private ownership econ-omy, in which r i (p, (y j )) = n j=1 θ ij p · y j + p · ω i , where the θ ij denote the consumers' shares in the production processes and satisfy θ ij ≥ 0 for all i, j and m i=1 θ ij = 1 for all j, and where the ω i denote the consumers' initial individual endowments and satisfy m i=1 ω i = ω. We posit the following assumptions on the fundamentals of the economy, which are maintained throughout the paper. 1 denotes the vector of R , with all coordinates equal to 1 and
Assumption (C) For every i, X i is a non-empty, closed, convex bounded below subset of R , i is a continuous, convex and non-satiated complete preorder 1 on X i , and r i is a continuous function on R \ {0} × n j=1 ∂Y j , satisfying r i (αp, (y j )) = αr i (p, (y j )) and m i=1 r i (p, (y j )) = p · (ω + n j=1 y j ) for every α > 0 and every (p, (y j )) ∈ R \ {0} × n j=1 ∂Y j .
The first assumption is the standard assumption on the preferences and the revenue functions. In Assumption (P), the production sets are not assumed to be convex but only to satisfy the free-disposal assumption, which is compatible with fixed cost, increasing returns and other types of nonconvexities. Assumption B means that the feasible productions are bounded even if one increases the initial endowments.
We now introduce the definition of the marginal pricing rule, which differs from the standard one. Indeed, instead of considering the Clarke's normal cone to the production set as in Cornet (1990) or Bonnisseau-Cornet (1990) , we consider the intermediate normal cone introduced by Cornet-Czarnecki (2001) . It is always contained in the Clarke's normal cone but it is not always convex valued. We refer to Bonnisseau et al. (2005) for an example of a production set satisfying Assumption P and such that the intermediate normal cone is non-convex. and strictly smaller than the Clarke's normal cone at the origin.
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To introduce the new notion of normal cone, we consider the distance function d Y j to Y j associated to the usual Euclidean norm in R and its generalized gradient. We know that d Y j is Lipschitz and, thus, from Rademacher's Theorem, almost everywhere differentiable. We denote by dom
For y j ∈ Y j , the intermediate normal cone is defined as follows:
We recall the following elementary properties of the intermediate normal cone. The proof can be found in Cornet-Czarnecki (2001) .
We can now define the marginal pricing rule.
Definition 2.1 A producer follows the marginal pricing rule at the production y j ∈ ∂Y j for the price p ∈ R \ {0} if p ∈ N I Y j (y j ).
In the following, the price are normalized in the simplex S of R ,
Indeed, the free-disposal assumption implies that the equilibrium prices are nonnegative and the other assumptions implies that the equilibrium prices can be normalized in the simplex without any loss of generality. We will consider the marginal pricing rule as a correspondence M P j from ∂Y j to S defined by M P j (y j ) = N I Y j (y j ) ∩ S. We now define formally a marginal pricing equilibrium of the economy.
If we consider only the production sector, we define the set of production equilibria as
We are now able to state the existence result. In the following, d ∞ X denotes the distance function to the set X associated to the sup-norm. 
The assumptions are actually identical to those of Bonnisseau-Cornet (1990) but the marginal pricing rule has not the same definition. Since the intermediate normal cone is smaller than the Clarke's one, this result is more precise. Note that an important difference comes from the fact that the marginal pricing rule is not convex valued whereas all previous existence results assume that the pricing rules are convex valued.
Note also that our formulation of the survival assumption is not the same. But it is equivalent since the fact that X + R + = X, implies that for all
. So, Assumption (S) requires that the inequality is always strict. 7 
Proof of the existence result
The proof is divided in three steps: first, we truncate the production sets and we approximate the truncated production sets by using the following result of Cornet-Czarnecki (2001) . N C Y denotes the Clarke's normal cone.
Theorem 3.1 Let Z be a compact epi-Lipschitizian subset of R . Z admits a smooth normal approximation (Z k ) k∈N in the sense that:
(i) for every k, Z k is a compact and smooth subset of R , that is a closed C ∞ submanifold with boundary of R of full dimension;
Then, using the normal cone to the smooth approximations, we define continuous functions, which approximates the marginal pricing rules. We also use a Morse's Lemma to modify these functions in such a way that the bounded losses assumption be satisfied by the approximate pricing rule. In the third step, we use an existence result (Bonnisseau-Jamin (2004)) to get an approximate equilibrium, and, we end the proof by a limit argument. The proof of the lemmas are given in Appendix.
Approximation of the production sets
We first recall some properties of the production sets, which come from the free disposal assumption. The following Lemma gathers the results of Lemma 5.1 in Bonnisseau-Cornet (1988) and Lemma 4.2 in Bonnisseau-Cornet (1990) , with a slight generalization from Bonnisseau-Jamin (2004) . Let H be the hyperplane defined by H = {x ∈ R | x · 1 = 1} and let C be a pointed closed convex cone such that 1 ∈ intC. We first state a variant of Assumption (P) in which R + is replaced by C.
Lemma 3.1 Let us assume that Assumption (P C ) holds true. Then, for every j, for every s ∈ 1 ⊥ , there is a unique real number, denoted by λ j (s), such that s−λ j (s)1 ∈ ∂Y j . The function λ j : 1 ⊥ → R is Lipschitz continuous, and the mapping Λ j :
The generalized gradient of λ j at s ∈ 1 ⊥ is given by:
and the correspondence ∂λ j , from 1 ⊥ into itself, is upper hemi-continuous with non-empty, convex, compact values.
Note that Y 0 = −X satisfies also Assumption (P C ) from Assumptions (C). We denote by λ 0 et Λ 0 the mappings associated to Y 0 . We also define the mapping Λ from (1 ⊥ ) n to n j=1 ∂Y j by Λ(s) = (Λ j (s j )). Let θ be the function defined on (1 ⊥ ) n by:
Consequently, the open ball for the supnorm of center n j=1 y j and radius θ((s j )) is included in −y − R ++ , which does not intersect X.
Note that θ is Lipschitz continuous, and, for every real number t ≥ 0, we have:
and
Note that for all t ≥ 0, A t and M t are bounded and closed and the
We now apply Theorem 3.1 to Z j . There exists a sequence (Z k j ) k∈N satisfying:
(i) for every k, Z k j is a compact and smooth subset of R , that is a closed C ∞ submanifold with boundary of R of full dimension;
We remark that Lemma 3.2 (ii) implies that the sequence (ε k j ) converges to 0 and Z k j is included in Y j + {ε k j 1}. We denote by ε k = n j=1 ε k j . Let τ > τ close enough to τ and η > 0 small enough such that for all s ∈ [B 1 ⊥ (0, r 2 )] n , for all j = 1, . . . , n,
We now choose a nonempty closed convex cone
Note that −X C satisfies the Assumptions of Lemma 3.1, so we can define the mappings λ C 0 and Λ C 0 associated to −X C . Note that λ C 0 ≥ λ 0 . We let:
For further approximations, we choose C large enough according to the next lemma where τ and η are defined in . (1) and (2) Lemma 3.3 There exists a nonempty closed convex cone C included in {0}∪ R ++ such that 1 ∈ intC and, for all s ∈B 1 ⊥ (0, nr 2 ), λ C 0 (s) − λ 0 (s) < η.
Note that the negative polar cone of C,
Lemma 3.4 There exists an integer k such that for all k ≥ k,
(ii) Assumptions (P C ) and (B) are satisfied by (Y k j );
Using Lemma 3.1, for all k ≥ k, we can define the mappings λ k j , Λ k j associated to Y k j . Then, we define the mapping θ k and the sets M k t as follows:
The following lemma summarizes the link between this mappings and sets and the original ones.
Lemma 3.5 There exists an integerk ≥ k such that for all k ≥k,
(iii) sup{θ k (s) | s ∈ (B 1 ⊥ (0, r 1 )) n } <t + η;
(iv) M k t+η ⊂ Mt +η+ε k ⊂ (B 1 ⊥ (0, r 2 )) n ;
Approximation of the marginal pricing rules
For all j, for all s j ∈B 1 ⊥ (0, r 2 ), for all k ≥k, Lemma 3.4 (iii) implies that Λ k j (s j ) −τ 1 and Λ k j (s j ) ∈ ∂Z k j . From Lemma 3.4 (i) and (iii),
, and, this normal cone is an half line included in −C • , since Z k j is smooth. We denote by g k j (s j ) the unique element of N C Y k j (Λ k j (s j )) in the hyperplane H. Note that g k j is a continuous mapping since Z k j is a C ∞ sub-manifold.
Lemma 3.6 There exists an integerk ≥k such that for all k ≥k, for all (p, s) ∈ H × (B 1 ⊥ (0, r 2 )) n , (i) if θ C (s) ≥ 0 and p ∈ −N X C (−Λ C 0 (− n j=1 s j )), then (p − g k j (s j )) = (0, . . . , 0);
(ii) if θ C (s) ≤ 0 and p = g k j (s j ) for all j, then r i (p, (Λ j (s j ))) > inf p · X i for all i. 
and, from Clarke's normal cone properties, ∆ is an upper hemi-continuous correspondence from (1 ⊥ ) n into itself with non-empty, convex, compact values.
The previous lemma implies the fundamental property of ∂θ k .
We can now use the following lemma proved in Bonnisseau-Jamin (2004) and a similar argument as the one use in this paper to build the approximate pricing rule. This lemma is actually a corollary of the Morse's Lemma proved in Bonnisseau-Cornet (1990b) . T M denotes the ordinary tangent cone of the convex analysis to M. Let r 1 > r 1 . We define the function σ, from (1 ⊥ ) n to [0, 1], by:
where proj M is the projection on M.
We now define the pricing rule ϕ k from H × n j=1 ∂Y j to H n as follows: For all (p, (y j )) ∈ H × n j=1 ∂Y j , let ϕ k (p, (y j )) = γ k (p, (proj 1 ⊥ (y j ))).
Existence of an approximate equilibrium
For all k ≥k, we consider the economy E k = ((X i , i , r i ) m i=1 , (Y j ) n j=1 , ϕ k , ω) and we show that it satisfies the necessary conditions for the existence of a general pricing rule equilibrium given in the following theorem of Bonnisseau-Jamin (2004) . The difference between a marginal pricing equilibrium and a general pricing rule equilibrium is that we replace in Condition (b) of Definition 2.2, p * ∈ M P j (y * j ) by (p * , . . . , p * ) ∈ ϕ k (p * , (y * j )). For the normalization of the prices, we consider the extended simplex S C = H ∩ (−C • ). In the following for all t ≥ 0, we denote by A C t the set
The economy E k has a general pricing rule equilibrium if it satisfies Assumption (C), (P C ), (B), and, Assumption (PR) For all (p, (y j )) ∈ S C × n j=1 ∂Y j , ϕ k has nonempty, compact, convex values included in H, it is upper hemi-continuous, and, ϕ k (p, (y j )) ⊂ (S C ) n for every (p, (y j )) ∈ S C × A C 0 , Assumption (R') for every (p, (y j )) ∈ S C × n j=1 ∂Y j , if (y j ) ∈ A C 0 and (p, . . . , p) ∈ ϕ k (p, (y j )), then r i (p, (y j )) > inf p · X i . Assumption (BLS) There exists a real number t 0 ≥ 0 such that:
and (p, . . . , p) ∈ ϕ k (p, (y j )), then p · ( n j=1 y j + t1) > inf p · X C .
(BL) for every t ≥ t 0 , every (p, (y j )) ∈ S C × n j=1 ∂Y j , and, every (q j ) ∈ ϕ k (p, (y j )), if p ∈ −N X C ( n j=1 y j + t1), then there exists
To simplify the exposition, we have chosen to state weaker assumptions than in Bonnisseau-Jamin (2004) . Assumption (C) is stronger since we assume that X i is bounded below. Assumption (B) is stronger since Bonnisseau-Jamin (2004) , only assume that A C t 0 is bounded for t 0 appearing in Assumption (BLS). Assumption (BLS) is also weaker than the original one since Part (BL) needs to hold true only on a bounded subset.
We now show that the economy E k satisfies the assumptions of Theorem 3.2 for all k ≥k. Assumption (PR) is a consequence of the continuity of the mappings g k j , Γ k , σ and the construction of γ k . Assumption (R') is a direct consequence of Lemma 3.6 (ii). Indeed (y j ) ∈ A C 0 implies that θ C ((proj 1 ⊥ y j )) ≤ 0. Then, θ((proj 1 ⊥ y j )) ≤ 0 and (proj 1 ⊥ y j ) ∈ (B 1 ⊥ (0, r 1 )) n . Consequently, ϕ k (p, (y j )) = (g k j (proj 1 ⊥ y j )). Let us now consider Assumption (BLS). Let t 0 > max{θ C (s) | s ∈ (B 1 ⊥ (0, r 1 )) n }. For Part (BS), let us consider t ∈ [0, t 0 [ and (p, (y j )) ∈ S C × n j=1 ∂Y j such that (y j ) ∈ A C t and (p, . . . , p) ∈ ϕ k (p, (y j )). We remark that the definition of ϕ k implies that (p, . . . , p) ∈ ϕ k (p, (y j )) is possible only if s = (s j ) = (proj 1 ⊥ y j ) ∈ M since Γ k (s, t) = 0 for all (s, t) ∈ ∂M × [0, 1].
If s ∈ intM = (B 1 ⊥ (0, r 1 )) n , then p = g k j (s j ) for all j. If n j=1 y j + t1 ∈ intX C , one directly gets that p · ( n j=1 y j + t1) > inf p · X C . If n j=1 y j + t1 ∈ ∂X C , then t = Θ C (s) and Lemma 3.6 (i) implies p / ∈ −N X C (−Λ C 0 (− n j=1 s j )). Consequently, since −Λ C 0 (− n j=1 s j ) = n j=1 y j + t1, p · ( n j=1 y j + t1) > inf p · X C .
If s ∈ ∂M, from the definition of ϕ k , there exists α ∈ [0, 1] such that p = αg k j (s j ) + (1 − α)(p + Γ k j (s, 0)) for all j. If α = 1, the previous argument holds true again, and, we can conclude that p · ( n j=1 y j + t1) > inf p · X C . If α = 0, one gets a contradiction with Γ k (s, 0) = 0. Let us now consider the case where α ∈]0, 1[. Then, α(p − g k j (s j )) = (1 − α)Γ k j (s, 0) for all j. If p ∈ −N X C (−Λ C 0 (− n j=1 s j )), δ = −(p − g k j (s j )) ∈ ∆ k (s), and, one gets a contradiction with Assertion (I) of Lemma 3.8 since δ · Γ k j (s, 0) = − 1−α α n j=1 Γ k j (s, 0) 2 < 0. Hence p / ∈ −N X C (−Λ C 0 (− n j=1 s j )) and we end the proof as above to show that p · ( n j=1 y j + t1) > inf p · X C . We now consider Part (BL) of Assumption (BLS). Let t ≥ t 0 , (p, (y j )) ∈ S C × n j=1 ∂Y j , and, (q j ) ∈ ϕ k (p, (y j )) such that p ∈ −N X C ( n j=1 y j + t1). Since p = 0, n j=1 y j + t1 ∈ ∂X C , which means that θ C (s) = t with s = (s j ) = (proj 1 ⊥ y j ). Since t ≥ t 0 , this implies that s / ∈ (B 1 ⊥ (0, r 1 )) n . Hence
Hence, since α Γ k (s , 1) 2 > 0, one finally obtains n j=1 (q j − p) · (y j −ŷ j ) > 0. This ends the proof that E k satisfies the assumptions of Theorem 3.2.
Then, one deduces that for all k ≥k, there exists a general pricing rule equilibrium ((
From Condition (c), one deduces that (y k j ) remains in the compact set A 0 . Hence, ( m i=1 x k i ) is bounded, which implies that the sequence (x k i ) is also bounded since the sets X i are bounded below. Consequently, the sequence ((x k i ), (y k j ), p k ) is bounded. We assume without any loss of generality that this sequence converges to ((
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Condition (c) implies that m i=1 x * i = n j=1 y * j + ω and for all k ≥k,
for all j. From above, one deduces that r i (p k , (y k j )) converges to r i (p * , (y * j )) and r i (p * , (y * j )) > inf p * · X i from Assumption (R). Thus, one deduces that x * i is a greater element for i in the budget set B i (p * , (y * j )) since x k i is a greater element for i in the budget set B i (p k , (y k j )). This means that ((x * i ), (y * j ), p * ) is a marginal pricing equilibrium of the economy E. gets Θ k (s) ≤ Θ(s) + η <t + η since − n j=1 s j ∈B 1 ⊥ (0, nr 1 ). The proof of Assertion (iv) is the same as the one of Assertion (ii).
Proof of Lemma 3. 6 We prove that there existsk 1 ≥k such that Assertion (i) holds true for all k ≥k 1 and, then, that there existsk 2 ≥k such that Assertion (ii) holds true for all k ≥k 2 . Hence, it suffices to takek greater thank 1 andk 2 to get the result.
Let us assume thatk 1 does not exist. Then, there exists a strictly increasing mapping ψ from N to itself such that the sequence (p ψ(k) , s ψ(k) ) ∈ H × (B 1 ⊥ (0, r 2 )) n such that θ C (s ψ(k) ) ≥ 0 and
) for all j. Since the normal cone of X C is included in C • and 1 ∈ intC, the sequence (p ψ(k) ) remains in a compact subset of H. Consequently, without any loss of generality, we can assume that the sequence (p ψ(k) , s ψ(k) ) converges to (p,s) ∈ H × (B 1 ⊥ (0, r 2 )) n . Letȳ j = Λ j (s j ).
Note that g
From Lemma 3.5, the sequence (Λ ψ(k) j (s ψ(k) j )) converges tos j − λ j (s j )1 =ȳ j . From Theorem 3.1 (iii)applied to Z j ,p = lim g ψ(k) j (Λ ψ(k) j (s ψ(k) j )) ∈ N I Z j (ȳ j ). From Lemma 3.2, N I Z j (ȳ j ) = N I Y j (ȳ j ), hencep ∈ N I Y j (ȳ j ) for all j. From Assumption (P), N I Y j (ȳ j ) ⊂ R + , hencep ∈ S. From the closedness of the correspondence −N X C , one also deduces that p ∈ −N X C (−Λ C 0 (− n j=1s j )) and from the continuity of θ C , θ C (s) ≥ 0. Consequently, there exists x ∈ m i=1 X i and c ∈ C such that n j=1ȳ j + θ C (s)1 = x − ω + c. Furthermore, for all ξ ∈ X C ,p · (x − ω + c) ≤p · ξ. If c = 0, c ∈ R ++ andp · c > 0. Consequentlyp · (x − ω) <p · (x − ω + c), which is impossible since x − ω ∈ X C . Hence, n j=1ȳ j + θ C (s)1 = x − ω ∈ X. This implies that θ C (x) ≥ θ(s). Furthermore, for all ξ ∈ X, there exists x ∈ m i=1 X i and u ∈ R + such that ξ = x − ω + u. Sincep · u ≥ 0 and x − ω ∈ X C , one getsp · (x − ω) ≤p · (x − ω + u) =p · ξ. Hencē p·( n j=1ȳ j +θ C (s)1) = infp·X. This impliesp· n j=1ȳ j = infp·X −θ C (s) ≤ infp · X − θ(s), which contradicts Assumption (S) since θ(s) = d ∞ X ( n j=1 y j ). We now come to the second part of the Lemma. Ifk 2 does not exist, then, there exists a strictly increasing mapping ψ from N to itself such that the sequence (p ψ(k) , s ψ(k) , i ψ(k) ) ∈ H ×(B 1 ⊥ (0, r 2 )) n ×{1, . . . , m} such that, for all k, θ C (s ψ(k) ) ≤ 0, p ψ(k) = g ψ(k) j (s ψ(k) j ) for all j, and, r i ψ(k) (p ψ(k) , (Λ j (s ψ(k) j ))) ≤ inf p ψ(k) · X i ψ(k) . Using the same arguments as above, without any loss of generality, we can also assume that the sequence (p ψ(k) , s ψ(k) ) converges to (p,s) and that i ψ(k) is constant equal to i. We also deduces thatp ∈ N I Y j (ȳ j ) for all j withȳ j = Λ j (s j ), and θ C (s) ≤ 0. Since X C ⊂ X, one has (ȳ j ) ∈ A 0 and (p, (ȳ j )) ∈ P E. Hence, from Assumption (R), r i (p, (ȳ j )) > infp · X i . Consequently, there exists x i ∈ X i such that r i (p, (ȳ j )) >p·x i . The continuity of r i implies that r i (p ψ(k) , (Λ j (s ψ(k) j ))) > p ψ(k) · x i for k large enough. But this contradicts r i (p ψ(k) , (Λ j (s ψ(k) j ))) ≤ inf p ψ(k) · X i for all k.
Proof of Lemma 3.7 This is a direct consequence of the definition of ∆ k , Lemma 3.6 and the fact that θ k (s) ≤ θ C (s) if s ∈ (B 1 ⊥ (0, r 2 )) n from Lemma 3.5 (i).
