In this paper, we present a new scheme named ProtClass for automatic classification of three-dimensional (3D) protein structures. It is a dedicated and unified multiclass classification scheme. Neither detailed structural alignment nor multiple binary classifications are required in this scheme. We adopt a nearest neighbor-based classification strategy. We use a filter-and-refine scheme. In the first step, we filter out the improbable answers using the precalculated parameters from the training data. In the second, we perform a relatively more detailed nearest neighbor search on the remaining answers. We use very concise and effective encoding schemes of the 3D protein structures in both steps. We compare our proposed method against two other dedicated protein structure classification schemes, namely SGM and CPMine. The experimental results show that ProtClass is slightly better in accuracy than SGM and much faster. In comparison with CPMine, ProtClass is much more accurate, while their running times are about the same. We also compare ProtClass against a structural alignment-based classification scheme named DALI, which is found to be more accurate, but extremely slow. The software is available upon request from the authors. The supplementary information on ProtClass method can be found at: http://xena1.ddns.comp.nus.edu.sg/∼genesis/PClass.htm.
INTRODUCTION
A nalyzing three dimensional (3D) protein structures is an important task in bioinformatics. Analysis of protein structures can give insights into the functions of proteins, which are useful in many end-user applications such as drug discovery. Protein structure analysis involves such tasks as protein structure comparison, classification, homology modeling, and prediction (Orengo et al., 2003) , and researchers have been developing numerous automated methods for structural comparison, homology modeling, and prediction in the last decade. But only a few automated structural classification methods have been proposed up until now. Instead, people have relied on the manual and semi-automatic classification methods such as SCOP (Hubbard et al., 1997) and CATH (Orengo et al., 1997) . Or they use the traditional structural Department of Computer Science, National University of Singapore, Singapore 117543.
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Protein structure classification
According to the computer science literature, classification, in general, is a kind of supervised learning. First, we have a collection of objects with their class labels already known. Then, for each distinct class, we train the classifier with positive examples of objects that belong to the class and, optionally, negative examples of objects that do not belong to the class. The classifier learns the classification rules from the training data and reapplies these rules to classify the new unknown objects. Nearest neighbor search (NN) , support vector machines (SVMs), neural networks, and Bayesian networks are some commonly used classification methods.
In our case, we have a database of 3D protein structures with their structural class labels already known (according to SCOP classification). For each unique structural class, we train our classifier with positive and, optionally, negative examples of structures. We predict the structural classes of newly determined structures using the rules learned by the classifier from the training examples.
Structural classification is different from structural clustering schemes such as Fischer et al. (1995) in which unsupervised learning is used to build clusters of protein structures whose class labels are not known in advance.
Structural classification versus structural comparison
Structural classification is also a different problem from structural alignment/comparison and structural database searching. First, in classification, the class labels of the proteins in the database (training data) must be known in advance. Thus, we can utilize knowledge about the characteristics of the classes in the training data in various ways when classifying new proteins whose class labels are unknown yet. Although we may know the class labels of the database proteins in advance in structural alignment or database searching, this information is not utilized.
In our proposed ProtClass scheme, the system learns and capitalizes the distance threshold parameters from each of the classes. So, it can be categorized as a supervised classification scheme, rather than a mere database searching scheme which does not use any information of the classes' characteristics.
Second, the objective of classification is only to predict the possible class(es) of an unknown protein. In contrast, that of structural alignment/comparison is to align or compare two given proteins according to a similarity metric such as RMSD, and that of database searching is to search all or a majority of similar proteins with respect to a given query. The similarity metric used by a structural alignment or database searching method must be able to capture the similarity between the query and the distantly related protein structures so that they can also be included in the answer along with the closely related ones. Although a database search may be involved in a classification process (as in a nearest neighbor classification scheme), only some adjacent neighbors to the query are used to predict the possible class(es) of it, and the distantly related proteins are simply ignored, even though they may belong to the right class. Thus, the data representation and the similarity metric for structural classification can be coarse as long as they can capture the similarity of the query protein structure and a few of its nearest neighbors. Given sufficient and representative training data for each class, it is almost always possible to find the correct class of the query by looking at a few nearest neighbors. (A classification system, irrespective of the method used, will not perform well if the training data is insufficient, biased, or unrepresentative.)
Although pairwise structural alignment methods such as DALI and CE can be used as the basic nearest neighbor search tools against the whole database, it is a sort of overkill because many of the detailed alignment results (with proteins unrelated or distantly related to the query) are totally irrelevant to the classification result. As such, these methods are prohibitingly expensive to run.
For example, it is observed in our experiments that our ProtClass classifier takes only 4 minutes and 14 seconds to run a classification cycle on 540 training proteins and 60 query proteins on an average standalone machine. But, running the same task with DALI on the same machine is about 640 times slower, and takes about 1 day and 21 hours (see Section 5). This running time seems still affordable. However, we should note that the above-mentioned classification task involving some hundreds of proteins is only a medium one. It can be speculated that DALI will take an unbearably long time for a large classification task involving tens of thousands of proteins.
Related work
There are quite a number of protein structure classification methods such as those of Ding and Dubchak (2001) and Chinnasamy et al. (2004) that use the amino acid (AA) sequences as their input data. But, on the other hand, to our knowledge there exist only a few pure protein structure classifiers that take the 3D structures as their input data. As mentioned above, many people use the traditional structural alignment methods such as DALI (Holm and Sander, 1993) and CE (Shindyalov and Bourne, 1998) for classification purposes. (Interested readers can refer to the survey papers by Lancia and Istrail [2004] and Eidhammer et al. [2000] for details on structural alignment/comparison methods.) The alignmentbased classification approach incurs high computational cost unnecessarily because structural alignment is a computationally expensive task. A pure or dedicated classifier does not need to carry out any detailed alignment/comparison and can accomplish the required classification task with much lower computational cost. We show the comparison of DALI against our proposed ProtClass scheme in Section 5. Huan et al. (2004) recently proposed a dedicated protein structure classifier based on coherent subgraph analysis. It first presents a 3D protein structure as a feature vector of the number of occurrences of the coherent subgraphs representing the peptide and proximity relations among the amino acid residues and then uses SVMs to train and classify these feature vectors. The software for the system is not readily available for investigation, and we cannot directly compare it against our scheme.
SGM (Røgen and Fain, 2003) is another recent dedicated protein structure classifier that uses Gauss integrals to represent a 3D protein structure as a 30-dimensional feature vector. For each structural class, it constructs a cluster containing the member proteins in 30-dimensional space. It then performs a nearest cluster search to predict the most appropriate class for a new unknown protein. Its source code is available, and we compare it against our proposed scheme in Section 5.
We also recently proposed a dedicated protein structure classification scheme named CPMine (Aung and Tan, 2004a) , which presents 3D protein structures as CPsets (sets of feature vectors representing inter-SSE contact patterns) and mines the sub-CPsets that occur frequently in their respective classes. These frequent sub-CPsets are regarded as the classes' fingerprints which can be used to indicate the possible class(es) of an unknown protein. We also compare it against our proposed scheme in Section 5.
ENCODING PROTEIN STRUCTURES
In this section, we will discuss how 3D protein structures can be concisely and effectively represented in their encoded formats, namely PA and CPset, and how the distances between these encoded formats are measured.
Protein abstract (PA)
Let P be a 3D protein structure. Let A = a 1 a 2 a 3 . . . a |A| be the amino acid (AA) residue sequence of P where |A| is the number of residues in P . Let S = s 1 s 2 s 3 . . . s |S| be the SSE sequence of P where |S| is the number of SSEs in P . (A secondary structure element (SSE) is a conserved structural pattern within the overall 3D structure of a protein. Helix (H) and sheet (E) are two common types of SSEs. We use the Stride algorithm [Frishman and Argos, 1995] to extract the SSE information from a 3D protein structure file in PDB format.) As an example, let us assume we have a 10-residue protein P with the following AA sequence A.
K F A V N H I T R S
Let us also assume that we have three SSEs in the protein where residues 2-3 forms a sheet, 5-6 a helix, and 8-10 a sheet. Then we have the SSE sequence S of P as follows.
E H E
Here we formulate a concise encoding format named protein abstract (PA). It is a simple tuple featuring six attributes regarding the overall structure of a 3D protein structure as shown in Table 1 . 
where |s i | is the length of SSE s i . Here, the length of an SSE is an integer in terms of the number of AA residues it constitutes (rather than its physical length in Angstroms (Å)).
All the above-mentioned six attributes in a PA are designed to capture the overall sequence and structural information of a protein. They can be used to roughly distinguish a protein of one class from one of another. 
For the last SSE sequence attribute S, we use S as its SSE edit distance which is defined as follows:
where NW is the pairwise SSE alignment score for S Q and S P using the Needleman-Wunsch algorithm (a text book algorithm which can be found in Gusfield [1997] ).
Suppose we have the precalculated difference (or distance) threshold values δ b for all six PA attributes. (The threshold value for each attribute differs from class to class. We will discuss how to calculate these threshold values for each of the distinct classes from the training data in Subsection 4.1.) When comparing a pair of PAs (one from Q and one from P ), they are deemed similar if and only if b ≤ δ b for every b. The similarity between two PAs can be formally defined as
where δ is the set of PA attributes' distance thresholds for the class to which the database protein P belongs.
After we have determined that a pair of PAs is similar, we can calculate the overall distance PADist between them as a simple Euclidean distance as follows. (We do not have to calculate PADist for the two PAs that are not similar. On average, for a PA of a query protein, about 71% of the PAs in the database are dissimilar and can be discarded right away.)
Here, dividing the actual distance b with distance threshold δ b maps the normalized distance into the range of 0 to 1 for all attributes. We assume equal weights for all the attributes.
Discrete contact pattern feature vector set (CPset)
In this subsection, we will discuss how a 3D protein structure can be represented as another abstract structure called CPset, which is a set of integer-valued contact pattern feature vectors.
Distance matrix.
A 3D protein structure can be represented as a 2D distance matrix. A distance matrix D for a protein P with |A| residues is an |A| × |A| matrix storing the interatomic distances between the C α (central carbon) atoms of the AA residues in the protein. A distance matrix is rotation and translation invariant. For example, for our sample protein P from the above section, we can construct its distance matrix D like the one shown in Fig. 1 
(a). Each cell D[i, j
] represents the C α -C α distance in Angstroms (Å) between residue i and residue j (i, j ≤ |A|).
Contact pattern (CP).
Generally, the forms and arrangement (topology) of the SSEs are mainly responsible for the overall 3D shape of a protein. When a 3D protein structure is presented as a 2D distance matrix, the forms and arrangement of the SSEs are captured in the submatrices called contact patterns (CPs). A CP is formed by the interaction of two SSEs. If we have |S| SSEs in a protein, there will be |S| 2 CPs. The CPs for our example protein P are shown as the light and dark gray blocks in Fig. 1(b) .
Among the CPs in a distance matrix, only those above the main diagonal are sufficient to capture the forms and arrangement information of the SSEs. This is because the CPs below the main diagonal are just the mirror images of those above the main diagonal, and those on the main diagonal are merely the self-interactions of the single SSEs. In our example, only the CPs C 12 , C 13 , and C 23 (shown as the light gray blocks in Fig. 1(b) ) need to be taken into account. The number of such CPs is |S|(|S| − 1)/2.
3.2.3. CP feature vector. Now, we extract the important properties from CPs and represent them as a feature vector. (This representation scheme is an enhancement of the one used in our previous works Tan, 2004a, 2004b) . The expression power of the feature vector has been much improved in the current scheme.) There are 10 attributes (properties) in the feature vector we use to represent a CP. These feature vector attributes are designed to effectively determine the similarity or dissimilarity of the CPs they represent. For example, the two CPs with very different mean C α -C α distance values cannot be similar in any way. CP feature vector representation is rotation and translation invariant, as it is based on a distance matrix. The feature vector of a CP C ab , which is formed by the interaction of s a (first SSE) and s b (second SSE), where b > a, consists of 10 attributes as shown in Table 2 . It is observed that all these 10 attributes are important on their own, because dropping any of them more or less degrades the accuracy of the system as shown in Subsection 5.6.
Attributes 1-5 simply correspond to the types and the positions of the SSEs that make up the CP. The attributes AS (AA sequence position of the first SSE) and SS (SSE sequence position of the first SSE) can be easily extracted from the PDB file and the Stride output, respectively. The attributes CT (contact pattern type), AD (AA sequence position difference of two SSEs), and SD (SSE sequence position difference of two SSEs) can be simply calculated, respectively, as follows. Singh and Brutlag (1997) . Now, we calculate the torsion angle attribute ( ) using the formula given in Sfyrakis (2004) and the closest segment-to-segment distance attribute (ND) using the algorithm described in Sunday (2004) . The nearest vertex pair distance (VD) can be calculated as follows:
where Dist is the Euclidean distance between two 3D points.
The rest of the attributes are derived directly from the distance matrix D. They are related to the C α -C α interaction patterns within a CP. The functions to calculate these attribute values-MD (mean of C α -C α distances) and CD (contact density)-are defined as follows:
where 5.0 Å is the threshold distance to define whether two C α atoms are in contact (i.e., close enough to each other). Now we can define the CP feature vector K ab for CP C ab as:
An example of how to construct a CP feature vector from a real 3D protein structure is given in the supplementary information webpage.
In generating CP feature vectors, when a feature vector has one or more attribute values which are greater than their respective predefined upper bounds (as given in Table 2 ), it is regarded as an outlier and discarded. These upper bound values are determined empirically. It is observed in our experiments that only about 1% of the CP feature vectors are dropped because they are outliers.
The CP feature vector we use here is sequence-order dependent (referring to attributes 1-5) as opposed to the one used in our previous works. Since the instances of rearrangement of SSEs are rarer than those of insertion and deletion throughout evolution, it will be better to take the sequence-order information into account in our nearest neighbor search. This prevents false matchings of CPs which have very different relative sequence orders of their constituent SSEs. For example, if we have two proteins each having nine SSEs, we will not allow C 12 from one protein and C 19 from the other to be matched, because there is little chance that SSE #2 from the first protein is rearranged as SSE #9 in the second protein during evolution. Also, it is not likely that all seven SSEs between SSE #1 and #9 are deleted in the second protein. From our experiments, it is evident that restricting the sequence order of the SSEs (rather than allowing them to float freely in any order) helps improve the accuracy of the scheme. The comparisons are shown in the supplementary information webpage.
3.2.4.
Discrete CP feature vector. Now, we encode/discretize the CP feature vector so that it can be represented as a compact 4-byte integer value. In order to do this, we map each attribute value in the feature vector into a discrete number of bins and concatenate all the bits representing these bins into a bit string which can naturally be interpreted as an integer.
The objectives of this encoding are 1) to enable efficient handling of the CP feature vectors and 2) to allow approximate matching of the original CP feature vectors by simply performing exact matching of their discrete versions. The idea of encoding a multidimensional feature vector into a bit string for efficient and effective processing is inspired by that of VA-File method (Weber et al., 1998) .
The disadvantage of discretization is that there may be false matches (when the attributes values are near the upper and lower boundaries of the same bin) and false mismatches (when the attribute values are near the upper and lower boundaries of the adjacent bins). However, the degree of accuracy provided by the discretization scheme is quite sufficient for our purpose of finding the nearest neighbors of proteins in terms of the number of common CP feature vectors they include-as demonstrated in our experimental results.
The possible ranges for the original space (upper bound) and the discretized space (number of bins and bits) for each attribute are given in Table 2 . Some attributes are allocated larger discretized spaces (i.e., more of bins) than the others because they are found to be relatively more important. (The effect of varying the number of bins for each attribute is shown in the supplementary information webpage.)
As an example, for the closest segment-segment distance (ND) attribute, we map an original real number distance value between 0.0 to 64.0 into one of the discrete bins numbered 0 to 15 (i.e., 4-bit space). We use simple equal partition discretization which is informally defined as follows.
For instance, we can calculate the discretized value of a 14.1 Å distance as floor(14.1 × 16/64.0) = 3. Now, we can define a 27-bit discrete CP feature vector T as follows:
bin(CT (s a , s b ))|bin(AS(s a ))|bin(SS(s a ))|bin(AD(s a , s b ))|bin(SD(s a , s b ))|
where bin is the discretization function (Equation 15) and | is the concatenation operator for bit strings.
3.2.5.
CPset. Now, we can encode an entire 3D protein structure as a set of discrete CP feature vectors it contains. We call this set a CPset and denote it as CPS. Set CPS P of protein structure P with |S| SSEs can be defined as
where T ij (where 1 ≤ i ≤ (|S| − 1) and (i + 1) ≤ j ≤ |S|) is a discrete CP feature vector. The cardinality of a CPset with |S| SSEs is at most |S|(|S| − 1)/2 = O(|S| 2 ). (There may be some outlier CPs which are excluded from the CPset.)
We sort the discrete CP feature vectors (which can be regarded as integers) in the CPset in ascending order to enable linear-time comparison of them in the later classification step. Sorting alters the original order of these discrete feature vectors in the CPset. However, since the discretized attributes AS (position of first SSE in AA sequence), SS (position of first SSE in SSE sequence), AD (AA position difference between first and second SSEs), and SD (SSE position difference between first and second SSEs) are stored in the discrete CP feature vector, the positions and relative order of the original CPs in the distance matrix can still be roughly determined.
Both PA and CPset are compact and efficient means of encoding a 3D protein structure. The average sizes of a PA and a CPset are 160 and 782 bytes, respectively, whereas the average size of an original PDB format file (3D coordinates only, without any annotation) is about 261 KB (261,000 bytes).
PROTCLASS METHOD
In this section, we discuss the preprocessing step and the querying (classification) step of the ProtClass method.
In the preprocessing step, the system first generates the database of protein abstracts (PAs) and the database of sets of discrete contact pattern feature vectors (CPsets) from the training data (the database of 3D protein structures with known class labels). Then, from the PA database, it computes the PA distance threshold parameters for each class by all-against-all comparison of the PAs in the given class.
In the querying step, the system generates the query's PA and CPset in the same manner. Then, in the first filtering substep, it prunes away the unpromising answers by comparing the PA of the query against those of the database proteins, using the PA distance threshold parameters learned in the preprocessing step. Then, in the refinement substep, the system conducts a nearest neighbor search of the query's CPset against the remaining database proteins' CPsets and returns the class label(s) of the protein(s) that are best matched.
An overview of the method is illustrated in Fig. 2 . The algorithmic details of the preprocessing and querying steps are described in the following two subsections. 
Preprocessing algorithm
Given a database of protein structures with known class labels, we can generate the databases of PAs, PA distance thresholds, and CPsets using the preprocessing algorithm shown in Fig. 3 . The symbols used in the algorithm have the same meanings as in their previous definitions unless redefined otherwise.
In the preprocessing algorithm, for each distinct class, we generate the PAs and CPsets for the proteins belonging to this class and store them in the database (lines 4-10). Again, for each class, we calculate the farthest PA attribute distances maxδ b that are exhibited in the PA pairs belonging to this class (lines 15-20) . For each PA attribute, its farthest distance value is multiplied with a CoverageFactor to obtain the distance threshold value of this attribute (line 23).
The empirically determined value, CoverageFactor = 0.80, is used in our implementation. The objective of setting the threshold distances is to ensure that at least one "nearest" protein belonging to the same class as a given query protein will pass the filtering step (see next subsection), whilst the dissimilar proteins are discarded straight away. It means that for each PA attribute, we expect to find the nearest neighbor(s) to a query protein within 80% of the distance of the two farthest proteins (with respect to this attribute) belonging to this particular class in the existing database. If the number of trained proteins in a class is too few (say less than 20), this condition may not be always true. We use the default threshold values
Querying algorithm
The algorithm in Fig. 4 describes how unpromising answers with respect to a given query can be filtered out using PAs and how the class of the query protein can be predicted by using the nearest neighbor search based on PA similarity and CPset similarity.
In the filtering step, the algorithm first filters out the unpromising answers using the PA of the query and those of the database proteins (lines 9-10). For a protein that passes the filtering test, the matching score of its PA to the query PA (P AScore) is calculated from the Euclidean distance of this PA pair (line 11). 
AUNG AND TAN
Our experimental results show that an average of 71% of the database proteins are discarded in the filtering step, as they are not close enough to the query. An average of 38% of the classes are entirely discarded. It should be noted that the proteins that are in the same class as the query but not similar enough (the distantly related ones) are also discarded. But the similar ones in the correct class pass the test. So, there is no chance of discarding the correct class as a whole.
In the second refinement step, the matching score of the protein's CPset to that of the query (CP setScore) is calculated by assembling (merging) their constituent discrete CP feature vectors (lines 13-18). Although it involves a pairwise comparison, it is very much faster than the detailed structural alignment procedures, because it is only a linear time algorithm (in terms of the number of CPs) which merely requires the comparison of integer values. The final score of the protein with respect to the query is calculated by taking both the PA matching score (PAScore) and the CPset matching score (CPsetScore) into account (line 20). So, the similarity metric for our nearest neighbor search depends on both types of scores. Finally we return the class label of the protein which is nearest to the query (in terms of the final score) and, optionally, other information such as the best scoring protein for each class, etc. (line 25).
RESULTS AND DISCUSSIONS
In order to assess the accuracy and efficiency of the proposed ProtClass scheme, we test it on a medium size dataset with 600 protein structures in the experimental setup mentioned below. We compare ProtClass against DaliLite (Holm and Park, 2000) (the stand-alone version of DALI), SGM (Røgen and Fain, 2003) , and CPMine (Aung and Tan, 2004a) using their default settings in the same experimental setup. When running DaliLite, we use its database search option rather than its pairwise alignment option.
Experimental setup
We use the ASTRAL dataset (Brenner et al., 2000) that contains proteins with less than 40% sequence homology. (ASTRAL provides the PDB-style 3D coordinate files for the protein domains as defined by SCOP.) From this dataset, we choose 15 Folds (according to SCOP designation) each with 40 member proteins. (For Folds with more than 40 members, we randomly select 40 from them.) Thus, we have a pool of 15 × 40 = 600 protein structures whose class labels (Folds) are known. We use these 15 Folds as our target structural classes.
We conduct our experiment using a 10-fold cross validation strategy. We split each Fold into 10 partitions each having four protein structures. We conduct 10 subexperiments in each of which we build the testing dataset by choosing a partition from each of the Folds and combining them together. In this way, we have a testing dataset consisting of 60 proteins for each subexperiment. The remaining 540 proteins are used as the training dataset. The training dataset is made up of 36 proteins from each of 15 Folds.
In other words, in each subexperiment, we have a database of 540 protein structures whose Folds are already known and a set of 60 query protein structures whose Folds are to be predicted. We then validate the predicted Folds of the query proteins against their actual Folds as designated by SCOP.
Accuracy
In the above-mentioned manner, 10 subexperiments are conducted by using the different testing sets and training sets in each cycle. Then, we consolidate the results from 10 subexperiments and calculate the average accuracy of the scheme. We look at the top-three scoring Folds (which are 20% of the total number of distinct Folds) and examine whether they are actually the correct classifications. The results are shown in Table 3 . Column "Top 1" shows the accuracy of the scheme if only the topmost scorer is examined, and Column "Top 2" shows the accuracy if both the top-one and top-two scorers are examined, etc. The accuracy results of DaliLite, SGM, and CPMine are also shown in Table 3 .
With a large number of possible classes (15 SCOP Folds in this case), it may be more useful to report a few candidate classes rather than to report a single but incorrect class-as long as the number of reported classes is only a small fraction of all the possible classes (20% in our case). The user can manage these candidate classes according to his/her own requirement. For example, if only moderate accuracy in Top1  Top2  Top3  Top1  Top2  Top3  Top1  Top2  Top3  Top1  Top2 classification is required, the user can just take the topmost scoring class as the answer. If high accuracy is needed, manual inspections or detailed structural alignments can be done on the top scoring members of the top-three scoring classes. This strategy of reporting more than one class as possible candidates is also advocated by the authors of SGM (Røgen and Fain, 2003) .
From the experiments, it is observed that ProtClass performs quite accurately. Overall, it offers an average accuracy of 99.33% if we take the top-three scorers into account and 90.50% if we take only the topmost scorer into account.
It gives perfect results on certain Folds such as 47472 and 48370 with 100% accuracy even with the topmost scorer. It performs fairly well on certain Folds such as 52171 (95% accuracy with the top-three scorers and 85% with the topmost scorer).
As expected, DaliLite exhibits more accuracy than does ProtClass. Its high accuracy (99.7% with the topmost and 99.2% with top three) can be attributed to its detailed structural alignment mechanism. But, on the other hand, this approach is extremely slow (see Subsection 5.3). We can achieve the same high accuracy as DaliLite while reducing the running time by employing ProtClass as a rapid query preprocessor. We can run the filtering step of ProtClass before running DaliLite itself. The filtering step filters out about 71% of all the database proteins as irrelevant. It is observed that the proteins that are relevant to the final answer are always retained in the remaining 29% to be processed by DaliLite in the next step. Therefore we do not miss out on anything, but can reduce the total running time by about 73%. This means 370% improvement in speed. (The time reduced may not always be proportional to the number of proteins filtered out, because different proteins incur different alignment costs with respect to the query.)
The overall accuracy of ProtClass is slightly better than that of SGM. Out of 15 Folds tested, ProtClass performs better than SGM in 9 Folds, equally in 5 Folds, and poorer in 1 Fold (according to the top-three scorer results). We can observe some similarities between the result of ProtClass and that of SGM. For example, both methods give perfect results for Folds 48370, 48725, 51734, etc., but give poor topmost scorer results for Fold 52439.
In comparison with CPMine, ProtClass is found to be much more accurate. This is because CPMine is a fingerprint-based comparison approach without any filters. Matching a query against the fingerprints of the classes (Folds in this case) can introduce both false positives and false negatives, because the fingerprints sometimes cannot represent their respective classes uniquely and unfailingly. In ProtClass, we do not use such a fingerprinting mechanism, thus reducing the possibility of false classifications due to misrepresentation. 
Speed
It is observed that the proposed ProtClass scheme works very efficiently. All the experiments are done on Sun Ultra Sparc II with two 480 MHz CPUs and 4 GB main memory, running Sun OS 5.7. The time statistics are shown in Table 4 (a). It shows the time taken to run one cycle of a subexperiment (preprocessing on 540 proteins, and querying with 60 proteins) by each method. It is averaged out from the times taken by the 10 subexperiments in 10-fold cross validation.
Although DaliLite is more accurate than ProtClass, it is found to be about 640 times slower! It takes an average of about 1 day and 21 hours for querying of 60 proteins on the database of 540 proteins. In fact, it may be impractical to use DaliLite for a real-time classification task involving a large database on an average stand-alone machine. In the previous subsection, we have already discussed how we can improve the running time of DaliLite by using ProtClass as a rapid preprocessor.
In comparison with SGM, it is observed that ProtClass is about 18 times faster. This is because SGM involves a large number of floating point operations to calculate the Gauss integrals. In contrast, ProtClass mainly performs integer and bitwise operations. CPMine's running time is about the same as that of ProtClass. They both use the similar integer and bit operations.
From the experiment, it is also observed that the running time of ProtClass, both for preprocessing and querying steps, is overwhelmed by that of the Stride external algorithm used to generate the SSE information. The breakdown of the various time costs in both preprocessing and querying steps are shown in Table 4 (b).
Importance of filter and refine steps
With the hope to further improve the accuracy of the scheme, one may be tempted to drop the filtering step and run only the relatively more detailed refinement step on every database protein. But, unfortunately, this does not work. The accuracy of the system is degraded substantially if filtering is not carried out. This is because the filtering step can prune away a lot of potential false positive proteins whose CPsets are similar to those of the query, but whose PAs are not. Our experimental results show that both filtering and refinement steps are indispensable. Figure 5(a) shows the overall accuracy of the system when both steps are included, and for each step separately.
Importance of PA attributes
In order to assess the importance of the six attributes in a PA, we drop each attribute at a time and rerun the experiment as described in Subsection 5.1. It is observed that all the attributes are more or less important on their own, because dropping any of them reduces the accuracy of the scheme-as shown in Fig. 5(b) . Although dropping the HN attribute gives the same accuracies for the top one and two scoring Folds as the original scheme, its accuracy for the top-three scorers is lower. Dropping SL and S attributes gives nearly the same accuracy for the top two and three scorers as the original scheme, but their topmost scorer accuracies are lower.
Importance of CP feature vector attributes
Similarly, in order to evaluate the importance of the 10 attributes in a CP feature vector, we exclude each attribute in turn from the experiment as described in Subsection 5.1. Again, it is found out that all the attributes are more or less important, because dropping any of them degrades the accuracy of the scheme-as shown in Fig. 5(c) . Although all the attributes are important, some attributes-such as CT (contact pattern type) and (torsion angle)-are found to be more important than the others, as the exclusion of these attribute affects the accuracy of the system more seriously.
Effect of proportion of training and testing data
In our 10-fold cross validation experiment on 600 proteins, we use 540 (90%) of them as the training data and the remaining 60 as the testing data in each cycle. In order to explore the effect of the proportion of the training and testing data, we change it variously and observe the changes in the accuracy of the scheme. First, we conduct the leave-one-out test by using 15 proteins as the testing data (one from each distinct Fold) and the remaining 585 as the training data and repeat the experiment 40 times. In Fig. 6(a) , the label on the x-axis "97.5%" means that the percentage of the training proteins is 97.5% of the total proteins (i.e., 585 out of 600). The label "(39/40)" means that 39 out of 40 proteins in each distinct Fold are used as the training data. The other test cases are with 75%, 50%, and 25% training data, respectively. All these are compared against our default test with 90% training data as shown in the figure.
Similar experiments are also conducted on SGM whose results are also shown in Fig. 6(a) . We exclude DaliLite and CPMine from our experiment, because the former takes a very long time to run and the latter is clearly inferior to ProtClass.
As expected, the accuracy of the scheme gradually delines with the reduction of the training data percentage. However, there are no steep slopes in the curves. In the worst case with 25% training data, ProtClass can still provide accuracies of 77.4%, 88.0%, and 93.2% for the topmost, top-two, and top-three answers, respectively. We can also observe a similar trend of declining accuracy in the curves of SGM. In fact, this is a general phenomenon for all classification systems-the more the training data, the better the accuracy.
Effect of class size
In our experiment, we use classes (SCOP Folds) with 40 members each, which can be considered as relatively big ones. In order to assess the performance of the scheme on various sizes of Folds, we run multiple tests on various Fold sizes. In the first test, we take Folds with at least two members from the ProtClass can provide only 50% accuracy (with the top-three scorers) for the Folds with two members. However, given a very large number of possible Folds (350), this 50% accuracy is not trivial. We can observe the trend of accuracy improvement with the increased number of members in the Folds. ProtClass can provide a reasonable accuracy of at least 80% for the Folds with 10 or more members when the top-three scorers are taken into account, and 25 or more members when only the topmost scorer is taken into account. We can also see a similar trend of accuracy improvement in the curves of SGM. The accuracy of SGM is better than ProtClass for two-member Folds, but the latter is generally better for the rest of the Folds. It is interesting to observe a high degree of correlation between the curves of ProtClass and those of SGM.
CONCLUSION
In this paper, we have presented a new automatic scheme for protein structure classification. Our system is a dedicated classifier that does not require a costly structural alignment process. The experimental results show that our method is accurate and very efficient.
As future work, we can further assess the general behavior of our scheme by trying it with a greater number of training and testing proteins taken from a greater number of structural classes. We can improve the accuracy and efficiency of classification even further by introducing a better filtration scheme, a better CPset feature vector representation scheme, a better discretization scheme, etc.
Finally, we believe our scheme can become a very useful automatic tool for rapid and accurate protein structure classification in the age of very large protein structure databases.
