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Abstract 
In this paper we introduce a new class of graphs which generalize both the tolerance and the 
trapezoid graphs, the multitolerance graphs. We show that the difference between the pathwidth 
and the treewidth of a multitolerance graph is at most one, and we develop an algorithm which 
solves the minimum fill-in problem for a multitolerance graph with a given representation in 
polynomial time. These results complement he recent results of Habib and Miihring [ 18, 251 
about the treewidth and pathwidth of cocomparability graphs and graphs without asteroidal triples, 
and those of Kloks et al. [21] about the minimum till-in problem. 0 1998 Elsevier Science B.V. 
All rights reserved. 
1. Introduction 
Tolerance graphs were introduced in [ 151 by Golumbic and Monma as a generaliza- 
tion of both the interval and the permutation graphs. Recall that a graph G = (V, E) is 
called a tolerance graph if there exists a family 9 = {ZU = [I,,vU] : z: E V} of closed 
intervals on the real line and a family Y = {to : v E V} of positive real numbers (the 
tolerances) satisfying 
uw E E w \I, n Z,I > min{ t,, t, ), 
for all v, w E V with v # w, where )I) denotes the length of the interval 1. A tolerance 
graph is a bounded tolerance graph if in addition t, < IZ,l for all v E V. 
Golumbic et al. showed in [16] that bounded tolerance graphs are cocomparability 
graphs and that tolerance graphs are perfect. Moreover, they gave examples of tolerance 
graphs that are not cocomparability graphs. In the same paper the authors made the 
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conjecture that a tolerance graph is bounded iff it is a cocomparability graph. This is 
still an open problem, but the conjecture is true for complements of trees [I, 121 (both 
papers contain a characterization of trees whose complements are tolerance graphs) and 
even for complements of bipartite graphs [26]. 
Bounded tolerance graphs are geometrically interpreted in [9] as parallelogram 
graphs, i.e., intersection graphs of parallelograms each of which has its horizontal 
lines on two parallel lines. Felsner [12] showed that parallelogram graphs and even all 
tolerance graphs that are cocomparability graphs, are a proper subclass of the trapezoid 
graphs, i.e., intersection graphs of trapezoids instead of parallelograms. These graphs 
are exactly the incomparability graphs of partial orders with interval dimension at most 
two [ 171. While the recognition of tolerance and bounded tolerance graphs is still an 
open problem, trapezoid graphs can be recognized in polynomial time [22]. 
The treewidth (pathwidth) of a graph G is known to correspond to the smallest 
maximum clique size of all chordal graphs (interval graphs) that contain G as a par- 
tial subgraph, minus one. There are many applications mainly in computer science of 
these two notions [6, 241. One important reason for this is that many NY-complete 
graph problems are polynomially solvable for graphs with bounded tree- or pathwidth 
[2-4, 301. 
In Section 3 we will introduce the multitolerance graphs, which generalize both 
the tolerance and the trapezoid graphs. (A related class of graphs appeared in [5] 
as the class of cocomparability graphs of bitolerance orders, which are identical to 
the trapezoid graphs.) Roughly speaking, multitolerance graphs allow two different 
tolerances for each vertex: one per each side of its interval. 
In Section 4 we will prove by means of triangulating a graph (i.e., making a graph 
chordal by addition of some edges) that the pathwidth and treewidth of a multitolerance 
graph differ at most by one. This is supplementary to the main result of Habib and 
Miihring in [ 181, which states that the pathwidth and the treewidth of a cocomparability 
graph coincide. Recently it was shown by M&ring that this is valid even for graphs 
without asteroidal triples [25], which is a superclass of the class of cocomparability 
graphs. 
The Minimum Fill-In problem ‘Given a graph G, find a chordal graph that contains 
G s.t. the number of additional edges is minimum’ plays a role in matrix factorization 
and has been investigated in [7, 29, 321. It is known to be NY-hard on cobipar- 
tite graphs [33] and polynomially solvable for bipartite permutation graphs [31] and 
cographs [IO]. In Section 5 we generalize these results and present a polynomial time 
algorithm which solves Minimum Fill-In for multitolerance graphs. (Observe that this 
result would be covered by [21]. But, as the authors recently admitted, their algorithm 
does not work correctly.) To achieve this we will make use of the techniques of [ 181 
and show the following: If all chordless cycles of a multitolerance graph are destroyed 
by addition of an inclusion-minimal set of chords, then no new chordless cycles are 
created, and thus arises a chordal graph. 
It is known by [25] that, for graphs without asteroidal triples, Minimum Fill-In is the 
same as Interval Completion, i.e., Minimum Fill-In s.t. the chordal graph containing G 
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is an interval graph. Hence, our algorithm solves also the latter problem for trapezoid 
graphs. 
2. Preliminaries 
For graph and order-theoretic notions and properties of graph classes not given here 
we refer to [14, 231. We consider only graphs that are simple, finite and undirected. 
The complement graph of G = (V, E) is denoted by G = ( V, E). For a subset W C V 
we use G[ W] as a notation for the subgraph of G induced by W, and for T C E the 
graph (V,E U T) is succinctly denoted by G U T. Adjc(u) is the set of vertices that 
are adjacent to u in G, and No(u) =Adjc(v)U {v}. 
Recall the definition of trapezoid graphs [ 111. 
Defintion. A graph G = (V, E) is called a trapezoid graph if there exist two families 
.Y’ = {[lt,~!] : v E V} and Y2 = {[Z2 2 C,rv] : v E V} of intervals on two parallel lines 
D’ and D2 satisfying 
VW E E - Qu n Qw # 0, 
for all 2;, w E V with u # w, where QX denotes the convex hull of [Ii, ri] U [I:, r,“] 
in [w2. 
A trapezoid order associated with G is defined in [17] as the partial order P = 
( V, < p) obtained from the trapezoid representation of G by setting u <p w iff QC lies 
totally to the left of Qw. 
Next we come to the notions of treewidth and pathwidth as they were introduced 
by Robertson and Seymour [27, 281. 
Definition. A tree-decomposition of a graph G = (V, E) is a pair ({xi : i E Z}, T = 
(Z,F)) with {& : i E I} a family of subsets of V and T a tree, such that 
(wl) UiE,X, = ‘9 
(~2) for all e E E, there is some i E Z s.t. e &Xi, 
(~3) for all v E V, {i E I : v E Xi} induces a subtree in T. 
The width of a tree-decomposition ({Xi : i E Z},T = (Z,F)) is maxic[ ]Xii/ - 1. 
The treewidth of G, denoted by tw(G), is the minimum width over all possible tree- 
decompositions of G. Such tree-decompositions with width tw(G) are called optimal. 
A path-decomposition of G is a tree-decomposition ({IyI : i E I}, T = (I, F)) of G 
s.t. T is a path. The pathwidth of G, denoted by pw(G), is defined analogously to the 
treewidth. 
As a consequence, if G c H (i.e., G is a partial subgraph of H), then tw(G)btw(H). 
The following property of tree-decompositions is well known, see e.g. [8]. 
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Lemma 2.1 (Clique Containment Lemma). Let ({xi : i E I}, T = (I,F)) be a tree- 
decomposition of G = (V, E) and S C V be a clique in G. Then there is some i E I 
with S CXi. 
The following equivalent notions of treewidth and pathwidth can be found in 
[2, 20, 301, where w(H) denotes the maximum size of a clique of H. 
Lemma 2.2. Let G be a graph. Then 
tw(G) = min{o(H) : H chordal and E(G) C E(H)} - 1, 
pw(G) = min{cc(H) : H interval graph and E(G) LE(H)} - 1. 
This yields the next lemma. 
Lemma 2.3. Let H = ( V,F) be a chordal graph with G = ( V, E) c H and tw(G) 
= w(H) - 1, and let C C F \ E. Then tw(G) = tw(G U C) = tw(H). 
For G = (V, E) we define 97(G) = {C C E : C is a c-minimal set of chords s.t. 
every induced C, of G has a chord in G U C}. In [18] the following was shown 
implicitly. 
Lemma 2.4. If G is a cocomparability graph and C E %?(G), then G U C is also a 
cocomparability graph. 
Finally, we remind the reader that the minimum fill-in number or chordal completion 
number cc(G) of a graph G is the minimum number of additional edges that make G 
chordal, i.e., 
cc(G) = min{]E(H) - E(G)1 : H chordal and E(G) GE(H)}. 
A chordal graph that solves Minimum Fill-In for a graph G is not necessarily optimal 
for G w.r.t. treewidth, and V.V. Consider the graph Gs as given in Fig. 1, and observe 
that Gs contains 12 chordless cycles of length 4. Let H = Gg U {a, b,c} and H’ = 
G8U{d,e,f,g}. Then H and H’ are chordal graphs with cc(G) = 3 = IE(H)-E(G)/ < 
(E(H’) - E(G)1 and tw(G) = 5 = o(H’) - 1 < o(H) - 1. 
3. Multitolerance Graphs 
Let I = [Z,r] be an interval on the real line and the numbers It, rt E I. We set 
lltJ;l) = [I + (rt - Z)A, It + (r - Zt)A] and f(r,Zt,rt) = {I,,,,,(A) : A E [0, 11). 
So $(I, lt,rt) contains all intermediate intervals that we obtain when [I, It] is linearly 
transformed into [r&r]. For an interval I, a set of tolerance-intervals z is given by 
z = 9(1,lt,r-t) for some Zt,rt E I, or by the infinite tolerance-interval z = {R}. 
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Fig. 1. The graph Gg, where a, b,. ,g denote edges of G. 
Definition. A graph G = (V,E) is called a multitolerance graph if there exists a family 
9 = {It = [lo, r,] : v E V} of intervals and a family Y = {r,. : v E V} of sets of 
tolerance-intervals satisfying 
VWEE w there is T, E z, with TV C I,, 
or there is T, E z, with T, 2 I,,, 
for all v,w E V with v # w. A multitolerance graph is a bounded multitoler~nce 
graph if in addition z, # {R} for all 2) E V. Let V, = {v E V : z, = {[w}}; hence 
V, is an independent set. Let 6 = V \ V,, and for v E V, define W, = {w E V : 
I, C Ik,> and VW $ E}. 
Observe that, unlike the definition of tolerance graphs, each vertex v E V either has 
two tolerance-intervals L, = [I,, I&] and R, = [rtU, rv] on the left and right side of its 
interval 1, = [Iv,y,], or it has the infinite tolerance-interval R, which corresponds to 
t, > ]I,] in the case of tolerance graphs. To allow the representation of an edge VW in 
the case that w E V-,, v E V, and I, C I,, we added all ‘intermediate’ intervals between 
L, and R, to z,, as defined above. See Fig. 2 as an example where V, = {e) and 
w, = {c}. 
If we would allow in the definition of multitolerance graphs that a vertex v with 
I, = [Zo,v,] has a finite tolerance-interval only on one of the two sides of I,, say e.g. 
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Fig. 2. The tree T2 and its multitolerance representation. 
L, = [I,, It,] and R, = {[w}, then we would not obtain a larger class of graphs. The 
represented graph would be the same as with the replacement of R, by [ZV,~v]. 
In the following we assume for all multitolerance graphs G = (V,E) that {I,, It,, rt,, 
rv} f’ {Z,, It,, rt,, rw} = 8 for all v, w E V with D # w. This can be achieved by small 
shifts of the involved points without any change in the graph that is represented. Refer 
to [ 161 for details in the case of tolerance graphs. Furthermore we assume that the set 
V, is C-minimal, i.e., that for a vertex v E V, the replacement of its tolerance-interval 
[w by [Z,,r,], which is the longest possible bounded tolerance-interval, would create a 
new edge. Clearly, this is equivalent to W, # ‘8. Finally, we make the assumption that 
Adjo # 0 for all u E V,, since otherwise v could be represented by an interval 
outside the range of 9. 
Theorem 3.1. (a) The trapezoid graphs are exactly the bounded multitolerance 
graphs. 
(b) The class of tolerance graphs is properly contained in the class of the multi- 
tolerance graphs. 
(c) Multitolerance graphs are perfect. 
Proof. (a) Let (9,Y) be a representation of a bounded multitolerance graph G = 
(VJK). Then ({[LrtJ : u E J”},{[~Lrvl : u E V}) is a trapezoid representation of G, 
since two trapezoids intersect iff a tolerance-interval of one vertex is contained in the 
interval of the other one. 
Conversely, let (9’, S*) be a representation of a trapezoid graph G = (V,E). We 
assume that the smallest point of all intervals of 9* is greater than the greatest one 
of all intervals of 9’. This can be achieved without any change in the represented 
graph by shifting the intervals of .Y1 to the left or the intervals of Y* to the right. 
Then ({[lt,r,‘l : u E V},{$([&r?l,Z$r~) : v E V}) is a bounded multitolerance 
representation of G. 
(b) Let G be a tolerance graph with a representation (9, Y). Then G is also a 
multitolerance graph with representation (9,Y’ = (rv : u E Y}) where r, = (5X) if 
t, > lZvj, and r, = $(I”, 2, + tv,rv - t,), otherwise, for all u E V. 
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(c) The proof of [16] to show that tolerance graphs are perfect is also valid for 
multitolerance graphs. 0 
We state some simple properties of multitolerance graphs in the following lemma. 
Lemma 3.2. Let G = (V,E) be a multitolerance graph. 
(a) rf 11 E V, and w E W,, then Adjc(v) cAdjG(w). 
(b) G does not contain a chordless cycle of length greater than or equal to 5. 
Proof. (a) Let x E Adjo( By definition there is 7’, E To with TX 21,. cZw. Hence 
x E Adjo( 
(b) Obviously, the property of being a multitolerance graphs is hereditary. Thus it 
suffices to show that C,, i.e., a chordless cycle on n vertices, is not a multitolerance 
graph for n 25. As it is well-known that C, is not a cocomparability graph, because 
of Theorem 3.1(a), it is not a bounded multitolerance graph. Part (a) of this lemma 
then implies that C, cannot be a multitolerance graph that is not bounded. 0 
4. Bounds for Treewidth and Pathwidth 
Lemma 4.1. Let G = (V,E) be a multitolerance graph and C = {xy E E : x, y E 
Adja(v) for some v E VW}. Then G[l$] U C is a cocomparability graph. 
Proof. Clearly, Go = G[h] is a bounded multitolerance graph. Hence, because of The- 
orem 3.1(a) Go is a trapezoid graph with representation ({[l,,rt,] : v E V},{[ltt,rr,] : 
v E V}). Let P = (VO, <p) be the trapezoid order associated with Go, and let R = 
(I& <R) be the binary relation obtained from P by deleting all ordered pairs x <p ,v 
corresponding to the edges xy E C. 
To complete the proof we have to show that R is still a partial order. Suppose that 
this is not true. Since <R C <p this only can happen if R is not transitive. So there 
are x, y,z E V with x <R y, y <R z but x #R z, and x < p z has been deleted since 
there is some v E V, with x,z E Adjo( 
But then QY lies totally to the right of Qx and totally to the left of QZ, hence 
1,. < rt, and rti > It,. This implies that 1, < 1, and r, > rY, but y E Adjo contra- 
dicts X <R y. 0 
A caterpillar is a tree which does not contain a subtree isomorphic to the tree T2 in 
Fig. 2. 
Theorem 4.2. Let G = (V, E) be a multitolerance graph. Then 
pw(G)<tw(G) + 1. 
Moreover, there is an optimal tree-decomposition of G whose tree is a caterpillar. 
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Proof. Let H = (V, F) be a chordal graph with E C F and m(G) = w(H) - 1. Then 
every induced Cd of G has a chord in H. Let C 2 F \ E be a C-minimal set of such 
chords; thus C E V(G). Define & = {u E V, : Adjc(v) is a clique in G U C}, & = 
V, \ 6, and, for all u E V,, 
c,= {xyEC:x,yEAdj~(v)} if vE fi, 
{ {uw E c : w E Iv”} if vE V,. 
Next we show the following claims: 
(1) for all v E V, and w E V, VW 4 C. 
(2) for all v E 6, C, = { VW E E : w E W,}. 
For (I), suppose that there is u E C with u E Vi. Hence, there is an induced CJ 
(u,x,w, y) of G with X, y E Adjo and, because of the &-minimality of C, xy $! C. 
This contradicts v E fi. 
For (2), let v E V&w E W,. Then there are x,y E Adjo s.t. xy $! E U C, which, 
because of Lemma 3.2(a) implies that VW E C, since every induced Cd of G has a 
chord in H. 
Let Cl = UVE6 Co, C2 = UuEVz C,. Because of (1) and (2) and the definition of W,, 
G1 = G[ V\ V,]UCz is a bounded multitolerance graph s.t. the infinite tolerance-interval 
R is replaced by I,, for all v E V,. Thus G2 = G U C2 is a multitolerance graph with 
V,( Gz) = 6. Hence, we can apply Lemma 4.1 to G2. Because of (1 ), this implies 
that K = G1 U Cl is a cocomparability graph. From Lemma 2.3 and from the facts that 
the pathwidth and the treewidth of a cocomparability graph coincide [18] and that K 
is an induced subgraph of G U Cl U C,, we conclude that 
y(K) = M(K) < tw(G U Cl U C2 I= MG). 
Consider an optimal path-decomposition ({Xi : i E I},P = (I, F)) of K. The Clique 
Containment Lemma 2.1 implies that for every v E fi, there is an i(v) E I s.t. 
Adjo C&(v). Now we add, successively for every u E V, , a new vertex j that 
corresponds to the set (Xi(,) U {v}) between i(v) and one of its neighbours in P, and 
obtain a new path P = (Z, F). Finally, ({Xi : i E Z},P = (Z, F)) is a path-decomposition 
of G U Cl U C2 and therefore one of G, too. Its pathwith p is at most one more than 
the pathwith of K. As a result, p d m(G) + I. 
To obtain an optimal tree-decomposition of G whose tree is a caterpillar, we 
only have to attach Xi(“) U {v} to Xicv) in P, for every v E K. Clearly, this is a 
tree-decomposition of G, and it is optimal, since P is optimal for K and because of 
Lemma 2.1. 0 
Remark. The upper bound ti(G) + 1 for the pathwidth of G is sharp since for the 
tree T2 in Fig. 2 we have pw(T2) = 2 and tw(T2) = 1. 
Corollary 4.3. Zf G = (V, E) is a multitolerance graph and C E W?(G), then G U C 
does not contain an induced C,,, for any n > 5. 
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Proof. Define V,, V,, C,, Cz, and K as in the proof of Theorem 4.2. First we show: 
(1) C\C, E %?(GuCl). 
Clearly, by the C-minimality of C, there is an induced Cd of G U Cl that contains e, 
for every e E C \ Ci, and that remains chordless in G U C \ {e}. So to prove (1) it is 
sufficient to show that no new induced Cd arose by the addition of Cl to G. 
Suppose that there is an induced C’, of G U Ci, say R = (x, y, a, b), that has not 
been a Ch in G. W.l.o.g., let xy E Ci. Thus we can find 2: E V, with x, y E Adjc(v). 
Since Adjc(v) is a clique in G U Ci, a, b $! NC(v). Now replace (x, y) in R by (x, 2;, y), 
and replace any other edge e of R with e E Cl analogously. Finally, because & is an 
independent set of G, we obtain an induced cycle R of G with at least 5 vertices -a 
contradiction to Lemma 3.2(b). We now prove: 
(2) +Y(G[V\6] U Cl) = e?(Gu Cl>. 
Since Adjc(v) is a clique in G U Ci, for every v E V,, there is no induced Cd of 
G U CL that contains v. Thus I$ can be removed. For the proof of (3) recall that 
K = G[V \ &] u Cl u C,. 
(3) C \ (CI u C2 1 E %VO 
Suppose now that there is an induced Cd (v, w,a, b) of K that remains chordless in 
KU C\ (Cl UC,) and thus, because of (1) and (2), has not been a C, in G[ V \ Vf ] U Cl. 
W.l.o.g., let VW E C, with v E I$ and w E IV,. Lemma 3.2.a implies that b $! AdjG(v), 
hence vb E C, and b E W,. Observe that vb E Cl is not possible, as v 4 Adjc(v’) 
for any v’ E V,, and v E wb with b E V2 can not hold, since this would imply that 
w E wb and thus bw E C2. 
Because of o E V2, there are x, y E AdjG(v) with xy 4 E U C. Consequently, 
(x, w, y, b) is an induced Cd of G that must have a chord in G U C, but wb E C is a 
contradiction. 
Since K is a cocomparability graph, (3) and Lemma 2.4 imply that K U C -which 
is the same as G[V \ V,] U C- is also a cocomparability graph. It is well-known that a 
cocomparability graph does not contain an induced C,, for any na5; this is valid for 
G U C, too, because AdjG(v) is a clique in K U C, for every v E 6. 0 
5. Minimum Fill-In 
In this section we give a proof of the following theorem. 
Theorem 5.1. Given a multitolerance graph G = (V, E) and a multitolerance repre- 
sentation of G, Minimum Fill-In for G can be solved in O(I V15) time. 
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Fig. 3. A C4 and its multitolerance representation 
First we investigate the possibilities of how to represent a C4 (a, b, c, d) as a multi- 
tolerance graph. W.l.o.g., let Z, < Z, and Zb < Zd. Furthermore, we assume 1, < ld, 
and let x E {a,~} s.t. I-, = min{r,,r,}, and V = {a, b,c,d}. See Fig. 3. 
Proposition 5.2. (a) (Zb n Zd) c(Z, n Zc). 
(b) b,d E v, and &,,Ld C(Z, f- Z,). 
Proof. (a) Clearly, Z, n Z, # 0, since otherwise Z, n Id = 0. Suppose that (Zb n Zd) c 
(Z, n I,), i.e., r, < min{&rd}. Either x E v o. or x = a and rt, < 1, < ld, since 
otherwise ac would be represented. Analogously, we have either d E VW or Ztd > 
rb > r,. Hence, the edge xd is not represented, a contradiction. 
(b) Because a is not adjacent to c, Z, n Z, contains no tolerance-interval of a or c. 
Hence, it is not possible that Zb fI Zd = [Zd,rd], because this would imply that d E V, 
and that the edge ad is not represented. Thus Zb n Zd = [Zd, rb]. Now the only way to 
represent the edge bc (resp. dx) is that rtb > 1, (resp. Ztd < rX). 0 
Obviously, the assumption “Zd < 1,” would have led us to analogous results, where 
“b” and “d” are replaced by “a” and “c”, and V.V. 
For a multitolerance graph G = (V, E) let D = {UC E E : there are b, d E V s.t. 
(a, b, c, d) is an induced Cd of G}. We define a binary relation ‘ < ’ on D that will be 
shown to be an order relation. Given a multitolerance representation of G, let for all 
bd,ac E D: 
bd < UC u (a, b,c,d) is an induced C4 of G and (Zb n Zd) C(Z, n Z,). 
As a consequence of Proposition 5.2, for every induced C4 (a, b,c,d) of G, either 
bd < ac or ac < bd, and if bd < ac, then b,d E VO. So there is a bijection between 
the induced C4s of G and the ordered pairs of (D, <). 
Lemma 5.3. Let G = (V,E) be a multitolerance graph. Then (D, <) is a partial 
order. 
Proof. Clearly, (D, <) is irreflexive, so we only have to show transitivity. Let ef’ < 
bd and bd < ac. Because of Proposition 5.2, there are T, E T,, Tf E zf with 
T,, Tf C(Zb nZd) c(Z, flZ,). Hence {e,f} # {a,~}, and (a,e,c, f,) is an induced C, of 
G with ef < UC. 0 
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Fig. 4 
Observe that the statement of the following lemma is not true for arbitrary graphs, 
e.g. not for the cocomparability graph G. 
Lemma 5.4. If G = (V, E) is a multitolerance graph and C E q(G), then G U C is a 
chordal graph. 
Proof. Because of Lemma 3.2(b) and Corollary 4.3 it suffices to show that H = G U C 
contains no induced Cd. Suppose that there is an induced C, (a,c,e,f) of H. Hence, 
one of its edges must be a chord of an induced Cd of G. W.l.o.g., let ac E C, I, < 1,. 
and (a, b, c, d) be an induced C, of G that remains chordless in G U (C \ {ac}). Such 
a Cd exists because of the C-minimality of C, and it will be called an ac-Cd. 
Because of their adjacencies, {b, d} n {e, f} = 8. Observe that ae, cf, and bd are 
not in E U C. Now we consider several multiply branched cases which we will each 
lead separately to a contradiction. 
Case 1: 1, < 1,. 
Case 1.1: r, > r,. 
Then Z, c Z, and a E V,, e E W,. From Lemma 3.2(a) we obtain Adjc(a) cAdjc(e) 
and thus an induced C, (a, b, e,d) of G with ae, bd 6 C, a contradiction. In the 
following we will call such a Cd of G that remains chordless in G U C, a con-C4 
(abbreviation for contradictory Cd). 
Case 1.2: r, < r,. 
Then I, >(Ze n I,). Hence, ce E E would imply that ac E E or ae E E. Thus ce E C, 
and there is a ce-Cd, namely (c,g,e, h). 
l Case 1.2.1: ce < gh. See Fig. 4(a). 
Proposition 5.2 yields e,c E I$ and R,,L, c(!, n I*). Because of rt, < I, < r, < 
It,, we obtain Z, ~(1, n Ih). In the case a E V, we have a con-& (a, g,e, h). 
On the other side, if a E V,, then Proposition 5.2 implies that bd < ac and that 
there are Tb E zf, and Td E rd St. Tb, Td Cl,. Hence T/,, Td C(r, n I,,), and, aS a 
result, (6, g, d, h) is a con-Cd. 
l Case 1.2.2: gh < ce. 
Then Proposition 5.2 implies that g, h E AdjG(a). Hence, (g, e, h, a) is a con-Cd. 
Case 2: rf > r,. 
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Fig. 5. 
This case is analogous to case 1, apart from the additional possibility that If > I, and 
Z, cl,; see Fig. 4(b). 
Then c E V,, bd < UC, and, because of Lemma 3.2(a), ce 4 E. Thus there is a 
ce-Cd (c,g,e,h) with gh < ce. Hence g,h E Adjo( and (g,e,h,a) is a con-C+ 
Case 3: 1, > 1, and rf < r,. See Fig. 5(a). 
Case 3.1: ef E E. 
W.l.o.g., we assume that there is T, E z, with T, &Zf. Hence, e E fi and r, > r,. 
Case 3.1.1: Zf cl,. 
Then f E V, and af $i E. Thus there is an af -Cd (a, g, f, h) with gh < af, 
which yields g,h E Adjo( Hence, (g, f,h,c) is a con-C4. 
Case 3.1.2: If < I, and ac < bd. 
Then a, c E V,. Hence, I, > rt, and rf < It,. Consequently and because of 
Proposition 5.2 and since 1, < I,, T, C[Z,,rf] C[r&, It,] c(Zb n Id), which yields a 
con-C4 (b, a, d, e). 
Case 3.1.3: If < I, and bd -C ac. 
Since rf < r, would imply that T, cl,, we have r, < rf. Hence, (I, n Z,) cZf, 
and b, d E AdjG(f ). As a result, (b, c, d, f) is a con-Cd. 
Case 3.2: ef 4 E. 
Let (e,g, f,h) be an ef -Cd. Because of their adjacencies, {g,h} n {a,~} = 0. 
Case 3.2.1: gh < ef. See Fig. 5(b). 
Clearly, (I, nZf> c[LrJ. (Z, IIZJ) c Z, (resp. Z,) would imply that g, h E Adjc(a) 
(resp. AdjG(c)), and, consequently, (g,e, h,a) (resp. (g,e, h,c)) 
would be a con-Cd. 
Hence (Z, n Zf) >(I= f7 Z,). If bd < ac, then b,d E Adjo( and (b,a,d,e) would 
be a con-Cd. Thus UC < bd, which yields rta, It, $ (Zef3Zf). Hence g, h E (Adjo( 
Adjo(d and (g, b, h, d) is a con-Cd. 
Case 3.2.2: ef < gh and bd < ac. 
Hence e, f E V, and It, > r,, rtf < I,. If I, < If, then, because of re > r, and 
If < I,, (Z, f? Z,) c Z,. This would imply that b,d E Adjo( and (b, a,d, e) would 
be a con-G. 
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Thus 1~ < I,. Because of Proposition 5.2, (1, n 1,) c[rty, It,] C(I, fl Ih). Conse- 
quently, b, d E (Adjc(g) n AdjG(h)), and (b, g, d, h) is a con-Cd. 
l Case 3.2.3: ef < gh and ac < bd. 
Then a,c,e, f E V, and I, > rt,, rtf < I,. If It, < It,, then, because of 
[le, It,] c[& Zt,] c(Zb n Id), (b, a, d, e) would be a con-Cd. 
Thus It, > It,. Because of yf < It, and If ,L I,, this implies that If < I,, and 
therefore [&, lt,] c[rtf, lt,] ~(1, n Zh), which yields a con-G (g, f, h, c). 0 
Now we are ready to prove the theorem. 
Proof of Theorem 5.1. The partial order (D, <) can be obtained in O(lV14) time, 
since we have to check for all ac, bd E il? if ac < bd. First we show: 
(1) C E %(G) w D \ C is a C -maximal antichain of (D, < ), 
Clearly, because there is a bijection between the induced Cd of G and the ordered 
pairs of (D, <), a set C of Cd-chords destroys all induced C4s of G iff D \ C is an 
antichain of (D, <). The C-minimality of C corresponds exactly to the C-maximality 
of D \ C. 
Lemma 5.4 states that G U C is a chordal graph, for every C E V(G). Since every 
induced Cd of G has a chord in a chordal graph that contains G, this implies that 
(2) cc(G) = mincEw(G) ICI. 
Hence, Minimum Fill-In is equivalent to finding a maximum antichain of (D, <). Since 
the latter problem is equivalent to maximum matching in a bipartite graph [13], this 
can be done in O(1D1512) time [19]. 0 
Remark. As mentioned in the Introduction, Minimum Fill-In and Interval Completion 
are the same in particular for trapezoid graphs. Hence, the algorithm to prove Theo- 
rem 5.1 solves also Interval Completion, if the input graph G = ( V, E) is a bounded 
multitolerance graph. Moreover, there is no need to demand a given representation in 
this case, since a trapezoid representation can be found in O(l VI’) time [22]. 
Acknowledgements 
The author would like to thank Jens Gusted& Prof. Rolf H. MGhring, and Petra 
Scheffler for valuable discussions, and for helpful comments that improved the 
manuscript. 
References 
[l] T. Andreae, U. Henning, A. Parra. On a problem concerning tolerance graphs. Discrete Appl. Math. 46 
(1993) 73-78. 
196 A. Parral Discrete Applied Mathematics 84 (1998) 183-197 
[2] S. Amborg, Efficient algorithms for combinatorial problems on graphs with bounded decomposability 
- A survey, BIT, 25 (1985) 2-23. 
[3] S. Amborg, J. Lagergren, D. Seese, Easy problems for tree-decomposable graphs, J. Algorithms 12 
(1991) 308-340. 
[4] S. Amborg, A. Proskurowski, Linear time algorithms for NY-hard problems restricted to partial 
k-trees, Discrete Appl. Math. 23 (1989) 11-24. 
[5] A.T. Barrett, K.P. Bogart, Bipartite tolerance orders, Technical report, Dartmouth College, Hanover, 
NH, 1992. 
[6] H.L. Bodlaender, A tourist guide through treewidth, Acta Cybernetica 11 (1993) l-23. 
[7] H.L. Bodlaender, J.R. Gilbert, H. Hafsteinsson, T. Kloks, Approximating treewidth, pathwidth and 
minimum elimination tree height, in: G. Schmidt, R. Berghammer (Eds.), Proc. 17th Intemat. Workshop 
on Graph-Theoretic Concepts in Computer Science WG’91, Lecture Notes in Computer Science, 
vol. 570, Springer, Berlin, 1992, pp. l-12. 
[8] H.L. Bodlaender, R.H. Mdhring, The pathwidth and treewidth of cographs, SIAM J. Discrete Math. 6 
(1993) 181-188. 
[9] K.P. Bogart, P.C. Fishbum, G. Isaak, L. Langley, Proper and unit tolerance graphs, Technical Report 
91-74, DIMACS, 1991. 
[lo] D.G. Comeil, Y. Perl, L.K. Stewart, Cographs: recognition, applications and algorithms, Congr. Numer. 
43 (1984) 249-258. 
[11] I. Dagan, M.C. Golumbic, R.Y. Pinter, Trapezoid graphs and their coloring, Discrete Appl. Math. 21 
(1988) 35-46. 
[12] S. Felsner, Tolerance graphs and orders, in: E. Mayr (Ed.), Proc. 18th Intemat. Workshop on Graph- 
Theoretic Concepts in Computer Science WG’92, Lecture Notes in Computer Science, vol. 657, Springer, 
Berlin, 1993, pp. 17-26. 
[13] L.R. Ford, D.R. Fulkerson, Flows in Networks, Princeton Univ. Press, Princeton, NJ, 1962. 
[14] M.C. Golumbic, Algorithmic Graph Theory and Perfect Graphs, Academic Press, New York, 1980. 
[15] M.C. Golwnbic, C.L. Monma, A generalization of interval graphs with tolerances, Congr. Numer. 35 
(1982) 321-331. 
[16] M.C. Golumbic, C.L. Monma, W.T. Trotter, Tolerance graphs, Discrete Appl. Math. 9 (1984) 157-170. 
[17] M. Habib, R.H. M&ring, Recognition of partial orders with interval dimension two via transitive 
orientation with side constraints, Technical Report 244, Technische Universitiit, Berlin, 1990. 
[18] M. Habib, R.H. Miihring, Treewidth of cocomparability graphs and a new order-theoretic parameter, 
Technical Report 336, Technische Universitat, Berlin, 1992. 
[I93 J.E. Hopcroft, R.M. Karp, An n V2 algorithm for maximum matching in bipartite graphs, SIAM J. 
Comput. 2 (1973) 225-231. 
[20] T. Kloks, Treewidth, PhD thesis, Utrecht University, The Netherlands, 1993. 
[21] T. Kloks, H.L. Bodlaender, H. Miiller, D. Kratsch, Computing treewidth and minimum fill-in: All you 
need are the minimal separators, in: T. Lengauer (Ed.), Proc. 1st Annual European Symp. on Algorithms, 
Lecture Notes in Computer Science, vol. 726, Springer, Berlin, 1993, pp. 260-271. 
[22] T. Ma, J. Spinmd, An @(n*) time algorithm for the 2-chain cover problem and related problems, in: 
Proc. 2nd Annual ACM-SIAM Symp. on Discrete Algorithms, (1991), pp. 363-372. 
[23] R.H. Miihring, Computationally tractable classes of ordered sets, in: I. Rival (Ed.), Algorithms and 
Order, KIuwer, Dordrecht, 1989, pp. 105-194. 
[24] R.H. MBhring, Graph problems related to gate matrix layout and PLA folding, in: G. Tinhofer, E. Mayr, 
H. Noltemeier, M. Syslo (Eds.), Computational Graph Theory, Computing Supplementum 7, Springer, 
Wien, 1990, pp. 17-51. 
[25] R.H. Miihring, Triangulating graphs without asteroidal triples, Technical Report 365, Tecbnische 
Universitat Berlin, 1993. 
[26] A. Parra, Eine Klasse von Graphen, in der jeder Toleranzgraph ein beschrankter Toleranzgraph ist, Abh. 
Math. Sem. Univ. Hamburg, to appear. 
[27] N. Robertson, P.D. Seymour, Graph minors. I. Excluding a forest, J. Combin. Theory Ser. B 35 (1983) 
3961. 
[28] N. Robertson, P.D. Seymour, Graph minors. II. Algorithmic aspects of tree-width, J. Algorithms 7 
(1986) 309-322. 
[29] D.J. Rose, Triangulated graphs and the elimination process, J. Math. Anal. Appl. 32 (1970) 597609. 
A. ParralDiscrete Applied Mathematics 84 (1998) 183-197 197 
[30] P. Scheffler, Die Baumweite van Graphen als ein Mal3 fir die Kompliziertheit algorithmischer Probleme, 
PhD thesis, Akademie der Wissenschafien der DDR, Berlin, 1989. 
[31] J. Spinrad, A. Brandstldt, L. Stewart, Bipartite permutation graphs, Discrete Appl. Math. 18 (1987) 
279-292. 
[32] R.E. Tarjan, Decomposition by clique separators, Discrete Math. 55 (1985) 221-232. 
[33] M. Yannakakis, Computing the minimum fill-in is J1’?-complete, SIAM J. Alg. Discrete Meth. 2 (1981) 
77-79. 
