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Hip fracture amongst the elderly is a growing concern especially with 
improvements in living standards and increasing lifespan. Currently, bone 
mineral density (BMD) is used by rule of thumb in the diagnosis of 
osteoporosis. It is well-established that the specificity and sensitivity of BMD 
is low in predicting fractures and that the link between BMD and bone 
strength remains unclear. Nevertheless, it is utilized as an approximate 
indication of bone quality due to ease of acquirement. Almost half of total hip 
fractures result from those without osteoporosis.  
Therefore, firstly, local osteoporosis, rather than generalized 
osteoporosis, was examined. By observing the local buckling ratio (BR) in the 
femoral neck (FN) in ten risedronate-treated subjects over three years, this 
work discovered that subjects with improved fracture loads, as predicted by 
finite-element (FE) analysis, were associated with lower local BR and vice 
versa.  Secondly, by incorporating geometric and structural predictors, the 
simultaneous dependence of critical fracture load (Fcr) on BR and BMD using 
triad graphic representations was proven superior over dyadic relationships.  
The BR, which quantifies the distribution of cortical bone, was chosen 
as the geometric predictor. Three-dimensional (3D) models of the left 
proximal femurs were generated and local BR values at 30 intervals were 
obtained from FN slices by measuring the respective mean cortical thickness 
(CTh) and mean outer radius (Ro). Following geometric analysis, structural 
strength was examined with FE analysis where Fcr were acquired from 
sideways fall load simulations. BR and Fcr measurements in relation to FN 
BMD in elderly female patients in a 3-year follow-up study were analysed 
graphically.  
In the first part of this work, subjects were classified in three groups 
according to the change in Fcr; adequate (+20%), inadequate (-22%) and 
indefinite drug treatments (-2%). A common striking feature was that lower 
and higher ranges of local BR values (baseline year) were found for adequate 
(min=2.14, max=8.04) and inadequate (min=1.72, max=11.38) drug treatment 
groups respectively. Subjects in the inadequate drug treatment group exhibited 
high local BR at the supero-anterior and supero-posterior regions. These high 
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local BR values coincided with FE-predicted critical strain regions. Whereas, 
subjects from the adequate drug treatment group showed significantly reduced 
strain regions. The superiority of coupling geometry (BR) with structure (Fcr) 
over BMD measurements alone by monitoring local osteoporosis was 
illustrated.   
In the second part of this work, in all three triadic representation plots 
(baseline, mid and final year), high Fcr values were found at the leftmost upper 
quadrant containing high BMD and low BR values.  Quantitatively, the 
average maximum Fcr value was accompanied by a relatively higher BMD 
(75.5%) and lower BR (14.5%) than that of the average minimum Fcr value. 
The dependence of structural strength on both the spatial distribution and 
amount of bone mass was illustrated. These observations provide new insight 
into the etiology of hip fractures and cannot be achieved with dyadic 
relationships. We conclude that the use of a triadic relationship can be relevant 
clinically to complement the diagnosis and monitoring of osteoporosis.  
 
 
Key Words:  Bone Mineral Density; Prediction of Hip Fracture; Finite 
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1 INTRODUCTION  
1.1 Motivation and Background 
Hip fracture, due to osteoporosis, often results in injury and loss in 
mobility in the elderly and is a growing concern especially with increasing life 
expectancy and heavy socio-economic costs (Berry & Miller, 2008; Cooper et 
al., 2011 ; Melton, 1993). In the year 2000, 1.6 million fractures occurred at 
the hip out of a total estimated of 9 million fractures in the USA (Johnell & 
Kanis, 2006). Osteoporosis is a skeletal disease characterized by low bone 
mass and micro-architectural deterioration of bone, consequently leading to 
macroscopic decline in bone strength (Riis, 1993). The incidence of hip 
fractures increases with age, with a greater increase in developing countries 
(Brauer et al., 2009). Hip fracture due to osteoporosis is a leading concern 
amongst the elderly and its diagnosis represents a difficult problem for 
physicians.   
The diagnosis of osteoporosis is  based on a sole macroscopic parameter, 
the bone mineral density (BMD) (Segal et al., 2007), which is the areal BMD 
(aBMD) obtained from dual-energy X-ray absorptiometry (DXA) and this is a 
critical limitation in the prediction of fractures as a single areal projection in 
one plane cannot be characteristic of the distribution of bone in other planes 
(Beck, 2007; Bonnick, 2007). BMD is only partially able to predict hip 
fractures as half of hip fractures occur in women who are not diagnosed with 
osteoporosis. Only 48% of hip fracture patients were osteoporotic in the 
Epidemiology of Osteoporosis (EPIDOS) study (Schott et al., 1998). 
Nevertheless, due to its ease of acquirement, BMD is still continually used as 
the gold standard in diagnosing osteoporosis.  
Since there is a need for a holistic analysis to identify the prediction of 
hip fractures more accurately in osteoporotic patients and to incorporate it into 
current clinical screening protocols (McCreadie & Goldstein, 2000), bone 
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geometry and structural strength together with BMD changes can be analysed 
for better characterization of bone properties. Accompanied with normal 
aging, the proximal femur undergoes remodelling as compensation for 
declining mass so that its bending strength is maintained (Bouxsein, 2005). 
However, this redistribution to preserve bone strength reaches a threshold 
where excessive cortical thinning ultimately initiates. These local changes in 
the femoral neck (FN) can be captured with a geometrical parameter termed as 
buckling ratio (BR), which is the ratio of the mean outer radius (Ro) to the 
mean cortical thickness (CTh), quantifies the bone mass distribution and is 
reflective of cortical instability (Young, 1989). Predicted fracture loads from 
finite-element (FE) analysis explains at least twenty percentages more of the 
variance in strength of the proximal femur than BMD (Pisharody et al., 2008) 
and can be used directly to predict hip fracture risk just like how BMD is used 
(Keyak, 2001).  Hence in this study, the critical fracture load (Fcr), which is 
taken as the ultimate load at which the FN is predicted to fail, was used as an 
approximation of bone strength measure. Such an analysis of the proximal 
femur generated from computed tomography (CT) scans is being studied as a 
tool to assess bone strength since it is inherently dependent upon both the 
density and geometric parameters (Cody et al., 1999; Keyak, 2001; Lotz et al., 
1991). 
  
1.2 Study Hypothesis 
The principal aim of the study was to improve the diagnosis and 
monitoring of osteoporosis so as to consequently improve the prediction of hip 
fractures. This was aimed to be done by examining non-invasive methods such 
as geometric analysis of radiological scans and structural analysis through FE 
analysis. The penultimate aim is to complement engineering analysis with that 
of clinical diagnosis to better understand the etiology of osteoporotic fractures. 
Also, the engineering analysis tested in this work is aimed for simplicity 
without compromising on the efficacy of the analysis. While improvement of 
the current diagnosis is the main aim, it is also aimed for a simple engineering 
analysis that medical personnel would be receptive to in the near future.  
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A retrospective study (n=10 women) was first carried out on ten 
risedronate-treated subjects to analyse the implications of local osteoporosis 
on the efficacy of anti-resorptive drug treatment over a three-year follow-up. 
Risedronate-treated subjects were chosen as there was a sufficient sample 
number (n=10) who had taken risedronate over the three-year follow-up. The 
changes in local BR were assessed with their respective changes in Fcr to 
investigate whether the heterogenic geometry of the FN could influence the 
selectivity of drug efficacy. 
The hypothesis in this investigation is that due to the existence of local 
osteoporosis, the effectiveness of risedronate treatment could be 
compromised in alleviating the condition of bone mass deterioration.  
In addition to studying the local geometric changes in the FN, a 
correlational study (n=26 women) was done to study a possible triadic 
relationship between BMD, BR and Fcr. Since the bone geometry and 
structural strength of bone are interlinked, by complementing these parameters 
with BMD, the three-dimensional (3D) heterogeneity of bone can be robustly 
quantified.  
It was hypothesized that a triadic relationship between BMD, BR and Fcr 
better characterizes bone heterogeneity and serves to increase the 
accuracy of hip fracture prediction. 
 
1.3 Objectives 
The principal aim of the study was to improve the diagnosis and 
monitoring of osteoporosis so as to consequently improve the prediction of hip 
fractures. The ability of BMD to predict fractures is due to the fact that a very 
low-density bone is in all probability a mechanically weak one but not because 
BMD per se is a mechanical property (Melton et al., 2005).  
The following chapter summarizes the main objectives of this project.  
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1.3.1 Specific Aim 1 
Local BR measurements at FN and their relation to 
macroscopic Fcr reflect responses to risedronate drug 
treatment. 
In the retrospective study, the purpose was to illustrate the pathogenic 
presence of local osteoporosis by studying the local BR values at each of the 
12 intervals from 0 to 360 in a cross-sectional slice of the narrowest FN. 
This allows for the identification of critical regions (extremely thin cortices) 
that could affect the macroscopic Fcr obtained in FE analysis in this study. The 
novelty of this study is in the fact that most studies focus on the treatment of 
osteoporosis, without focusing on the local geometric abnormalities.  
1.3.2 Specific Aim 2 
Triadic relationship between BMD, BR and Fcr as a more 
useful tool for diagnosing and monitoring the progression of 
osteoporosis 
In this correlational study, a triadic relationship that shows the influences of 
one parameter on the other two was the main focus. The rationale behind 
exploring this relationship was to investigate if a triadic relationship could 
provide information that dual-variable relationships may not be able to and 
hence may serve as a better predictor tool for osteoporosis. Most studies have 
presented dyadic, or dual-variable, relationships which are common but this is 
the first study to explore a three-way relationship between three significant 
variables in the diagnosis of osteoporosis, without which key information 
could be lost.  
1.4 Overview of the dissertation 
This dissertation is organized in the following manner:  
Literature review is presented in Chapter 2, where bone geometry, bone 
strength and currently established FE analysis techniques on the modelling of 
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the proximal femur are discussed. Bone geometry was discussed in terms of 
bone mass distribution, bone modelling and remodelling, and osteoporosis 
while geometric parameters derived from radiological scans are reported and 
BR, a geometric parameter of interest in this study, is discussed in detail. On 
the other hand, bone strength is discussed in terms of its mechanical properties 
and its dependence on geometry and tissue composition. In Chapter 3, 
numerical modelling undertaken in this study was described in detail from 
geometric to finite element modelling of the femur. Following that, Chapter 4 
presented the materials & methods, results and discussion of the first paper 
while Chapter 5 presented that of the second paper. Chapter 6 presents the 







2 LITERATURE REVIEW 
2.1 Bone Geometry 
2.1.1 Background 
At the macro-structural level, the bone tissue is typically made up of 
two main components, cortical and trabecular bone (Rho et al., 1998). Both 
these bones exhibit an anisotropic nature, meaning that their mechanical 
properties are direction-dependent. Not only do they have direction-dependent 
properties, but they also have specific functions depending on the type of bone 
and the location in which they are found at (Parfitt, 2001). For example, 
cortical bone is thought to be responsible for most of the mechanical 
functions. Factors that affect their structural organization are modelling and 
remodelling, aging and skeletal conditions such as osteoporosis. These factors 
influence the spatial distribution of bone mass, amount of bone mass and the 
size of bone, which ultimately determines the bone geometry (Bouxsein, 2005) 
and they will be discussed in detail in the forthcoming sections.  
 
2.1.2 Bone remodelling 
While the purpose of modelling, which is to maintain growth and 
repair, is quite obvious, the concept of remodelling has been of key interest 
amongst many. How a bone responds to mechanical stimulus to repair 
damaged bone, remove old bone and form new bone at the targeted location of 
the exact amount is still marvelling. The bone dynamically adapts throughout 
life in response to daily mechanical loadings by altering its mass, shape and 
material properties (Rho et al., 1998).  The primary purpose of remodelling is 
to maintain its load-bearing capacity. With remodelling stimulus dependent on 
strain, an increased strain causes bone deposition, which then reduces the 
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strain to optimum customary level and a decreased strain leads to bone loss, 
which again restores the optimum strain level (Fig. 1) (Ruff et al., 2006).  
Bone remodelling is responsible for many factors that characterize the 
bone such as mineralization, micro-architecture and of note, its geometry. The 
adult skeleton is continuously remodelled by the removal of old matrix and the 
deposition of new bone. This occurs through use of its own machinery that 
enables it to detect the location and magnitude of damage, remove it and 
replace it with new bone, so restoring its material composition and 
micro/macro-architecture (Martin & Seeman, 2008). It can adapt such that the 
strongest possible structure is produced with a minimum amount of bone mass 
(Burr, 2011). The resorptive phase in remodelling removes damaged bone 
while the formative phase restores the structure of bone, provided that the 
volume of damaged bone removed is equal to the volume of normal bone 
deposited (Zebaze & Seeman, 2010). This allows damaged bone to be 
removed and healing and restoration of normal bone. 
 
Figure 1. Simple feedback model of bone remodelling. Illustration of how 
remodelling stimulus is dependent on strain (Ruff et al., 2006). (With Permission 
from John Wiley and Sons) 
 
The bone tissue is mainly made of the cortical bone in the peripheral 
areas and cancellous bone, or also known as trabecular bone in the central 
areas. At the microscopic level, there are various cells with specific function, 
whose metabolic activity is dependent on the demand of these cells. 
Osteoblasts and osteoclasts form the bone multicellular unit that reconstructs 
the respective bone at its distinct locations (Seeman & Delmas, 2006). When a 
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microcrack occurs, lining cells and osteocytes release local factors, attracting 
the cells from blood vessels (Fig. 2). Osteoclasts resorb the damaged bone, 
and osteoblasts deposit new lamellar bone at the same area. New lining cells 
form an osteoblastic layer over the new bone forming an osteoid (Fig. 2). This 
release of local factors to bone resorption and formation is dependent on the 
location and extent of damage. Based on mechanosensory cells such as 
osteocytes, which sense osteocyte apoptosis during microdamage and produce 
signals in response to this deformation, bone is able to understand the location 
and extent of damage that consequently determines how much bone should be 
replaced.  
 
Figure 2. Schematic diagram of remodelling process occurring in the trabeculae. The 
formation of microcrack signals lining cells and osteocytes to release local factors 
that results in osteoclasts to resorb the damaged bone and osteoblasts to form bone at 
the same area. (Reproduced with permission from (Seeman & Delmas, 2006), 
Copyright Massachusetts Medical Society) 
 
However, natural processes like aging and skeletal diseases like 
osteoporosis can result in a mismatch of resorption and formation which alters 
the bone geometry towards unfavourable conditions. This means that there is a 
negative balance in the bone multicellular unit and thus the original bone 
structure is not restored.  
 
2.1.3 Aging 
In adults, one of the most important changes that occur in the 
remodelling process is the decline in bone formation in the bone multicellular 
unit (Seeman & Delmas, 2006). Eventually, when the reduced bone formation 
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is not equivalent to prior resorption, bone loss occurs and geometrical 
instability is initiated. In addition, resorption sites that remain unfilled are sites 
of high stress concentrations that increase the probability of microdamage. 
These micro-level changes have serious implications on the macroscopic 
geometry of bone. Therefore, as the bone ages, three main geometrical 
changes prevail; firstly, periosteal expansion of the bone, secondly, cortical 
thinning and lastly, trabecular bone loss. Figure 3A below shows how 
periosteal expansion of bone and cortical thinning maintains the bone strength 
with aging (Martin & Correa, 2010). For the same aBMD, CTh reduces and 
radius of the tubular bone increases from A to C, maintaining or improving the 
bending strength as the mass is distributed further away from the neutral axis 
of the cross-section. In other words, the area moment of inertia increases. This 
is further explained by Figure 3B where these geometric changes are coupled 
with age and gender differences (Duan et al., 2003).  
 
Figure 3. [A] Geometrical adaptation to aging where a decrease in the CTh results in 
an expansion of the cross-section to maintain the bending strength and [B] Gender 
differences in geometry with aging where females experience a greater bone loss than 
males during aging and have a smaller and thinner cross-section as a result (Duan et 
al., 2003). (With Permission from John Wiley and Sons) 
 
Bone loss is inevitable with aging and the bone proceeds with this loss 
by continued periosteal apposition, offsetting the endocortical bone loss, 
shifting the cortices radially and maintaining the cortical area and resistance to 
bending (Martin & Seeman, 2008). Earlier studies have shown that the FN is 
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the most vulnerable region to fractures in an intact femur (Cummings et al., 
1993). Unfortunately, bone is not a tubular structure, as illustrated in Figure 
3A above, where cortical bone thickness is uniform throughout. Instead, the 
cortical region is thicker in the inferomedial region than the superolateral 
region, as shown by Figure 4 below where the cortical region is denoted by the 








Figure 4. Schematic representation of FN cross-sections both in reality and 
simplified assumption. 
 
The reason for the differences in CTh within the FN is due to the 
differential loading applied, for example during stance and during a sideways 
fall. Figure 5 below illustrates how the magnitude and nature of stresses on FN 
differ depending on the applied load.  
 
Figure 5. (a) Applied load during stance phase and (b) Applied load during sideways 













During stance or walking phase, the applied load on the FN results in a 
large compressive stress in the inferior region and a small tensile stress in the 
superior region. Therefore, the CTh is greater at the inferior region to adapt to 
the consistent loading that occurs during walking (de Bakker et al., 2009). 
However during a sideways fall, the opposite occurs where small tensile stress 
occurs in the inferior region and a large compressive stress in the superior 
region, which is suddenly exposed to an abnormally high load. Daily activities 
like walking, which establish a growing asymmetry of the femur’s internal 
structure, might reduce the ability of the superior cortex either to resist 
crushing in compression or increase its tendency to develop local buckling 
(Mayhew et al., 2005).  
 
2.1.4 Osteoporosis 
Osteoporosis is a skeletal disease characterized by low bone mass and 
micro-architectural deterioration of bone, consequently leading to macroscopic 
decline in bone strength (Riis, 1993). Diagnosis of this disease means that 
fractures can occur under minimal trauma conditions at diverse skeletal 
locations (i.e. vertebrae and long bones) (Rivadeneira et al., 2007). Due to 
increased life expectancy, the incidence of fractures is increasing over time, 
hereby increasing the population burden of fractures (Melton, 1993).  
In terms of remodelling, osteoporosis results in excessive bone 
resorption that is unmatched by an equal amount of bone formation. Estrogen 
deficiency is one of the leading causes of osteoporosis in post-menopausal 
women. This phenomenon results in the increase in the rate of remodelling, 
which results in less dense mineralized bone to replace the more dense bone. 
This means that the bone loses its material stiffness since the mineral gives 
bone its stiffness. The material stiffness refers to the extrinsic stiffness or 
rigidity of the structure. It has less resistance to bending since it is more 
flexible and cracks even under normal loading conditions. Hence, the bone 
loss that occurs with aging and osteoporosis can cause thinning of the cortical 
and trabecular bone which leads to skeletal frailty. This causes a precipitous 
loss of strength and increased fracture risk. 
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The diagnosis of osteoporosis is expressed as the number of standard 
deviations (SDs) below the average BMD of young adult men and women and 
is associated with a T-score less than or equal to -2.5, according to the World 
Health Organization (WHO). Osteopenia is expressed with a T-score between 
-1.0 and -2.5 and normal bone with a T-score greater than -1.0 (Kanis, 1994), 
where osteopenia is considered a pre-cursor to osteoporosis. The T-score is a 
statistical measure of BMD, in reference to the young normal mean value. The 
idea that was expected of T-score values are illustrated in Figure 6 below. As 
the T-score gets lower, the risk of fracture increases (Tsouknidas et al., 2012). 
However, as the following paragraphs discusses, the T-score is not that 
effective in predicting fractures.  
 
Figure 6. Illustrating T-score as an effective fracture risk indicator where a T-score 
greater -2.5 is considered osteoporotic (Tsouknidas et al., 2012). (With Permission 
from Elsevier) 
 
44% of all non-vertebral fractures were predicted by a T-score below -
2.5 in women while only 21% were predicted in men (Fig. 7) (Schuit et al., 
2004). While the BMD is able to only predict fractures with a detection rate of 
20-50% (McCreadie & Goldstein, 2000), its ease of acquirement from DXA 
makes it a favourable tool in clinical diagnosis (Rivadeneira et al., 2007). 
Although BMD is not a mechanical property, many studies have found BMD 
to be correlated to bone geometry (Ito et al., 2011; Lee et al., 2009; 
Rivadeneira et al., 2007) and bone strength (Keyak et al., 2011; Langton et al., 
2009; Orwoll et al., 2009; Tsouknidas et al., 2012), assuming reasonably that 
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risk of fracture is only dependent on the mechanical properties of bone. More 
studies have also focused on using BMD to directly predict the incidence of 
fractures as decreasing BMD was associated with increased fracture risks in 
earlier studies (Cawthon et al., 2012; Johnell et al., 2005; Marshall et al., 
1996; Schuit et al., 2004).  
Currently there are several drug treatments for osteoporosis, which can 
be divided into anabolic or anti-resorptive drugs. The former increases the rate 
of bone formation while the latter slows down bone loss. A common anabolic 
drug, teriparatide, a parathyroid hormone, significantly increases bone 
apposition and was found to reduce non-vertebral fragility by about 53-54% 
(Uusi-Rasi et al., 2005). Whereas, anti-resorptive drugs like bisphosphonates 
are more prevalent in the treatment of osteoporosis clinically. This type of 
medication, while it reduces bone loss, also forms bone at the same pace. 
Alendronate, risedronate and ibandronate, all bisphosphonates, have shown 
significant vertebral fracture reduction while alendronate, risedronate and 
zolendronate have shown significant hip fracture reduction (Rackoff, 2009). In 
addition to these drug treatments, Vitamin D and calcium are also prescribed 
to treat osteoporosis as they are responsible to building stronger bones and for 
better absorption of calcium respectively and consequently reduces fractures 
and osteoporotic bone loss (Tang et al., 2007).  
 
Figure 7. Percentage distribution of non-vertebral (hip, upper humerus and wrist) 
fractures that occurred in men and women with osteoporosis, osteopenia and normal 




2.1.5 Commonly Studied Parameters 
The hip structural analysis (HSA) method was first introduced to extract 
geometric strength information from archived hip DXA scans acquired in 
large research studies ((Beck, 2007). The software program introduced by 
Beck et al (2000) analysed cross-sectional area of bone in three regions of 
interest (ROIs). First applied on DXA images, HSA is also applied on images 
generated by CT, quantitative computed tomography (QCT), and magnetic 
resonance imaging (MRI) and even further analysed in FE analysis.  
 
Figure 8. Illustration of geometrical parameters extracted from femur models (Bryan 
et al., 2009). (With Permission from Elsevier) 
 
Commonly examined parameters are illustrated in Figure 8 above. 
They include femoral head and neck diameters (FHD, FND), hip axis length 
(HAL), neck shaft angle (NSA), neck axis length (FNAL), intertrochanteric 
width (ITW) and femoral shaft width (FSW) (Bryan et al., 2009). Also, 
important regions such as A, B and C denote the lower femoral head, FN and 
inter-trochanter respectively. Other derived parameters of concern are the 
cross-sectional area (CSA), cross-sectional moment of inertia (CSMI) and 
section modulus (Z). CSA is the cross-sectional area of bone, excluding the 
soft tissue voids. CSMI is the integral weighted by the square of the distance 
from the centroid while Z is the CSMI divided by the distance between the 
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centroid and the periosteum. CSMI reflects the distribution of bone mass while 
Z reflects the bending strength of a section of bone.  
There are several studies that analyse the role of hip geometry to the 
risk of hip fracture as well as its superiority over BMD in predicting fractures 
(Faulkner et al., 1993; Kukla et al., 2002; Pulkkinen et al., 2004). 
Unfortunately, these geometric properties have been found to have 
insignificant or conflicting associations to fracture risks (Partanen et al., 2001) 
which can be attributed to the fact that bone geometry is individual specific. 
Leslie et al ((2009) found that the HAL made a small but statistically 
significant contribution to hip fracture prediction that was independent of age 
and BMD measurements (n=270). There was a limited gain in fracture 
prediction by combining geometry with density measurements. Kaptoge et al 
(2008) found that incident hip fracture cases (n=635) had larger NSA, FHD 
and FND and ultimately higher BRs. Their study also discovered that the Z 
failed to predict fracture risk, indicating that initiation of fracture might be due 
to buckling of the lateral cortex. Ahlborg et al (2005) had found that hip 
fracture cases (n=96) were associated with smaller FND, lower CSMI and Z, 
implying that the three parameters are risk factors for hip fractures, which 
opposes the findings above. In addition, Faulkner et al (2006) found that HAL 
was significantly higher in the fracture group (n=365) while mean CSMI was 
not significant different between the fracture and control groups. Thus they 
asserted that HAL, and not CSMI, is a strong predictor of hip fractures. 
Although statistically powerful groups were analysed in these studies, the 
findings based on their geometric analyses were contained to the scope of their 
research. This makes it evident that using individual geometric properties will 
not be sufficient to characterize complex bone morphology and predict 
fracture risks (Gregory & Aspden, 2008).  
 
2.1.6 Buckling Ratio 
BR has been of interest in more recent studies of the bone geometry. It 
is defined as the ratio of the mean R to the mean CTh, and quantifies the 
distribution of bone and is reflective of cortical instability (Young, 1989). BR 
is originally a mechanical term which was adopted into the theory behind bone 
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fragility to better understand the mechanics of failure. This is done by 
assuming a hollow tubular structure of reasonable simplifications. While, it is 
not yet clear as to whether bone does fail by local buckling, it is an important 
geometric parameter that deserves more attention.  
There are two types of buckling; Euler buckling and local buckling. 
Euler buckling is the folding of an unsupported rod or flat sheet under 
compressive loads while local buckling is the bending of a part of the cross-
section of a structural member, analogous to the bending of a thin-walled 
straw (Fig. 9) (Lee et al., 2009). With regards to bone fragility, the buckling of 




Figure 9. Schematic representation of local buckling, analogous to the bending of a 
thin-walled straw 
 
It is well-established that the age-related decline in BMD resulting in 
cortical thinning especially in osteoporotic patients is counteracted by 
subperiosteal expansion. This is the body’s way of responding to loss in bone 
mass to maintain the CSMI and consequently the bending strength (Beck et 
al., 2001). However, when cortical thinning reaches a certain threshold, the 
bone becomes less stable and more susceptible to buckling. When BR exceeds 
a factor of 10 for hollow tubes, they are considered to be unstable (Beck, 
2003). However, the same cannot be said for bone as it is not as simple as a 
hollow tube. A BR value for bone when it becomes unstable has not yet been 
established.  
Rivadeneira et al (2007) had shown that the BR portrays the critical 
balance between CTh and bone width but it does not offer additional 
predictive value. Beck et al (2001) illustrated the importance of BR by 
showing that the adaptive response to declining skeletal loads, with greater 
rates of subperiosteal expansion and cortical thinning, may increase fragility 
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greater than reductions in Z and BMD. Duan et al (2003) showed that the 
changes in FND and CTh results in FN fragility, proving that BR is 
responsible for the mechanical capability of the bone. Also, previously 
mentioned study by Kaptoge et al (2008) found a strong association between 
BR and hip fracture risk which illustrated the possible predictive potential of 
BR. This gives us more reason to look deeper into this geometric parameter.  
 
2.2 Bone Strength 
2.2.1 Background 
Studying the mechanics of bone improves our understanding of how 
and why bones fracture. The anisotropic nature of bone allows it to possess 
different material and mechanical properties under different conditions. Their 
mechanical properties differs not only with the magnitude of applied force, but 
also with its direction and rate of application (Cullinane & Einhorn, 2002). 
The heterogeneous response to location, rate and direction renders the etiology 
of fractures to be multi-factorial (Hayes et al., 1996) and requires thorough 
investigation for better knowledge of bone biomechanics.  
 
2.2.2 Factors of bone strength  
Mechanically speaking, bone is said to fracture when the forces 
applied to the bone is greater than the load-bearing capacity of the bone. The 
load-bearing capacity, or in other words, the bone strength, depends mainly on 
the microarchitecture, the bone geometry and the intrinsic material properties 
of the bone (Bouxsein, 2005).  
 
2.2.2.1 Role of material properties 
Both cortical bone and trabecular bone are anisotropic by nature. Cortical bone 
is a dense, compact structure that has the ability to resist high impact loading 
in the physiological range. It is thus stronger and stiffer so that it can 
withstand the impact of strenuous activities. However there is a trade-off 
between strength and energy capacity. Although it has high strength, energy 
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capacity of cortical bone is low. This results in it being brittle, which means 
that little plastic deformation occurs before ultimate fracture occurs (Fig. 10a). 
Therefore, cortical bone is stronger in compression than in tension.  
Trabecular bone has a lower Young’s modulus (E) than cortical bone due to its 
greater porosity. Its porous structure enables it to store high energy and allows 
greater energy absorption. Thus, although its strength is much lower than 
cortical bone, its ultimate strain is much higher (Fig. 10b). This means that it 
is able to undergo extensive plastic deformation before it ultimately fractures. 
This leads to the conclusion that trabecular bone is more stable under 
compression than cortical bone even though it is weaker and less stiff (Nordin 
& Victor, 1981).  
 
Figure 10. (a) Tensile and compressive stress/strain curves of cortical bone (b) 
Compressive stress/strain curve of trabecular bone (Mercer et al., 2006). (With 
Permission from Elsevier) 
 
2.2.2.2 Role of microarchitecture 
The mechanical properties of cortical bone are heavily dependent on the 
porosity and degree of matrix mineralization (Currey, 1988, 1990; Keaveny et 
al., 2001). It is positively related to the degree of matrix mineralization but the 
ability to absorb energy may increase (if bone is relatively under-mineralized) 
or decrease (if bone is already fully mineralized) with increasing mineral 
content (Bouxsein, 2005). Trabecular bone microarchitecture can be described 
in terms of the number and orientation of the trabeculae, thickness of 
trabecular plates and rods, spacing of the trabeculae and degree of trabeculae 
interconnections, which ultimately determines the architecture and density of 
bone (Goulet et al., 1994). The prediction of mechanical properties by 
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trabecular micro-architectural parameters offer only modest improvements 
over those provided by bone density (Snyder & Hayes, 1990). This is because 
most of these characteristics are strongly correlated to one another and to bone 
density (Morgan & Bouxsein, 2008). Thus, it is difficult to relate the changes 
in microarchitecture to relative effects on bone strength.  
 
2.2.2.3 Role of bone geometry 
As discussed in the previous section, the overall size of bone has an effect on 
the overall fragility (Silva & Gibson, 1997) as well as the distribution of bone 
mass (Crabtree et al., 2001). The loads applied to bone are usually neither 
purely compression nor tension. They are a combination of compression or 
tension with bending or torsional moments. This makes the geometry of bone 
critical to resist the loads. The bone naturally has an efficient method of 
distributing bone mass away from the centre of bone (Bouxsein, 2005) such 
that small increases in diameter translates into significant improvements in 
bending and compressive strengths.  
 
2.2.3 Mechanical behaviour of bone 
 
Figure 11. Load-deformation curve depicting structural behaviour of bone and the 
illustration of deformation that occurs with loading (Morgan & Bouxsein, 2008). 
(With Permission from Elsevier) 
 
Bone fractures clinically are usually the result of material failure of 
bone tissue that leads to catastrophic failure of the bone structure (Morgan & 
Bouxsein, 2008).  The mechanical behaviour of bone can be qualified in terms 
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of its structural behaviour or its material behaviour. The slope of the elastic 
region of the load-deformation curve measures extrinsic stiffness or rigidity of 
the bone (Turner & Burr, 1993), which refers to the structural behaviour of the 
bone (Fig. 11).  
If the bone is constrained such that it cannot move when a force is 
applied, deformation will occur, resulting in an internal resistance to the 
applied force, also known as stress (Cullinane & Einhorn, 2002). The slope of 
the stress-strain curve, thus, provides the intrinsic stiffness of the materials 
comprising bone, or in other words, E. (Fig. 12).  
 
Figure 12. Schematic representation of a stress-strain curve depicting material 
behaviour of bone (Turner & Burr, 1993). (With Permission from Elsevier) 
 
The difference between the load-deformation curve and the stress-strain 
curve can be understood by the following analogy; the bone of a wrestler is 
more rigid than that of a gymnast as the bone of the former is bigger in size 
but their intrinsic stiffness is similar. Hence, the stress-strain curve is 
analogous to the load-deformation curve but it reflects the material behaviour 
of the bone instead. Properties such as ultimate stress, ultimate strain, and 
toughness can be obtained from this curve. Ultimate stress and strain are 
shown in Figure 12 as “ultimate/ breaking strength” while toughness of bone 




In addition to these material properties, the response of the its time-dependent 
properties can be characterized (Morgan & Bouxsein, 2008). The response 
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behaviour of bone can vary substantially between static loading and 
viscoelastic loading conditions, where it is dependent on the rate at which 
loading is applied. A viscoelastic material is one that undergoes material flow 
under sustained load conditions and exhibits different mechanical properties 
under different rates of loading (Cullinane & Einhorn, 2002). At low strain 
rate, bone has little elastic deformation, whereas at high strain rates, bone 
behaves like a brittle material. The viscoelasticity of bone can be measured via 
nanoindentation by recording the creep behaviour at constant load, where 
creep is the time-dependent deformation. For most biomechanical studies, 
bone viscoelasticity can be neglected since bone stresses are simulated from 
expected physiological loads (Cristofolini et al., 1996) 
 
2.2.3.2 Fatigue 
When a material is repetitively loaded, with loads within the pre-yield region 
of the stress-strain curve, its mechanical properties gradually degrade over a 
period of time (Turner & Burr, 1993). This degradation of strength and E with 
time is called fatigue. The bone reacts differently under single loading and 
repeated loading conditions. Properties such as E and yield will decrease with 
increasing number of loading cycles, and this represents the deterioration of 
material strength over long constant exposure to loading.  
 
2.3 Biomechanics of Age-related Hip Fractures 
When bones are subjected to severe loads, large stresses are generated. 
Generally, when applied load, or the load provided to the bone, exceeds that of 
the failure load, or the load-bearing capacity of the bone, the bone fractures. 
The factor of risk, , which is defined as ratio of the applied load to the failure 
load gives an estimate of the extent of risk of fracture of the bone (Hayes, 
1991). However, identifying the applied load and failure load in vivo is a 
challenge, since these loads are dynamic by nature and they are constantly 
morphing in response to the aging, skeletal diseases and traumatic events. 
More than 90% of hip fractures in the elderly are caused by falls (Grisso et al., 
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1991). Thus, there is critical significance in establishing the key factors that 
are responsible for fractures due to age-related changes in the hip.  
First, geometry of the bone majorly influences the fracture load of bone, 
as discussed previously. The bending and compressive strength of bone in old 
age is determined not only by the amount of bone mass, but by the CSA as 
well as the distribution of this area relative to the neutral axis (Duan et al., 
2003). The further the bone mass is distributed away from the neutral axis, the 
greater the strength of the bone. This phenomenon was illustrated by Bouxsein 
et al. (2005) where a theoretical effect of a 10% increase in periosteal diameter 
causes a greater than proportionate increase in compressive (+28%) and 
bending (+42%) strength, with lesser influence on BMD (+16%). This shows 
the extent to which bone geometry could affect bone strength even though 
BMD may not show much change since BMD is ultimately an averaged 
measurement and can mask the net gain or loss in bone mass. The loss in 
BMD with aging is taken generally as the loss in bone mineral mass and this 
endocortical loss is often understood to be counteracted by the expansion of 
the periosteum to maintain the whole bone strength. The decline in BMD, 
however, provides no information on the relative contributions of the 
periosteal apposition or endocortical resorption that takes place or the spatial 
distribution of the bone mineral mass (Duan et al., 2001).  
Secondly, material properties of cortical and trabecular bone also change 
with aging as their ability to resist fractures deteriorate. In cortical bone, 
elastic properties, strength and toughness decline. A study on the change in 
mechanical properties of human femoral cortical bone with aging showed that 
E decreased by 2.3% per decade beyond 35 years of age and similarly strength 
decreased by 3.7%  (Zioupos & Currey, 1998). This was in contrast to the 
decline in toughness which was more significant at 8.7% per decade. This 
shows that toughness is a key parameter in its relation to aging and 
consequently fractures (Currey et al., 1996). With respects to trabecular bone, 
the apparent density (app) is markedly reduced in the elderly and strongly 
influence the strength (McCalden et al., 1997), where app is defined as mass 
of mineralized bone divided by bulk volume including porous surface (Wirtz 
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et al., 2000),. This is due to reductions in the microarchitecture of the 
trabeculae in terms of thickness and number of individual trabeculae.  
Loading mode is another factor that determines the risk of fracture. Only 
5% of falls result in fracture and this shows that the orientation and magnitude 
of loading majorly determines if a fracture results or not (Grisso et al., 1991). 
Four modes of loading occur in long bones; compression, tension, bending and 
torsion. The combinations of these loading modes results in fractures 
(Cullinane & Einhorn, 2002). Since most hip fractures are a result of falls, a 
loading configuration that loads the femoral head and the greater trochanter is 
of clinical interest in experimental and numerical studies (Silva, 2007), which 
will be explained in detail in the preceding subchapter.  
 
2.3.1 Proximal Femur Fractures  
To understand the etiology behind fractures, it is important to identify 
the critical factors that are associated with the fractures and the resulting 
mechanisms on how the bone fails. In this project, we focus on the proximal 
femur and hence fractures related to proximal femur will be analysed in detail. 
Fractures of the proximal femur occur frequently in high energy trauma cases 
like in the elderly and occur rarely in the young (Bonnaire et al., 2005). The 
likelihood of these fractures increase with age and occur more in women than 
in men as well (Boyce & Vessey, 1985). When the FN was tested in a sideway 
fall configuration, it was found that the older femurs had half the strength of 
the younger femurs (Courtney et al., 1995). In a population based study (n = 
362 females and n = 317 males), the femoral strength was found to decline 
heavily with age by 55% in females and 39% in males (Keaveny et al., 2010). 
The loss of bone begins approximately 10 years earlier and proceeds twice as 
fast in women than men. This proves that age and gender plays a vital role in 
the strength of bone.  
 
2.3.1.1 Influence of Loading Rates during Sideways Falls 
While obtaining the in vivo loading rate during falls is not possible, 
experimental testing by several studies have used approximations and 
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predictions to the physiological loading rates present. de Bakker et al. (2009) 
reported that a physiological loading rate could be approximately 87000N/s 
based on the reported time to attain peak load (Robinovitch et al., 1991) and 
the reported mean failure load of the femur (Manske, 2005). When tested at 
impact loading rates, young femurs (age 17 to 51) were approximately 80% 
stronger than older femurs (age 59 – 83) (Courtney et al., 1995).  
 
2.3.1.2 Influence of Impact Direction during Sideways Falls    
Some studies have found that impact direction has little influence on the 
fracture load during sideways falls, while others found that the direction can 
influence strength by at least 25 years of age-related bone loss. It has also been 
shown that falls in the lateral direction serve as a risk factor in hip fractures 
(Greenspan et al., 1998; Schwartz et al., 1998) where impact force during a 
sideway fall was greatest in the lateral direction, followed by the posterolateral 
direction and lastly the posterior direction (Nankaku et al., 2005), as illustrated 
by Figure 13 below.  
 
Figure 13. Computer-graphic reconstructions of different fall configurations -- (a) 
lateral, (b) posterolateral and (c) posterior directions (Nankaku et al., 2005). (With 
kind permission from Springer Science and Business Media) 
 
The significance of identifying the fall direction with the greatest risk factor is 
to be able to understand the factors that affect the impact force and 
subsequently result in a fracture. This can then be useful for isolating the 
effects of individual factors, for example, of muscle activity or of regions of 




2.4 Finite Element Analysis  
2.4.1 Background 
The FE method provides the best information currently on the bone 
morphology and mechanical properties (Cristofolini et al., 2010). Also, they 
offer the advantage of being non-invasive over histological methods in 
obtaining structural strength (Langton et al., 2009). FE models perform better 
than densitometric measurements in the explanation of the failure load 
variability among different subjects (Cody et al., 1999; Crawford et al., 2003), 
and consistent results have been achieved in the prediction of the bone 
strength, but only under a specific loading condition (Keyak et al., 2005). 
(Schileo et al 2007). Some of the possible applications of FE analysis in 
clinical studies are the assessment of fracture risk, design and validation of 
prosthetic implants (Zannoni et al., 1998). However, there are limitations of 
the experimental and numerical models, which are mostly attributed to a trade-
off between computational time and reliability/accuracy of results obtained 
(Cristofolini et al., 2010). A highly accurate model will require more 
computational time than a less accurate one. The questions would then be: 
How reliable/accurate are the results? How valuable can this information be 
clinically? How much time is considered efficient for FE analysis? While few 
studies have attempted to show the power of FE modelling in the clinical side 
(Sigal, 2011), much needs to be done for FE analysis to ‘officially’ step into 
the domain of clinical diagnosis. 
The proximal femur has been extensively studied due to the increasing 
number of hip fractures worldwide due to rapidly aging populations (Kanis, 
1993), which consequently leads to increased risk of morbidity and mortality 
(Cooper et al., 2011 ). Whole bone strength has been studied using FE analysis 
in prospective or retrospective population-based studies (Keaveny et al., 2010; 
Keyak et al., 2011; Lang et al., 2012; Orwoll et al., 2009), with the main aim 
of establishing a more reliable method of predicting hip fractures over 
densitometric assessments or by aiming to complement BMD measurements 
with radiological-scan-derived geometry or FE-derived structural strength to 
improve the current diagnosis of osteoporosis and consequently the prediction 
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of hip fractures. These studies have also been validated in cadaver studies 
(Cody et al., 1999; Keyak, 2001; Keyak & Falkinstein, 2003; Silva & Gibson, 
1997).  
In a study done by Keyak et al. (2011), it was found that there were sex 
differences between FE-predicted femoral strength and hip fracture risk, with 
a more apparent decrease between fracture cases and controls in men than in 
women (Keyak et al., 2011). Another study showed the variations in femoral 
strength in response to the simulation of a sideways fall with impact on the 
greater trochanter between men and women (Keaveny et al., 2010). Also, 
other than establishing age and sex differences in FE-predicted bone strength, 
FE analysis was shown to be comparable to total hip aBMD in determining 
probability of fractures (Shreyasee et al., 2011). In addition, several studies 
have also examined the differences in femoral strength obtained with various 
types of configurations, stance configuration (Cody et al., 1999; Keyak, 2001; 
Keyak & Falkinstein, 2003; Keyak et al., 1998) or fall configuration (Cheng et 
al., 1997; Courtney et al., 1994, 1995; Ford et al., 1996; Grassi et al., 2012; 
Majumder et al., 2007; Pinilla et al., 1996).  
It is, however, important to note that FE studies do differ with respect 
to study design and the methodology adopted. While the type of meshing 
technique adopted, the resolution of radiological scans, and the software used 
for rendering, meshing and simulating the 3D models can affect the results 
obtained, the main categories that can differentiate these studies from one 
another are the material properties assigned and the boundary conditions 
applied. The material properties assigned can determine the range of E and 
strength values applied as well as the number of discrete sets of properties 
tested. The type of boundary conditions applied determines the fall or stance 
configuration tested, specifically in the simulation of proximal femur 
fractures.  
 
2.4.2 Assignment of Material Properties 
Several cadaveric studies have been done to establish various empirical 
models on the relationship between E and app. Linear and power relations 
have been previously reported in literature, although linear relations are used 
27 
 
more commonly due to reduced computational time required for the FE 
analysis. The model complexity is determined by two parameters; the number 
of different materials assigned, which refers to the discretization of the model 
into material properties mapped as a function of Hounsfield Unit (HU) values, 
as well as the number of elements present in the meshed model. Both of which 
influence the computational time significantly and determine the accuracy of 
results obtained. An early study by Zannoni et al. (1998) compared the model 
complexity, in terms of the number of materials, with the discretized changes 
in E (E) and in the maximum percentage variations in strain energy density 
(%SEDmax) with respect to the reference model. They showed that the most 
accurate model was when the number of materials is 614 for a 0.05% 
difference from the maximum E while the number of materials is 214 for a 
higher than 1% in the prediction of the SED field (Fig. 14).  
 
Figure 14. Number of elements assigned to the model as a function of E (MPa) 
(left) and the number of materials applied to the model as a function of strain 
%SEDmax (Zannoni et al., 1998). (With Permission from Elsevier) 
 
Hence optimization of FE models still remain a need since most of the 
studies differ in terms of the methods applied. In the generation of a set of 
material property, a few steps are needed to obtain the E and other non-linear 
parametric information. From CT scans, the HUs are first converted to app, 
defined as mass of mineralized bone divided by bulk volume including porous 
surface (Wirtz et al., 2000), using linear interpolation between the HU and app 
of water and the HU and app of cortical bone. HU values can also be 
calibrated to QCT density values (QCT). The respective relations can be used 
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to convert app and QCT values into ash density values (ash), defined as the 
ash weight divided by real volume of bone (Johanson et al., 1993), for each 
CT-scan pixel. E and strength (S) values can then be computed from ash using 
reported correlations as described in literature. These relevant relations have 
been tabulated in Table 1 in the next page. It is obvious that with the numerous 
relations available, results obtained in the studies predicting femoral strength 
could vary.  
Several studies have critically evaluated the accuracy of the reported 
relations and its reliability and applicability (Helgason et al., 2008; Schileo et 
al., 2007; Wirtz et al., 2000). In particular, a study reviewed the relationshops 
pertaining to E from 26 studies and found that there was an approximate 10-
fold inter-study difference in the predicted E values for low density trabecular 
bone (Linde et al., 1992). These differences can be attributed to the different 
experimental methods undertaken for mechanical testing of bone. Earlier 
studies used the platen-technique where the bone specimen was placed in 
between two platens and compressed. The displacement of the two platens 
provided the strain measurements but this method usually resulted in random 
and systematic errors, produced by structural and frictional end-effects at the 
specimen-platen interface (Keaveny et al., 1997) and overestimation of strain 
values due to machine compliance issues (Linde et al., 1992).  To solve the 
errors introduced by machine compliance, extensometers were attached to the 
specimen or anvil to account for unnecessary deformations in the set-up. On 
the other hand, to solve the errors introduced by structural and frictional end-
effects, the specimens were embedded in a layer of polymethylmethacrylate, 
also known as the end-cap technique (Helgason et al., 2008). In addition, 
although, studies have demonstrated the anisotropic nature of bone, the lack of 
comprehensive data bank incorporating the material properties of bone as a 
function of orthotropic load directions (Wirtz et al., 2000) renders the use of 




Table 1. Material Relations used to determine density, elastic modulus and Poisson’s ratio 
Density app/ash (g/cm
3
) E (MPa) Poisson’s ratio Reference Cited by 






Keyak et al. 1994 
Keyak et al. 1998 
Keyak & Falkinstein. 2003 
Keyak et al. 2000 
Keyak et al. 2011 
 
E = 5307ρash + 469 - 
E = 10200ρash 
2.01
 Keller. 1994 
ρash = 1.22ρQCT + 0.0526  (Les et al. 
1994) 





Taddei et al. 2006 Ecort = 19800 
Wirtz et al. 2000 
Etrab = 590 
ρash = 1.22ρQCT + 0.0526 (Les et al. 
1994) 
ρash/ ρapp = 0.6 
(Goulet et al. 1994, Keyak et al. 1994) 
E = 3790 ρapp 
3.00 
0.3 
Carter and Hayes, 1977 
Schileo et al. 2007 E = 10500 ρash 
2.29 
Keller 1994 
E = 6950 ρapp 
1.49
 Morgan, 2003 
ρash = 1.22ρQCT + 0.0526 (Les et al. 
1994) 
ρash/ ρapp = 0.6 
(Goulet et al. 1994, Keyak et al. 1994) 
E = 6950 ρapp 
1.49
  Morgan, 2003 
Schileo et al. 2008 
Grassi et al. 2012 
ρEQM = 0.0006822*HU – 0.00548 
 
ρash = 1.22ρEQM + 0.0523 
 
ρapp = 0.001HU (Cody et al. 2000) 
 
Ecort = 2875 ρapp
3.00 
Etrab = 2003 ρapp 
1.56 
0.01, 0.1, 0.3, 0.4 
Carter and Hayes, 1977 
Linde et al., 1991 
Yosibash et al, 2007 
Trabelsi et al, 2011 
 
Ecort = 1684 ρapp
3.30 
Etrab = 1949 ρapp
2.50 Cody et al. 2000 
Ecort = 10200ρash
2.01 
Etrab = 5307ρash + 469
 
Keller, 1994 
Keyak and Falkinstein, 2003 
E = 10500ρash
2.29
 Keller, 1994 
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2.4.3 Application of Boundary Conditions 
The differences in predicted fracture load and site with changing load 
and boundary conditions have been studied in several studies. One study 
(n=20 neck fractures and n=22 trochanteric fractures) showed that the mean 
predicted fracture load in stance configuration was 3150N and in fall 
configurations ranged between 710N to 2270N. The fracture site in the stance 
configuration appeared in the subcapital region while it appeared in the 
trochanteric region in the all the fall configuration except one which occurred 
in both the neck and trochanteric regions (Bessho et al., 2007). Another study 
showed that only one boundary condition case out of five produced 
physiological deflections (<2.0mm) of the femoral head in both the coronal 
and sagittal planes, resulting in minimal reaction forces at the constrained 
nodes, proving that the careful application of physiologically based constraints 
can produce physiological deformation (Speirs et al., 2007). 
Hence, the boundary conditions applied can cause variations in results 
obtained, which can make inter-study comparison problematic. Several studies 
that have worked on the FE analysis of the femur have been tabulated in Table 
2 in the following page. The studies that have been listed are those that have 
tested sideway fall configurations of the femur, although some studies have 
worked on both stance and fall configurations simultaneously.  
It can be observed that the distal end of the femur is fully constrained 
in most studies except by Trabelsi et al. (2011) who have allowed rotation 
about the Y-axis in a stance configuration. Also, the constraint on the greater 
trochanter was only applied during fall simulations and was avoided in stance 
configurations (represented by ‘nil’). The loading on the femoral head varied 
the most amongst the studies with the type of loading differing as a 
concentrated force, displacement load or a pressure load. The loaded femoral 
head region is also not standardized with chosen regions being determined 
using specific circumferential region (Derikx et al., 2011; Keyak & 
Falkinstein, 2003; Keyak & Rossi, 2000; Keyak et al., 2001; Keyak et al., 
1998; Keyak et al., 2011) or using specific inclination angles (Cody et al., 
1999; Lang et al., 2012; Trabelsi et al., 2009; Tsouknidas et al., 2012). In 
cases where concentrated load was evenly distributed over a region, the 
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amount of load also differed from with a minimum of a posterolateral load of 
222N (Lotz et al., 1991) and a maximum of 2317N, at 24 to coronal and 6 to 
sagittal plane (Tsouknidas et al., 2012).  
The most common parameters analysed in the study include FE-
predicted bone strength, or more commonly known as fracture load, and its 
evaluation with the actual strength obtained from mechanical testing of the 
cadaveric bone samples Since obtaining bone strength values non-invasively 
remain a challenge currently (Langton et al., 2009), FE-predicted fracture load 
values serve as an attractive alternative to depict bone strength instead.. The 
critical stress and strain regions were also observed to validate the reliability 
of FE-obtained with physiologically expected critical regions (Tsouknidas et 
al., 2012). This tabulation highlights that there is yet much progress needed to 
consolidate current advancements in FE analysis before any further steps can 
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3 NUMERICAL MODELLING OF 
THE FEMUR 
3.1 Background 
During the course of this project, QCT scans were obtained for 
analysis and these images had to be processed to extract geometric 
information so that the 3D geometry models could be rendered. 
Commercially available software, Mimics (Materialise, Harislee, Belgium) 
was used to process these images to generate the 3D models and ABAQUS 
version 6.12 (Hibbitt, Karlsson and Sorensen, Inc., Pawtucket, RI) was used 
for FE modelling. It is important to understand the advantages and 
disadvantages Mimics and ABAQUS have over other software that are 
available for the same purpose. This is because this project has implicitly 
trusted the reliability and accuracy of the two softwares for geometry 
generation and FE modelling respectively, and it is critical to understand 
the errors introduced from the QCT scans and from the embedded program 
behind Mimics and ABAQUS.  
 
3.2 Segmentation and 3D Generation 
In Mimics, to create 3D geometric models of the femur, one needs to 
have sufficient resolution of images. However, even with low resolution, it 
is possible to obtain a decent geometric model, although it requires a fair 
amount of manual work in choosing the relevant regions and discerning 
regions containing soft tissue. Following the importing of DICOM images, 
segmentation is performed using the threshold function by setting a certain 
value to distinguish bone from soft tissue. The default value provided by 




Figure 15. Segmentation using threshold function alone results in the pelvis to be 
attached to the femur (right femur) while a series of manual segmentation 
functions such as “Edit Mask” and “Region Growing”, one can obtain the femur 
(left femur) alone as shown in the coronal plane (top right). 
 
However due to the low resolution of the scans, this value is too high 
and omits most of the cortical bone information. As such, in this project, 
the threshold was lowered to an average of 160 instead. This is followed 
by the application of the function, “Region Grow”, which only selects the 
pixels that are connected to the point of interest. Thresholding and region 
growing alone are not sufficient to create the best geometric model of the 
femur since soft tissue present between the femur and pelvis results in the 
two bones to be recognized as one entity (Fig. 15).  Thus, to obtain the 
femur nicely, each image has to be edited using the “Edit Mask” function 
to include the femoral bone region and to separate the soft tissue plus the 
pelvic bone region. Following this, the isolated femur is wrapped, or in 
other words smoothed, if the surface obtained has too many irregularities 
and roughness and this is based fully on user discretion. A 3D surface 




Figure 16. Generation of a smooth 3D model after a series of segmentation and 
editing functions are applied. 
 
3.3 Meshing 
From the 3D surface model, a 3D surface mesh is first created using 
home software, 3-matic (Materialise, Harislee, Belgium). Using the function 
“Reduce”, the number of elements and nodes are reduced and the mesh is 
also further smoothed by the “Smooth” function. However, extensive 
reduction and smoothing may alter the original geometry of the model. 
Hence, user discretion is necessary to control the amount of smoothing 
necessary for the model.  
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Mesh correction for the model is done by means of eliminating low 
quality triangles by adjusting the shape quality measure. Triangles below 
the quality threshold value are coloured red and those above the value are 
coloured green. Consequently, this step will allow only triangles above a 
certain quality threshold to be present in the mesh. Next, the “Auto-
Remesh” function is applied where the number of triangles is further 
reduced while preserving the quality (Fig. 17).  
 
 
Figure 17. The “Auto Remesh” function removed 6973 low quality triangles 
(top) from the model by adjusting the shape measure value, improving the mesh 
quality (bottom). 
 
Lastly, a 3D volumetric mesh is created since the surface mesh has 
been refined to an adequate quality. This is done via the “Create Volume 
Mesh” function where several quality measures can be controlled. In this 
case, maximum edge length and shape quality threshold was specified. The 
meshed geometric models before and after optimization of quality 
measures are shown in Figure 18 below. Following that, both the surface 




    
Figure 18. Meshed geometric models before (left) and after (right) optimization 
of quality measures. 
 
3.4 Elastic Material Properties 
 
Figure 19. Number of materials used and the use of material expressions to 




Since we are interested in finite element analysis, material 
properties will then be assigned to the 3D volumetric mesh. With respects 
to this project, there are two methods in which material properties can be 
assigned to the femur. One is via the application of homogenous 
properties, where two constant E values, are assigned to trabecular bone 
with HUs 140 to 661 and to cortical bone with HUs 662 to 1600 
respectively. These HU values are approximate and are again dependent 
on the resolution of the images.  
Another method is by applying heterogeneous properties where the 
E and density values are applied in a continuum, as a function of the HU 
values (Fig. 19). The Poisson’s ratio was defined as a constant value of 
0.3. Following the application of the elastic material properties, the 
relevant mesh can then be exported as a stereo lithography file or an input 
file for various programs such as finite element software like ABAQUS.  
 
3.5 Inelastic Material Properties 
The 3D volumetric mesh is then imported into ABAQUS. Since 
sideway falls are simulated, non-linear deformation should also be observed.  
Hence, plastic properties have to be included as shown in the Figure 20 below. 
These properties have to be individually assigned for each material that had 
been assigned to the geometry. The relations used for the plastic property 
assignment are described in the “Materials & Methods” section of the 
subsequent chapters.  
Also, isotropic property was assumed. An isotropic material is one 
which has uniform mechanical properties in all direction whereas an 
anisotropic material has material properties that are direction-dependent. 
Although bone is an anisotropic material, where it is only known to be 
transversely isotropic in terms of elastic properties (Dong & Guo, 2004), for 
simplicity purposes, most studies have assumed since such complexities do 
not matter for the elastic behaviour of bone (Kabel et al., 1999). And since in 
this work, the ultimate failure load following elastic behaviour is of interest, 




Figure 20. Insertion of plastic properties (yield stress and plastic strain) to allow the 
model to undergo plastic deformation. 
 
3.6 Convergence Study 
Based on the above described model generation, a simple convergence 
study was also performed to show that quality of mesh used in this work was 
sufficient. Five different meshes were tested as shown below in Figure 21 and 
the element and node numbers presented have been rounded off to two 
significant figures.  
Since this work focuses on an effective yet simple method in predicting 
strength-related parameters, the fall configuration that was simulated in this 
work was a quasi-static analysis. Thus, the step input was a simple static 
general analysis where no motion resembling the fall was simulated and only 
post-fall response of the bone was of interest.  A fall configuration in the 




Figure 21. Five meshed models with different element and node numbers; (A) model 
with 22000 elements and 6100 nodes, (B) model with 35000 elements and 9500 node, 
(C) model with 46000 elements and 13000 nodes (D) model with 66000 elements and 
18000 nodes and (E) model with 88000 elements and 23000 nodes. 
 
Apart from the constraints applied on the distal end and the greater trochanter 
region, a displacement load was also applied on the surface of the femoral 
head. This constrained end condition assumes that during the short time period 
of impact from an actual fall, the inertial effects of the lower extremity are 
dominant and effectively act to constrain the leg against the forces generated 
at the point of impact. 
Since this work focuses on the Fcr values obtained from FE analysis, 
the Fcr values were obtained by plotting the total reaction forces on the femoral 
head as a function of displacement (Keyak, 2001). These values were then 
compared between the five meshed models tested. It can be observed that 
there is an obvious difference between the model with 21000 elements and the 
other meshed models. With respected to the model with 88000 elements, the 
Fcr obtained for the model with 21000 elements was 34% lower, while the 
models with 34000, 46000, 66000 and 88000 elements showed a 10%, 15% 
and 6% lower Fcr value respectively (Fig. 22). Since all the models, except the 
model with 21000 elements, had insignificant differences from the Hence, 
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meshed models generated in this study had at least a minimum of 35000 
elements.  
 
Figure 22. Critical fracture load as a function of the number of elements in the 
meshed models. 
 
3.7 Advantages and Disadvantages 
There are several advantages to Mimics that provide ease to 
biomechanical analysis currently.  The main advantage is the ease and 
accessibility the user is provided in rendering stacks of images and creating 
3D models from them, within means of a click. In addition, whilst there is 
partial automation in the generation of 3D models, there is full flexibility 
provided in how these 3D models should be generated. For example, a user 
can determine the geometry that is of interest and remove the other parts via 
segmentation and can proceed to refine the geometry with several quality 
improving algorithms. While the algorithms are in-built and are not modifiable 
by users, there are many permutations in which these functions can be applied 
to obtain a model with sufficient quality.  
Secondly, another advantage is how the partial volume effect is 
partially accounted for by this software, which converts the segmented region 
into a 3D surface model using a marching cubes algorithm. This takes into 
account the partial volume effect and produces accurate 3D models. In 
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of the pixels suffering from partial-volume effect ((Hangartner, 2007). As 
such, elements at the edge of a model will not suffer from a lower than 
expected E values, which consequently affects the accuracy of the models.  
A main disadvantage, in specific concern to this study, was the 
manual segmentation of the femur from the pelvis and femur entity. While 
not a problem of Mimics in its entirety, a function that could automatically 
separate the pelvis and reconstruct the spherical region of the femur could 
be a future focus. This is because manual segmentation of the pelvic 
region results in the spherical geometry of the femoral head to contain 
depressions or irregularities. For example, at the femoral head, the 
superior section of the femoral head is usually cut off as the topmost 
image of the head is usually closely overlapped with the pelvic region. As 
such, there is a difficulty in reconstructing the superior section of the 
femoral head smoothly. Furthermore, there is a small artery (foveolar 
artery) that runs with the ligamentum captious femoris, arising from the 
acetabular branch of the obturator artery on the femoral head. The 
presence of this artery causes a depression to be formed in the femoral 
head. While this can be removed by manually filling the void in the 
images, the perfect spherical geometry still cannot be achieved due to the 
lack of relevant information. 
While this problem can also be attributed to the low resolution of 
images, there is a restriction on the upper limit of resolution that can be 
obtained as a higher resolution is correlated with a greater radiation 
exposure during CT scanning. Hence, the better alternative will be to 
improve existing software like Mimics to compensate for the low 
resolution of images. Hence, manual segmentation of the pelvis from the 
femur, though achievable, requires more time, especially if high quality 
geometries are required.  
In ABAQUS, the main advantage is that it incorporates solid 
modelling capabilities, together with pre and post processing options. This 
makes it convenient for the user to create a model from scratch and 
complete the analysis within the program itself. It also has simple user-
friendly mesh generation options. Since the femoral models analysed in 
this work are relatively simple, computational time required in these static 
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analyses is little and as such disadvantages of ABAQUS leading to this 
work is minimal. With the inclusion of contact properties between two or 
more parts or with the analysis of dynamic motions of the femur for 








4 LOCAL OSTEOPOROSIS – A 
RETROSPECTIVE STUDY 
Osteoporosis in localized regions in the FN has not been studied 
previously.  The local BR values were analysed to illustrate the existence of 
local geometric abnormalities. This project used data from QCT scans 
obtained from the year 2008 to 2010 of females who are 50 years of age or 
older. QCT scans were generated using a GE Medical Systems Scanner 
(General Electric, Milwaukee, WI, U.S.A.) (120kVp, 219mAs, contiguous, 2.5 
mm-thick slices, 0.703 mm pixels, 512 x 512 matrix, standard reconstruction). 
The FN BMD was obtained from the QCT scans and with WHO-derived T-
score values, subjects were categorized into three main groups; osteopenic, 
osteoporotic and normal. 
  
4.1 Materials & Methods 
4.1.1 Study Subjects 
In this preliminary study, ten female subjects were selected to include only 
those with who have followed through with the same drug treatment over the 
three years so as to allow a fair comparative analysis. 
 
4.1.2 QCT measurements  





Figure 23. Flowchart of geometric analysis. After acquisition of CT-scans of the left femur, a 3D model was generated. Cutting plans were positioned at the 
base of the femoral head and neck-trochanter junction of the FN. Mid-neck slice of the FN was chosen and 12 profile rays were drawn at 30 intervals from the 
centroid. A typical profile ray is shown, where the initial region from the centroid is trabecular bone, region involving the peak represent cortical bone and 
soft tissue thereafter (Anitha et al., 2013). (With kind permission from Springer Science and Business Media)  
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After generation of 3D model of the left proximal femur, cutting planes were 
positioned at the base of the femoral head and neck-trochanter junction of the 
FN as in Figure 23. Following which, re-slicing, perpendicular to the plane of 
FN was performed. Profile rays were drawn at 30 intervals, measured from 
the centroid of the FN slice, totalling up to 12 rays as illustrated in Figure 23. 
From each profile ray, CTh was approximated to be twice the measured value 
of the distance from the peak HU value to half the peak value (Carpenter et al., 
2011). Radius was then taken as the distance between the centroid to the 
trough HU value. Instead of obtaining an average BR by averaging all the 
profile ray values, we analysed 12 BR values individually for each patient for 
each year, to evaluate the local BR changes. A BR value was calculated for 







  (where  is angle of profile ray) 
4.1.3 FE analysis 
A 3D model using heterogeneous, linear isotropic mechanical properties was 
generated for each femur. The FE models consisted of an average of 50000 
nodes and 15000 elements. The E and strength of each element were 
computed as follows. Two discrete sets of material properties were assigned 
using two averaged cortical and trabecular HU values. The app was computed 
by reported correlations as follows: app = 0.001HU (Cody et al., 2000). The 
ash for each CT-scan pixel was then derived from the app (ash = app*0.6) 
(Goulet et al., 1994). An average E and material strength (S) were defined for 
each material based on its mean ash using correlations, as described 
previously (Keller, 1994; Keyak et al., 1994): E = 10500ρash













 (cortical bone). 
Material yield and ultimate failure were assumed to coincide and a non-linear 
isotropic post-yield material behaviour was adopted. (Keyak, 2001; Keyak et 




Figure 24. A typical FE model of the proximal femur with boundary conditions (left) 
and post-FE analysis (right) (Anitha et al., 2013). (With kind permission from 
Springer Science and Business Media)  
 
FE analysis was performed using ABAQUS. A specific sideways fall load 
configuration was tested at 10 to the horizontal in the frontal plane (Fig. 24). 
Although, this fall configuration is less probable to occur physiologically 
(Pinilla et al., 1996), for the purpose of comparative analysis, a simplified fall 
configuration was assumed. Boundary conditions were applied to mimic the 
mechanical testing performed by Keyak et al. (2001). The mechanical testing 
was modelled by applying displacements incrementally to nodes on the 
femoral head over an approximate 3cm diameter region (Keyak, 2001). The 
distal end of the femur was fully constrained and the greater trochanter region 
in contact with the ground during fall configuration was constrained in the 
direction of the applied load. This constrained distal end condition assumes 
that the inertial effects of the lower extremity are dominant at the point of 
impact. The elements loaded on the femoral head were identified and assigned 
an E of 20 GPa and a yield strength of 200MPa to prevent element distortion 
(Keyak, 2001).   
The reaction force at each node was obtained at each displacement increment 
and subsequently the reaction forces were summed to obtain the total reaction 
force at each displacement increment (Fig. 25). The Fcr was obtained from the 
summed force-displacement curve as the peak total reaction force achieved 
over the displacement increments. Furthermore, stiffness was also calculated 
as the maximum slope of the curve and was determined by dividing the total 





Figure 25. Sample FE-computed force-displacement curve. At each displacement 
increment, the reaction force is computed and summed over all nodes (Keyak, 2001). 
(With Permission from Elsevier) 
 
4.2 Results 
Subjects were grouped according to an increase in Fcr, decrease in Fcr or 
negligible change in Fcr. Since these subjects were treated with risedronate, 
assuming they were compliant with therapy and that anti-resorptive drug 
treatment directly influences structural properties of bone, we termed these 
groups as adequate (n=4), inadequate (n=3) and indefinite (n=3) drug 
treatments respectively. As such, the average changes from baseline (2008) to 
final (2010) year in periosteal diameter (Dsp), endocortical diameter (Dec), 
CTh, overall BR, FN BMD and Fcr were tabulated (Table 1). 
 
4.2.1 Summary of Key Findings 
1. CTh showed the most drastic change, compared to the other geometrical 
parameters 
2. Degradation in structural strength was related to critical local BR values 
3. Changes in local BR values were consistent with changes in critical FE-
predicted strains found in common fracture-prone regions in the femurs. 
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4. Plots of local BR versus angle showed that lower and higher ranges of 
local BR values were found for adequate and inadequate drug treatment 
groups respectively 
4.2.2 Key findings in detail 
1. CTh showed the most drastic change, compared to the other geometrical 
parameters 
Significant cortical thickening of the bone (14.5%), attributed to a decrease in 
mean endocortical diameter (-1.3%) as well as an increase in periosteal 
diameter (+3%), accompanied a 19.5% increase in Fcr in the adequate drug 
treatment group (Table 3). Similarly, an 8.7% of cortical thinning, attributed to 
a small increase in the mean endocortical diameter (+0.3%) and a small 
increase in mean periosteal diameter (+0.7%), resulted in a 22% decline in Fcr 
in the inadequate drug treatment group.  
 
2. Degradation in structural strength was related to critical local BR values 
Table 3. Mean geometrical properties, FN BMD and Fcr of subjects (n=10) classified 
according to increase (adequate drug treatment), decrease (inadequate drug treatment) 
or negligible change (indefinite drug treatment) in Fcr  (Anitha et al., 2013). (With 
kind permission from Springer Science and Business Media) 
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Figure 26. Illustration of angles corresponding to respective superior, anterior, 
inferior or posterior regions (Anitha et al., 2013). (With kind permission from 
Springer Science and Business Media) 
 
A closer look at two subjects, each from the adequate and inadequate group, 
with similar age (73 and 75) and body mass index (BMI) (26.1 and 26.0) 
respectively, shed light on the effect of local osteoporosis on the geometry and 
structure of bone. With reference to Figure 26, which illustrates the angles 
corresponding to its respective regions, the geometric and structural changes 
were observed. Figure 27 shows the CT-scans, digitized annular 
representations (radar plots) and FE images of the smallest cross-section of 
FNs of both subjects.  
For subject #1 from the adequate drug treatment group, BR decreased by 5%, 
mainly attributed to a periosteal apposition of 8% with a small decline (-1%) 
in inner diameter. With a slight decline in FN BMD of 2%, the Fcr increased 
by 23%, suggesting an improvement in the structural strength of bone despite 
a small reduction in bone mass.  In contrast, the BR of subject #5 from the 
inadequate drug treatment group, declined by 12% and the Fcr declined by 
22% with little change in her FN BMD. Despite the decline in overall BR, the 
structural strength of the bone unexpectedly degraded. A look at the local BR 
values showed that at the supero-anterior region (30), local BR increased 
from 6.80 to 10.07 from baseline to final year which is an increase by 48% 
(Fig. 27). Similarly, subject #6 and subject #7 from the inadequate drug 
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treatment group exhibited a significant increase in local BR by 50% and 67% 
at the supero-posterior region (150) respectively.  
 
Figure 27. CT-scans, radar plots and FE cross-sections of mid-necks of two subjects. 
Critical strain region has disappeared from baseline to final year for subject #1, while 
the opposite occurs for subject #5. A decrease in CTh and a consequent increase 
(48%) in local BR at the supero-anterior region (30) for subject #5 was accurately 
predicted by FE analysis (Anitha et al., 2013). (With kind permission from Springer 
Science and Business Media) 
 
3. Changes in local BR values were consistent with changes in critical FE-
predicted strains found in common fracture-prone regions in the femurs. 
The changes in local BR values were also consistent with changes in critical 
strains found in common fracture-prone regions in the femurs. Due to local 
buckling, critical strain regions had become more severe from baseline year to 
the final year although subject #5 had been under drug treatment. This region 
of buckling coincided with thin regions observed in the supero-anterior region 
in the radar plot (Fig. 27). On the other hand, structural strength of subject #1 
had improved and this is denoted by the disappearance of critical strain region 
at the supero-anterior region. This is again further substantiated by a general 




4. Plots of local BR versus angle showed that lower and higher ranges of 
local BR values were found for adequate and inadequate drug treatment 
groups respectively 
Since average changes in overall geometrical parameters (Dsp, Dec, BR) were 
small, the local changes in geometry were required to get a clearer perspective 
of the response of the bone to drug treatment. Plots of local BR versus angle 
showed that lower and higher ranges of local BR values (final year, 2010) 
were found for adequate (min=2.14, max=8.04) and inadequate (min=1.72, 
max=11.38) drug treatment groups respectively (Fig. 28). All six plots 
exhibited two distinct peaks at the supero-anterior (30) and at the supero-
posterior (150-180) regions.  Adjusting the local BR values with age and/or 
BMI did not result in significant differences to the observations. The 
observations for each group were as follows; 
Adequate drug treatment group  
The local BR values remained well below the critical BR value of 10 and the 
standard deviation of the local BR values at the supero-posterior peak reduced 
significantly in the final year, as compared to the baseline year (Fig. 28).  
Inadequate drug treatment group  
It exhibited higher local BR values tending towards critical BR value of 10, 
especially at the two peaks aforementioned, with its means reaching a local 
BR value of 8.33 and 8.05 respectively (Fig. 28).  Compared to baseline year, 
we can observe a shift in peak from 180-210 to 150-180 in the final year. 
Despite the reduction in standard deviation of local BR values at 210, the 
acutely high local BR region at 210 (max=13.49, min=2.19 in baseline year) 
with a mean of 7.84 transformed into a more wide spread-region from 150 to 
210 (max=9.45, min=4.96 in final year) with a mean of 7.20. In addition, the 
mean of the local BR value at the supero-anterior region increased from 6.95 
to 8.33, tending towards instability.  
Indefinite drug treatment group 
The peak at the supero-anterior region reduced from a mean local BR value 
from 9.86 to 8.95 while the remaining local BR values remain relatively low 
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with the peak at the supero-posterior region being relatively less distinct than 
the other two groups (Fig. 28).  
 
4.3 Discussion 
In this study, we observed the localized bone mass distribution in the 
FN of ten subjects diagnosed with osteopenia or osteoporosis by DXA-
obtained BMD. Geometry with the use of BR and structural strength with the 
use of numerically obtained Fcr were analysed since the use of BMD alone is 
not sufficient to predict hip fracture risk. In light of this current limitation, we 
explored the existence of local osteoporosis which produced differentiated 
effects within a FN cross-section. We believe that these localized reactions to 
drug treatment ultimately affect the efficacy of drug treatment and 
consequently influence the geometry and structural strength.  
The presence of local osteoporosis raises an uncertainty on how the 
effects of aging and osteoporosis respond to the effects of anti-resorptive drug 
treatment. The effect of aging has been known to influence CTh and geometry 
where subperiosteal diameter increases to counteract cortical bone loss to 
maintain bending strength (Bouxsein, 2005; Lee et al., 2009). However, 
excessive bone loss results in cortical thinning and increases the risk of local 
buckling. Thus, the effect of osteoporosis affects the bending resistance and 
the stability of the bone (Mayhew et al., 2005). Anti-resorptive drug treatment 
opposes the effect of osteoporosis by reducing bone resorption and bone 
turnover. With regards to periosteal apposition, it is not yet clear as to whether 
bisphosphonates play a role and if apposition on the periosteal surface is 
modelling or remodelling driven (Allen et al., 2004). A positive effect of 
risedronate is reflected in the adequate drug treatment group with a reduction 
in resorption and a possible modelling-driven apposition. The increased rate of 
periosteal apposition could have been transient and occurred early during 
treatment (Allen et al., 2004) since anti-resorptive drugs induce a faster 
decrease of resorption markers (3 months) than formation markers (6-12 




Figure 28. Plots of local BR against angle in the baseline and final years for the adequate ( Fcr), inadequate ( Fcr) and indefinite ( Fcr) drug treatment 
groups. In the adequate drug treatment group, the local BR values remained well below the critical BR value of 10 and the standard deviation at the supero-
posterior peak reduced significantly in the final year, as compared to the baseline year. The inadequate drug treatment group exhibited higher local BR values 
tending towards critical value of 10 at the supero-posterior and supero-anterior peaks. In the indefinite drug treatment group, the peak at the supero-anterior 
region reduced while the remaining local BR values remain relatively low with the peak at the supero-posterior region being relatively less distinct than the 
other two groups (Anitha et al., 2013). (With kind permission from Springer Science and Business Media) 
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In the inadequate drug treatment group, resorption at the endocortical surface 
and formation at the periosteal surface increased slightly. This indicates that 
risedronate did not have a positive effect on this group since there was an 
increase in resorption and a possible remodelling-driven apposition.  
Consequently, changes in CTh were significantly different amongst the 
three groups and indicated a positive correlation with Fcr. This is concomitant 
with literature where reduced thickness of the cortical bone has been related to 
increased risk of fracture initiation (Gluer et al., 1994) and it has been 
suggested that the cortical bone supports 50% of the stresses associated with 
normal gait at the mid-neck (Bell et al., 1999; Lotz et al., 1995). However, 
whether one can predict hip fracture using only mean CTh is questionable. A 
prospective study (n=143) showed that the CTh estimates from supero-anterior 
region were the most sensitive to FN fractures while the estimates from other 
regions did not vary significantly between cases and controls (Johannesdottir 
et al., 2011). Again, this compels us to look at the local changes in geometry 
rather than observing the average values.  
The critical regions, mainly the supero-anterior and supero-posterior 
regions, predicted by both the geometry and structural analysis coincided with 
common fracture prone regions in the femur.  The main physical activity of 
the elderly, walking, results in a thin superolateral cortex and a thick 
inferomedial cortex (Lotz et al., 1995). As such, in a sideways fall on the 
trochanter, the superior cortex undergoes excessive compression load which 
increases the risk of local buckling. Therefore, in our FE analysis, we are able 
to observe the local buckling of the superior cortex as a compression load was 
applied, simulating a sideways fall in the frontal plane. In fact, due to the thin 
superolateral cortex, we observed peaks at the supero-anterior and supero-
posterior region, indicating high buckling risk (Fig. 27). We found that the 
inadequate drug treatment group showed an approximate mean BR value of 8 
and a maximum value of 10 corresponding to these peaks, where a value of 10 
and above indicates increasing susceptibility to local buckling and instability 
(Beck, 2007). Future work may include establishing a critical BR, specific for 
long bones such as femur. 
With local variations in CTh and BR, it is not surprising that effects of 
local osteoporosis at specific regions will play a more influential role than in 
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other regions. Of note is that average geometrical parameters such as Dsp, Dec 
and overall BR did not show significant differences between the adequate, 
inadequate and indefinite drug treatment groups. Averaging the geometrical 
parameters may not accurately reflect local changes because critical regions 
(i.e. cortical thinning regions) would be concealed by averaging the local 
values. Thus, this key finding emphasizes the presence of underlying structural 
changes (i.e. Fcr) that are masked by averaged measurements (Crabtree et al., 
2001). By observing each subject’s local BR individually, we were able to 
relate spikes in local BR in the supero-anterior and supero-posterior region to 
the fall in Fcr amongst the subjects from the inadequate drug treatment group. 
This indicates that these subjects either require a revision of their anti-
resorptive drug treatment or a more well-targeted exercise that would provide 
sufficient loading to the superior section of the femur.  
Lots and Hayes (1990) had showed that the combination of cross-
sectional area and density at the site of fracture produced a significant 
correlation to fracture load when tested in a fall configuration (n =12, r
2
 = 
0.93). Pulkkinen et al. (2004) reported that BMD measurements are biased by 
the thickness of the cortical shell meaning that BMD is influenced by the 
geometry of bone and concluded that the combination of BMD and 
radiological upper femur geometric properties improved the evaluation of 
bone strength.  Since bone strength is influenced by the spatial distribution of 
bone mass (Bouxsein, 2005), we believe that FE-predicted Fcr can be better 
characterized by BR. As such, our work combined the use of geometric 
analysis with FE analysis to compare the changes in local BR with the 
macroscopic change in Fcr. Changes in CTh, among other factors such as 
NSA, FNAL and FND was found to be highly sensitive to BMD and 3D FE 
analysis in a simulation study (Pisharody et al., 2008). This is in line with our 
finding where CTh was most sensitive to changes in Fcr. However, for more 
accurate fracture prediction, local changes in BR and CTh have to be 
monitored. Few studies have worked on local osteoporosis. For example, 
Poole et al. (2012) had recently utilized CTh mapping to explore local 
osteoporosis in the cortical structure of the FN in patients with and without hip 
fractures. In this study, we incorporated the use of local BR to illustrate the 
phenomenon of local osteoporosis and its implications.   
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The existence of local osteoporosis aggravates the limitation of using 
generalized parameters and necessitates patient-specific monitoring of the 
bone, especially in elderly, osteoporotic patients, where probability of hip 
fracture is high. We suggest that management of hip fracture risk should be 
targeted, not only with anti-resorptive drug treatment, but at the local 
geometric abnormalities causing instability. Individuals may need early 
assessment of their radiological scans complemented with patient-specific FE 
analysis to monitor the heterogeneity in bone geometry. By assessing local 
osteoporosis via a patient-specific analysis, a more suitable anti-resorptive 
drug treatment can be recommended and could pave the way for an improved 





5 TRIADIC RELATIONSHIP 
BETWEEN BMD, BR & FCR – 
A CORRELATIONAL STUDY 
A triadic relationship between the BMD, geometry in terms of BR and 
structural strength in terms of Fcr was examined to see if it could provide more 
significant information than dual-variable relationships which have been 
commonly studied. This project also used data from QCT scans obtained from 
the year 2008 to 2010 of females who are 50 years of age or older. QCT scans 
were generated using a GE Medical Systems Scanner (General Electric, 
Milwaukee, WI, U.S.A.) (120kVp, 219mAs, contiguous, 2.5 mm-thick slices, 
0.703 mm pixels, 512 x 512 matrix, standard reconstruction). 
5.1 Materials & Methods 
5.1.1 Study Subjects  
26 females aged 50 years and above, were analyzed in this study over a period 
of three years from 2008 to 2010. All the subjects were diagnosed 
osteoporotic/osteopenic and were administered anti-resorptive drug treatment 
(n=10 risedronate, n=10 raloxifene and n=6 ibandronate).  
 
5.1.2 QCT measurements 
The QCT-scan data were imported into commercial software, Mimics. Cutting 
planes, placed parallel to the plane of the FN, were used to cut out the neck 
region. This was followed by re-slicing, perpendicular to the plane of FN, 
where the voxel size was standardized to 0.39mm (Carpenter et al., 2011). The 
narrowest neck slice was chosen and the centroid was determined by the 
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intersection of three lines drawn across the slice. Profile rays were then drawn 
at 30 intervals, measured from the centroid of the FN slice, totalling up to 12 
rays. From each profile ray, CTh was approximated to be twice the measured 
value of the distance from the maximum HU value to half the maximum value 
while radius was taken as the distance between the centroid to the minimum 
HU value, immediately adjacent to the peak. (Carpenter et al., 2011). Mean 
CTh and mean R were obtained by averaging all the profile ray values 






















 (where n = 12) 
5.1.3 FE analysis 
FE analysis was performed using ABAQUS. The steps involved in FE analysis 
can be mainly categorized into meshing, assignment of material properties and 
application of boundary conditions. The meshed models consisted of 
approximately 50000 nodes and 15000 elements. Two discrete sets of material 
properties were assigned based on the app obtained for cortical and trabecular 
bone for each subject. app was converted to ash using a relation reported by 
Goulet et al. (1994). E and strength were then calculated from ash values 
using reported correlations for bone (Keller, 1994; Keyak et al., 1994) such 
that each subject had a unique set of cortical and trabecular values based on 
their respective mean app. Material yield and ultimate failure were assumed to 
coincide and a non-linear isotropic post-yield behaviour was adopted (Keyak, 
2001; Keyak et al., 1996). A constant Poisson’s ratio of 0.3 was assumed.  
Boundary conditions were applied to mimic a fall on the frontal plane at 10 to 
the horizontal.  Displacements were applied incrementally to nodes on the 
femoral head over an approximate 3-cm diameter region. The distal end of the 
femur was fully constrained and the greater trochanter region in contact with 
the ground during fall configuration was constrained in the direction of the 
applied load. The elements loaded on the femoral head were identified and 
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assigned an E of 20GPa and a yield strength of 200MPa to prevent element 
distortion (Keyak, 2001).  Prior to simulation, the reaction force at each node 
was obtained at each displacement increment. The reaction forces were 
summed to obtain the total reaction force at each displacement increment. The 
fracture load was obtained from the force-displacement curves as the peak 
total reaction force achieved over the displacement increments.  
 
5.1.4 Plotting Triadic Relationship 
All the predictors analyzed in this study (FN BMD, Rp, Re, CTh, BR, Fcr and 
stiffness) were adjusted for age (at 72 years) and BMI (at 25) as these 
normalized values had improved correlations than the unadjusted values. This 
is because these variables are dependent on age and BMI. In other words, the 
geometry is known to deteriorate with age and with BMI, where a higher BMI 
reflects increased loading conditions. Thus, normalizing with both age and 
BMI will negate the effects of these variables, if any, on the predictors 
analyzed.  Following the acquirement of BR and Fcr, triadic surface plots were 
rendered using MATLAB
®
 (Mathworks, Natick, United States) for each year. 
The code used to obtain the surface plots have been provided in Appendix 3. 
To illustrate the triadic nature clearly, we assumed BMD and BR to be low or 
high when they fall in the lower half (BMD < 0.75 and BR < 5.5) or upper half 
(BMD > 0.75 and BR > 5.5) regions for all three years. This is because in the 
final year, the range of BMD was between a minimum of 0.40 and a maximum 
of 1.10, while BR ranged between a minimum absolute value of 3 and a 
maximum absolute value of 8. 
 
5.1.5 Statistical Analysis 
We performed statistical analyses on both the yearly datasets (N = 26) as well 
as the pooled dataset (n = 78) in order to study the effects of drug treatment 
against the effects of aging and osteoporosis and to establish correlations 
between various predictors obtained respectively. Pooled dataset offers the 
advantage of greater statistical power when outcomes are correlated. The data 
was expressed in absolute terms as mean ± SD, before and after adjustment for 
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age and BMI. The changes from baseline year to final year were calculated as 
percentage change per year relative to baseline year measurements. The 
correlations between the predictors were assessed in terms of Spearman’s rank 
correlation coefficients (). Results were considered statistically significant at 
the value of p < 0.05.  All statistical analyses were performed with Statview 
version 9.2 (SAS Institute Inc., Cary, NC, USA).  
 
5.2 Results 
In this study, yearly changes in the predictors as well as pooled dyadic 
correlations between BMD, geometry and structure were analysed since the 
focus is on predicting Fcr as a dependent variable on independent predictors, 
BR and BMD. Group characteristics (mean and SD) for the 26 
osteopenic/osteoporotic female subjects are listed in Table 4. The mean 
differences in raw predictor values were minimal and hence the age and BMI 
adjusted values were analysed in the study. Mean BMD, BR and Fcr, after 
adjustment for age and BMI, declined at 5.2% (2.6%/year), 5.5% (2.75%/year) 
and 8.2% (4.1%/year) respectively. The decline in Ro, known as the periosteal 
radius, and inner radius (Ri), known as the endocortical radius, were similar 
(5.4% and 5.3%) respectively, together with a slightly greater decline in CTh 
(6.0%), which explains the reduction in BR. However, these small differences 
observed between mean baseline values and final year values were not 
statistically significant.  
 
5.2.1 Summary of Key Findings 
1. BMD and BR had a significant linear and increasing relationship ( = 
0.59, p < 0.0001)  
2. A statistically significant positive correlation between Fcr and BMD was 
found ( = 0.74, p < 0.0001) 
3. Fcr exhibited a weaker relationship with BR ( = 0.29, p < 0.0114) 
4. In the triadic surface plots, high Fcr values were found at the leftmost 
upper quadrant containing high BMD and low BR values 
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5.2.2 Key findings in detail 
1. BMD and BR had a significant linear and increasing relationship ( = 
0.59, p < 0.0001)  
 
Figure 29. Plots showing the dyadic relationships of predictors analysed in the study. 
[A] BMD and BR had a significant linear and increasing relationship ( = 0.59, p < 
0.0001), [B] periosteal expansion (∆Ro) across BMD was greater than endocortical 
expansion (∆Ri) and from baseline to final year, the rate of periosteal widening 
declined (-15.8%) more drastically than the rate of endocortical widening (-10.7%), 
[C] a statistically significant correlation between Fcr and BMD ( = 0.74, p < 0.0001) 
obtained and [D] the rate of increase of Fcr was greater in the final year (9.5%) across 
increasing BMD. 
Pooled correlation analysis revealed that BMD and BR had a significant linear 
and increasing relationship ( = 0.59, p < 0.0001) (Table 5). When BMD 
increases by 0.1 units, the average BR was predicted to increase by 0.5 units 
(p < 0.0001) (Fig. 29A). To understand the unexpected trend between BMD 
and BR, we explored the rate at which Ro and Ri changed from baseline to 
final year. As BMD increased, both Ro and Ri increased, with Ro increasing 
(28.3% in baseline year & 24.0% in final year) more rapidly than Ri (Fig. 
29B). The reduction in the relative rate of increase of Ro from baseline to final 
year was attributed to a greater decline (-15.8%) in the rate of increase of Ro 
than the decline (-10.7%) in the rate of increase of Ri. Due to the unmatched 
reduction in periosteal and endocortical widening, the rate of increase of CTh 




3. .A statistically significant positive correlation between Fcr and BMD was 
found ( = 0.74, p < 0.0001) 
Studying the subjects’ data overall, we found a statistically significant 
correlation between Fcr and BMD ( = 0.74, p < 0.0001) (Table 5). With an 
increase in BMD by 0.1 units, the average Fcr was predicted to increase by 
approximately 9220N (p < 0.0001) (Fig. 29C). Compared to the baseline year, 
the rate of increase of Fcr was greater in the final year (9.5%) across BMD 
(Fig. 29D), though mean Fcr had decreased (-8.2%) in the final year (Table 4).  
 
4. Fcr exhibited a weaker relationship with BR ( = 0.29, p < 0.0114) 
The pooled correlation analysis showed that Fcr was moderately correlated to 
Ro ( = 0.46, p < 0.0001) and Ri ( = 0.36, p = 0.0011) and strongly correlated 
to CT ( = 0.65, p < 0.0001) (Table 5). Ultimately, Fcr exhibited a weak, but 
significant, relationship with BR ( = 0.29, p < 0.0114).  
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Table 4. Mean (SD) values of various parameters are shown by year and for the pooled dataset.  
*Age at 72 yrs and BMI at 25. 








  2008 2009 2010 Pooled   2008 2009 2010 Pooled 
Age (Years) 65.5 (6.8) 66.5 (6.8) 67.5 (6.8) 66.5 (6.8) 
 
        3.1 
BMI  23.4 (3.3) 23.2 (3.5) 24.0 (3.4) 23.6 (3.4) 
 





0.58 (0.07) 0.57 (0.07) 0.58 (0.10) 0.57 (0.08) 
 
0.70 (0.14) 0.68 (0.16) 0.66 (0.15) 0.68 (0.15) -5.2 
Outer radius 
(Ro) (mm) 
14.01 (0.89) 14.14 (0.93) 14.02 (0.90) 14.06 (0.90) 
 
17.02 (3.46) 17.18 (4.21) 16.10 (3.28) 16.77 (3.66) -5.4 
Inner radius 
(Ri) (mm) 
10.95 (1.03) 11.00 (1.03) 10.98 (1.01) 10.98 (1.01) 
 
13.31 (2.89) 13.37 (3.45) 12.61 (2.72) 13.10 (3.01) -5.3 
CTh (mm) 3.06 (0.41) 3.14 (0.41) 3.04 (0.32) 3.08 (0.38) 
 
3.71 (0.90) 3.81 (1.01) 3.49 (0.76) 3.67 (0.89) -6.0 
BR 4.65 (0.61) 4.58 (0.62) 4.65 (0.55) 4.63 (0.59) 
 
5.67 (1.42) 5.56 (1.58) 5.36 (1.29) 5.53 (1.42) -5.5 
Fcr (N) 36656 (10049) 38871 (11776) 35132 (12263) 36886 (11359) 
 
44170 (14200) 47479 (19639) 40561 (17827) 44070 (17377) -8.2 
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Table 5. Spearman’s rank Correlation Coefficients between Various Predictors pooled over 3-years (n =78) 
 
Data obtained from univariate analysis (N = 26) pooled together over 3 years; p < 0.0001 except for underlined values, for which 
a 
p = 0.0002, 
b 
p = 0.0002, 
c 
p = 0.0011 and 
d 
p = 0.0114.  
 











CTh (mm) BR Fcr (N) 
Age (years) 1.00 0.41
a










) -0.76 -0.66 1.00 0.75 0.67 0.74 0.59 0.74 
Outer radius (Ro) (mm) -0.69 -0.87 0.75 1.00 0.98 0.78 0.91 0.46 
Inner radius (Ri) (mm) -0.65 -0.84 0.67 0.98 1.00 0.64 0.96 0.36
c
 
CTh (mm) -0.65 -0.75 0.74 0.78 0.64 1.00 0.47 0.65 
BR -0.60 -0.78 0.59 0.91 0.96 0.47 1.00 0.29
d
 
Fcr (N) -0.54 -0.41
b








5. In the triadic surface plots, high Fcr values were found at the leftmost 
upper quadrant containing high BMD and low BR values 
To illustrate the triadic nature clearly, we assumed BMD and BR to be low or 
high when they fall in the lower half (BMD < 0.75 and BR < 5.5) or upper half 
(BMD > 0.75 and BR > 5.5) regions for all three years. This is because in the 
baseline year, the range of BMD was between a minimum of 0.40 and a 
maximum of 1.10, while BR ranged between a minimum of 3 and a maximum 
of 8. Thus, the median value of BMD = 0.75 and BR = 5.5 was chosen as the 
partition limits. Relative to the baseline year, the groupings were kept 
consistent for the mid and final years for comparison purposes. Accordingly, 
the upper left region was described as the high BMD and low BR region while 
the lower right region was the low BMD and high BR region.  
Table 6. Lowest and highest Fcr values obtained 
 
Fcr was mapped as a coloured gradient, against BR and BMD, with low-to-
high values ranging from blue to red respectively (Fig. 30). Although a 
significant correlation with BR could not be achieved, the characteristic nature 
of geometry on structure was more apparent in the triadic relationship that this 
study explored. The overall pooled multiple regression model achieved was 
statistically significant (F = 51.96, p <0.0001), where the F statistic tests 
whether the effects of the independent predictors (BR and BMD) influence the 











BR Fcr (N) 
2008 0.625 5.53 23161.36 0.927 5.18 72730.58 
2009 0.480 4.63 17339.82 0.923 4.22 86661.82 
2010 0.429 5.25 16670.46 0.841 4.07 101171.78 
Average 0.511 5.14 19057.21 0.897 4.49 86854.73 
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dependent predictor (Fcr) significantly. Both the predictor variables, BR and 
BMD, were statistically significant (p < 0.05). In predicting Fcr from BR and 
BMD, the statistical relationship observed between BR and Fcr was negative (p 
< 0.05) and that of BMD and Fcr was positive (p < 0.0001).  
It was observed that in both the baseline and mid-year plots, high Fcr values 
were found at the upper left quadrant containing high BMD and low BR 
values and upper right quadrant containing high BMD and high BR values 
(Fig. 30). These high Fcr values exist for almost the whole range of BR values 
between 4.0 < BR < 8.0 and 0.75 < BMD (g/cm
2
) < 0.95 in the baseline year 
and between 4.0 < BR < 9.0 and 0.75 < BMD (g/cm
2
) < 1.5 in the mid-year. 
Instead in the final year, high Fcr values were found only in the upper left 
quadrant, where BR values were low between 4.0 < BR < 5.5 and 0.75 < BMD 
(g/cm
2
) < 1.0. Quantitatively, the highest Fcr values in all three years were 
accompanied by a relatively higher BMD and lower BR than that of the lowest 
Fcr values (Table 6). Also, on average, the highest Fcr value was attributed to a 











The main goal of this study was to characterize the 3D complexity of 
bone in terms of BMD, and BR with the use of numerically obtained Fcr since 
the use of BMD alone is not sufficient to diagnose the condition of 
osteoporosis or osteopenia.  The lack of statistical differences between the 
baseline and final year values could be due to precision errors in QCT scans 
analysed in this study but the small detectable differences obtained could be 
useful in understanding the mechanism of therapeutic intervention (Khoo et 
al., 2005). The insignificant change in geometry and structure could also mean 
that anti-resorptive drug treatment counteracted the effect of osteoporosis and 
the observed decline in mean BMD could just be a result of masked net gain 
of bone mass, accompanied by the age-related expansion of the periosteum 
(Uusi-Rasi et al., 2005).  
While it is unclear why BR increased with BMD, our finding that 
periosteal expansion (formation) was more rapid than endocortical expansion 
(resorption) across BMD in baseline year, and that the reduction in the rate of 
periosteal and endocortical expansion from baseline to final year is consistent 
with the expectations on the therapeutic effects of anti-resorptive drug 
treatment (Duan et al., 2003). Consequently, overall BR increases with BMD 
due to greater periosteal expansion that is not matched by an equal amount of 
endocortical expansion. As illustrated by Figure 31 (Beck et al., 2001; Duan et 
al., 2003), this suggests that increases in bone mineral content due to anti-
resorptive drug treatment could be deposited mostly in the periosteal region, 
since the loss in BMD in aging and osteoporosis is accompanied by a rapid 
resorption at the endocortical region, increasing the strains on the periosteum 
(Kaptoge et al., 2003). Since elderly bones with low BMD are commonly 
known to have higher BRs (Uusi-Rasi et al., 2005), this study suggests that 
geometric alterations due to increases in BMD in drug-treated osteoporotic 
patients could differ from that in untreated osteoporotic elderly patients. The 
role of anti-resorptive drug treatment may only be to slow down periosteal 
apposition and endocortical resorption, rather than stop or reverse it, since 
periosteal apposition due to aging and/or osteoporosis is inevitable (Fig. 31) 
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until and unless estrogen production ceases (Duan et al., 2003). It is also 
probable that this postulated dyadic relationship could be misleading due to 
the high variance of BR values observed at BMD values approximately greater 
than 0.8g/cm
2
. However, some studies have found that the BR at the femoral 
neck increased despite anti-resorptive drug treatment due to the increase in Ro 
(Greenspan et al., 2005; van Londen et al., 2008). This was attributed to 
precision errors in scanning procedures which is especially worst at the 
femoral neck regions (Khoo et al., 2005). With the presence of precision errors 
and the lack of clarity on where the deposition of treatment-induced bone 
mineral mass occurs, there is more reason to explore triadic relationships 
between predictors, which could reduce the influence of such uncertainties. 
As BMD increased, Fcr increased, proving that structural strength was 
inherently dependent on BMD (Cummings et al., 1993; Marshall et al., 1996) 
although it is uncertain how BMD is responsible for structural integrity 
(McCreadie & Goldstein, 2000; Schoenau et al., 2002). The inability of Fcr to 
be correlated with BR could mean that it is not possible to substitute geometry 
with FE-predicted structural strength in accessing hip fracture risk. The 
femoral neck geometry plays an important role, independent of BMD in 
determining bone strength and hip fracture risk. Previous work has also shown 
that the combination of cross-sectional area and density at the site of fracture 
produced a significant correlation to fracture load when tested in a fall 
configuration (Lotz & Hayes, 1990). Thus, combining structural strength with 
geometry could help explain bone fragility better than either alone (Khoo et 
al., 2005; Pulkkinen et al., 2004) and this further substantiates the necessity of 
exploring a triadic relationship between BMD, geometry and structural 
strength.  
The distinct regions of high Fcr values, coupled with regions of 
relatively lower BR and higher BMD values show the dependence of 
structural strength on both the spatial distribution and amount of bone mass. 
These observations cannot be achieved with dyadic relationships as the 
dependence of Fcr on BR or BMD can only be observed individually at any 
time. Also, the association obtained between BR and Fcr in a dyadic 
relationship (positive) was different from that obtained in a triadic relationship 
(negative). This could be evident that accounting for risk factors such as BMD 
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and bone geometry concomitantly could be critical in characterizing the 
variations in bone strength accurately. The adjustments of high Fcr values from 
a bigger range of BR in baseline and mid-year to a smaller range in final year 
could explain the possible geometric adaptation (improved stability) of the 
bone to anti-resorptive drug treatment.  
Despite difficulties involved in extracting information from 3D graphs, 
a surface or contour plot that displays the dependent predictor as a gradient 
map against the independent predictors could be more useful than exploring 
dyadic relationships. It remains to be seen how these findings could translate 











6.1 Strengths & Limitations 
This work has strengths and limitations. The strengths include the 
analysis of local BR values instead of averaged parameters, illustrating the 
efficacy of observing local changes in geometry. Also, the idea of 
characterizing bone with three different parameters using a triadic relationship 
is unique and has the potential of being implemented in the clinical scenario.  
The limitations of this work include the lack of FE validation. Direct 
experimental validation is important in determining the level of accuracy in 
FE modelling (Cristofolini et al., 2010). Also, the assignment of two discrete 
set of material properties could limit the accuracy of the FE results obtained 
and only one fall configuration was simulated in this FE study. Different fall 
configurations may give rise to varying Fcr values that could alter the 
observations obtained (Pinilla et al., 1996). Nevertheless, the equations 
governing the material properties and boundary conditions used in this study 
have been established once or more (Keyak, 2001). In addition, FE model 
provides best source of information on bone morphology currently and several 
studies have already illustrated the predictive ability of FE models against 
experimental values of surfaces strains (Bessho et al., 2007; Schileo et al., 
2007).  
In addition, the usage of BR has not yet been accepted wholly due to 
the fact that it is a crude underestimation of the actual BR because cortices are 
not uniform but BR assumes that they are uniform (Uusi-Rasi et al., 2005).  
Also, this work solely focused on the fractures of the FN specifically. There 
are other types of hip fractures which also have a cause for concern such as 
trochanteric and femoral shaft. This project did not take any trochanteric 
measurements or other associated geometric measurements of the femur. So 
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we cannot exclude that the assessment of the FN measurements versus 
trochanteric and femoral shaft measurements might give varying results.  
 
6.2 Future work 
More sophisticated boundary conditions such as the simulation of other 
fall configurations and contributions of complex muscular segments were not 
considered but they would be priority for future work. Other than the FN, the 
trochanter and shaft regions will be analysed to check if there would be 
differences in results obtained, relative to the FN observations. Incorporating 
soft tissue segments as well as the pelvic model may render more accurate 
results although there may be a trade-off in terms of computational time. 
Inclusion of more materials will also be considered. As this work utilized the 
expertise of FE software, ABAQUS, future work could also entail a 
comparison of the results obtained and ABAQUS and similar FE software, 
ANSYS. Larger studies are required to determine the reproducibility of the 
triadic relationship and future studies can also focus on the refinement of the 
FE method to obtain optimized results. 
The existence of local osteoporosis aggravates the limitation of using 
generalized parameters and necessitates patient-specific monitoring of the 
bone, especially in elderly, osteoporotic patients, where probability of hip 
fracture is high. Management of hip fracture risk should be targeted, not only 
with anti-resorptive drug treatment, but at the local geometric abnormalities 
causing instability. Individuals may need early assessment of their radiological 
scans complemented with patient-specific FE analysis to monitor the 
heterogeneity in bone geometry. By assessing local osteoporosis via a patient-
specific analysis, a more suitable anti-resorptive drug treatment can be 
recommended and could pave the way for an improved diagnosis of 
osteoporosis and fracture prediction. Also, a simulation approach to 
complement the use of BMD and radiological geometric properties, by 
analysing a triadic relationship between BMD, geometry and structural 
strength would help us understand the influence of one parameter on the other 
two and serve as a deeper investigation into the possibility of any existing 
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trends between the three parameters. This work will serve as a foundation to 
future studies on the phenomenon of local osteoporosis as well as the 
establishment of triadic graphic representations to holistically quantify and 
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Appendix 1. Implications of local osteoporosis on the efficacy 
of anti-resorptive drug treatment: a 3-year follow-up finite 





























Appendix 2. Improving stability of locking compression 































Appendix 3. Matlab code to generate triadic surface plots  
 














x1min = min(x1); y1min = min(y1); 





x1v = linspace(x1min, x1max, x1res); 
y1v = linspace(y1min, y1max, y1res); 













x2min = min(x2); y2min = min(y2); 





x2v = linspace(x2min, x2max, x2res); 
y2v = linspace(y2min, y2max, y2res); 













x3min = min(x3); y3min = min(y3); 





x3v = linspace(x3min, x3max, x3res); 
y3v = linspace(y3min, y3max, y3res); 








xlabel BMD; ylabel BR; zlabel Fcr; 
view(90,90); 
 
%end of matlab code 
 
 
 
