[1] Changes in the thermosphere-ionosphere system caused by high-speed streams in the solar wind, and the co-rotating interaction regions they engender, are studied using a combination of model simulations and data analysis. The magnetospheric responses to these structures and consequent ionospheric drivers are simulated using the numerical Coupled Magnetosphere-Ionosphere-Thermosphere model and the empirical Weimer 2005 model, finding that the interplanetary magnetic field (IMF) is more important than solar wind speed and density per se in controlling magnetosphere-ionosphere coupling. The NCAR Thermosphere-Ionosphere-Electrodynamics General Circulation Model is then employed to calculate neutral density, nitric oxide cooling, and electron density, for comparison to space-based measurements from the STAR instrument on the CHAMP satellite, the SABER instrument on the TIMED satellite, and GPS occultations from the COSMIC mission, respectively. The recurrent, periodic changes observed under solar minimum conditions during 2008, and particularly during the Whole Heliospheric Interval (March-April of 2008), are simulated by the model and compared to these measurements. Numerical experiments were conducted to elucidate the mechanisms of solar wind and IMF forcing, setting the solar wind speed and density to nominal values, smoothing the IMF, and also setting it to zero. The results confirm the importance of IMF variations, particularly its north-south component (B z ), but also show that when the average B z values are negative (southward), the interaction with increased solar wind speed amplifies the magnetosphere-ionosphere-thermosphere response. Conversely, during events when B z is on average positive (northward), even large increases in solar wind speed have small effects on the system.
Introduction
[2] Recurrent disturbances of the thermosphere-ionosphere system during the declining phase of solar cycle 23, and extending into solar minimum, have generated considerable attention and analysis. These disturbances occurred at frequencies associated with harmonics of the 27-day solar rotation period such as 7 days, 9 days, and 13 days. Recurrent periodicities have been observed in thermospheric neutral density [e.g., Lei et al., 2008a Lei et al., , 2008c Thayer et al., 2008; Chang et al., 2009; Qian et al., 2010; Guo et al., 2010; Burke et al., 2010; Lei et al., 2011] , cooling rate emissions [e.g., Mlynczak et al., 2008 Mlynczak et al., , 2010a Mlynczak et al., , 2010b Verkhoglyadova et al., 2011] , neutral composition [e.g., Crowley et al., 2008; Qian et al., 2010] , and ionospheric electron density [e.g., Tsurutani et al., 2006c; Kozyra et al., 2006; Lei et al., 2008d; Denton et al., 2009; Tulasi Ram et al., 2010a , 2010b Pedatella et al., 2010; Pedatella and Forbes, 2011; Pokhotelov et al., 2010; Lai et al., 2011; Verkhoglyadova et al., 2011; Wang et al., 2011] . These phenomena have been associated with "coronal holes" on the Sun, regions of "open" magnetic field that appear dark on extreme-ultraviolet (EUV) images due to their lower temperatures [Krieger et al., 1973] . These regions are the source of high-speed solar wind streams (HSS), which, when they intersect the terrestrial magnetosphere, cause geomagnetic perturbations at low-to-moderate levels of activity [Sheeley et al., 1976; Tsurutani and Gonzalez, 1987] . This periodic activity forms a population distinct from geomagnetic storms caused by coronal magnetic 1 ejections, and from sub-storms resulting from diverse solar forcing and the internal dynamics of the magnetosphere. It is a common or ubiquitous feature of the solar cycle during the declining phase and near solar minimum, as can be seen in solar wind observations during the past two cycles, and in magnetometer records extending over the last 150 years [Svalgaard and Cliver, 2007] . Several aspects of this phenomenon were particularly noteworthy during [2005] [2006] [2007] [2008] [2009] . The periodicity was often dominated by a 9-day component, associated with a solar configuration of three coronal holes [e.g., Temmer et al., 2007; Gibson et al., 2009; de Toma, 2011] . This was not particularly unusual, since this periodicity also occurred in 1976, for example [Emery et al., 2011] , but the persistence of the 9-day component in 2005 and its re-emergence in 2007-2008 was striking. The changes in measurable thermosphere and ionosphere parameters had particularly high amplitudes, indicating that the solar-driven disturbances were strong. During solar minimum, this may also have been due to anomalously low baseline thermosphere and ionosphere temperature and density caused by low levels of solar EUV radiation Woods, 2010] which increased the relative importance of geomagnetic forcing. The declining phase of solar cycle 23 was gradual, and the solar minimum was long in duration, over two years (depending on its definition), one of the longest such interludes on record, yet periodic geomagnetic disturbances persisted during most of it. But the primary reason for the high amount of current interest in the coronal hole/high-speed stream/geomagnetic disturbance chain is probably the recent confluence of solar, heliosphere, magnetosphere, ionosphere, and thermosphere measurements enabling comprehensive analysis.
[3] A simplified explanation for these effects is that increases in the speed of the solar wind changes the interaction between the interplanetary magnetic field (IMF) and the terrestrial magnetosphere, causing increased auroral activity and Joule heating in the thermosphere-ionosphere. This is exemplified by the many published plots comparing solar wind speed to geomagnetic indices and thermosphereionosphere parameters [e.g., Lei et al., 2008b, Figure 1; Thayer et al., 2008 , Figure 1, Crowley et al., 2008 Gibson et al., 2009, Figure 6; Burke et al., 2010, Figure 4 ]. However, the IMF also plays a crucial role in heliospheremagnetosphere interaction; it increases in magnitude and exhibits rapid fluctuations in direction and intensity near the boundaries between high-speed and low-speed solar wind flow. These co-rotating interaction regions [CIR] have been extensively studied [e.g., Tsurutani et al., 1995 Tsurutani et al., , 2006a Tsurutani et al., , 2006b Richardson, 2006; McPherron and Weygand, 2006] and are thought to be caused by quasi-turbulent processes accompanying the compression of the IMF near sector boundaries. At $1 AU, they are only partially developed; at greater distance from the Sun they start to form shock fronts . Thus, the term CIR is often employed by the heliospheric community to refer to a phenomenon observed well past the Earth's orbit; here we use it to refer to the precursor variations in the IMF observed near 1 AU, whether or not a shock has started to develop. Additionally, HSS are generally accompanied by wave-like "Alfvenic" fluctuations in the IMF and depressed solar wind densities, which are implicated as a source of HighIntensity Long-Duration Continuous AE Activity (HILDCAA) [Tsurutani and Gonzalez, 1987] . The frequency and intensity of IMF variations, the average direction and strength of the IMF, and the sequence of events with regard to solar wind parameter changes, could all be important in the magnetosphere-ionosphere-thermosphere chain of response .
[4] There have been a few quantitative mechanistic studies that address questions related to the relative importance of solar wind versus IMF in causing geomagnetic disturbances [e.g., Lu, 2006; Pulkkinen et al., 2007 Pulkkinen et al., , 2010 Kim et al., 2009; Lyons et al., 2009; Ilie et al., 2010; Lopez et al., 2012 Atmospheric and Solar-Terrestrial Physics, 2011] . However, several of these focus more on events driven by coronal mass ejections rather than recurrent HSS/CIR episodes, and they do not address causality with regard to thermosphere-ionosphere variables (as opposed to magnetospheric or radiation belt phenomena). The purpose of this work is to model these processes together and in isolation, in order to sort out the mechanisms as they are represented in these particular models, and to compare the results to measurements of key observables in the thermosphere-ionosphere system.
Model Descriptions
2.1. Coupled Magnetosphere-Ionosphere-Thermosphere Model
[5] The Coupled Magnetosphere-Ionosphere-Thermosphere (CMIT) model simulates the geospace environment by coupling the Lyon-Fedder-Mobarry (LFM) global magnetospheric simulation to the NCAR Thermosphere-Ionosphere-Electrodynamic General Circulation Model (TIE-GCM) [Roble et al., 1988; Richmond et al., 1992] . Electrodynamic coupling is accomplished using the MIX module . A detailed explanation of the model coupling process is given by Wiltberger et al. [2004] and Wang et al. [2004] . The LFM uses the ideal magnetohydrodynamic (MHD) equations to simulate the interaction between the solar wind and the magnetosphere with electrodynamic coupling to the ionosphere providing an important boundary condition. In order to drive the simulation, the complete MHD state vector, namely density, pressure, velocity and magnetic field, needs to be specified on the outer edge of the computational domain, which roughly corresponds to a cylinder centered on the Earth that extends 30 R E upstream and 300 R E downstream with an extent of 100 R E in the direction perpendicular to the flow. The simulations conducted here were performed at the LFM nominal resolution of 53 points in the radial direction, 24 in the azimuthal direction and 32 in the polar direction.
[6] The basis for the electrodynamic coupling is essentially the conservation of current flowing from the magnetosphere down and through the ionosphere. The ionospheric conductance is determined by the TIE-GCM, using solar and auroral ionization rates. Auroral ionization is obtained using the characteristic energy and number flux of precipitating electrons from the LFM. The details of how the MHD parameters within the LFM are transformed into these parameters are described in Wiltberger et al. [2009] . The ionospheric potential is calculated from the field-aligned current system and the ionospheric conductance , providing the LFM with a lower boundary condition, and the TIE-GCM with ion drifts and Joule heating in the polar regions of the ionosphere.
Weimer 2005 Model of Ionosphere Electric Potential
[7] High-latitude magnetospheric inputs based on the Weimer [2005a Weimer [ , 2005b electric potential model are also employed in the model simulations. This empirical model provides the polar cap electric potentials as a function of corrected geomagnetic apex latitude and longitude, given the IMF strength and direction, the solar wind speed and density, and the tilt of the Earth's magnetic dipole relative to the geocentric solar magnetic (GSM) coordinate system xz plane. The model was produced from measurements by the polarorbiting DE-2 satellite, with solar wind/IMF measurements from IMP-8 and ISEE-3. A least squares fitting was used to determine how spherical cap harmonic coefficients vary as a function of the input conditions. The size of the spherical cap that defines the low-latitude boundary of the model also varies with the IMF. For the TIE-GCM implementation, the input for the model uses measurements obtained from the OMNI database, time-shifted from the spacecraft position to the upstream magnetopause (see section 3.4). Using highresolution (one-minute integration) measurement data at every time step would introduce unrealistic fluctuations into the potential magnitude and position; the one-hour integrated data product, on the other hand, excessively smooths through some of the IMF structures. Therefore, the data are averaged over the period between 5 to 20 min prior to the model time, to account for the estimated response time and smoothing effect of magnetospheric processing, and because this interval is commensurate with the data analysis utilized to derive the model parameters.
Thermosphere-Ionosphere-Electrodynamics General Circulation Model
[8] The NCAR Thermosphere-Ionosphere-Electrodynamics General Circulation model (TIE-GCM) [Roble et al., 1988; Richmond et al., 1992 ] is a first-principles upper atmospheric general circulation model that solves the Eulerian continuity, momentum, and energy equations for the coupled thermosphere-ionosphere system [Roble et al., 1988; Richmond et al., 1992] . It uses pressure surfaces as the vertical coordinate and extends in altitude from approximately 97 km to 600 km. The normal resolution of the model is 5 in latitude and longitude, and 0.5 scale height in altitude; a 2 min time step is employed. Tidal forcing at the lower boundary was specified by the Global Scale Wave Model [Hagan et al., 2001] , and semi-annual and annual density periodicities were obtained by applying seasonal variation of the eddy diffusivity coefficient at the lower boundary [Qian et al., 2009] . Version 1.94 of the TIE-GCM is a community release of that was issued in June 2011. Further documentation of the model and its recent updates is available at http://www.hao.ucar.edu.
[9] Solar inputs to the TIE-GCM are generally derived from an extended version of the EUVAC solar proxy model [Richards et al., 1994] , using the method of Solomon and Qian [2005] to parameterize photoelectron effects. However, solar extreme-ultraviolet (EUV) irradiance and, consequently, thermospheric densities were anomalously low during the minimum period between solar cycles 23 and 24 Emmert et al., 2010; Solomon et al., 2010; Woods, 2010] . Therefore, for the model simulations performed here, the EUVAC scaling factors determining solar EUV input were derived from the Mg II core-to-wing ratio [Viereck et al., 2004 [Viereck et al., , 2010 ], using the method described by Solomon et al. [2011] . This produces reasonable agreement with global mean thermospheric neutral density during 2008, as shown in that paper.
[10] High latitude inputs due to magnetospheric forcing consist of an applied electric potential pattern and an auroral precipitation oval. The TIE-GCM has for many years used the Heelis et al. [1982] empirical specification of magnetospheric potential in the ionosphere, which is parameterized by the geomagnetic K p index. The auroral precipitation that accompanies this is specified using the formulation described by Roble and Ridley [1987] based on the estimated hemispheric power of precipitating electrons. The empirical estimate of this power as it depends on K p has been increased from the original formulation by an approximate factor of two for high K p , based on results obtained by Zhang and Paxton [2008] from the Global Ultraviolet Imager (GUVI) on the TIMED satellite. These results give a Hemispheric power of, for example, $40 GW at K p = 3, increasing to $150 GW at K p = 7. When the Weimer 2005 convection pattern is used, Hemispheric Power is calculated as a function of B z and the solar wind speed , adjusted to match GUVI calculations by multiplying the Emery et al. formula by a factor of two. The precipitation oval size is derived from the Weimer 2005 potential pattern convection radius, so that precipitation oval aligns with the potential peaks for all values of the inputs.
[11] The TIE-GCM obtains a self-consistent solution to the low-latitude ionospheric electrodynamo driven by conductances and neutral dynamics, using the method of Richmond et al. [1992] , and the International Geomagnetic Reference Field formulated in Apex coordinates [Richmond, 1995] . It is necessary to merge the electric potential thus obtained with the externally imposed potential within each polar cap, which has been accomplished in the past by constraining the electrodynamo solution within the range 60 to 75 magnetic latitude to approach the predefined model using a linear crossover parameter. Because the Weimer 2005 potential pattern is somewhat larger in radius, and more variable, than the Heelis pattern, particularly in response to high solar wind speeds, these static crossover boundaries proved insufficient. Therefore, TIE-GCM v. 1.94 changes the static crossover boundaries to latitudes that vary dynamically with the size of the magnetospheric potential pattern. For both high-latitude models, the cross over range occurs over a 15 range of magnetic latitude starting 5 equatorward of the convection radius boundary. For the Weimer 2005 model, the convection radius is defined as half of the zero-potential radius; for the Heelis model, it is obtained by locating the highest absolute value of the potential as a function of magnetic latitude. In both cases, these calculations are actually made in "auroral coordinates," which are simply magnetic coordinates displaced from the magnetic pole by the distance between the pole and the center of the convection pattern (and auroral oval).
3. Data Sources inclination, thus providing neutral mass density measurements spanning nearly all latitudes [Reigber et al., 2002] . Densities were obtained from the accelerometer measurements by Sutton et al. [2005 Sutton et al. [ , 2006 Sutton et al. [ , 2007 . The measured densities at satellite altitudes are normalized to a constant altitude of 400 km using the NRLMSISE00 empirical model [Picone et al., 2002] , which is necessary to compensate for the effect of small changes in the satellite altitude.
Nitric Oxide Cooling Rates From TIMED/SABER
[13] The Sounding of the Atmosphere using Broadband Emission Radiometry (SABER) instrument monitors the thermospheric energy budget by measuring infrared emissions from nitric oxide (NO) at 5.3 mm and from CO 2 at 15 mm [Mlynczak, 1997; Russell et al., 1999] . SABER obtains vertical profiles of NO emission rates in W m À3 using limb scans from 400 km tangent height down to $20 km in equivalent height. Approximately 1600 globally distributed vertical profiles are recorded each day. The global power of the NO cooling rates is obtained by vertically integrating the corresponding emissions, sorting them into 5 latitude bins, and then summing over area-weighted latitude bins. Altitude range of the vertical integration is chosen from 100 km to 200 km since emissions outside of that altitude range account for only a small fraction of the total global power radiated by the thermosphere . The error estimation of NO cooling measured by SABER is $15% [Mlynczak et al., 2010a [Mlynczak et al., , 2010b .
Electron Density Observations by the COSMIC Mission
[14] Ionospheric parameters are obtained from the Constellation Observing System for Meteorology, Ionosphere, and Climate (COSMIC) [Rocken et al., 2000; Schreiner et al., 2007; Anthes, 2011] . Over 2000 measurements are made daily, encompassing the entire globe. Line-of-sight total electron content were obtained from radio occultation of GPS satellite signals, and inverted to obtain electron density profiles [Syndergaard, 2002; Lei et al., 2007] . The peak density N m F 2 and height h m F 2 of the F 2 -region ionosphere were then obtained from each profile. These were assigned to a particular magnetic latitude bin using the Apex geomagnetic coordinate system [Richmond, 1995] . Daily median values for the daytime interval between 9 and 15 local solar time were then calculated for each bin for each day. The observational frequency is sufficient to enable the calculation of global medians for zonal means, but it is not enough to provide detailed longitudinal information.
Solar Wind and IMF Parameters From the ACE Spacecraft
[15] The models described in section 2 are driven by solar wind and IMF inputs obtained by the Solar Wind Electron Proton Alpha Monitor (SWEPAM) and Magnetic Field Experiment (MAG) instruments on the Advanced Composition Explorer (ACE) spacecraft, positioned between the Earth and Sun near the first libration point (L1) since 1997 [Stone et al., 1998; McComas et al., 1998; Smith et al., 1998 ]. The data are transformed to GSM coordinates and time-shifted (using the solar wind velocity measurement) to the location of the Earth's upstream magnetopause by the OMNI database [King and Papitashvili, 2005] . One-minute sampling is employed for input to the CMIT model; fifteenminute averages are used in the Weimer 2005 model, as described in section 2.2 above.
Comparison of Model Simulations With Observations
[16] Recent work has demonstrated reasonable correspondence between the data and models described above during the declining phase of solar cycle 23, and the minimum between cycles 23 and 24 ; Solomon et al., 2010 Solomon et al., , 2011 Wang et al., 2011; Burns et al., 2012; Wiltberger et al., 2012] . In this work, a mechanistic analysis of the causes of magnetosphere-ionosphere-thermosphere changes is performed, using a series of model simulations. The specific questions we wish to address are: to what extent are solar wind speed and density variations alone capable of driving the observed changes in the thermosphereionosphere; how important are rapid fluctuations (on a scale of hours) in the IMF in causing these changes; how important is the average (on a scale of days) orientation of the IMF in modulating the effects; and what interactions between these drivers are significant?
[17] The general period selected for analysis is during the first half of 2008, when solar EUV irradiance had reached very low levels, but recurrent moderate-level geomagnetic activity persisted. The Whole Heliosphere Interval (WHI) occurred during that time, consisting of observational and analysis campaigns resulting in a comparatively wellexamined example of HSS/CIR phenomena [e.g., Gibson et al., 2011; Thompson et al., 2011] . The WHI consisted of Carrington rotation 2068, extending from 20 March 2008 to 16 April 2008 (day 80 to 107 of 2008). Three HSS/CIR events occurred during that time (one coming right at the end of the interval) and the diversity of phenomena was noteworthy. For purposes of comparing forcing mechanisms in the CMIT and Weimer 2005 models, the first two events were simulated with runs commencing on day 80 of 2008 and extending to day 105. Three simulations were conducted using each model: one using solar wind and IMF data as measured by the ACE spacecraft, a second with the effects of the solar wind "turned off" by setting its velocity to a nominal 400 km s À1 in the GSM x direction and its density to a nominal 4 cm À3 while using the observed IMF values, and a third with the effects of rapid fluctuations in the IMF removed by replacing its measured y and z components with their 72-h running centered mean values while using the observed solar wind parameters. The choice of this smoothed input is essentially arbitrary, and was selected simply to assure that the short-period variability in the IMF was removed while preserving the gross changes (on a scale of days) in the IMF morphology. The resulting time series of cross-polar-cap potential (CPCP) for the northern hemispheres of the two models are shown in Figure 1 , together with the solar wind and IMF parameters driving the simulations. The CPCP, essentially the difference between the maximum and minimum potential calculated by the models in the auroral zone, is a key parameter for thermosphereionosphere forcing, because it controls Joule heating due to imposed ion motions relative to the neutral gas. The nominal runs are shown in black, the runs without solar wind variation in red, and the runs with smoothed IMF in blue. The CMIT model yields generally higher values for the CPCP than the empirical Weimer 2005 model, particularly at moderate-to- À1 and density set to 4 cm À3 . Blue: results for the IMF y and z components smoothed using a running 72-h centered mean. (The CMIT runs for these latter two cases were started at the beginning of day 85.) high levels of activity, which is a well-known feature of theoretical MHD models in general and the LFM in particular. However, their morphology is generally similar, and the predominant effect of the IMF z component (B z ) is apparent. The difference between the runs with and without solar wind variation are small in both models, but does become significant during the HSS segment of the events, e.g., day 87-89. The initial density pulse has scant effect on either model; changes in model responses only occurred following the southward turning of the IMF. Conversely, the runs with smoothed IMF show much lower, and less variable, CPCP. However, here there is a notable difference between the two events. The first yields a modest enhancement of the CPCP during the HSS, while the second does not. The explanation appears to be in the slowly changing component of B z , which is southward for the first event and northward for the second, presumably due to the global undulations of the heliospheric current sheet. Even though the amplitude of the difference is just a few nT, the effect is large. Thus, we have an indication that the solar wind speed can be significant for the ionospheric potential, if it is combined with southward B z .
[18] The correspondence between these simulations lends confidence to the ability of the empirically derived Weimer 2005 model to capture the key features of solar wind and IMF forcing for use in driving the TIE-GCM. Since this model configuration is much more economical than CMIT, it is appropriate for runs extending over multiple solar rotations or even several years. Therefore, the simulations and data comparisons shown below utilize the TIE-GCM with Weimer 2005 electric potential applied, derived from ACE data as processed by the OMNI database. In Figure 2a , thermospheric neutral density at 400 km measured by the STAR accelerometers on the CHAMP satellite is compared with TIE-GCM simulations for the first half of 2008. CHAMP observations from the ascending node are employed. The local time of the orbit changes over the course of the period, so the local solar time of the ascending node at the equator is also plotted. Neutral mass density at the time and position of the satellite is extracted from the TIE-GCM, thus, the model results shown in Figure 2b are essentially simulations of the thermosphere as the satellite flies through it. Figure 2c displays the result of a simulation with solar wind variation turned off (as in the redline case from Figure 1 ), and Figure 2d shows the result of a simulation with the IMF smoothed (as in the blue-line case from Figure 1 ). In addition, a simulation with the effects of the IMF entirely eliminated by setting B y and B z to zero is displayed in Figure 2e . The model with full solar wind and IMF forcing does a reasonable job of capturing the density variation and its latitudinal structure. The recurrent density increases are stronger at high latitude but global in nature. This global response is caused by the interaction of energy deposition in the auroral region and the changes induced in the thermospheric neutral wind system. At high latitude, temperature increases caused by Joule heating increase density, but the dynamical response to this heating increases the molecular composition of the upper thermosphere at high latitude, while increasing the atomic composition at middle and low latitude, causing density increases far from the source of the heating while attenuating somewhat the auroral region response [Crowley et al., 2008; Qian et al., 2010] . As expected from the results shown in Figure 1 , the run with no solar wind variation is not too different. However, for some events, the run with smoothed IMF captures as much or more density variation. With the IMF entirely turned off, the response is expectedly weak. What is noteworthy here is how different the density response is to the various events, and also how the red-line (c) case differs from the blue-line (d) case from one event to another. In particular, the first of the WHI events has a large response, even with smoothed IMF. To examine this in more detail, the same data and model simulations are plotted for the WHI in Figure 3 . This figure is structured the same as Figure 2 , with the measurements in the top panel and the four model simulations underneath. The difference between the first two events is remarkable; it would have been difficult to guess this from a cursory examination of the data shown in Figure 1 . The driving is much more sporadic in the second event, and the time-integrated CPCP is lower, even though v and B z reached values similar to the first. The explanation appears to be that the average IMF is northward during this period, which precludes significant amplification by the solar wind speed effects. This is apparent in the blue-line (d) simulation, where hardly any density response is seen near day 96, in contrast to the data and the full simulation, but similar to the simulation with the IMF set to zero. Neutral mass density responds mostly to Joule heating during geomagnetically active periods, with heating by direct auroral precipitation playing a much smaller role. By contrast, variation in the thermospheric cooling rate is mostly controlled by nitric oxide (NO) cooling through collisions with atomic oxygen, and consequent excitation and radiation. This rate changes with temperature and with atomic oxygen density, but largely responds to the extremely variable NO density, which is prolifically generated by auroral precipitation. Thus, observations of NO cooling are of value both for verifying the auroral precipitation parameterization used in the model, and to understand the recovery from magnetospherically driven heating. In Figure 4 , the daily zonal mean NO cooling rate as a function of latitude, measured by the SABER instrument on the TIMED satellite, is compared to model simulations in a fashion similar to Figure 2 . The white regions in Figure 4a are those not observed by SABER due to the precession cycle of the satellite. In these comparisons, the red-line (c) simulations with no solar wind variation are closer to the data than the blue-line (d) simulations with smoothed IMF, with the notable exception, again, of the first event of the WHI period. This is seen in more detail in Figure 5 , where the same data and simulations are shown for days 80-105. Again, the response to the second WHI event is extremely weak for the smoothed-IMF case, since the auroral precipitation parameterization is as strongly influenced by B z as the ionospheric potential. For all events, the simulation with zero IMF continues to show very little response.
[19] Finally, the response of the F-region ionosphere is examined in Figures 6 and 7 . The daily zonal median value of N m F 2 derived from COSMIC observations (see section 3.3) is compared to the same set of model runs used for the neutral density and NO cooling rate comparisons. While the neutral density responds primarily to Joule heating, and the NO cooling rate primarily to auroral precipitation, the electron density is influenced by changes to the global ionospheric electric field in addition to heating and composition effects. Changes in N m F 2 from these moderate disturbances are not large, but are discernible, in the observations and simulations. The response to the first WHI event on day 86 was the largest electron density perturbation during 2008, and occurred at all latitudes. The model approximately replicates the observed increases of N m F 2 at low-latitudes, accompanied by modest decreases of N m F 2 at midlatitudes, following the CIR event. This pattern appears to be a common feature of the ionospheric response to this type of forcing [e.g., Tulasi Ram et al., 2010a , 2010b .
Conclusions
[20] Although many HSS/CIR events seem superficially similar, the thermosphere-ionosphere response is diverse. In general, the CIR has a greater impact on thermosphereionosphere parameters than the HSS [e.g., Tsurutani et al., 2006a] , but the solar wind speed subsequent to the CIR can have an amplifying effect, particularly when B z is predominantly southward, providing a component of the IMF in opposition to the terrestrial magnetic field, which enhances the reconnection rate and the intensity of the magnetosphere-ionosphere current system. The first two events during the WHI, commencing on days 86 and 95 of 2008, provide a good example of this. From a cursory inspection, the IMF and solar wind parameters appear to be quite similar for these two events, but the first had a much stronger measured impact, particularly on neutral density. The explanation is that B z was predominantly southward during the first but predominantly northward during the second . (This is shown by the blue line in Figure 1. ) Consequently, the model simulations using the smoothed magnetic field show almost no response in any of the simulated parameters to the second event. Similarly, the events commencing on days 5, 32, 59, 86, and 114, and 142 caused the largest global neutral density increases and the largest midlatitude electron density depletions during the first half of 2008, even though they were not the strongest in IMF or solar wind speed, because B z was predominantly southward during the CIR and the subsequent HSS. These events occurred at $27 day intervals, corresponding to fairly repeatable sector boundaries in the heliospheric current sheet. This may also explain why the 27-day periodicity of many thermosphere-ionosphere observables continued to dominate over its harmonics during 2005-2008, even as solar irradiance variation essentially ceased.
[21] Mechanistic simulations isolating the driving mechanisms show that B z has the most effect on thermosphereionosphere parameters. B y is also known to be important with regard to the morphology of the high-latitude potential, but the second most effective parameter is still the solar wind velocity, at least during times when it is activated by southward B z . This is basically the effect of the interplanetary electric field, and can be captured by coupling functions based on solar wind and IMF parameters [e.g., Newell et al., 2007] . It is remarkable that just a few nT in average B z can have such a differential effect on CPCP, and subsequently on the thermosphere-ionosphere, when the wind speed is elevated. The initial density spike has a small effect, and subsequent fluctuations in the IMF are consequential primarily when they bring B z into the southward direction, which occurs with greater frequency and duration when the average B z is south. Conversely, if B z is predominantly north, the occasional southward spike has a limited effect on thermosphereionosphere response, because the integrated energy input is smaller. There is a morphological similarity between solar wind speed alone and thermosphere-ionosphere response, but the correlation between them is due more to the magnitude of IMF fluctuations embedded in the HSS than to the solar wind speed itself, according to these simulations. Using smoothed IMF to eliminate fluctuations has the likely consequence of reducing the TIE-GCM density response for days 95-105 (when Bz is predominantly north), compared to smoothing the Weimer potential patterns in some way. We will investigate this in future studies.
[22] The CMIT and Weimer 2005 models generate CPCP in similar patterns responding to these drivers, although the magnitude of the CMIT potential is unrealistically high during the more disturbed periods. The TIE-GCM, using Weimer potentials, generates simulations of thermosphereionosphere parameters that are quite realistic, but with a few noted issues. The model neutral densities are a little slow to recover in comparison to measurements, and the NO cooling rate enhancements also appear to extend longer during the ramp-down phase of the HSS. The former may be due to other cooling rates in the model, while the latter is more likely to be caused by the NO auroral generation function and chemical lifetime. Because the model also does a good job in predicting which streams will have the most effect on neutral density, this indicates that Weimer 2005 is generating CPCP, and consequently Joule heating, in a realistic manner.
[23] There are some implications stemming from these studies with regard to the implications for the prospects of forecasting HSS/CIR events. They have exploitable periodicities, and are in principal tractable problems from a solar-heliospheric modeling point of view. However, models cannot yet generate CIRs from first principles, because they are below the grid resolution of even the most ambitious simulations. This problem can be surmounted using the approach of simply inserting typical oscillations into stream interfaces (e.g., McGregor et al., submitted manuscript, 2011) , because the quasi-turbulent nature of the CIR phenomena and the sluggish aspects of the thermosphere-ionosphere response means that the specific timing and details of the IMF fluctuations are relatively unimportant. But it is still crucial to get the gross morphology and timing of the IMF right in order to predict whether there will be a significant thermosphereionosphere response, which requires an accurate specification of small undulations of the heliospheric current sheet. This can be difficult, due to the unfortunate location of the current sheet, typically in relatively close proximity to the ecliptic. Although heliospheric modeling thus embraces substantial challenges, further progress in quantifying thermosphere-ionosphere dynamics will depend mostly on incremental improvements in model specifications through comparison with global-scale data sets.
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