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 2 
EXECUTIVE SUMMARY 
 
The sixth project of the Network for Evaluating Structural Integrity (NESC-VI) 
deals with the fracture mechanics analysis of a set of 3 tests on beam specimens 
with simulated sub-surface flaws, which were performed by NRI Řež plc for the 
PHARE project “WWER Cladded Reactor Pressure Vessel Integrity Evaluation 
(with Respect to PTS Events)”.  The objectives were as follows: 
• to assess the capability to predict whether the cracks propagating into the 
cladding arrest or cause full fracture, and  
• to assess the capability to predict the location of first initiation: near-surface or 
deep crack tip. 
 
The project was launched in December 2006 and completed in March 2009. It 
brought together a group of 10 organisations from NESC to perform comparative 
analyses of selected tests, based on a comprehensive data-pack prepared by NRI. 
The investigations focussed almost exclusively on assessing the capability to 
predict the location of first initiation. The main results are as follows:  
• Comparison of analyses performed by individual partners showed that the FE 
simulations produced consistent predictions of the observed force vs. load-line 
displacement (or crack mouth opening displacement) behaviour. However the 
differences in predicted crack tip stress intensity, KJ, as a function of applied 
loading were greater than those found in similar intercomparisons made as part 
of previous NESC projects. This underlines the importance of periodically 
performing such exercises.  
• The influence of two modelling factors on KJ was clearly established: firstly 
for this type of specimen, for which the clad makes up almost 12% of the 
cross-section, the associated residual stresses have a significant effect in 
reducing KJ values and therefore need to be considered in "best-estimate" 
analysis. The second concerns the use of 2-D or 3-D models: in this case the 
2D FE models underestimated KJ values and are considered non-conservative. 
• For this combination of test specimen geometry and flaw, constraint loss is 
expected at the near-surface tip. A range of constraint parameters were 
evaluated (elastic T-stress, elastic-plastic T-stress and Q) to confirm this. 
However only in two cases these were used in quantitative analyses: constraint-
modified FAD and KIeff, both using elastic T-stress. These indicate that fracture 
is likely to initiate at lower (deep) tip, which is consistent with the limited 
high-speed video camera evidence. In general more systematic application of 
2-parameter approaches is needed. 
• Both local approach models predicted initiation of cleavage fracture first from 
the lower crack front for medium and higher loads.  
 
Concerning the capability to predict whether the cracks propagating into the 
cladding arrest or cause full fracture, the two analyses performed indicate that 
when the load at first pop-in is low, crack arrest in the clad can be correctly 
predicted on the basis of the J-R curve, but that further work is needed to ensure 
the reliability of such approaches over the full load range.  
 
  
 
 
 3 
ABBREVIATIONS AND SYMBOLS 
 
ASTM  American Society for Testing and Materials 
BM  Base Metal 
°C  Degree Celsius 
CMOD Crack Mouth Opening Displacement 
EDM   Electro-Discharge Machining 
FAD  Failure Assessment Diagram 
FE  Finite Element 
LA  Local Approach 
LLD  Load Line Displacement 
MC  Master Curve 
NESC   Network for Evaluating Structural Components 
NPP  Nuclear Power Plant 
PTS  Pressurized Thermal Shock 
RPV  Reactor Pressure Vessel 
PWR   Pressurised Water Reactor 
SSY  Small Scale Yielding 
WWER Russian-design Water-Water Energetic Reactor 
a  crack depth 
∆a  amount of crack growth 
ε   strain 
E  Young’s modulus 
KJ elastic-plastic equivalent stress intensity factor or crack driving 
force (calculated from J) 
KIc  linear-elastic plane-strain fracture toughness 
J  J-integral 
ν  Poisson’s ratio 
σ  stress 
σ  standard deviation for T0 
σy   yield strength 
σ0  yield strength 
σf  flow stress 
σw  Weibull stress 
σu  parameter of Weibull distribution (scaling stress) 
σw,min  minimum Weibull stress for cleavage fracture 
F  total force 
m  Weibull modulus 
M  moment 
Q, QH  crack tip constraint parameters 
Rp0.2%  yield strength 
Rm  tensile ultimate strength 
T  T-stress 
T  specimen temperature 
T0  Master Curve reference temperature 
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1 INTRODUCTION 
 
The sixth project of the Network for Evaluating Structural Integrity (NESC-VI) 
deals with the fracture mechanics analysis of a set of 3 tests on beam specimens 
with simulated sub-surface flaws, which were performed by NRI Řež plc for the 
PHARE project “WWER Cladded Reactor Pressure Vessel Integrity Evaluation 
(with Respect to PTS Events)”.  The objectives were as follows: 
(1) to assess the capability to predict whether the cracks propagating into the 
cladding arrest or cause full fracture, and  
(2) to assess the capability to predict the location of first initiation: near-surface or 
deep crack tip. 
The project was launched in December 2006 and completed in March 2009. It 
brought together a group of 10 organisations from NESC to perform comparative 
analyses of selected tests, based on a comprehensive data-pack prepared by NRI. 
This report provides a summary of the work performed and the main findings. 
 
 
2 PROJECT BACKGROUND  
 
2.1 Fracture Mechanics Issues for Sub-Clad Flaws  
 
For light water reactors the integrity of the Reactor Pressure Vessel (RPV) has to 
be demonstrated for severe overcooling transients, considering also that crack-like 
flaws could be present in the vessel wall [1].  For safety assessment purposes such 
postulated flaws are generally assumed to be surface breaking, located on the 
inner clad surface and of semi-elliptical form. Studies on actual defect 
distributions indicate that actual RPV flaws, if present at all, are more likely to be 
sub-surface [2]. This has prompted a series of studies aimed at optimising the 
fracture mechanics procedures for evaluating brittle fracture initiation at such 
flaws. Such procedures need however to be properly validated against 
experimental data, and while several previous NESC projects have included sub-
clad flaws, NESC-VI focuses on the role played by the stainless cladding at the 
inner surface of a WWER-type vessel if fracture were to initiate at a postulated 
sub-surface flaw.  
 
2.2 PHARE Project “WWER Cladded Reactor Pressure Vessel 
Integrity Evaluation (with Respect to PTS Events)” 
 
The objective was to prepare and validate, through adequate experiments, a 
procedure for the integrity evaluation of WWER reactor pressure vessels with the 
presence of austenitic cladding, mainly with respect to PTS events. One of the 
main activities was a series of 11 semi-large scale experiments on specimens 
containing underclad (embedded) cracks, performed at NRI Řež over the period 
2005/6. The goal was to determine fracture properties of RPV samples with 
cladding and to select proper failure criteria to be used in RPV integrity 
evaluation. Initially the project reports were confidential to the project 
participants, although selected results have recently been presented in 
international conferences [3], [4], [5], [6]. 
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2.3 The NESC Network 
 
The Network for Evaluating Structural Components (NESC) was launched in 
1992 to promote and manage collaborative international projects that focus on 
validating the entire process of structural integrity assessment. NESC has worked 
over the last 10 years to: 
• create an international network to undertake collaborative projects capable of 
validating the entire structural integrity process; 
• support development of best practices and the harmonisation of standards; 
• improve codes and standards for structural integrity assessment and to transfer 
the  technology to industrial applications. 
The network [7] brings together some 30 operators, manufacturers, regulators, 
service companies and R&D organisations in semi-scale experimental projects. It 
is operated by the European Commission's Joint Research Centre (JRC) as part of 
a family of European networks [8]. Table 1 lists the main projects. NESC-VI is 
the final project run by NESC as an independent network, and future activities 
will be performed as part of the NULIFE network of excellence [9]. 
 
In NESC the set of coordinated experimental and analytical studies making up 
each project were funded primarily through so-called “in-kind” contributions, 
whereby participating organisations contribute work and are then entitled to have 
access to the contributions of others to any given project. Members have also 
benefited from the shared cost actions of the European Commission’s Research 
Framework Programmes and in many cases these small dedicated research 
projects were pilot or seed projects for subsequent larger network-supported 
actions.  
Table 1 NESC Network Projects. 
Project  Benchmark Test(s) Duration 
NESC-I Spinning cylinder [10] Spinning cylinder pressurised thermal 
shock (PTS) test performed by AEA 
Technology in March 1997 (main test 
sponsor HSE) 
1993-2001 
NESC-II Brittle crack initiation, 
propagation and arrest of 
shallow cracks in a clad vessel 
under PTS loading [11] 
Two PTS tests on cylinders with 
shallow cracks performed by MPA 
Stuttgart in 2000/2001 
1999-2003 
NESC-III Integrity of dissimilar 
metal welds [12] 
Large-scale test on a dissimilar weld 
pipe assembly (performed by EDF, as 
part of ADIMEW) 
2001-2006 
NESC-IV [13] Investigation of 
the transferability of Master 
Curve technology to shallow 
flaws in reactor pressure vessel 
applications  
Biaxial bend tests on large cruciform-
type test pieces with surface semi-
elliptic defects and uniaxial bend tests 
on beams with sub-surface flaws 
(performed by ORNL) 
2001-2006 
NESC-TF Thermal Fatigue [14] Database of thermal fatigue data for 
operating components and mock-ups 
2003 - 2006 
NESC-VI  Analysis of the NRI PHARE 
embedded flaw tests 
2006-2009 
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2.4 NESC-VI Objectives and Organisation 
 
The project objectives were as follows: 
(1) to assess the capability to predict whether the cracks propagating into the 
cladding arrest or cause full fracture, and  
(2) to assess the capability to predict the location of first initiation: near-surface or 
deep crack tip. 
The work was launched in December 2006 with the release of the data-pack [15] 
and completed in March 2009. Table 2 shows the project milestones and schedule. 
Ten organisations took part, as listed in Table 3. Their main tasks were to perform 
comparative analyses of the three selected tests, based on the data prepared by 
NRI. The project relied on in-kind i.e. un-funded, contributions, following the 
established system for NESC network projects. The project leadership was 
provided by NRI, while the JRC, as NESC Operating Agent, coordinated the 
work. Progress was reported to the 6-monthly NESC Steering Committee 
meetings, who also have final approval of all documents released by the network. 
The documentation including minutes of meetings, test results, analyses and the 
main reports are stored in the NESC archive and are available electronically via 
the JRC’s DOMA site: http://odin.jrc.nl/doma.  
 
Table 2 Milestones in the NESC-VI Project. 
Date Event/Action 
 2005 PHARE Tests 
 December 2006 NESC-VI Launch 
 2006 Distribution of Data-Packs 
November 2007 Progress Meeting 
July 2008 Draft Report 
December 2008 Report Approved by NULIFE Steering Committee 
 
Table 3 Participating organisations. 
Organisation 
AREVA NP GmbH, Germany 
Bay Zoltan Foundation, Institute for Applied Logistics, Hungary 
British Energy Ltd. 
European Commission, Joint Research Centre, Institute for Energy 
Fraunhofer Institut für Werkstoffmechanik, Germany 
Inspecta Technology AB, Sweden 
Nuclear Research Institute Řež plc, Czech Republic 
ORNL, USA 
Tractebel, Belgium 
VTT, Finland 
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3 THE PHARE EMBEDDED FLAW TESTS 
 
3.1 Test Materials 
  
To be representative of WWER-440 reactor pressure vessels, archive material 
from a decommissioned reactor pressure vessel was chosen. The base metal (BM) 
and the cladding had both been manufactured with the same technology as used 
for the vessels in Dukovany NPP. Blocks with dimensions of approximately 
500 mm x 1000 mm were mechanically cut from the vessel; taking also the full 
thickness of the austenitic cladding. The blocks were then heat treated by a special 
procedure to obtain a similar degree of embrittlement (defined by the ductile-to-
brittle transition temperature) as an RPV at the end of its design lifetime. 
 
3.1.1 Tensile properties 
For both the thermally treated (aged) BM and cladding, three tensile tests at room 
temperature were performed on small round tensile specimens with diameter 4 
mm. Results obtained from one selected tensile test (for each of the two materials) 
were mathematically treated to obtain the true stress - true plastic strain curve, see 
Figure 1 and Figure 2. The elastic and strength properties are summarized in Table 4: 
 
Table 4 Mechanical properties of the aged base and clad materials. 
Material E 
GPa 
υ Rp0.2 
MPa 
Rm 
MPa 
Aged BM 211 0.3 887.8 984.1 
Aged cladding 162 0.3 337.9 593.9 
 
3.1.2 Fracture Toughness 
The master curve reference temperature T0 was determined for aged BM, based on 
samples taken from two locations: 3 mm below BM–cladding interface and 18 
mm below BM–cladding interface. Pre-cracked Charpy specimens loaded by 
three-point-bending were used. The respective T0 values together with their 
standard deviations as determined according to ASTM-1921 are: 
 at 3 mm below the interface: T0 = 22.8 °C, σ = 5.4 °C 
 at 18 mm below the interface:  T0 = 19.0 °C, σ = 5.7 °C 
 
3.1.3 J-R curves for the cladding 
The J-R curves were determined both for the 1st and the 2nd layer of the cladding 
(ss-1 and ss-2). Three specimens were tested for each layer. The following lower 
bound curves were established: 
 for the 1st layer: J = 590.da0,5  
 for the 2nd layer: J = 180.da0,7  
where da is in mm, J is in kJ.m-2. 
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Figure 1 True stress-strain curve at RT for artificially aged base metal. 
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Figure 2 Tensile properties for thermally treated cladding at RT. 
 
 
3.1.4 Residual Stresses 
The beam thinning method was applied to measure the residual stresses in the 
specimens. This consists in step-by-step milling of layers of material from one 
side of a beam specimen, while on the other side a strain gauge is installed; after 
cutting-off of any individual layer, strain (in longitudinal direction of the 
specimen) is measured. A formula taken from literature for calculation of residual 
stresses in the positions of individual layers based on measured strains and 
Young’s modulus was applied after the measurement. The method can only 
measure the component of stress oriented in the same direction as the specimen 
length. 
 
The dimensions of the specimens used for measurement of residual stress were 
200x10x35 mm (35 mm was the total thickness, of which 10 mm was cladding 
and 25 mm base material). The cutting-off process started on the upper cladding 
surface and continued towards the bottom (base material) surface of the specimen. 
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Specimens for two material states were tested: as-received (directly taken from the 
RPV) and artificially aged (by quenching and tempering); the latter was used for 
semi-scale fracture tests. Specimens of two orientations were manufactured from 
both blocks: axial and circumferential with respect to vessel wall. Due to the  
circumferential direction of the austenitic cladding welding process, the specimen 
with axial orientation was used for determination of the transversal residual stress 
(with respect to cladding bands), while the specimen with circumferential 
orientation was used for determination of the longitudinal residual stress (with 
respect to cladding bands).  
 
Combining these possibilities, four types of specimens were used (as received and 
aged conditions, axial and circumferential orientations). For each, four specimens 
were tested, the results averaged and finally the average residual stress variation 
over specimen width was obtained (Figure 3). 
 
   
-200
-150
-100
-50
0
50
100
150
200
0 10 20 30 40
distance from upper specimen surface  [mm]
σi [MPa]
as received, circumferential as received, axial
aged, circumferential aged, axial
elastic FE, axial (Tsf=350)
 
Figure 3 Variation of measured residual stresses near BM-cladding material interface  
(for comparison, the FE result for a stress free temperature of 350oC is included). 
 
3.2 Embedded Flaw Specimens 
 
The test beams for four-point bending had cross-section nominal dimensions of 40 
x 85 mm, including cladding. The design and loading arrangement is shown 
schematically in Figure 4. Inserts from archive materials with the length of 200 
mm were welded together with the arms to obtain a final required length of 670 
mm. Two types of sub-surface through-crack geometries were tested: 
• “Normal" specimens with a crack height of 15 mm and with the upper tip 
located 3 mm under the interface between the cladding and the base material 
(Figure 5a). Both crack tips were fatigue sharpened. The specimen codes were 
1E2, 1E3, 1E4, 1E5, 1E9, 1E10, 1E11 and 1E12. 
  
 
 
 10 
• So-called “abnormal” specimens with sub-surface cracks of depth 40 mm and 
the upper tip located 3 mm under the clad-base material interface (Figure 5b). 
In this case only the upper crack tip was sharp, the lower crack tip having been 
artificially blunted (drilled out). These specimens were marked 1E6, 1E7 and 
1E8. 
 
Precise measurements were made of the actual defect dimensions after each test 
from digital photos of the opened surfaces. Examples are shown in Figure 6 and 
Figure 7. 
 
Support(Reaction Force F/2)
670 mm
(Total)Applied Force F
Flaw Centreplane248 mm 57 mm
Support(Reaction Force F/2)
 
Figure 4 Beam and loading system dimensions (normal specimen shown). 
 
 
a) b) 
Figure 5 Sketch of a) the normal specimen (20 mm high flaw) and b) the “abnormal” 
specimen (extended 40 mm high flaw). 
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Figure 6 Crack front shapes, for both upper and lower crack fronts, for normal specimens. 
 
 
 
 
Figure 7 Detail of the 1E2 fracture surface showing the curvature of the crack front towards 
the sides of the specimen after pre-cracking, and a corresponding FE mesh. 
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3.3 Test Equipment and Procedure 
  
A diagram of the experimental equipment is given in Figure 8. The beam-type 
specimen is located on the central mast, centred by a fastener. The two outer 
hydraulic cylinders with the same piston area serve as reaction columns; the 
loading is applied via the central hydraulic cylinder, with a maximum force of 1 
MN.  
 
The beams were pre-loaded to approximately 5 kN to facilitate the test 
preparation. Pre-loading and further loading was controlled by a servo system that 
initiated a tension of piston in the central cylinder with respect to base plate 
through forks, pins and sleeves. The test beam was loaded over two edges 
symmetrically located in the distance equal to 57 mm from transverse central axis. 
Thus, in the area of the central part of the specimen where the defect is located, 
there is a constant bending moment along the whole length of specimen between 
the supporting edges. The distance between symmetrical loading locations and 
supporting edges is 248 mm (Figure 4); the maximum bending moment was 124 
kNm. On account of the high level of energy accumulated during loading, the rig 
is equipped with a safety cage designed to catch any parts that come loose during 
loading. 
 
Figure 8 Scheme of experimental equipment. 
  
 
 
 13 
The whole loading system, the positioning of the beam via the central fastener, the 
precise application of loading forces and other features of the equipment ensured 
repeatable testing conditions.  
 
Specimen Dimensions: 
length   670 mm (distance between supporting lines is 610 mm) 
width1   40 mm 
thickness1  85 mm incl. cladding 
 
Control of test equipment: 
The test equipment was equipped with independent control and measuring units, 
with an external generator of loading and external measuring units for individual 
transducers of force and displacement. Loading during the tests was controlled by 
the displacement of loading piston up to the fracture, at a rate that can be varied. 
 
Temperature: 
All the tests were conducted at room temperature (19 to 23°C). 
 
Testing Procedure:  
Beam-type specimens contained a crack type defect obtained by fatigue loading of 
an initial EDM notch. The test procedure was as follows: 
1. Identification and measurement of the specimen, identification of loading 
and fracture parameters. 
2. Mounting of the specimen in the test equipment, pre-loading to 
approximately 5 kN (the precise value is recorded), installation of 
measuring devices. 
3. Slow quasi-static loading up to specimen fracture or pop-in; if pop-in 
occurred, the test was interrupted for some time for documentation, photos 
etc., and then loading continued up to final fracture. The specified 
measurement parameters were continuously recorded. A test lasted 
between 10 and 40 minutes. 
4. Treatment of the fracture surfaces against corrosion, identification and 
marking of the broken arms, cutting-off of the fracture surfaces and 
fractography. 
5.  A database of raw measured parameters was created - data were archived 
on CD as files marked in a similar manner as the specimens. 
 
During the test the following parameters were measured and recorded: 
F [kN] total applied force in the central mast  
LLD [mm] Load Line Displacement: movement of the piston with respect to 
the base plate was measured (for all specimens) 
CMOD [mm] Crack Mouth Opening Displacement, measured on the flank 
surface of the specimen, approximately in the middle of crack 
depth (only for abnormal specimens). CMOD-meter was calibrated 
up to 2.5 mm (accuracy approx. 0.3 %) 
T [oC] specimen temperature  
 
                                                 
1
 Width here means the specimen dimension perpendicular to direction of crack front propagation, 
and thickness means the specimen dimension parallel to direction of crack front propagation. 
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All transducers were calibrated together with the measuring apparatus; measured 
data have been evaluated by a measuring unit controlled by PC. 
  
3.4 Results 
 
NRI tested a total of 8 normal and 3 abnormal specimens (Table 5). Three of the 
normal specimens failed suddenly (fractured through) after initiation of brittle 
fracture, while the five remaining normal specimens exhibited pop-ins both at the 
near-surface tip, with crack arrest in the cladding close to cladding-base material 
interface, and at the deep tip with crack arrest in the base material close to the 
bottom of the specimen. The force values just before pop-in for these specimens 
were lower than in case of the specimens that fractured through. During the 
subsequent loading, additional pop-ins as well as ductile tearing in the clad was 
observed, before final specimen failure. All 3 abnormal specimens exhibited 
initiation of brittle fracture (pop-in) from the upper crack tip, crack arrest in the 
cladding and some ductile tearing into the cladding during subsequent loading, 
before the final specimen failure. As intended there was no crack propagation 
from the blunted bottom tip. 
 
Table 5 Summary results of the full set of PHARE tests. 
 
 
The following three specimens were selected for the NESC-VI studies: 
1E2 – normal specimen with pop-in 
1E4 – normal specimen with sudden through-fracture 
1E7 – abnormal specimen with pop-in 
 
Figure 9 shows the experimental total force vs. LLD curves from the 3 selected 
tests.  Figure 10 shows the experimental force vs. CMOD curves for specimen 
1E7 (there are two curves since measurements was performed on both flanks of 
the specimen). Table 6 summarises the test results, such as load at initiation of fast 
fracture and load after first pop-in (for cases with crack arrest), crack dimensions, 
etc. Note that for the normal specimens, the first pop-in into the cladding occurred 
simultaneously with pop-in into the base material at the lower tip. The remaining 
ligaments in the base material after first pop-in varied between the specimens; 
Specimen 
No. 
Specimen 
Type 
Average 
crack 
length  
Test 
temper. 
Max. 
force 
Force 
after 1st 
pop-in 
Failure features 
  (mm) (ºC) (kN) (kN)  
1E2 normal 13,8 20,5 259,7 110 pop-in to cladding, subsequent pop-ins 
1E3 normal 14,6 21 202,8 122 pop-in to cladding, several subsequent pop-ins  
1E4 normal 14,7 20,5 339,4 - sudden fracture through 
1E5 normal 14,4 21 283,2 63 pop-in to cladding, later fracture through 
1E9 normal 14,9 23 315,7 - sudden fracture through 
1E10 normal 14,5 22 305,9 - sudden fracture through 
1E11 normal 15,0 21 278,1 110 pop-in to cladding, subsequent pop-ins 
1E12 normal 14,6 21,5 220,7 177 pop-in to cladding, several subsequent pop-ins 
1E6 abnormal 39,6 21,5 195,8 151 pop-in to cladding, later fracture through 
1E7 abnormal 39,7 19,5 205,5 162 pop-in to cladding, later fracture through 
1E8 abnormal 39,7 21,7 197,3 152 pop-in to cladding, later fracture through 
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essentially, the larger was the force before first pop-in, the smaller the remaining 
ligament. 
 
During some of the experiments a video camera recording was made of the 
surface in an attempt to detect which crack front initiated first. Two high-speed 
video cameras were used for this purpose, and at least in two cases, specimens 
1E9 and 1E11, cleavage fracture initiation was found to begin at the lower crack 
front. 
Table 6 Detailed results of the tests selected for analysis in NESC-VI. 
Spec. 
no. 
Specimen 
type 
Average 
crack 
length 
(depth) 
Cladding 
thickness 
Test 
temp. 
Max. 
force 
Force 
after 1st 
pop-in 
Ductile 
tearing 
before 1st 
pop-in 
Bottom 
ligament 
after 1st 
pop-in 
  (mm) (mm) (ºC) (kN) (kN) (mm) (mm) 
1E2 normal 13.8 10.8 20.5 259.7 110 0.045 ~5 
1E4 normal 14.7 11.3 20.5 339.4 - 0.133 - 
1E7 abnormal 39.7 11.2 19.5 205.5 162 0.342 31 
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 Figure 9 Experimental force vs. LLD curves for specimens 1E2, 1E4 and 1E7. 
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Figure 10 Experimental force vs. CMOD curve for specimen 1E7. 
 
3.5 Fractographic Analysis 
 
The post-test fractographic analyses focussed on the ductile tearing before 
cleavage fracture as well as on identification of crack front position after pop-in. 
The results for the three specimens selected for NESC-VI are summarised in 
Table 7. It proved impossible to identify the crack front position in the cladding 
after the pop-in (crack arrest). 
 
The results of the detailed fractographic examination of specimen 1E2 are given 
in Annex A. It was found that the crack propagation mode changes from 
transgranular cleavage fracture in the BM to brittle intergranular fracture in a very 
narrow layer in the BM close to the BM-clad interface, then into ductile 
intergranular fracture in a very narrow layer in the cladding close to BM-clad 
interface, and finally into ductile transgranular fracture in areas of both 1st and 2nd 
cladding layers. 
  
 Table 7. Fractography results of the tests selected for analysis in NESC-VI. 
Spec 
No. 
Specimen 
Type 
Ductile tearing 
before 1st pop-
in 
Remark Bottom 
ligament after 
1st pop-in 
Failure features 
  
(mm)  (mm)  
1E2 normal 0,045 blunting ~5 1 mm pop-in to 
cladding, 
subsequent pop-ins 
1E4 normal 0,133 blunting  + 
tearing 
- sudden fracture 
through 
1E7 abnormal 0,342 blunting  + 
tearing 
31 pop-in to cladding, 
later fracture 
through 
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4 STRESS AND FRACTURE ANALYSIS 
 
4.1 Introduction 
 
Nine organisations contributed results of the NESC-VI stress and fracture 
analyses, as shown in Table 8. Section 4.2 below provides a brief description of 
the individual analyses, while section 4.3 compares the values obtained for key 
parameters. 
 
Table 8 Overview of stress and fracture analyses of the NESC-VI tests. 
Organisation Analysis Type Report/Source 
1 ORNL  local approach analysis, 
calculation of constraint 
parameters 
Report 6/11/2007, Yin and 
Williams 
 
2 AREVA NP GmbH  local approach analysis 
 
Report Feb 2008, Hümmer & 
Keim 
 
3 British Energy  R6 methods, including 
constraint options 
 
Presentation Nov. 2007, Smith 
4 Inspecta  2D and 3D analyses, in which 
the crack driving forces and 
the crack-tip constraints are 
evaluated 
 
Report Feb. 2007, Sattari-Far 
5 Tractebel  elastic + elastic-plastic 
calculations,  J-integral 
 
Report 17/3/2008, Malekian 
6 Fraunhofer IWM FE calculations of the crack 
initiation and arrest behaviour 
 
Presentation Nov. 2007, 
Siegele & Varfolomeyev 
7  VTT Abaqus FE code (version 6.7-
1), calculation of the crack 
initiation 
 
Presentation June 2007, H. 
Keinanen 
8 Bay Zoltan Institute for 
Applied Logistics  
J-calculations using MARC 
 
1. “Report for assessment of 
sub-clad flaws, J-integral 
calculation for NESC-VI 
project”, Szabolcs Szávai and 
Róbert Beleznai, September 
2007 
2.  “Study of increased crack 
sizes of sub-clad flaws, J-
integral calculation”, Szabolcs 
Szávai and Róbert Beleznai, 
January 2008 
9 NRI FE analyses of driving force 
and constraint parameters 
1. NRI Phare reports 
2. Collation of NESC-VI 
analyses 
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4.1.1 Stress Intensity Factor and Constraint Parameters 
Concerning the crack tip behaviour, the focus in the first instance is on the stress 
intensity factor KJ, which is calculated from the FE-computed J value using the 
standard plane-strain conversion formula: 
21
.
ν−
=
JEK J      (1) 
Several investigations examined the role of constraint, focusing on parameters 
such as T-stress and Q. These may be used in the so-called two-parameter 
approaches: K-T, K-Q, K-QH etc. 
a) T-stress 
The asymptotic expansion of the stress field near a sharp crack in a linear 
elastic body is  
( ) jiijIij Tf
r
K
112
δδθ
pi
σ += ,    (2) 
where r and are the in-plane polar coordinates centred at the crack tip. The 
local axes are defined so that the 1-axis lies in the plane of the crack at the 
point of interest on the crack front and is perpendicular to the crack front at 
this point; the 2-axis is normal to the plane of the crack (and thus is 
perpendicular to the crack front); and the 3-axis lies tangential to the crack 
front. The T-stress represents a stress parallel to the crack faces. 
b)  Q-parameter 
The Q parameter is expected to provide a more accurate estimate of 
constraint level than the T-stress at loads for which elastic-plastic conditions 
prevail. The formulation of Q is frequently based on the crack opening 
stress, σ1: ( )
0
0,11
σ
σσ
=
−
=
TSSYQ ,     (3) 
where (σ1)SSY,T=0 is the stress opening the crack for the small-scale yielding 
(SSY) solution with T-stress = 0 and σ0 is the reference stress in the 
Ramberg-Osgood material model. These stresses are evaluated at a distance 
r = 2J/σo ahead of the crack tip.  An alternative Q-stress definition uses the 
hydrostatic stress and is considered sensitive to out-of-plane loading (this is 
particularly relevant to the biaxial loading which occurs during PTS 
transients).  
 
4.1.2 Local Approach 
In this paragraph, a description of the procedure that may be recommended for 
constructing the predicted cumulative failure probability Pf is described, if the low 
and high constraint experimental data are not available and only one value of 
Master Curve reference temperature T0 is known.  
The local approach is an alternative to K-based methods and is based on the 
Beremin Weibull methodology [19] that employs a multi-axial form of the 
weakest-link model applicable for a 3-D cracked solid. The Weibull stress, σw, is 
characterized as a fracture parameter reflecting the local damage of the material 
near the crack tip:  
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It is evaluated by integration of the equivalent stress, σq, over the process zone. In 
Eq. (4), V0 is a reference volume; m is the Weibull modulus; θ and ϕ are 
curvilinear coordinates for integration of the tensile stress; and Ω denotes the 
volume of the near-tip fracture process zone, defined as the volume within the 
contour surface σ1 ≥ λσ0 , where σ1 is the maximum principal stress and σ0 is the 
yield stress. The cut parameter λ is nominally set to 2 to ensure that all material 
points within the active process zone have undergone plastic deformation. A 
fracture criterion must be specified to determine the equivalent (tensile) stress, σq 
in Eq. (4), acting on a microcrack included into the fracture process zone. While 
the crack opening stress component σ1 is often used, for biaxial loading the 
hydrostatic stress criterion (where σq = I1/3 = σH) provides more consistent 
predictions of experiments.  
 
The cumulative probability of failure by transgranular cleavage Pf can be 
estimated by a three-parameter Weibull distribution of the form: 
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σ ,    (5)  
 
where the parameters are the Weibull modulus m (shape parameter), the scaling 
stress (scale parameter) σu , and the minimum Weibull stress for cleavage fracture 
σw,min (location parameter). The GRD calibration scheme [24] is typically used to 
determine unique values of the Weibull parameters (m, σu) using toughness data 
measured under low and high constraint conditions at the crack front2.  
 
To obtain fracture toughness data the Weibull statistical model is associated with 
the Master Curve methodology. According to the ASTM E1921-02 the 
cumulative distribution, cdf, for the Master Curve Weibull model has the form: 
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where Kmin=20 MPa m0.5 and K0 is the scale parameter at 63.3% probability of 
failure. According to ASTM E1921-02 at a given test temperature, T, and for a 
given reference temperature T0 the median of the Weibull distribution, KJ,med, is 
defined by: 
 
 ( )( ) ][019.0exp7030 0, mMPaTTK medJ −+=   (7) 
 
 
                                                 
2
 Such data were not available for NESC-VI, so assumed values of m were used. 
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and can be used to determine the scale parameter, K0, given by 
 
[ ] ][)2ln( 4/1
min,
min0 mMPa
KK
KK medJ
−
+=    (8) 
 
To obtain now a sample of data the inversion method, described in [23] is applied. 
This method is a general procedure for simulating continuous random variables 
with a cdf F(x) and its well-defined inverse F -1, and can produce realizations (i.e. 
draw samples) from a Weibull distribution. Let U be a random variable drawn 
from a uniform distribution Pf on the open interval (0,1). Then, under the 
assumption that the cdf, F(x), is strictly monotonically increasing, the following 
relation can be applied:  
 
 ( ))())(( 1 xFUPxUFP ff ≤=≤−     (9) 
 
This equation is easily solved for F-1(U) and using equation for the Weibull 
distribution which results in: 
 
( ) ( ) ( )[ ]{ }4/1)(min0min)()(1 1ln iiJci UKKKKUF −−⋅−+==− [MPa m0.5],   (10) 
 
where )1;0()( ∈iU  is a random variable from a uniform distribution. This 
equation is used to produce a sample of KJc data drawn (in the “SSY space”) from 
the continuous Weibull distribution described by Eqn. (6). 
 
The generated data (in the “SSY space”) are further converted from KJc(i) into J-
Integral data under plane strain via 
 










−
⋅





⋅





= 2
2
)(
22
)(
1
1000
1
1
1000
m
kJK
EJ
kJ
m
mmJ iJcic
ν
, (11) 
 
where the J-integral values obtained  are in  the units [N/mm].  
 
The stochastically-generated toughness data from the “SSY space” are then 
mapped out to the “spaces of shallow and deep crack tips”, as shown in Fig. 12 
(using suitable selected value of m3) and generate a set of toughness data for the 
shallow and deep crack tips respectively. Then the cumulative failure probability 
Pf can be predicted based on the procedures in ASTM E-1921 [22], Eq. 6.  
(In both the “shallow and deep crack tip spaces” first the appropriate value of K0 
has to be determined, using procedure for determination of K0 presented in [22]). 
 
 
                                                 
3
 Value of m may be determined based on engineering judgement (or a value obtained from the 
GRD calibration procedure performed for a similar material may be taken), but a sensitivity 
analysis should be made (in case that the results are too much dependent on value of m, this 
approach should not be used). 
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In order to predict which crack tip initiates first during the bending, it is more 
suitable to present the cumulative failure probability Pf as a function of bending 
moment than of J or K.  
 
 
4.2 FE calculations of crack driving force and constraint parameters 
 
4.2.1 NRI 
NRI Řež, as the initiator of the NESC-VI project, performed structural as well as 
fracture mechanics FE calculations for all specimens. In NRI PHARE reports, the 
results concerning cleavage fracture initiation as well as simulation of ductile 
tearing of cladding are attached; into the NESC-VI report only those results were 
included that concern specimens 1E2, 1E4 and 1E7, and particularly, only results 
concerning cleavage fracture. 
NRI Řež modelled residual stresses in the structural FE calculation in such a 
manner that stress free temperature, Tsf, was assumed to exist in the evaluated 
specimens; in this case, it was assumed that Tsf = 350 °C. Volumetric 
deformations corresponding to decreasing temperature from Tsf to room 
temperature were analytically calculated for both BM and cladding (with different 
thermal expansion coefficients for BM and cladding) and these deformations were 
used as input loads applied to the appropriate elements of specimen model in the 
first loading step of FE calculation (and were held constant during the entire FE 
calculation).  
 
For evaluation of constraint, NRI Řež used the technique of effective stress 
intensity factor KIeff [17]. For the purpose of determination of KIeff, values of both 
“elastic” and “elastic-plastic” T-stress were determined. Also, J-Q loci for both 
upper and lower crack fronts of normal specimens were constructed. Both values 
of T-stress and Q-parameter values were compared with the corresponding values 
determined by some of the other partners. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11 The ORNL quarter-section finite element model of the embedded-flaw beam 
under uniaxial four-point bending. 
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4.2.2 ORNL 
ORNL contributed analyses of the constraint issues associated with embedded 
flaws using various fracture mechanics methods. This included application of the 
Weibull stress local-approach. Utilizing the symmetry conditions of the test 
specimen, quarter finite-element models were developed for both “normal” and 
“abnormal” specimens using ABAQUS/CAE version 6.6. As shown in Figure 11 
a very refined mesh was defined along the shallow and deep crack-fronts to 
accurately calculate the stress-strain fields and driving forces around the crack 
tips. The finite-element models were utilized to calculate global responses of 
embedded flaw beams, such as Load Line Displacement (LLD) and Crack Mouth 
Opening Displacement (CMOD), compared with results from experiments. 
Various advanced fracture mechanics methods were used to quantify constraint 
effects due to the embedded crack, including T-Stress, QH stress, and the Weibull 
stress model. 
 
 
 
Figure 12 ORNL: Mapping the stochastically generated SSY toughness data to the shallow 
and deep crack tips of the embedded flaw specimen. 
 
4.2.3 AREVA GmbH 
FE simulations of the NESC-VI beam were performed for a test temperature of 
20°C. The material properties were taken from [15]. Residual stresses were not 
taken into account. A comparison of the global FE results with experimental data 
showed good agreement, see Figure 13 (pop-ins were not simulated).  
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Figure 13 AREVA NP GmbH: FE results at 20oC (the green, red and light blue curves are 
experimental records, dark blue curve is the calculated curve). 
 
The local approach analysis used a definition for the Weibull stress based on a 
conditional formulation of crack initiation and propagation. Following the 
formalism in [21] it is defined by: 
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where Vp is the fracture process zone, εp the plastic strain, εp,0 the reference plastic 
strain, σ1  the maximum principal stress, σth  the threshold stress, V0 the 
representative volume element, σys the current yield strength, σys,0 the yield 
strength at calibration temperature and Σ denotes a unit stress. These were 
previously calibrated for an RPV steel in an unirradiated condition at a 
temperature T = -110°C [21]. The only value besides the yield strength that 
changes for this application is the temperature dependence of σu. Since the 
material was aged, the application scheme developed to handle irradiation 
embrittlement was not applicable; σu was therefore calibrated by tuning to 
simulated data. Since the measured T0 is 20°C obtained with PCCV a/W = 0.5 
specimens, data for the PCCV a/W = 0.5 were generated out of the Master Curve 
utilizing this reference temperature T0. At the experimental test temperature T = 
20 °C a data set was generated according to the previously explained scheme and 
rank ordered. The cumulative failure curve was then tuned to this data by varying 
the temperature shift ∆T in σu. The outcome is presented in Figure 14, with σu and 
σmin values of 3847 and 1546 MPa respectively4. The obtained optimal 
temperature shift ∆T in σu due to the change in material, ageing and fit to 
                                                 
4
 The ORNL values for the σu and σmin parameters are not available. 
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generated PCCV a/W=0.5 data is ∆T = 17 °C, which, together with (m, σth, 
εp,0, σys,0), was then used for the prediction of the clad beams.  
 
 
Figure 14 AREVA: Tuning the temperature shift: cumulative probability of failure vs. 
fracture toughness for PCCV a/W=0.5. 
 
4.2.4 Inspecta 
Inspecta performed finite element post-analyses of tests 1E4 and 1E7. The Master 
Curve methodology was used to determine fracture toughness of the base 
material. This gave To values of 19 and 22.8 oC for locations of respectively 18 
mm and 3 mm below the interface. 
 
Both 2D and 3D analyses were used to predict the fracture events in these two 
tests. Constraint parameters T-stress and Q were evaluated for both crack tips of 
each test. The finite element program ABAQUS was used for the analyses. The 
responses of Load –Line Displacement in the FEM analyses agreed very well with 
the test results. The crack driving forces and T-stress were calculated as a function 
of load for both tests. Constraint results of the tests indicated substantial loss of 
constraint at the shallow tips. 
 
Prediction of fracture events of the tests by using the standard Master Curve 
methodology gave conservative results. Considering the constraint values at the 
crack tips and making correction to loss of constraint in the Master Curve 
methodology significantly improved the prediction of the fracture events in the 
tests. 
 
4.2.5 Tractebel 
The hereunder figures illustrate the 2D half-model (about 800 quadratic elements), 
the loading and the boundary conditions. A force is applied on 2 elements. The 
hinge (constraint) is located on one node. A non-linear analysis was performed 
with the assumption of plane strain conditions and small deformation. Even with a 
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relatively coarse 2D model in plane strain conditions, a correct residual stress field 
was obtained in the plane of the model by applying a thermal load (a temperature 
of 350°C). However, the perpendicular stress to the plane was unexpectedly very 
high. This influenced the J-calculation to such an extent that it was decided not to 
take the residual stress field into account. The contour dependence of the J-
integral for such a thermal load appeared to be an additional difficulty.  
 
Even with a 2D model, the agreement of the load line displacement was judged to 
be good. KI was obtained on the basis of the J-integral calculation (G-θ method). 
KJC values were calculated at the force Fi measured at experimental fracture. 
Estimations corresponding to displacement and energy at fracture were also 
calculated. 
 
The value of T0 at the crack tip at 3mm (T0 = 22.8°C) was converted into KJC 
following the Master Curve approach, taking into account the thickness correction 
of the specimen: KJC(med) = 91 MPa√m; KJC(5%) = 58 MPa√m; KJC(95%) = 
124 MPa√m. The probability of failure was also estimated based on the Master 
Curve method and its 3-parameter Weibull distribution. 
 
4.2.6 IWM 
IWM used a 3-D FE model to calculate crack driving force and constraint 
parameters; these were used in crack initiation and arrest analyses. The main 
conclusions are: 
• Test 1E2 shows crack initiation at low fracture probability. 
• Test 1E4 shows crack initiation at higher fracture probability. 
• Initiation at lower crack tip is more probable due to smaller loss of 
constraint. 
• Arrest in the cladding of test 1E2 can be explained from the J-integral of 
the arrested crack compared with the J-R curve.  
• Break through of test 1E4 is not explained since from FE analysis, the 
crack arrest in the cladding would be expected, although at higher J values 
than for 1E2. Possible explanations include: a) higher real J due to 
dynamic magnification or b) lower J-R curve than reported. 
 
4.2.7 VTT 
The computation of crack initiation was performed for the “abnormal” specimen 
1E7. One half of the actual crack shape was modelled. The Abaqus 6.7.1 [26] 
finite element code was used for the computation. The analyses were performed 
assuming thermo-elastic-plastic material behaviour and large strains and 
displacements. Mechanical loading was controlled by displacement that was 
applied in nodes of the loading line lying at a distance of 57 mm from the 
specimen transversal symmetry plane. Rigid support was modelled at a distance of 
310 mm from the specimen transversal symmetry plane. Concerning residual 
stresses, the stress free temperature was taken as 350 °C, which leads to residual 
stresses due to difference in the thermal expansion coefficients of clad and base 
materials. The FE model with boundary conditions is shown in Figure 15. The 
stress-strain curves for aged base material were as defined in the problem 
definition documentation. For the cladding a lowered curve was utilised. 
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A boundary layer model was used to compute stresses corresponding to the small 
scale yielding reference state. These stresses were needed for evaluating the 
constraint parameter Q. The element mesh in the boundary layer model was 
defined for the circular domain of radius R (4000 mm) that contained a crack tip 
located at r = 0. The crack loading was determined by the J-integral computed by 
the domain integration technique in Abaqus. J-integral was computed as mean 
value from eight integration paths (3…10th path). T-stress was computed via the 
constraint parameter Q as:  
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in which σΘ and σΘSSY are the crack opening stresses from the component and the 
boundary layer (SSY) model corresponding to the same J level, and 
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in which r is radial distance from the crack tip and σo is yield stress.  
 
Figure 16 presents the computed stress intensity factor along the crack front. The 
constraint (Q ≈ -1) and size corrected fracture toughness and the crack opening 
stress is also shown. 
 
 
Figure 15 The VTT finite element model with boundary conditions. 
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Figure 16 VTT computed stress intensity factor along the crack front. The constraint (Q ≈ 
-1) and size corrected fracture toughness and the crack opening stress is also shown. 
 
4.2.8 Bay Zoltan Institute for Logistics 
The aim of the work was to calculate the J-integral values for semi-large scale 
4PB specimens, with different crack depths. Three specimen geometries were 
analyzed: 1E2, 1E4 - short crack, both crack tips are sharp, 1E7 – long crack, one 
crack tip is sharp, the other one is drilled out. The analysis was performed in two 
cases: straight crack front, and real crack front: 
 
 
 
a) Specimen with short crack (1E2 and 
1E4) 
b) Specimen with longer crack (1E7) 
Figure 17 Crack tip meshes used by BZLOGI. 
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MSC MARC 2005r3 code was used for the model generation and calculation. 20 
nodes hexahedron elements were applied for the structural discretization. In case 
of straight crack front only one quarter of specimen was modelled due to the 
symmetry properties, but in case of real crack front half the specimen had to be 
modelled. The residual stress was also taken into account. The stress free 
temperature method was applied to determine the residual stress, with the stress 
free temperature: T=350°C. The thermal expansion coefficients were also given 
by NRI.  In the first few seconds of the analysis time the mechanical load was 
zero, and the temperature decreased from the stress free temperature to room 
temperature. After this the mechanical load started to increase up to the total load, 
and the temperature was held constant.  
 
J-integral values were calculated for all crack tips of specimens at different 
integration paths. At certain crack tips more integration radii were defined, and 
that result was taken, where the J-integral values reached a constant value. J-
integral values were post-processed along the crack front of all specimens. Of 
course, both cases were plotted: for straight and real crack front. In cases of short 
cracks the difference was not so significant between the results, but in case of long 
crack, the real crack front geometry gives a better result. The J-integral values 
versus time curves were plotted at side and centre nodes of the crack front in all 
cases.     
 
In this study, three specimens were analyzed, and 3D finite element model was 
generated for each of them. J-integral was calculated for each of the sharp crack 
tips. Straight crack fronts were modelled to simplify the analysis, and average 
crack depths were considered.  Residual stresses were taken into account in the 
calculation.  
 
The effects of moving the crack fronts (simulation of pop-ins) were analyzed 
separately: only one crack front was moved in two cases, and both crack fronts 
were moved at the same time. Elastic-plastic material properties were applied, and 
the residual stresses were considered in the analysis.  J-integral values were 
plotted along the crack fronts for all cases. dJ/da diagrams were also generated to 
show the effect of increased crack size on the J-integral values. A summary about 
the relative variation of J-integral is also given. The main conclusions were: 
• If the upper crack tip is moved up (simulating crack growth towards the 
clad), the J-integral value is increased at the upper and at the lower crack 
tip. 
• If the lower crack tip is moved down (simulating crack growth into the 
bulk of the specimen), the J-integral value is increased only at the upper 
tip, while that at the lower crack is approximately unchanged. 
• If both crack tips are moved (simulating growth in both directions) the J 
value is increased at both crack tips. 
 
 
4.3 Intercomparison of the FE Predictions 
 
Basic information about the FE calculations performed by the individual partners 
is summarised in Table 9. 
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Table 9 Summary of the FE models. 
Organisation Model  Code Crack Front Type of 
calculation 
Specimens 
evaluated 
AREVA  NP 
 
3D ABAQUS straight elastic-plastic 1E2 
BZLOGI 
 
3D MSC.MARC straight, real elastic-plastic 1E2, 1E4, 1E7 
INSPECTA 2D, 3D ABAQUS straight elastic, elastic-
plastic 
1E4, 1E7 
IWM 
 
2D ABAQUS straight elastic-plastic 1E2, 1E4 
ORNL 3D ABAQUS straight elastic, elastic-
plastic 
1E2, 1E4, 1E7 
TRACTEBEL 
 
2D SYSTUS straight elastic-plastic 1E2, 1E4, 1E7 
VTT 
 
3D ABAQUS real elastic-plastic 1E7 
NRI 3D SYSTUS real elastic, elastic-
plastic 
1E2, 1E4, 1E7 
 
 
4.3.1 Force vs. LLD (CMOD) behaviour 
Figure 18, Figure 19 and Figure 20 compare the calculated force vs. LLD 
predictions from individual partners with the test data for specimens 1E2, 1E4 and 
1E7 respectively. In general there is good agreement (even for the 2D 
calculation).  However in the case of the force vs. CMOD curve for abnormal 
specimen 1E7 (Figure 21) the 2D calculation overestimates the force values in the 
later stages of the test. It should be noted that some of the 3D calculations also 
somewhat overestimated the force, in particular those of BZLOGI and NRI. NRI 
solved this problem by decreasing values of input stress-strain curves by 10%.  
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Figure 18 Comparison of predicted load – displacement behaviour for specimen type 1E2 
(normal crack height, pop-in fracture). 
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Figure 19 Comparison of predicted load – displacement behaviour for specimen type 1E4 
(normal crack height, immediate fracture). 
 
 
0
50
100
150
200
250
0 1 2 3 4 5
LLD [mm]
Fo
rc
e 
[kN
]
Experiment BZLOGI
ORNL, pract. no res. stress Tractebel
NRI, 10% lowered mater. prop. VTT
INSPECTA
 
Figure 20 Comparison of predicted load – displacement behaviour for specimen type 1E7 
(long “abnormal” crack height, pop-in fracture). 
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Figure 21 Comparison of predicted load – CMOD behaviour for specimen type 1E7 (long 
“abnormal” crack height, pop-in fracture). 
 
4.3.2 KJ vs. Load 
Figure 22, Figure 23, Figure 24, Figure 25 and Figure 26 show the development 
of the elastic-plastic stress intensity factor KJ with loading. ORNL, Areva GmbH, 
Inspecta and Tractebel chose not to model residual stress, and their KJ-values start 
from zero for zero applied bending load. In contrast the BZLOGI, IWM and NRI 
analyses included residual stresses, and as a result their KJ-values are non-zero at 
zero bending load. The only difference between these is that NRI assigned 
artificially negative values of KJ to those load levels for which the residual stress 
dominates above the bending load i.e. closing of crack due to residual stresses 
prevails over opening the crack by bending loading. 
 
From Figure 22 and Figure 23 (for specimen 1E2) good accordance is seen 
between the KJ-values from the BZLOGI, IWM and NRI calculations. On the 
other side, in these figures not too good accordance in KJ-values development was 
shown for calculations in which residual stresses were not taken into account 
(ORNL, Areva, Tractebel). In case of Tractebel, this may be due to the use of a 
2D model.  
 
In Figure 24 and Figure 25 (for specimen 1E4), relatively good agreement was 
obtained between the ORNL and Inspecta KJ results; both used ABAQUS and 
residual stresses not taken into account. The BZLOGI and NRI analyses (MARC 
and SYSTUS respectively, both took residual stress into account) showed very 
good agreement, but IWM solution showed significant deviation with lower KJ 
values. The reason for this is not clear, but it may be due to the 2D model used by 
IWM (this finding would be consistent with the result of the other 2D calculation, 
by Tractebel, which also shows lower values of KJ values compared to those of 
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the 3D calculations). The good agreement of the IWM 2D solution for specimen 
1E2 with the 3D solutions of BZLOGI and NRI would appear incidental.  
 
Comparison of KJ values in the case of specimen 1E7 (Figure 26) is hampered by 
the fact that NRI and VTT artificially decreased the stress-strain properties by 
10%, and in consequence obtained higher values than would otherwise have been 
the case.  
 
Table 10 details the values of KJ at the fracture initiation load for all three 
specimens. The differences between the reported values correspond to the factors 
discussed above. 
 
Table 10 Values of KJ the load at which fracture initiation occurred. 
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Figure 22 Comparison of predicted average crack driving force along the lower crack front 
as function of applied load for specimen type 1E2 (normal crack height). 
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Figure 23 Comparison of predicted average crack driving force along the upper crack front 
as function of applied load for specimen type 1E2 (normal crack height). 
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Figure 24 Comparison of predicted average crack driving force along the lower crack front 
as function of applied load for specimen type 1E4 (normal crack height). 
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Figure 25 Comparison of predicted average crack driving force along the upper crack front 
as function of applied load for specimen type 1E4 (normal crack height). 
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Figure 26 Comparison of predicted average crack driving force along the upper crack front 
as function of applied load for specimen type 1E7 (long “abnormal” crack height). 
 
4.3.3 Variation of KJ along crack front 
Comparisons of the predicted variation of KJ along the crack fronts are shown in 
Figure 27, Figure 28, Figure 29, Figure 30 and Figure 31. A decrease in J near the 
flank (free surface) is evident. In some cases there are indications about small 
increase about 5 mm below the flank surface, but this is a minor effect compared 
to the decrease of J towards the free surface. 
 
As to be expected the J variation depends on whether the FE mesh modelled the 
actual crack front profile after fatigue sharpening or assumes a straight crack 
front. In the case of the latter, the J values are fairly constant in the middle part of 
the specimen. When the waviness of the real pre-fatigued crack front is modelled, 
the J-integral shows a moderate corresponding variation. In Figure 31  (upper 
crack front of 1E4) the J values from VTT show two apparent inconsistencies with 
respect to the NRI predictions: first, the increase of J in the mid-point of crack 
front is not considered realistic and has probably arisen by modelling one half of a 
crack front which in reality was not perfectly symmetric, but then implicitly 
assuming symmetry in the FE model; secondly, the J-profile shown corresponds 
to an applied force of 213 kN, which is a little higher than the value at cleavage 
fracture initiation (205 kN). 
 
The BZLOGI analyses included a direct comparison between a modelling real and 
straight crack fronts, as may be seen from Figure 32a-c. It is seen that some effect 
on J exists, but at the lower tip which experienced lower J values (generally 
below150 kJ/m2) this is almost small enough to be neglected. For the upper tip 
with higher loads the difference appears significant. Overall the trend is that real 
crack front profiles give lower J values. 
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Figure 27 Comparison of predicted crack driving force along the lower crack front for 
specimen type 1E2 (normal crack height) at the fracture/pop-in load.  
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Figure 28 Comparison of predicted crack driving force along the lower crack front for 
specimen type 1E2 (normal crack height) at the fracture/pop-in load. 
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Figure 29 Comparison of predicted crack driving force along the lower crack front for 
specimen type 1E4 (normal crack height) at the fracture/pop-in load.  
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Figure 30 Comparison of predicted crack driving force along the upper crack front for 
specimen type 1E4 (normal crack height) at the fracture/pop-in load.  
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Figure 31 Comparison of predicted crack driving force along the upper crack front for 
specimen type 1E7 (normal crack height) at the fracture/pop-in load.  
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Figure 32 Predicted J values along the crack front for the different specimens at the 
fracture/pop-in load.  
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4.3.4 Weibull stress 
Figure 33 shows examples of the Weibull stress trajectories for deep and shallow 
cracks from the ORNL local approach analysis. Equivalent data were not reported 
by AREVA and hence no comparison is made.  
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Figure 33 ORNL predictions of Weibull stress as function of J. 
 
4.3.5 Constraint parameters 
Several of the participating organisations calculated constraint parameters such as 
elastic T-stress, elastic-plastic T-stress, Q and QH parameters as functions of 
applied load (Table 11)  
 
Table 11 Methods used to consider loss-of constraint effects. 
Analysis Constraint Parameter 
INSPECTA Elastic T, Q 
BZLOGI - 
ORNL Elastic T, QH 
TRACTEBEL - 
AREVA NP GmbH - 
IWM Elastic T, Elastic-Plastic T 
VTT Elastic T, Q 
NRI Elastic T, Elastic-Plastic T, Q 
 
Table 12 summarises the numerical values at the load corresponding to 
cleavage initiation for each of the three specimens; for convenience, the Q and QH 
parameters are multiplied by the yield stress to allow them to be expressed in MPa 
and thus more easily included in plots with the T-stress values. Figure 34 (1E2, 
shallow tip),  
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Figure 35 (1E2 deep tip),  Figure 36 (1E4 shallow tip), Figure 37 (1E4 deep tip) 
and Figure 38 (1E7 shallow tip) provide a graphical comparison of the values 
obtained by different analysts.  
 
Table 12 Predicted constraint parameter values (MPa) at the fracture load. 
 
Specimen,crack 
tip,constraint 
parameter 
NRI NRI 
w/o σR 
ORNL VTT INS-
PECTA 
IWM 
(2D) 
1E2,upper, elastic T -433 -472 -602 - - -520 
1E2,upper, el-pl T -578  - - - - 
1E2,upper, Q*σy -1095  -1197 - - -914 
1E2,lower, elastic T -227 -235 -280 - - -230 
1E2,lower, el-pl. T -65  - - - - 
1E2,lower, Q*σy -458  -346 - - -284 
1E4,upper, elastic T -626 -676 -786 - -795 - 
1E4,upper, el-pl. T -975  - - - < -1000 
1E4,upper, Q*σy -1121  - - -1154 -1126 
1E4,lower, elastic T -352 -375 -368 - -370 - 
1E4,lower, el-pl. T -65  - - - < -200 
1E4,lower, Q*σy -375  - - -311 -346 
1E7, upper, elastic T -372 -496 -558 - -570 - 
1E7, upper, el-pl. T -1156  - -887 - - 
1E7, upper, Q*σy -  - - -1110 - 
 
 
The results for all three specimens indicated that constraint loss occurs at both tips 
(negative T-stress and Q.σy values), but as expected this is significantly larger at 
the upper (shallow) crack tip compared to the lower (deep). Quantitatively the 
numerical values for individual parameters differ between the various analyses, 
indicating sensitivity to modelling assumptions (residual stress, mesh effects etc) 
and calculation methods. Overall the main features are: 
(1) For elastic T-stress, ORNL and Inspecta obtained approximately similar 
values for specimens 1E4 and 1E7. The corresponding NRI results 
(without residual stresses) are not far from their values. N.B. NRI 
calculated the elastic T-stress for 1E2 both with and without the initial 
residual stresses to better understand the effect on the results. 
(2)  The Q values obtained by partners NRI, Inspecta, and IWM for specimen  
1E4 were in reasonable agreement. Residual stresses (in this particular 
case) increase a little constraint at both lower and upper crack fronts (as 
expected). 
(3) In general, no extremely large discrepancy between values provided by 
individual partners for the same type of constraint parameter, was found. 
For elastic-plastic T-stress the results to be compared are scarce.  
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It should be noted that values of elastic T-stress were determined via value of 
applied (experimental) force at fracture initiation. For the beam tests under 
consideration here, significant plasticity effects were present and the elastic stress 
distributions do not reflect the actual stress state at the crack tip. In fact, 
determination of elastic T-stress for an “elastic-plastic experiment” means 
determination of slope in curve T-stress vs. load (or T-stress vs. displacement), 
without determining the moment of fracture. The accordance in the slopes 
between different partners may be then considered as accordance in determination 
of T-stress. In case that for some reasons (such as the need to provide its value in 
MPa, etc.) the value of T-stress is required, then moment of fracture should be 
determined based on force.  
 
Finally, it is seen that the elastic-plastic T-stress distinguishes in a more 
pronounced way between the two constraint states at lower and upper crack fronts 
than does the elastic T-stress i.e. the values are higher at the upper tip and lower at 
the deep tip. Use of the elastic-plastic T-stress as a constraint parameter is further 
substantiated by two additional factors:  
(1) For a two-parameter constraint loss approach using KJ, using a quantity of 
elastic-plastic nature is more consistent with the calculation of J (and with 
the physical behaviour).  
(2) Conventionally the Q parameter has been preferred in the elastic-plastic 
range; however an advantage of using elastic-plastic T-stress is that its 
determination is significantly easier and a coarser mesh may be used.  
 
 
 
Figure 34 Comparison of predicted constraint loss for the shallow crack front on specimen 
1E2 in terms of the elastic T, elastic-plastic T and Q parameters. 
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Figure 35 Comparison of predicted constraint loss for the deep crack front on specimen 1E2 
in terms of the elastic T, elastic-plastic T and Q parameters. 
 
 
Figure 36 Comparison of predicted constraint loss for the shallow crack front on specimen 
1E4 in terms of the elastic T, elastic-plastic T and Q parameters. 
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1E4, shallow crack front: Comparison of constraint factors
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Figure 37 Comparison of predicted constraint loss for the deep crack front on specimen 1E4 
in terms of the elastic T, elastic-plastic T and Q parameters. 
 
Figure 38 Comparison of predicted constraint loss for the shallow crack front on specimen 
1E7 in terms of the elastic T, elastic-plastic T and Q parameters. 
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5 DISCUSSION 
 
5.1 Sensitivity of KJ to Modelling Assumptions 
 
The FE analyses have allowed the effect of several modelling parameters to be 
assessed. The results can be summarised as follows: 
• For the beam geometry and material properties considered, 2D models 
were found to produce lower values of KJ compared to 3D models. This 
implies that using a 2D model for such cases may be non-conservative.  
• Modelling real crack front geometry after pre-cracking is more accurate 
than modelling straight crack front, but since the model with straight crack 
fronts produced higher values of J, it may be used as a conservative 
approximation of a model with real crack front. 
• Incorporating the residual stresses due to the clad has also significant 
effect on J-values, so it is advisable to include them into the FE analysis. 
In the examined configuration (material properties, geometry of crack, 
loading conditions, etc.), omitting residual stresses in the model produced 
higher values of J compared to the case when they are modelled, and 
consequently, this approach was conservative.  
 
5.2 K-Based Approaches for Predicting Fracture Initiation 
  
5.2.1 Master Curve Assessment 
The most straightforward approach to assessing the likelihood of fracture 
initiation is to compare the crack tip driving force with the value of fracture 
toughness for the material at the test temperature. Since the material fracture 
properties were evaluated using the master curve methodology, this has provided 
the baseline for the present case. Since the test temperature effectively 
corresponded to the T0 value, the Master Curve predicted K values for fracture 
probabilities of 5, 50 and 95% are 62, 100 and 136 MPa√m respectively. On this 
basis Figure 39 and Figure 40 compare the KJ values obtained from the FE 
evaluations of the experiments with these master curve material fracture 
toughness predictions for the shallow and deep tips respectively.   
 
Since only a limited number of specimens were considered in the project no 
statistically valid conclusions can be drawn. However the results are consistent 
with the hypothesis that such an application of the master curve to assess cleavage 
initiation at the upper tip would lead to conservative predictions i.e. at loads below 
those for which pop-in or fracture occurred in the test themselves. This is 
attributed to a substantial constraint loss effect at the upper tip, as discussed in the 
following sections.  
 
On the other hand, the  KJ values for the lower tip obtained from FE evaluations of 
experiment fall within the predicted range of master curve fracture toughness.   
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Figure 39 Comparison of the predicted crack driving force values at the upper (shallow) tip 
for the load at which fracture or pop-in occurred, with the range predicted by the fracture 
toughness master curve for the material at the test temperature. 
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Figure 40 Comparison of the predicted crack driving force values at the lower (deep) tip for 
the load at which fracture or pop-in occurred, with the range predicted by the fracture 
toughness master curve for the material at the test temperature. 
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5.2.2 Failure Assessment Diagram Methods 
British Energy investigated the application of the R6 FAD methodology [1] to the 
tests. The analysis uses simple beam theory to estimate stresses in a composite 
beam, with SIF solutions from the R-code (this approach had produced crack 
driving forces that agreed well with 2D cracked body analyses for NESC-IV). A 
global reference stress solution was derived for a composite beam (plane stress & 
plane strain). R6 does prescribe a fracture toughness transition curve as such, 
however methods such as the Master Curve are typically used to provide 
estimates of Kmat if appropriate experimental data is not available for the relevant 
temperature range and material condition. Here predictions of expected behaviour 
were based on the master curve Pf = 50% value of the fracture toughness to 
calculate Kr. Figure 41 shows the FAD (plane stress analysis), from which it 
appears that 1E4 and 1E7 failed at the collapse cut-off and that constraint effects 
appear to be active at the upper tips of 1E4 and 1E7. On the other hand, 1E2 has 
failed below the mean. It should be noted however that all the remaining PHARE 
tests would need to be added to get statistical significance.  
 
The analysis also considered the procedure in R6 Section III.7 to reduce potential 
over-conservatism by taking into account of constraint loss effects. For this the 
FAD curve can be modified via the relation: 
 
( ) ( )[ ]mrrr LLfK βα −+= 1             (15) 
  
Where the β parameter is defined either in terms of the T-stress or Q, while α and 
m are derived5 from fracture toughness test data at different constraint levels using 
the relationship: 
 
( )[ ]mrmatcmat LKK βα −+= 1                        (16) 
 
where Kmat is the fracture toughness of a high constraint specimen and Kcmat is the 
fracture toughness at a reduced constraint level. Since no constraint-modified 
toughness data was available the Wallin T-stress correlation was applied, using T-
stress values obtained from the NRI analysis. Figure 42 shows the resulting FAD, 
which suggests that for the present approximate analysis and the margins on 
constraint-modified assessments look a little slim. 
 
5.2.3 Two-Parameter Models for Constraint-Based Fracture 
Assessment 
Two-parameter models have been developed to allow the measure of crack tip 
constraint in term of T-stress, Q or QH to be systemically included in fracture 
assessment. In this project although a number of partners calculated constraint 
parameters, no two-parameter analysis results were reported. However NRI has 
separately published the results of an analysis using the K-effective procedure [5] 
developed by Wallin [17], which integrates the value of KJ over the crack front as 
well as allowing for a T-stress constraint-loss effect. 
 
                                                 
5
 The exponent “m” should not be confused with the Weibull shape parameter, also denoted as m. 
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Using KIeff produced relatively good accordance between the obtained KIeff -
values and Master Curve predictions made for experimentally determined values 
of T0. The analysis indicated that initiation of cleavage fracture is more probable 
to occur first at the lower crack front, mainly for specimens that exhibited 1st pop-
in (or sudden fracture through) at higher loads. This would agree with the limited 
data from fast video camera records taken during some of tests. 
 
Figure 41 Standard R6 FAD analysis (plane stress). 
 
Figure 42 Constraint modified R6 FAD analysis for 1E4 and 1E7. 
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5.3 Local Approach Models for Brittle Fracture Initiation 
 
5.3.1 ORNL Analysis 
 
Figure 43 and Figure 44 show fracture initiation probability plots for 
specimens1E2 and 1E7 together with experimental points.6 For the “normal” 
specimen (1E2) it is clear to see that the deep crack tip initiates first. For the 
“abnormal” specimen (1E7), the deep crack tip was blunted, therefore the results 
shown in Figure 44 cannot be interpreted in a manner that deep tip is more likely 
to initiate first, if the specimen fails at low load (as would be the case if both crack 
tips were sharpened).   
 
5.3.2 AREVA GmbH Analysis 
 
AREVA GmbH confined their study to the “normal” beam (1E2).  In Figure 45 
the rank ordered experimental data (filled triangles) is compared with the 
predicted failure probability, denoted by the red (lower crack) and blue (upper 
crack) line.  The prediction shows that the crack tip with the lower constraint 
failed prior compared to the higher constrained crack tip and the predicted 
probabilities are in very good agreement with the experimental data. It is also 
visible that the failure curves for the upper and lower crack intersect at a load of 
about 200kN, so that when this type of beam fails at the lower loading, the 
shallow crack tip is predicted to initiate first, while the deep crack tip initiates first 
if the specimen fails at higher loading. 
 
5.3.3 Summary 
 
The results of the two applications of local approach models are in agreement. A 
comparison of cleavage fracture initiation probability plots for specimen 1E2 is 
shown in Figure 46, together with the "experimental points" corresponding to the 
load level at which the first pop-in occurred. Both groups predicted a higher 
probability that the lower crack front would initiate first than compared to the 
upper crack front over almost the whole loading range. Only for small loads did 
Areva predict higher probability of first initiation occurring from the upper crack 
front. This result is consistent with experimental observations performed via using 
high speed video camera for some of PHARE experiments [4], [6]. It is also in 
qualitative accordance with result obtained by NRI Řež (using KIeff – approach 
with a T-stress constraint correction) indicating that for those specimens for which 
the initiation of cleavage fracture occurred at higher loads, it was more likely that 
the initiation started at the lower crack front [3], [5]. 
 
A fully calibrated model could potentially provide more accurate predictions, if 
sets of fracture toughness data for different constraint condition were available. 
However ORNL checked the sensitivity of the predictions to the Weibull shape 
parameter for m=10 and 20 (the baseline value used in the above analyses was 
15). The results are summarized in Figure 47 for both crack tips of the “normal” 
                                                 
6
 In the ORNL analysis it was considered more appropriate to compare the predicted probability of 
fracture Pf under the same bending moment instead of the same driving force. The fracture 
toughness data KJ was therefore converted to a corresponding bending moment using a polynomial 
approximation of the driving force vs. bending moment curve. 
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specimen and show that Pf is almost insensitive to the variation in m. In case of 
the “abnormal” specimen with the bigger embedded flaw, as presented inFigure 
48, Pf  is slightly more sensitive, increasing somewhat with increasing m. 
 
 
Figure 43 ORNL LA Model: predicted cumulative failure probability for the shallow and 
deep crack tips of the “normal” specimen (1E2). 
 
Figure 44 ORNL LA Model: Predicted cumulative failure probability of the shallow and 
deep crack tips of the “abnormal” specimen (1E7). 
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Figure 45 Failure probabilities for the NESC –VI beam from the AREVA LA model. 
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Figure 46 Comparison of the AREVA and ORNL predictions of cleavage fracture 
probability for test 1E2.
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Figure 47 ORNL LA Model: sensitivity of predicated cumulative failure probability with 
different Weibull modulus, m (1E2). 
 
Figure 48 ORNL LA Model: sensitivity of predicated cumulative failure probability with 
different Weibull modulus, m (1E7). 
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5.4 Prediction of Crack Arrest in the Cladding 
  
One of the original objectives of the project was to assess the capability to predict 
whether the cracks propagating into the cladding arrest or cause full fracture. NRI 
performed extensive FE simulations of observed pop-ins (Figure 49) for the entire 
set of PHARE tests. These form part of the supporting material for a proposal to 
update the VERLIFE Unified Procedure, whereby a sub-surface RPV flaw can be 
postulated in such a manner that it penetrates 1 mm into cladding. For assessment 
of the crack front lying in cladding the J-integral is evaluated and compared with 
J1mm value defined on the basis of a conservative J-R curve. 
 
The IWM analysis performed for NESC-VI confirmed that the arrest in the 
cladding of test 1E2 can be explained from comparison of the J-integral of the 
arrested crack with the J-R curve. However the break-through of test 1E4 cannot 
be explained (according to IWM) since the FE analysis predicted crack arrest in 
the cladding, although at higher J values than for 1E2. 
 
 
 
Figure 49 NRI analysis for the J-values in the moment of crack arrest in the cladding after 
the first pop-in. 
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6 CONCLUSIONS AND RECOMMENDATIONS 
 
The main results of the project are as follows:  
 
• Comparison of analyses performed by individual partners showed that the FE 
simulations produced consistent predictions of the observed force vs. load-line 
displacement (or crack mouth opening displacement) behaviour. However, the 
differences in crack tip stress intensity values as a function of applied loading 
were greater than that found in similar intercomparisons in previous NESC 
projects.  This underlines the importance of periodically performing such 
exercises.  
 
• The influence of two modelling factors on KJ was clearly established: firstly 
for this type of specimen (for which the clad makes up almost 12% of the 
cross-section) the clad residual stresses have a significant effect in reducing KJ 
values and therefore need to be considered in "best-estimate" analysis. The 
second concerns the use of 2-D or 3-D models: in this case the 2D FE models 
underestimated KJ values and are considered non-conservative. 
 
• For this combination of test specimen geometry and flaw, constraint loss is 
expected at the near-surface tip. A range of constraint parameters were 
evaluated (elastic T-stress, elastic-plastic T-stress and Q) to confirm this. 
However only in two cases were these used in quantitative way:  one 
constraint-modified FAD assessment and a KIeff analysis, both using a T-stress  
parameter. The results show that fracture initiation is more likely at the lower 
(deep) tip, which is consistent with the limited high-speed video camera 
evidence. In general a more systematic application of 2-parameter approaches 
is needed. 
 
• Both local approach models predicted initiation of cleavage fracture first from 
the lower crack front for medium and higher loads.  
 
Concerning the objective to assess capability to predict whether the cracks 
propagating into the cladding arrest or cause full fracture, the two analyses 
performed indicate that when the load at first pop-in is low, crack arrest in the 
clad can be correctly predicted on the basis of the J-R curve. However further 
work is needed to ensure the reliability of such approaches over the full load 
range.  
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ANNEX A - Fractography of fracture surfaces  
 
Part I: Brief fractography analysis 
 
Specimen 1E2 – Overall view on upper part of the crack 
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Specimen 1E2 – Blunting zone between fatigue crack and cleavage region 
 
 
 
 
 
 
 
 
 
Blunting zone – average width 0,045 mm (10 measurements) 
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Part II: Fractography – summary  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
6.1.1.2 Type of fracture Type of 
material  Structure 
Chemical 
composition* 6.1.1.1 Region Fatigue B-TG B-IG D-IG D-TG 
         
2nd layer 
of cladding 
Dendritic – weld 
metal 
Cr, Ni, Nb, 
Mn - austenite D3     + 
1st layer of 
cladding 
Dendritic – weld 
metal 
Cr, Ni, Mn, Al 
- austenite D1 + D2     + 
Base 
material Bainitic 
Cr,Mn,V - 
steel C1 + C2 + + + +  
Instrumented notch 
Base 
material Bainitic Cr,Mn,V - ocel B1-3 + A + +    
Abbreviations 
B-TG Brittle transgranular fracture 
B-IG Brittle intergranular fracture 
D-IG Ductile intergranular fracture 
D-TG Ductile transgranular fracture 
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Abstract 
The sixth project of the Network for Evaluating Structural Integrity (NESC-VI) deals with the fracture mechanics 
analysis of a set of 3 tests on beam specimens with simulated sub-surface flaws, which were performed by NRI 
Řež plc for the PHARE project “WWER Cladded Reactor Pressure Vessel Integrity Evaluation (with Respect to 
PTS Events)”. The objectives were as follows: 
• to assess the capability to predict whether the cracks propagating into the cladding arrest or cause full 
fracture, and  
• to assess the capability to predict the location of first initiation: near-surface or deep crack tip. 
The project was launched in December 2006 and completed in March 2009. It brought together a group of 10 
organisations from NESC to perform comparative analyses of selected tests, based on a comprehensive data-
pack prepared by NRI. The investigations focussed almost exclusively on assessing the capability to predict the 
location of first initiation. The main results are as follows:  
• Comparison of analyses performed by individual partners showed that the FE simulations produced 
consistent predictions of the observed force vs. load-line displacement (or crack mouth opening 
displacement) behaviour. However the differences in predicted crack tip stress intensity, KJ, as a function of 
applied loading were greater than those found in similar intercomparisons made as part of previous NESC 
projects.  This underlines the importance of periodically performing such exercises.  
• The influence of two modelling factors on KJ was clearly established: firstly for this type of specimen, for 
which the clad makes up almost 12% of the cross-section, the associated residual stresses have a 
significant effect in reducing KJ values and therefore need to be considered in "best-estimate" analysis. The 
second concerns the use of 2-D or 3-D models: in this case the 2D FE models underestimated KJ values and 
are considered non-conservative. 
• For this combination of test specimen geometry and flaw, constraint loss is expected at the near-surface tip. 
A range of constraint parameters were evaluated (elastic T-stress, elastic-plastic T-stress and Q) to confirm 
this. However only in two cases these were used in quantitative analyses: constraint-modified FAD and KIeff, 
both using elastic T-stress. These indicate that fracture is likely to initiate at lower (deep) tip, which is 
consistent with the limited high-speed video camera evidence. In general more systematic application of 2-
parameter approaches is needed. 
• Both local approach models predicted initiation of cleavage fracture first from the lower crack front for 
medium and higher loads.  
Concerning the capability to predict whether the cracks propagating into the cladding arrest or cause full 
fracture, the two analyses performed indicate that when the load at first pop-in is low, crack arrest in the clad 
can be correctly predicted on the basis of the J-R curve, but that further work is needed to ensure the reliability 
of such approaches over the full load range.  
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