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Abstrak 
Himpunan frequent closed itemset dapat digunakan untuk mengetahui nilai 
dukungan dari semua itemset secara tepat, dan jumlahnya lebih sedikit 
daripada jumlah frequent iten1set yang ditemukan pada nilai dukungan yang 
sama. Algoritma CLOSET+ dan CHARM-L merupakan algoritma yang dapat 
menghasilkan frequent closed iten1set. Strategi penggalian yang diterapkan 
pada kedua algoritma tersebut dapat dikatakan saling bertolak belakang satu 
sam a lain. N amun keduanya telah terbukti sebagai algoritma penggalian 
frequent closed item set yang efisien. 
Tugas akhir ini dimaksudkan untuk melakukan studi terhadap kinerja 
algoritma CLOSET+ dan CHARM-L. Perbandingan kinerja dilakukan dari 
segi waktu komputasi serta utilisasi memori. Pengujian dilakukan terhadap 
dataset yang bervariasi, baik dalam hal jumlah transaksi ataupun jumlah item. 
Hasil uji coba menunjukkan bahwa bahwa karakteristik dataset berpengaruh 
terhadap kinerja dari suatu algoritma. Dalam segi waktu proses komputasi, 
CLOSET+ lebih unggul jika diterapkan pada dataset yang memiliki 
karakteristik distribusi simetris ataupun distribusi bi-modal, sedangkan 
CHARM-L lebih cepat jika diterapkan pada dataset sintetis, yang memiliki 
karakterstik distribusi simpang kanan (right skewness distribution) . Pada uji 
coba utilisasi memori untuk pertumbuhan jumlah transaksi, CLOSET+ 
cenderung stabil, sedangkan untuk pertumbuhan jumlah item, CHARM-L 
terbukti lebih efisien . 
Kata kunci: CLOSET+, CHARM-L, closed itemset, frequent item set, minilnum 
support, basis data transaksi, data mining. 
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1.1 LA TAR BELAKANG 
Kemunculan penggalian pola asosiasi (association rule mining), mendorong 
adanya riset mengenai metode penggalian frequent itemset yang efisien. 
Algoritma yang biasa digunakan antara lain: Apriori, FP-growth, H-mine, dan 
OP, yang menambang kumpulan lengkap dari frequent itemset. Algoritma 
tersebut memil iki performa yang baik ketika diberikan nilai support yang besar 
dan ruang pola (pattern space) yang tersebar. Namun, ketika diberikan nilai 
support yang rendah, maka jumlah frequent itemset yang muncul akan menjadi 
lebih banyak dan kinerja algoritma tersebut menjadi lambat, yang dikarenakan 
adanya pembangkitan pola dalam jumlah besar. Disamping itu, tetjadi penurunan 
efektivitas pembangkitan set yang lengkap, karena dibangkitkannya pola 
berulang (redundant) dalam jumlah besar. Sebagai contoh, pada basis data yang 
memiliki hanya satu transaksi dengan panjang (length) 100, maka akan 
dibangkitkan frequent itemset sebanyak 2100 - 1, jika minimum support yang 
diberikan adalah 1. 
Penambangan itemset terdekat, atau yang biasa disebut closed itemset mining, 
melakukan penambangan hanya pada frequent itemset yang tidak memiliki 
superset dengan support yang sama. Penambangan itemset terdekat, 
menghasilkan result set yang lebih kecil ( daripada penambangan frequent 
itemset), serta didapatkan pencapaian kelengkapan yang lebih baik dari hasil 
yang ringkas tersebut, agar didapatkan pembangkitan semua frequent itemset 
dengan support count yang akurat. 
Sehubungan dengan pencarian itemset terdekat, banyak diajukan algoritma 
penggalian itemset terdekat, seperti: A-close, CLOSET, MAFIA, dan CHARM. 
2 
Bermacam strategi dikembangkan, antara lain depth-first search vs. breadth-first 
search, vertical formats vs. horizontal fornlats, struktur tree vs. struktur data 
yang lain, top-down vs. bottom-up traver a!, pseudo projection vs. physical 
pn~jection dari conditional database . Namun tidak terdapat pembelajaran 
sistematik dalam pembandingan strategi serta mengevaluasi "pro" dan "kontra" 
secara obyektif, serta tidak terdapat diskusi mengena1 bagaimana 
mengintegrasikan strategi yang terbaik dan mendapatkan algoritma yang lebih 
baik. 
Penelitian lebih lanjut akan penggalian frequent closed itemset memunculkan 
algoritma CLOSET+[?] dan CHARM-L [9], yang merupakan pengembangan dari 
CLOSET dan CHARM, sebagai algoritma yang lebih efisien dalam penggalian 
frequent closed itemset. Masing-masing algoritma tersebut dibangun dari strategi 
yang berbeda, dimana tiap strategi memiliki kelebihan dan kekurangan. 
Berdasarkan permasalahan tersebut, maka penulis menyusun tugas akhir yang 
ditujukan untuk melakukan studi kinerja dalam hal waktu proses dan alokasi 
memori, antara algoritma CLOSET+ dan CHARM-L dalam penggalianfi·equent 
closed itemset. 
1.2 TUJUAN 
Tujuan dari tugas akhir ini adalah melakukan studi terhadap kinerja algoritma 
CLOSET+ dan CHARM-L dalam penggalianfi·equent closed itemset. 
1.3 PERMASALAHAN 
Permasalahan pada tugas akhir ini antara lain adalah: 
1. Bagaimana cara mendesain dan mengimplementasikan algoritma CLOSET+ 
untuk mendapatkan kumpulanjrequent closed itemset? 
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2. Bagaimana melakukan uji coba dan evaluasi untuk perangkat lunak yang 
akan dibuat? 
3. Bagaimana menguji ketepatan penerapan algoritma CLOSET+ dengan 
menggunakan teknik Hybrid tree projection ini? 
1.4 BATASAN MASALAH 
Batasan permasalahan dalam tugas akhir ini antara lain: 
1. Tugas akhir akan difokuskan pada penerapan algoritma CLOSET+ dalam 
penggalianfrequent closed itemset. 
2. Implementasi algoritma CHARM-L didapatkan dari perangkat lunak 
CHARM-L yang dibuat oleh Yenny K [lOJ . 
3. Data untuk uji coba didapatkan dari FIMI (Frequent Item set Mining 
Implementation) Repository n , dan basis data sintetis lainnya dibangkitkan 
menggunakan data generator yang disediakan pada IlliMine Project [61 . 
4. Ukuran dan karakteristik data masukan telah disesuaikan dengan kebutuhan 
uji coba yang akan dilangsungkan. 
5. Pengembangan aplikasi akan menggunakan sistem operasi Windows, bahasa 
pemrograman Java serta database Oracle. 
1.5 METODOLOGI 
Penyusunan tugas akhir ini dibagi menjadi beberapa tahapan sebagai berikut: 
1. Studi kepustakaan 
Pada tahap ini, penulis mencari dan merangkum kepustakaan apa saja yang 
dapat menunjang pengerjaan tugas akhir ini . Diantaranya yaitu pencarian 
informasi tnengenat algoritma CLOSET+ dan CHARM-L, strategi 
penggalian frequent closed itemset, pembangkitan data set sintetis untuk 
masukan pada aplikasi, serta informasi lain yang masih dalam lingkup 
permasalahan tugas akhir ini . 
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2. Desain aplikasi 
Pada tahapan ini, dilakukan perancangan implementasi algoritma CLOSET+ 
dan CHARM-L dalam menggali frequent closed itemset. Perencanaan ini 
meliputi penyusunan rincian dari aplikasi, yang meliputi perencanaan 
masukan, proses, dan keluaran dari aplikasi, serta penentuan struktur data 
yang digunakan, proses-proses yang harus dilaksanakan, dan perancangan 
antar muka dari aplikasi. 
3. Pembuatan aplikasi 
Pada tahapan ini, difokuskan pada pembuatan aplikasi sesuai dengan desain 
yang ada. Untuk data masukan, akan didapatkan dengan cara 
menghubungkan aplikasi dengan basis data transaksi . Pemrosesan, dilakukan 
oleh aplikasi yang dibuat dengan bahasa pemrograman Java, dan berjalan 
pada sistem operasi Windows. Luaran dari aplikasi berupa data hasil proses 
penggalian. 
4. Uji coba dan evaluasi 
Pada tahapan ini akan dilakukan uji coba dan evaluasi terhadap aplikasi yang 
telah dibuat dengan melakukan pengujian data kecil dan data besar. 
5. P nyusunan buku tugas akhir 
Pada tahapan ini dilakukan penyusunan dokumentasi yang menjelaskan dasar 
teori dan metode yang digunakan serta hasil yang telah didapatkan dari proses 
uji coba. 
1.6 SISTEMA TIKA PENYUSUNAN 
Dalam penyusunannya, laporan tugas akhir ini dikelompokkan menjadi lima bab, 
yang membahas bagian- bagian berikut : 
BAB I Pendahuluan 
Bab ini berisi tentang beberapa hal yang mendasar dari tugas akhir ini, antara 
lain : latar belakang, tujuan tug as akhir, permasalahan dan batasannya, serta 
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metodologi pelaksanaan tugas akhir dan sistematika dari penulisan buku tugas 
akhir ini. 
BAB II Dasar Teori 
Bab ini menjelaskan teori-teori yang menunjang dalam pengerjaan tugas akhir ini 
ditinjau dari sisi keilmuan penambangan data yang berupa pencarian frequent 
closed iten1set. Berisi basil studi literatur mengenai algoritma CLOSET+ dan 
CHARM-L sebagai algoritma yang digunakan dalam penggalian FCI. 
BAB III Desain Aplikasi 
Bab ini menggambarkan tahapan serta alur kerja aplikasi, mulai dari pembacaan 
basis data sampai proses berakhir hingga dihasilkan luaran berupa frequent 
closed itemset. Berisi diagram use case, diagram aktivitas, diagram sekuensi, 
diagram View Of Participated Class (VOPC), dan diagram kelas yang 
merepresentasikan keseluruhan desain dari aplikasi. 
BAB IV Implementasi Aplikasi 
Bab ini menguraikan tahapan-tahapan pengimplementasian desain yang telah 
dibangun menjadi sebuah aplikasi. Berisi implementasi proses dari use case, 
implementasi kelas-kelas pembangun aplikasi serta implementasi antarmuka 
aplikasi . 
BAB V Uji Coba dan Evaluasi 
Bab ini berisi penjelasan tentang pelaksanaan uji coba terhadap sistem. 
Berdasarkan uji coba yang dilaksanakan, dilakukan analisis dan evaluasi terhadap 
hasil yang diperoleh. 
BAB VI Penutup 
Bab ini merupakan bagian terakhir dari buku Tugas Akhir ini yang berisi 
simpulan dapat diambil dari pelaksanaan tugas akhir beserta saran untuk 
pengembangan selanjutnya. 
BABII 
ENGGALIAN FREQUENT CLOSED [ffEMSETi 
BABII 
PENGGALIAN FREQUENT CLOSED ITEMSET 
Tugas Akhir ini bertujuan untuk melakukan studi kinerja algoritma CLOSET+ 
dan CHARM-L dalam penggalianjrequent closed itemset. Oleh karena itu, pada 
bah ini, selain dijelaskan mengenai algoritma CLOSET+ dan CHARM-L, juga 
dijelaskan mengenai data mining secara garis besar dan konsep pencarian 
frequent closed itemset. 
2.1 DATA MINI G 
Data mining (penggalian data) didefinisikan sebagai proses ekstraksi informasi 
yang menarik dari sekumpulan data pada basis data besar [MSC-96]. Sebuah pol a 
atau pengetahuan dikatakan menarik jika pola atau pengetahuan tersebut tidak 
sepele (non-trivial), implisit, belum diketahui sebelumnya, dan bermanfaat. 
Penambangan data muncul sebagai jawaban atas permasalahan pengambilan 
keputusan yang dihadapi oleh organisai-organisasi retail. Dengan penambangan 
data, manajemen perusahaan dapat memperoleh informasi tentang aturan atau 
pola transaksi yang dilakukan pelanggan sehingga perusahaan dapat menerapkan 
strategi manajemen yang tepat, misalnya menambah stok barang tertentu, 
mengatur tata letak barang berdasarkan pola beli konsumen, membuat katalog 
produk serta melakukan segmentasi pasar. 
Secara umum, penggalian data dapat diklasifikasikan berdasarkan 
fungsionalitasnya ke dalam tujuh kategori, yaitu deskripsi kelas, penggalian 
kaidah asosiasi, penggalian pola sekuensial, klasifikasi dan prediksi, analisis 
klaster, analisis pembohong, dan analisis evolusi. Fokus dari tugas akhir ini 
adalah pada fungsionalitas penggalian kaidah asosiasi. 
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2.2 PENGGALIAN KAIDAH ASOSIASI 
Kaidah asosiasi mendeskripsikan hubungan asosiasi antar item dalam suatu basis 
data transaksi. Hal ini berarti j ika beberapa item dibeli pad a sebuah transaksi, 
maka item-item lain juga dibeli [AGR-93]. Untuk menemukan kaidah asosiasi, 
pertama harus dicari itemset yang sering muncul dalam basis data transaksi, 
dimana itemset adalah kumpulan item yang dibeli secara bersamaan. Sebuah 
transaksi dikatakan mendukung sebuah itemset Z, jika Z terdapat pada transaksi 
tersebut [AGR-93]. Nilai support untuk sebuah itemset didefinisikan sebagai 
rasio dari jumlah transaksi yang memiliki itemset ini terhadap jumlah seluruh 
transaksi di basis data D. Dengan demikian, permasalahan utama dalam 
pencanan aturan asosiasi adalah menemukan semua itemset yang memenuhi 
m1n1mum support yang ditentukan oleh pengguna. Tiap itemset semacam itu 
disebut sebagaifrequent iten1set. 
Penggalian frequent item set mendorong munculnya penelitian mengenai metode 
dan algoritma penambangan frequent itemset yang efisien. Pada umumnya, 
algoritma penggalian kaidah asosiasi memiliki performa yang baik ketika 
diberikan nilai support yang besar dan ruang pola (pattern !Jpace) yang tersebar. 
Namun, pada nilai support yang rendah, jumlah frequent itemset muncul lebih 
banyak dan kinerja algoritma menjadi lambat, yang dikarenakan adanya 
pembangkitan pola dalam jumlah besar. Disamping itu, efektivitas pembangkitan 
set yang lengkap menurun, karena dibangkitkannya pola berulang (redundant) 
dalam jumlah besar. Sebagai contoh, pada basis data yang hanya memiliki satu 
transaksi dengan panjang 100, akan dibangkitkan frequent item set sebanyak 
i 0u - 1, jika minimun1 support yang diberikan adalah 1. 
Penggalian itemset terdekat, atau yang biasa disebut closed itemset mining, 
melakukan penggalian hanya padajrequent itemset yang tidak memiliki superset 
dengan support yang sama. Penggalian itemset terdekat, menghasilkan result set 
yang lebih kecil ( dibanding penambangan frequent itemset), dan kelengkapan 
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yang lebih baik dari hasil yang ringkas tersebut, sehingga didapatkan 
pembangkitan semua frequent itemset dengan support count yang akurat. 
Sehubungan dengan pencarian itemset terdekat, dikembangkan beragam strategi 
penambangan itemset terdekat, antara lain: depth-first search vs. breadth-first 
search, basis data berformat vertikal vs. format horisontal, struktur data tree vs. 
struktur data yang lain, penelusuran secara top-down vs. bottom-up, proyeksi 
conditional database secara pseudo projection vs. physical projection. 
2.3 DEFINISI PERMASALAHAN 
Basisdata transaksi TDB merupakan kumpulan transaksi, dimana tiap transaksi 
dinotasikan sebagai tuple (tid, X), yang mengandung kumpulan item (i.e., X) 
dan diasosiasikan dengan identitas transaksi yang unik berupa tid. 
I= {i1 , i2 , ... ,in} merupakan kumpulan distinct item yang muncul pada TDB. 
Itemset Y adalah subset tak kosong (non-empty subset) dari I dan disebut 1-itemset 
jika itemset tersebut mengandung I item. Itemset {xP ... , x1 } juga dapat ditulis 
dengan x1 ... x1 • Sebuah transaksi (tid, X) dikatakan mengandung itemset Y jika 
Y c X. Jumlah transaksi pada TDB yang mengandung itemset Y disebut support 
dari item set Y, dan dinotasikan dengan sup(Y). Diberikan dukungan minimum, 
min_sup, sebuah itemset Y dikatakanfrequent jika sup(Y) ~ min_sup. 
Definisi FREQUENT CLOSED ITEMSET 
Sebuah itemset Y n1erupakan frequent closed iternset (FCI) jika item set tersebut 
merupakan kumpulan item yang sering muncul dan tidak terdapat superset lain 
yang memenuhi Y' ::=) Y dimana sup(Y') = sup(Y). 
Tabel 2.1 Basis data transaksi TDB 
Tid Kumpulan item Frequent item yang telah diurutkan 
1 ACTW CWAT 
2 CDW CWD 
') ACTW CWAT .) 
4 ACDW CWAD 
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5 ACDTW CWADT 
6 CDT CDT 
Dengan min_ sup 2, maka dapat dilakukan pencarian frequent item, yang 
kemudian diurutkan secara descending. Daftar item yang telah diurutkan disebut 
/ _list. Pada contoh ini, f _list = ( c : 6, w: 5, a: 5, d: 4, t: 4). Frequent item pada 
tiap transasksi diurutkan berdasar f _list, dan ditunjukkan pada kolom ketiga pada 
tabel 2.1. 
2.4 STRA TEGI PENGGALIAN FCI 
Salah satu prinsip penting dalam penggalian frequent itemset adalah properti 
Apriori: "setiap subset dari fi·equent itemset harus frequent" . Dengan demikian, 
setiap frequent iten1set hanya mengandung frequent item. Diberikan kumpulan 
item, F, kumpulan yang lengkap dari itemset adalah lattice over 2F. Dapat 
ditunjukkan bahwa kumpulan yang lengkap dari closed itemset membentuk sub-
lattice dari 2 F. 
Permasalahan dalam pencarian kumpulan yang lengkap dari FCI adalah mencari 
kumpulan yang lengkap dari FCI pada lattice closed itemset. Strategi pencarian 
tersebut dapat dibagi menjadi beberapa kategori. 
2.4.1 Breadth-First vs. Depth-First Search 
Pendekatan breadth-first search (BFS) rnelakukan pencarian pada lattice, level 
demi level. Pendekatan ini menggunakan frequent itemset pada level sekarang 
dengan panjang k untuk mernbangkitkan kandidat pada level selanjutnya dengan 
panjang (k+ 1), dan diperlukan pemindaian kembali untuk menghitung support 
dari kandidat dengan panjang (k+ 1). Dikarenakan banyaknya pemindaian 
basisdata, maka BFS tidak cocok untuk penggalian pola yang panjang. 
Berbeda dengan BFS, depth-first search melakukan penelusuran lattice dengan 
urutan depth-first, dan subtree dari itemset akan dicari jika itemset tersebut 
frequent. Ketika ukuran itemset menjadi lebih besar, maka DFS akan 
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mempersempit ruang pencanan. Dengan demikian, DFS biasanya menjadi 
pemenang untuk penggalian pola yang panjang. Beberapa penelitian 
menunjukkan bahwa DFS lebih efisien daripada BFS. 
2.4.2 Horizontal vs. Vertical Data Format 
lnformasi mengenai transaksi dapat disimpan dalam dua format. Format 
horisontal adalah penyimpanan transaksi yang intuitif Setiap transaksi disimpa.n 
sebagai daftar item. Pada format vertikal, disamping dilakukan penyimpanan 
transaksi secara eksplisit, namun juga diberikan tid-list untuk setiap item, sebagai 
identitas dari transaksi . Pada format vertikal perlu diberikan tid-set untuk setiap 
.fi'equent itemset. 
Pada basis data yang berukuran besar, tiap tidset pasti berukuran besar dan akan 
mengkonsumsi memori dalam jumlah yang besar pula. Sebaliknya, jika dipilih 
struk1:ur yang ringkas seperti FP-tree, maka format horisontal tidak akan terlalu 
memakan memori, karena itemset dapat membagi jalur umum (common path) 
jika itemset juga membagi common prefix, dan tiap tid-list direpresentasikan 
dengan count. Untuk format vertikal, operasi penyilangan (intersection) ha.nya 
dapat mencari satu ji-equenl item set. Sedangkan pada format horisontal, seperti 
CLOSET+, satu kali pemindaian dari basisdata proyeksi dapat mencari banyak 
frequent item yang dapat digunakan untuk menumbuhkan prefix itemset dalam 
membangkitkanji-equent itemset. 
Selanjutnya akan dibandingkan antara CLOSET+, algoritma berbasis format 
horisontal, dengan CHARM-L, algoritma berbasis format vertikal, dalam 
skalabilitas dan efisiensi, baik waktu proses dan penggunaan memori. Dari basis 
data contoh pada tabel 2.1, maka format data untuk transaksi tersebut dapat 
direpresentasikan pada gambar 2.1. 
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Format Horisontal Format V ertikal 
a c d t w a c d t w 
Tl 1 1 0 1 1 Tl 1 1 0 1 1 
T2 0 1 1 0 1 T2 0 1 1 0 1 
T3 1 1 0 1 1 T3 1 1 0 1 1 
T4 1 1 1 0 1 T4 1 1 1 0 1 
T5 1 1 1 1 1 T5 1 1 1 1 1 
T6 0 1 1 1 0 T6 0 1 1 1 0 
Gambar 2. 1 Layout Basis Data 
2.4.3 Teknik Komp•·esi Data 
Basis data transasksi biasanya beruk:uran besar. Jika basis data dapat 
dimampatkan, dan hanya informasi yang terkait saja yang disimpan, maka 
penggalian akan menjadi efisien. Beberapa metode kompresi data telah diajukan, 
seperti FP-tree dan Diffset FP-tree dari basisdata transaksi merupakan prefix tree 
dari daft.arfrequent item pada transaksi . 
Contoh: FP-tree dibangun dengan jalan sebagai berikut: Pindai basisdata untuk 
mencari kumpulan item yang sering muncul dan urutkan secara descending untuk 
mendapatkan f list. Untuk memasukkan transaksi ke dalam FP-tree, item yang 
tidak sering muncul dihilangkan, dan item lainnya yang tersisa diurutkan 
berdasar f list. Item yang kurang frequent pada bagian leaf, dan item dengan 
support yang lebih tinggi ditempatkan pada level yang lebih tinggi pula pada FP-
tree. 
Struktur FP-tree memiliki beberapa keuntungan dalam penggalian frequent 
itemset. Pertama, FP-tree memiliki rasio kompresi yang tinggi dalam 
merepresentasikan dataset karen a ( l) item yang tidak frequent diidentifikasi pad a 
awal pemindaian basisdata tidak akan digunakan pada pembangunan tree, dan (2) 
kumpulan transaksi yang berbagi subset yang sama dapat berbagi jalur common 
prefix dari root pada FP-tree. Kedua, rasio kompresi yang tinggi akan mendorong 
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adanya perhitungan fTekuensi yang efisien pada pemindaian FP-tree yang iteratif. 
Ketiga, metode DFS yang efisien menjadi pelangkap dari digunakannya FP-tree. 
Diff et adalah metode kompresi yang efisien dari tid-set bagi metode yang 
merujuk pada format data vertikal. Untuk algortima berbasis format vertikal 
seperti CHARM-L, penghitungan support memerlukan penyilangan 
(intersections) pada tidset. Ketika kardinalitas tidset menjadi semakin besar, tidak 
hanya tidset yang memerlukan memori dalam jumlah besar, namun penyilangan 
tid set juga memerlukan biaya yang besar. 
2.5 ALGORITMA CLOSET+ 
CLO ET+ bekerja dengan jalan mengikuti paradigma divide-and-conquer dan 
strategi depth-first search (DFS) serta menggunakan FP-tree sebagai teknik 
kompresi . DFS serta metode berbasis format horisontal seperti CLOSET+ akan 
melakukan penghitungan terhadap frequent item lokal dari prefix yang 
dikehendaki , dengan membangun dan melakukan pemindaian basis data 
proyeksi . Oleh karena itu, metode hybrid tree-projection akan diterapkan untuk 





(1) Basisdata transaksi TO B. 
(2) nilm dukungan minimum. min sup. 
kurnpula.nfrequent closed itemset . 
I. Lakukan pemindaian pada basisdata TDB untuk mencari item yang sering muncul 
pada kcscluruhan basisdata (global frequent items) dan urutkan dengan uruta.n 
descending. Daftar frequent item yang telah diurutkan tcrsebut, selanjutnya akan 
membentuk.f/ist. 
2. Lakukan pemindaian pada basis data transaksi TDB. dan bangun FP-tree 
menggunakan .f list . Catatan: saat proses pembangunan tree. lakukan penghitungan 
rata-rata jumlah (count) dari node FP-tree w1tuk menentukan kategori dataset. 
Selanjutnya, lakukan proyeksi basis data dengan metode sesuai karakteristik 
dataset dan dilanjutkan dengan inisialisasi global header table . 
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3. Lakukan penggalian FP-trcc scsuai kategori dataset, dan dilanjutkan dengan subset 
chec.:kmg. 
4. Hcntikan proses ketika scmua item pada header table telah digali . Kumpulan 
f requent closed itemset dapat ditemukatl baik pada result tree ataupun pada file 
luaran. F. 
Gambar 2. 2 Algoritma CLOSET+ 
Selama proses penggalian closed itemset, bisa jadi terdapat beberapa prefix 
itemset yang tidak menjanjikan untuk digunakan dalam memunculkan closed 
itemset. O!eh karena itu , maka prefix itemset yang tidak menjanjikan tersebut 
harus dideteksi dan dihilangkan secepatnya dengan mengadopsi metode: item 
metging, suh-itemset pruning, dan teknik item skipping untuk pemangkasan lebih 
lanjut terhadap ruang pencarian se11a mempercepat proses penggalian. 
Lemma 1. Item merging 
Diberikan X sebagai frequem itemset. Jika tiap transak i yang mengandung X 
juga mengandung Y, namun tidak terdapat superset lain dari Y, maka X u Y 
akan membentuk FCI dan tidak perlu mencari itemset yang mengandung X 
namun tidak mengandung Y. 
Contoh : Pada tabel 1, basis data proyeksi untuk prefix itemset cw:5 adalah 
{(at : 2),(d : l),(ad : l),(adt : 1)} . Dapat dilihat bahwa terdapat tiga transaksi yang 
mengandung itemset at, namun tidak terdapat superset yang memenuhi at. 
ltemset at dapat digabung dengan cw untuk membangun closed itemset cwat:3 , 
dan tidak perlu lakukan penggalian closed itemset yang mengandung cw namun 
tidak mengandung at. 
Lemma 2. Suh-itemset pruning 
Diberikan X sebagai itemset yang memiliki kecenderungan sebagai frequent 
itemse f. Jika X adalah superset yang memenuhi FCI yang telah ditemukan, Y, 
dan sup(X) = sup(Y), maka X dan semua turunan X pada set enumeration tree 
tidak dapat menjadi.fi-equent closed itemsel dan harus dipangkas. 
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Contoh: banyak algoritma penggalian pola yang mengikuti paradigma divide-
and-conquer. Paradigma top-down divide-and-conquer mengikuti urutan f list 
yang ditunjukkan pada contoh 1 (sebaliknya, paradigma bot/om-up divide-and-
conquer akan mengikuti kebalikan dari urutan f list): (1) pertama, lakukan 
penggalian pola yang mengandung item c, (2) lakukan penggalian pola yang 
mengandung item w namun tidak mengandung item c, (3) lakukan penggalian 
pola yang mengandung item a namun tidak mengandung item c ataupun w, dan 
pada akhirnya, lakukan penggalian pola yang hanya mengandung item t. Pada 
beberapa hal ketika ingin dilakukan penggalian pola dengan prefix itemset at:3, 
maka akan didapatkan bahwa at :3 adalah subset yang memenuhi closed itemset 
yang telah ditemukan, cwat:3, dengan nilai dukungan yang sama. Sehingga 
penggalian pola terdekat dapat dihentikan dengan prefix at:3 . 
Lemma 3. Teknik Item Skipping 
Jika frequent item lokal memiliki nilai dukungan yang sama pada beberapa 
header table pada level yang berbeda, maka dapat dilakukan pemangkasan dari 
header table pada level yang lebih tinggi. 
Bukti: diberikan asumsi bahwa item x pada Ievell adalah.fi·equenl item lokal dari 
prefix itemset X1 dan memiliki nilai dukungan yang sama pada level k dari 
header table prefix itemset X~-., maka frequent itemset yang muncul dari 
gabungan x dan Xk akan dimasukkan sebagaijrequent itemset yang muncul dari 
gabungan x dan x,. Sebagai hasilnya, maka item x bukanlah item terdekat, 
sehingga item x dapat dipangkas dari header table pada level k. 
2.5.1 Strategi perta rna : hybrid tree-projection 
Pada CLOSET+, dikembangkan met ode hybnd tree-projection, yang 
membangun proyeksi basis data dengan dua jalan: bot/om-up physical tree-
prc?Jection untuk dataset yang padat (dense), dan top-down pseudo tree-projection 
untuk dataset yang tersebar (.\parse). 
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2.5.1.1. Bottom-up physical tree-projection 
Untuk dataset yang padat, FP-tree dapat rnencapai ratusan atau bahkan ribuan 
kali lebih kecil dibanding dataset awal sebelurn dilakukan kompresi. Proyeksi 
FP-tree bersyarat (conditional projected FP-tree) biasanya dalarn bentuk yang 
ringkas. Tiap proyeksi FP-tree dikatakan lebih kecil dari FP-tree awal, dan 
penggalian pada struktur yang ringkas juga lebih eftsien. Sebagai hasilnya, untuk 
dataset yang padat, CLOSET+ tetap membangun proyeksi FP-tree, dan dilakukan 
secara rekursifberdasar aturan haltom-up (dengan urutan ascending). 
Untuk membantu proyeksi ftsik dari FP-tree, diberikan sebuah header table 
untuk tiap FP-tree, yang menyimpan setiap ID item, count item, dan garis yang 
menghubungkan sernua node dengan itemiD yang sama sebagai labelnya. Dalam 
pembangunan conditional FP-tree untuk prefix item t:-1, langkah pertarna yang 
dilakukan adalah mencari basis data bersyarat (conditional database) yang 
mengandung t (dinotasikan dengan TDB!t:4). Sebuah lintasan prefix dari sebuah 
node, Nt. yang merniliki itemlD t dan count C1, merepresentasikan gabungan 
transasksi dengan support Ct untuk prefix item t . Disini , TDBit:4 mengandung 
tiga transaksi, yakni cwa: 2, cwad: 1, cd: 1. Selanjutnya, akan dilakukan 
penggalian FCI dengan prefix t:4 . 
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Gambar 2. 3 Proyeksi FP-tree untuk prefix t 
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(1) Pertama, akan digali closed itemset dengan prefix td:2. Setiap dilakukan 
penggalian terhadap suatu prefix, prefix tersebut terlebih dahulu disi mpan 
ke dalam result tree sebagai kandidat FCI. Begitu pula dengan prefix td:2, 
yang juga disimpan ke dalam result tree . Dari prefix td :2, didapatkan 
TDBitd:2 = (cwa: 1), (c: 1) . Karena prefix td:2 berupa multiple path, maka 
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Gambar 2. 4 Proyeksi FP-tree untuk prefix td 
Dari FP tree untuk prefix td:2 tersebut, maka dilakukan penggalian 
terhadap pretlx tda: I. TDBitda:J = (cw: 1), berdasar teknik item merging, 
maka prefix tda: I dapat digabung dengan item set cw: 1 untuk membentuk 
FCI, cwatd: 1. Namun, karena tidak memenuhi nilai dukungan minimum, 
maka kandidat FCl tersebut tidak dimasukkan ke kdalam result tree. 
Selanjutnya, dilakukan penggalian terhadap prefix tw:l. Karena tw: I 
adalah subset dari kandidat FCI yang telah ditemukan sebelumnya, 
cwatd: 1, maka berdasar metode sub-itemsel pmning, tidak perlu 
dilakukan penggalian clused itemset dengan prefix tw: 1. Penggalian 
dilanjutkan untuk prefix ctd :2 . Karena TDBitda:J = kosong, maka ctd :2 
dikeluarkan sebagai kandidat FCI, dan dimasukkan ke dalam result tree. 
(2) Penggalian closed itemset dengan prefix ta:3. TDBha:3 = (cw: 3) , maka 
berdasar item merging, prefix ta:3 dapat digabung dengan cw:3, sehingga 
membentuk closed item set tacw:3. 
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(3) Penggalian closed itemset dengan prefix tw:3 . Karena tw:3 merupakan 
subset dari FCI tacw:3 dengan support yang sama, maka berdasarkan 
sub-itemset pruning, tw:3 dapat dibuang. 
(4) Penggalian closed itemset dengan prefix tc:4 . TDBI1c:4 = kosong. Dengan 
demikian, prefix tc:4 dikeluarkan sebagai kandidat FCl. 
2.5. 1.2. Top-down pseudo tree-projection 
Pseudoprqjection dilakukan sesuai dengan urutan f list (dengan urutan 
descending). Karena fP-tree dibangun berdasar urutan f list, maka semua 
proyek i tran aksi yang mengandung item c dapat ditemukan pada subtree di 
bawah node dengan label c:6. 
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Gambar 2. 5 Pseudo projection untuk prefix c 
Berdasar header table H.::G, maka dapat dilakukan penggalian FCI dengan prefix 
C. 
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(I) Pertama, dilakukan penggalian closed itemset yang mengandung cw:5, 
dan didapatkan TDBicw:s = (at: 2), (adt : 1) , (ad : 1), (d: 1). Dari 
conditional pattern base tersebut, frequent item lokal untuk prefix cw:5 
adalah sebagai berikut : (a : 4), (t: 3), (d : 3) . Metode top-down, 
merupakan kebalikan dari metode bottom-up, dimana penggalian dimulai 
dari item yang paling frequent . Dengan demikian, maka penggalian 
dimulai dari prefix cwa: 4. TDBicwa:4 = (t: 2), (dt: 1), (d: 1) . Didapatkan 
frequent item lokal : (t : 3), ( d : 2) . Maka, penggalian selanjutnya adalah 
penggalian untuk prefix cwat: 3. Karena TDB ic\\at:J = kosong, maka 
cwat:3 dikeluarkan sebagai kandidat FCI. Dilakukan langkah yang sama 
untuk prefix cwt :3 maupun cwd:3. 
(2) Dilakukan penggalian closed itemset untuk prefic ca:4. Setelah node anak 
a:4 dari node w:5 telah dihubungkan dari header table HrA, maka dapat 
digali closed itemset dengan prefix ca:4 namun tidak memiliki w. 
(3) Dengan jalan yang sama, maka berturut-turut dapat digali closed itemset 
dengan prefix cd namun tidak mengandung w ataupun a, dengan ct 
namun tidak mengandung w atau a ataupun d. 
(4) Sebagaimana diilustrasikan di atas, maka diperlukan dua hal dalam 
proses penggalian closed itemset untuk prefix yang diinginkan, yakni cari 
subtree dengan mengikuti side-link pointer dan secara berturut-turut 
lakukan penggalian subtree untuk mencari semua FCI, dan lakukan 
penyesuaian side-link pointer adjustment, dimana semua node anak harus 
terhubung dengan head table . 
2.5.2 Strategi kedua : efficient subset checking 
Saat didapatkan prefix itemset beru yang frequent, maka harus dilakukan dua 
jenis pengecekan kedekatan (closure checking), yakni pengecekan superset jika 
frequent itemset yang baru ini merupakan superset dari beberapa kandidat closed 
itemset yang telah ditemukan, dengan nilai dukungan yang sama; dan 
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pengecekan subset jika itemset yang baru ditemukan tersebut merupakan subset 
dari kandidat closed itemset yang telah ditemukan, dengan nilai dukugan yang 
sama. Karena bottom-up physical projection dan lop-down pseudo projection 
bekerja di bawah kerangka dil'ide-and-conquer dan depth-first-search, maka 
torema berikut menjelaskan bahwa CLOSET+ hanya perlu melakukan 
pengecekan subset untuk meyakinkan bahwa itemset yang baru ditemukan adalah 
itemset yang terdekat. 
Beberapa algoritma menyimpan semua FCI yang telah ditambang pada memori, 
agar dapat dicek jika terdapat kandidat baru dari closed itemset yang memang 
benar-benar merupakan itemset terdekat. Jika terdapat banyak pola yang muncul , 
maka pengecekan tingkat kedekatan (closure checking) akan memakan biaya, 
baik dalam hal penggunaan memori dan waktu proses. Dalam CLOSET+ telah 
dirancang skema pengecekan subset yang efisien, yakni kombinasi dari metode 
berbasis 2-level hash-indexed result tree (bagi dataset yang padat) dan metode 
pseudo-projection berbasis upward checking (bagi dataset yang tersebar), yang 
dapat menyimpan penggunaan memori dan mengakselerasi pengecekan tingkat 
kedekatan secara signifikan. 
Lemma 4. Subset checking 
Berdasar paradigma divide-and-conquer dan metode item merging dan item 
pruning, makafrequent itemset yang ditemukan oleh CLOSET+ pastilah itemset 
yang terdekat, jika itemset tersebut tidak dapat digolongkan ke sebarang FCI 
yang telah ditemukan. 
2.5.2.1. Two-level hash-indexed result tree 
Metode ini menyimpan semua kumpulan closed itemset yang telah digali pada 
memori, dimana semua FCI dapat disimpan dalam bentuk result tree yang 
terkompresi . Pada algoritma CLOSET+, akan ditunjukkan beberapa keunggulan 
dari closed itemset, yang mampu mengurangi ruang pencarian. Jika itemset Sc 
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dapat dimasukkan ke closed itemset lain yang telah ditemukan, Sa, maka 
hubungan berikut haruslah dimiliki: 
(I) Sc dan Sa memiliki support yang sama; 
(2) panjang dari Sc lebih kecil dari Sa; dan 
(3) semua item pada Sc juga harus terkandung dalam Sa. 
Pertama, dimasukkan 2-level hash indices ke dalam result tree: dimana satu level 
menggunakan ID dari item terakhir pada itemset Sc sebagai hash key, dan yang 
lain menggunakan support dari Sc sebagai hash key, dan node result tree akan 
masuk kedalam beberapa tempat, yang akan dihubungkan bersama. Kedua, 
dilakukan penambahan setiap closed itemset ke dalam result tree berdasar urutan 
f list, dan pada tiap node juga harus disimpan panjang lintasan dari node ini ke 
node root. 
Contoh: berdasar paradigma depth-first search, kumpulan dari closed itemset 
akan digali dan dimasukkan ke dalam result tree dan pada tiap node, berturut-
turut disimpan item.ID, nilai dukungan, dan panjang (relatifterhadap node root) . 
2.5.2.2. Pseudo-projection based upward checking 
Untuk prefix itemset tertentu, X, selama dapat dicari sebarang item yang: 
(1) muncul pada tiap lintasan prefix yang sesuai dengan prefix itemset, X, 
dan 
(2) tidak dimiliki oleh X, 
maka sebarang itemset dengan prefix X bukanlah itemset yang terdekat, 
sebaliknya, jika tidak terdapat item tersebut, maka gabungan dari X dan 
kumpulan frequent item lokal yang memiliki support yang sama dengan sup(X) 
akan membentuk closed itemset. 
Bukti . Bagian pertama: jika dapat ditemukan item, ix, yang ( 1) muncul pada tiap 
lintasan prefix yang sesuai dengan prefix itemset, X, dan (2) tidak dimiliki oleh X, 
hal ini berarti X ataupun sebarang itemset dengan prefix X bukanlah item yang 
terdekat. 
21 
Bagian kedua: karena tidak didapatkan sebarang item yang (I) muncul pada tiap 
lintasan prefix yang sesuai dengan prefix itemset, X, dan (2) tidak dimiliki oleh X, 
dan sebarang item yang mungkin yang muncul bersama dengan X hanya dapat 
dimiliki olehfrequent item lokal dari X, dan hasilnya adalah gabungan dari X dan 
kumpulan frequent item lokal dari X yang memiliki nilai dukungan yang sama 
dengan sup(X) akan membentuk closed itemset. 
Asumsikan bahwa prefix X= d:4. Node d:l , d:2 dan d:l dapat ditempatkan pada 
side-link pointer dari item d, dan dapat ditemukan bahwa terdapat satu item, c, 
yang muncul pada lintasan prefix itemset c:4, dan muncul ebanyak 3 kali dengan 
prefix c:4. Dari FP-tree yang terbangun, tidak terdapat frequent item lokal dari 
prefix c:4 dengan support 4, maka cd:4 dikatakan item terdekat, sehingga 
langsung disimpan pada result tree. 
2.6 ALGORITMA CHARM-L 
Pada algoritma CHARM-L, penggalian FCI meliputi dua tahapan utama, yakni 
proses penyiapan data item dan proses penggalian. 
2.6.1 Penyiapan Data Item 
Proses penyiapan data item ini meliputi proses pembentukan item utama dan 
pro es pengurutan item utama. 
2.6.1.1. Pembentukan Item Utama 
Penggalian FCI dimulai dengan membentuk item utama terlebih dahulu, yaitu 1-
itemset yang mempunyai nilai support ;::: minimum support, dinotasikan sebagai 
h . Kandidat item utama ini didapatkan dari pembacaan masukan basis data 
transaksional, dan dipilih mana yang memenuhi ambang nilai dukungan 
minimum. Kandidat terpilih inilah yang menjadi item utama (F1), yang akan 
digunakan untuk pemrosesan lebih lanjut. 
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Dari pembacaan basis data pada tabel 2. 1, didapatkan 5 kandidat item utama, 
yaitu I = {A, C, D, T, W} . Nilai dukungan untuk tiap kandidat item utama di atas 
adalah sebagai berikut: 
• Item A 4 transaksi 
• Item(' 6 transaksi 
• Item D 4 transaksi 
• Item T 4 transaksi 
• ltemW 5 transaksi 
Jika nilai ambang batas dukungan minimum = 50% (3 transaksi), maka kelima 
item diatas memenuhi syarat tersebut, sehingga kelima kandidat item diatas 
merupakan item utama I frequent 1-itemset (F1). Tiap-tiap anggota F1 merupakan 
pasangan itemset-tid5el (17'-pair), dituliskan seperti gambar 2.6 berikut ini. 
Frequent 1-itemset 
A X 1345 
C X 123456 
D X 2456 
T X 1356 
W X }2345 
Gambar 2. 6 Frequent 1-itemset: IT-pair 
Dalam algoritma CHARM-L ini digunakan dif.fset sebagai format data vertikal 
untuk menggantikan nilai tid\·et tiap itemset. Karena himpunan frequent item set 
dapat digambarkan dalam bentuk lattice, maka dapat dicari elemen dasarnya 
dengan operasi meet itemset dan join tidset dari semua .fi'equent 1-itemset 
sehingga didapatkan elemen dasarnya adalah 0x /2 3-156. Dengan demikian, F1 
ini dapat direpresentasikan dalam bentuk equivalence class sebagai berikut : 
[!Ox /23-156] = {A xJ3-15 , C >< /23-156, Dx2-156, TxJ356, WxJ23-15} . Dari 
representasi equivalence class tersebut, maka dapat dicari tiap-tiap diffset dari 
tiap-tiap anggota F1, yang hasilnya dituliskan pada tabel 2.2. 
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T b 122F a e . 1 . requent -Itemset d I fi a am ormat I set 
ltemsetX t(P)- t(X) DiffsetX 
A t(0)- t(A) = 123-156- 13-15 26 
c t(0)- t(C) = 123-156-123-156 0 
D t(0 ) -t(D) = 123-156- 2-156 13 
T 1(0)- t(l) = 123-156- 1356 24 
w 1(0 ) -t(W) = 123-156- 123-15 6 
2.6.1.2. Pengurutan Frequent 1-itemset 
Sebelum dilakukan pencarian FCl dengan algoritma CHARM-L, elemen kelas 
[P] harus diurutkan terlebih dahulu. Pada level root, node itemset diurutkan 
berdasarkan bobotnya. Dengan x, y E I, didefinisikan bobot (weight) dari item x 
sebagai w(x) = L x .yEF, a(xy), yaitu jumlah seluruh support dari frequent 2-
itemset yang mengandung item x. Untuk perhitungan bobot, perlu dibentuk 
frequent 2-itemset terlebih dahulu . Gam bar 2. 7 menunjukkan kandidat dari 
frequent 2-itemset yang dituliskan dalam bentuk IT-pair, beserta nilai 
dukungannya masing-masing. 
Kandidat Frequent 2--itemset 
X X t(X) Suppol't Frequent 2-itemset 
AC X 1345 4 X X t(X) Support 
i·.D X 45 2 AC X 1345 4 
AT X 135 3 AT X 135 3 
A\V X 1345 4 AW X 1345 4 
CD X 2456 4 . CD X 2456 4 
CT X 1356 4 CT X 1356 4 
C1N X 12345 5 C\V X 12345 5 
DT X 56 2 DWx 245 3 
DVv x 245 3 T\V X 135 3 
TWX 135 3 
Gambar 2. 7 Frequent 2-itemset 
Dari ji-equent 2-itemset yang telah didapatkan pada gam bar 2. 7, maka bobot 
untuk tiap-tiap F1 dapat dihitung dan hasilnya dituliskan pada Tabel 2.3, sehingga 
kelas [P] diurutkan menjadi {D, T, W, A, C}. 
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a e . T b 123F requent 1 . -1temset b eserta b b t o o nya 
XE Fl XYEF2 Jv(X) 
A AC, AT, AW 4+3+4=11 
c AC, CD, CT, CW 4+4+4+5 = 17 
D CD,DW 4+3 = 7 
]' AT, CT, TW 3+4+3 = 10 
w AW, CW, DW, TW 4+5+3+3 = 15 
Algoritma CHARM-L bekerja dengan terus menerus menggali ruang itemset dan 
ruang tidsel di dalam ruang pencarian IT-tree. Pencarian didasarkan pada sifat 
pasangan itemset-tidsel, dengan tujuan memangkas level pencarian untuk segera 
menemukan closed itemset tanpa harus mengenumerasi setiap kandidatnya. 
Setiap kali CHARM-L membangkitkan sebuah node closed itemset, closed 
itemset tersebut ditandai dengan sebuah penanda unik yang disebut cid. Dalam 
CHARM-L, tiap elemen /i x t(IJ E P diasosiasikan dengan suatu cidset yang 
dinotasikan dengan C, yaitu himpunan semua cid dari closed itemset yang 
merupakan superset dari P/1• Begitu suatu closed itemset ditemukan, algoritma ini 
segera membentuk struktur lattice-nya. 
CHARr'I'I-L (0, rnin_sup): 
1. [0] = { /, >': dW: t E I r1 c;(l,);:: min_sup }; 
2. CHARM-L-ExTEND ([0), L, = {0}); 
3. return L //lattice dari closed sets 
CHAR~11-L-E>ITEND ([P], L:): 








1 . ., '-• 
P,· = P u /, dan [Pi) = 0 
UPDATE-<: (/,,[P]) 
for each 11 x d(/,,), C(i,,) E [P],j > i 
X = /1 dan Y = d(/1) - d(l,) dan C (><) = C W n C (/1) 
CHARM-PROPER/( (X. x Y, 1,, h P,, [.OJ, [.0]) 
L. = SUBSU!'vlPTION-CHECk-lATTICE-GEN (L.:, P,, C (P,)) 
CHARI\'1-L-E>ITEND ([PJ, L.) 
delete [Pu' 
Gambar 2. 8 Algoritma CHARM-L 
25 
CHAR~11-PROPERTY (X X '(, II, lh P,·, [P,.}, [P]): 
13. if ( cr(X) ~ min_sup) then 
14 . ifm(/1) = 0 dan m(/1) = 0 then 11\<ondisi 1 
15. Buang elernen 11 dan [P] 
16 . P, = p, u 11 
17. else if m(X,) > 0 dan m(X1) = 0 then /!l<o ndisi 2 
18. P,= P,u 11 
19, else if m(X1) = 0 dan rn(X1) > 0 then /!l<ondisi 3 




X x Y rnasuk pada [P1] 
else if m(X,) > 0 dan m(X1) > 0 then 
X x Y rnasuk pada [PI] 
//gunakan fungsi pengurutan f 
/!l<ondisi 4 
//gunakan fungsi pengurutan f 
Gambar 2. 9 Metode CHARM-PROPERTY 
Dengan l. menyatakan closed itemset laf1ice dan [,. adalah node root dari /a/lice, 
diinisialisasi L,. = 0. Metode CHARM-L ini bekerja sebagai berikut : 
• CHARM-L dimulai dengan inisialisasi kelas parent [P] dengan 
frequent item tunggal (Baris 1). Elemen [P] ini diurutkan terlebih 
dahulu dengan fungsi pengurutanf 
• Dilakukan pemanggilan pada prosedur CHARM-L-EXTEND dengan 
parameter parent equivalence class [P] dan lattice root L,. (Baris 2). 
Pemrosesan utama dalam algoritma CHARM-L ini dilakukan pada 
prosedur CHARM-L-EXTEND ini . 
CHARM-L-EXTEND mengambil Lc, node lattice dalam proses (yang 
diinisialisasi dengan node root), dan sebuah equivalence class dari IT-pair, [P]. 
CHARM-L-EXTEND beke1ja dengan memeriksa tiap kombinasi IT-pair yang 
menjadi anggota kelas [P], sebagai berikut: 
• Pada baris 5, tiap li membangkitkan sebuah prefiks baru P1 - P u I" 
dengan kelas [P1], yang diinisialisasi kosong. 
• Pada baris 8, kedua IT-pair dikombinasikan untuk menghasilkan 
pasangan baru X x Y, dengan X = I; dan Y t(l,) n t(/1). Jika terdapat 
C(l,) dan C(l1), maka dapat diperoleh himpunan closed itemset yang 
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mengandung P/1 dan Pl1 dengan cara mengiriskan kedua cidset, yaitu 
('(A.) = C(/1) n C(/1) , sepet1i yang dilakukan pada baris 8. 
Melalui CHARM-PROPERTY, tiap IT-pair 11 x 1(11) (baris 4), akan 
dikombinasikan dengan IT-pair lain ~' x t(~,) sesudahnya (baris 7), sesuai dengan 
fungsi pengurutan.f Metode CHARM-PROPERTY ini dituliskan dalam bentuk 
pseudocode pada gam bar 2. 9. 
Dengan metode SUBSUMPTION-CHECK-LATT/CE-GEN, CHARM-L 
mengenumerasi semua closed itemset yang tidak termasuk dalam closed itemset 
lain (baris 1 0). Fungsi ini juga membangkitkan node /a/lice baru Ln untuk closed 
set yang baru terbentuk dan menempatkannya pada posisi yang tepat dalam 
closed itemset lattice L. Node /a/lice baru Ln ini menjadi node dalam proses pada 
pemanggi I an rekursif CHARM-L-EXTEND selanjutnya (baris 11 ). 
Karena daftar closed superset dari 11 dapat berubah ketika sebuah closed itemset 
ditambahkan ke dalam !a/lice, maka suatu pengujian dilakukan pada baris 6 
untuk melakukan pembaharuan nilai pada C(/1) untuk setiap elemen yang tersisa 
dalam kelas [P] dengan pemanggilan prosedur UPDATE-C. 
Untuk memeriksa apakah sebuah ilemset Pi bersifat closed (baris 1 0), maka 
dilakukan pemanggilan pada metode SUBSUMPTION-CHECK-LA TTICE-GEN, 
yang urutan prosesnya dituliskan dalam bentuk pseudocode pada gambar 2.1 0. 
Metode ini mengambil node lattice dalam proses, itemset X yang baru terbentuk 
dan cidset C(X) sebagai masukan. Langkah pertama yang dilakukan yaitu 
memeriksa apakah X sudah termasuk atau terliputi (subsume) dalam itemset lain. 
Untuk itu, dicari semua closed itemset S yang merupakan superset dari X Jika X 
mempunyai nilai dukungan yang sama dengan support superset Z E S manapun, 
maka X sudah termasuk sehingga proses berhenti dan fungsi ini mengembalikan 
nilai Lc (Baris 3). Jika tidak, sebuah node lattice baru diinisialisasi sebagai Ln = 
X (Baris 4) . 
SUBSUMPTION-CHECK-LATIICE-GEN (L:, X .• C (X)): 
1. S = {Z e C I Z.cid e C (X)} 
//eliminate subsumed itemsets 
2. for each Z e S do 
3. if cr(X) = cr(Z) then return L:. 
//X menjadi child dari L: 
4. L. =X 
5. L: .children .add(L.) , L •. parents .add(L:) 
//Penyesuaian Lattice 
6. S"' 1" = { z E SIZ is Minimal} 
7. for all Z e S"' 1" do 
8. L •. children .add(Z), Z .parents .add (L.) 
9. for all Zp e Z .parents do 
10 . if Zpc L, then 
11. Zp.children.remove(Z), Z.parents.remove(Z.,) 
12. return L. 
Gambar 2. 10 Subsumption checking dan pembangkitan lattice 
27 
Untuk membangkitkan struktur lattice dari node lattice baru tersebut, maka dicari 
kumpulan parents (subset langsungnya), dan kumpulan children (superset 
langsungnya) . Node baru l~n ditambahkan sebagai child dari node dalam proses, 
Lc, dan Lc sebagai parent dari Ln (Baris 5). Dari himpunan semua closed superset 
dari Ln ( misalnya Ln = X), maka dapat dicari minimal superset, smin (Baris 6). 
Tiap-tiap minimal superset z E smn kemudian menjadi child dari Ln (dan Ln 
menjadi parent dari Z) (Baris 8). Langkah terakhir, untuk setiap parent dari Z, 
dinotasikan dengan Zp. maka penunjuk childemnya harus disesuaikan; Z dibuang 
dari daftar children dari Zp (dan Zp dari daftar parent Z) (Baris 9-10). Kemudian, 
lattice node Ln menjadi nilai kembalian untuk metode ini. 
Prosedur update-C pada algoritma CHARM-L (Baris 6) dijalankan karena setelah 
pemanggilan secara rekursif pada prosedur CHARM-L-EXTEND (Baris 11), 
maka closed set yang baru mungkin telah dibangkitkan. Dengan adanya closed 
set baru tersebut, maka perlu dilakukan pembaruan nilai cidset untuk setiap IT-
pair yang masih tersisa dalam kelas [P]. Dapat dituliskan sebagai berikut, untuk 
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setiap IT-pair 11 x t(/1) E [P] , dengan !1 '?..r I,, UPDATE-C menambahkan semua 
cidr; dari semua closed set yang baru dibangkitkan pada C(/1) . 
2.6.2 Pencarian dengan Algoritma CHARM-L 
Berikut ini akan dijelaskan proses-proses yang terjadi dalam penggalian 
menggunakan algoritma CHARM-L. 
...f:};M.3-
/f: o~ oM ow ~6 A A DWCx6 
(}X 123456 
Tx24 ~ ~ Cx{} 
~ A'Hx26 WCx6 
~ '\. AWC,26 
~ -+W-H,--
TACx 6 TWC x 6 
TACWx6 
Gambar 2. II Proses pencarian dengan format diffset 
Pada gambar 2.11 ditunjukkan bagaimana algoritma CHARM-L bekerja untuk 
basis data contoh pada Tabel 2. l . Berikut merupakan urut-urutan proses dalam 
menggali FCI untuk basis data contoh tersebut. 
• Met ode CHARM-L (baris 1) menginisialisasi kelas root dengan F1 yang telah 
diurutkan, [0] = {Dxl3, Tx2-l, Ax26, Wx6, Cx0}. 
• Prosedur CHARM-L-EXTEND pada baris 4 memproses node D x /3 , 
sehingga pada baris 5 nilai P, = D. 
• Pada Baris 7, nilai P, dikombinasikan dengan elemen berikutnya. DT dan DA 
merupakan infrequent itemset, maka keduanya dipangkas. 
• Pemrosesan selanjutnya pada node D dan node W Pada prosedur CHARM-
PROPERTY, m(D) > 0 dan m(W) > 0. Karena Kondisi 4 tercapai, nilai W 
dimasukkan ke equimlence class [D] (Baris 23), sehingga nilai [D] = { W} . 
• Pemrosesan selanjutnya pada node D dan node C, dan didapatkan m(D) > 0 
dan m(C) = 0, sehingga dalam kasus ini berlaku Kondisi 2. Hal ini berakibat 
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pada pengantian elemen D dengan DC, yang Juga mengubah kelas [D] 
dengan [DC], dan [DW] menjadi [DWC]. 
• DC tidak dapat diperluas lagi kemudian ditambahkan ke lattice. Pada 
pemanggilan rekursif CHARM-L-EXTEND berikutnya dengan kelas [DC.-l, 
hanya terdapat 1 elemen DWC sehingga proses melakukan subsumption 
check (baris 10) dan DWC ditambahkan ke /a/lice . Ketika proses kembali ke 
node D ( sekarang D( '), maka cabang IT-tree tersebut terselesaikan. 
• Pada pemrosesan node T dan node A, m(1) > 0 dan tn(A) > 0, berlaku Kondisi 
4 sehingga A diinsertkan ke kelas [7]. 
• Pad a pemrosesan node 7' dan node W, m( 1) > 0 dan m( W) > 0 sehingga kelas 
[7] menjadi [I] = {A, W} . Kemudian didapatkan m(l) > 0 dan m(C) = 0, 
setiap 7' digantikan oleh TC, sehingga [I] berubah menjadi [7C] = {A, W} . 
• CHARM-L kemudian melakukan subsumption check untuk node TC dan TC 
ditambahkan ke lattice. Pada pemanggilan rekursif untuk memproses [TC], 
7'AC dikombinasikan dengan TWC yang menghasilkan m(TAC) = 0 dan 
m(7W() = 0. Kondisi I terpenuhi, berakibat l'AC menjadi TACW, dan lWC 
dibuang. Karena TACW tidak dapat diperluas lagi, maka TACW ditambahkan 
ke lattice dan cabang 7C selesai diproses. 
• Pemrosesan cabang lainnya menunjukkan terjadinya Kondisi 2, sehingga 
tidak lagi dilakukan pemanggilan rekursif terhadap CHARM-L-EXTEND, 
dan semua closed frequent itemset yang didapatkan dari proses m1 
ditunjukkan dengan IT-pair yang tidak dicoret pada gambar 2.11 . 
Pembangunan closed itemset /a/lice dilakukan dalam metode SUBSUMPTION-
CHECK-LATTICE-GEN . Ketika sebuah closed set ditemukan, dilakukan 
pemberian nilai cid dan nilai tersebut dimasukkan pada lookup table, gambar 
2. 12 kotak paling kiri . Pada inisialisasi awal, lattice hanya mempunyai root Lr 
0, dan nilai cids untuk semua item masih kosong. Closed itemset pertama yang 
ditambahkan dalah P1 = DC, dengan node dalam prose Lc = Lr, sehingga 
ditambahkan T,n =DC sebagai child dan memperbarui nilai cidset dari C dan D, 
(dengan C(C) = { cl} dan C(D) = { c2}). Kemudian ditambahkan P1 = DWC, 
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dengan l,c = DC, DWC ditambahkan sebagai node baru Ln dan menjadi child dari 
DC; nilai cid'ietnya kemudian diperbarui. Proses berlanjut terus hingga semua 
closed set ditemukan sehingga tampak seperti gambar 2.12, kotak paling kiri 
bawah. 
c1d: closed set Initial Root 
cl: DC(4) QD··-. 
c2: DWC (3) . _ ·!~. ' 
c3: TC (4 ) Add P1 =De 
c4: TAWC(3) 
cS: AWC (4) 
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Bab ini menjelaskan bagaimana desain perangkat lunak dilakukan agar sesuai 
dengan tujuan . Tujuan utama dari perangkat lunak ini adalah melakukan 
penggalian frequent closed ilemse/, serta memberikan informasi yang jelas 
tentang performa perangkat lunak dengan berbagai variasi parameter masukan 
dari pengguna. 
Desain dari perangkat lunak ini dibuat dengan menggunakan sistem UML 
( Un(fied Modelling Language). UML merupakan sebuah bahasa pemodelan, yang 
dibuat dengan notasi yang spesifik dalam pembangunan sebuah model dari 
aplikasi atau sc?ftware . UML mendukung berbagai macam elemen notasi grafik, 
yang menyediakan keuntungan besar bagi pengembang aplikasi . Yakni, dengan 
membantu membangun model yang bervariasi, dapat ditelusuri serta dapat 
dikelola. Dengan kata lain, UML mendukung daur hidup pengembangan aplikasi . 
Untuk membuat suatu model, UML memiliki diagram gratis sebagai berikut 
• Use Case diagram 
• Class diagram 
• Behaviour diagram : 
o Statecha11 diagram 
o Activity diagram 
• Interaction diagram : 
o Sequence diagram 
o Collaboration diagram 
• Implementation diagram : 
o Component diagram 
o Deployment diagram 
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Dari daftar diatas, beberapa diagram yang digunakan dalam desain proses ini 
adalah · diagram use case, diagram sekuensi , diagram aktivitas serta diagram 
kelas. Untuk penjelasan mengenai pengertian diagram-diagram ini serta 
penggunaanya dalam desain aplikasi akan dibahas pada sub bab berikut : 
3.1 ANALISIS USE CASE 
Analisis use case menggambarkan sisi fungsionalitas dari sistem yang baru. Use 
case merepresentasikan interaksi yang dapat terjadi antara user (pengguna atau 
mesin lain) dengan sistem. Sebuah use case adalah satu unit kerja yang memiliki 
pengaruh pada sistem Contoh dari use case sederhana antara lain, menciptakan 
sebuah kereta, memodifikasi sebuah kereta atau membuat pemesanan. 
Tiap-tiap use case memiliki sebuah deskripsi yang menjelaskan fungsi yang akan 
dibangun pada sistem yang baru. Sebuah use case dapat berupa perluasan 
(extend) dan mengandung (include) fungsi dari use case yang lain dengan 
properti mereka sendiri . Uve case pada dasarnya berhubungan dengan "aktor". 
Aktor adalah pengguna atau mesin yang berinteraksi dengan sistem dalam 
melakukan kerja . 
Beberapa use case yang dimiliki oleh aplikasi antara lain : 
• Bangun Koneksi Basis Data 
• Penggalian FCI 
• Simpan Hasil 




Bangun Koneksi Basis Data Penggalian FCI 
Pengguna 
Gambar 3. 1 Diagram Use Case 
Simpan Hasil 
Deskrip i dari masing- rna ing use case diatas adalah sebagai berik:ut : 
3.1.1 Bangun Koneksi Basis Data 
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Use case ini menggambarkan proses pembangunan hubungan antara aplikasi 
dengan server basis data . Spesifikasi use case ini dapat dilihat pada tabel 3 .1. 
Tbl31S 'fik . u c ••B K ks' B . D " a e . ,pesa 1 asa se ase an gun one I as as ata 
Spesifikasi Penjelasan 
Akior • Pengguna 
• Sistem Basis Data 
Tujuan • Membangun koneksi dengan sistem basis data untuk 
digunakan dalam proses aplikasi yang lain 
Ringkasan • Use case ini pembangunan koneksi dengan server 
basis data berdasarkan masukan dari pengguna 
Masukan • am a basis data 
• Alamat server 




Tabel3.1 Spesifikasi Use Case "Han~un Koneksi Basis Data" (lanjutanj_ 
Luaran • Koneksi 
Kondisi Awal • Aktor berada pada tampilan awal, tidak ada koneksi 
• Koneksi telah terbangun, Aktor 1ngm mengubah 
koneksi 
Kondi i Akhir • Perubahan status koneksi pada MainFrame 
Aliran Aksi • Pengguna masuk ke panel "Koneksi" 
normal 
• Pengguna memasukkan parameter nama basis data, 
host, port, usemame dan password. 
• Pengguna menekan tombol "Next" untuk membangun 
koneksi 
• Aplika i memeriksa validitas masukan pengguna 
• Aplikasi membangun konek i yang diinginkan 
• Aplikasi mengubah status default koneksi pada frame 
utama 
Seluruh aktivitas dalam use case ini dapat disederhanakan dalam bentuk diagram 















set koneksi default 
ya 
ya 




menampilkan pesan kegagalan 
koneksi 
Gambar 3. 2 Diagram Aktivitas untuk Use Case "Bangun Koneksi Basis 
Data" 
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3.1.2 Penggalian FCI 
( lse case ini menggambarkan proses pencanan FCI menggunakan algoritma 
CLO ET +. Spesifikasi 11\·e case ini dapat dilihat pad a tabel 3 .2. 
a e . ,pest 1 asa se T b I 3 2 S .fik . U C ase "P 1· FCI" engga aan 
Spesifikasi Penjelasan 
Aktor • Pengguna 
Tujuan • Mencari FCI yang memenuhi batasan pengguna 
dengan menggunakan algoritma CLOSET+ 
Ringkasan • Use ca e ini menerapkan algoritma CLOSET+ dalam 
melakukan penggalian FCl. 
Masukan • ama Tabel Transaksi 
• Minimum Support 
Luaran • Daftar FCl yang dihasilkan 
• lnformasi proses penambangan 
Kondi i Awal • Aktor berada pada tampilan panel set parameter 
Kondisi Akhir • Algoritma penggalian selesai melakukan proses 
• Ditampilkan panel hasil 
Aliran Aksi normal • Pengguna masuk ke Pane!SetParam 
• Pengguna memilih tabel yang digunakan pada Combo 
Box tabel transaksi 
Pengguna memasukkan parameter batasan .. • mm1mum 
yang diinginkan 
• Pengguna menekan tombol "Pro es " 
• Aplika i memerikasa validitas parameter 
• Aplikasi memanggil proses CLOSET+ 
• Penghitungan jumlah kemunculan item 
• Pembangunan FPTree 
• Penghitungan rata-rata jumlah item yang terdapat pada 
tiap node FPTree 
• Penentuan metode penggalian sesua1 karakteristik 
basis data 
• Penelusuran FPTree 
• Pembangunan conditional FPTree 
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Tabel 3.2 Spesifikasi Use Case "Penggalian FCJ'' (lanjutan) 
• Pencarian FCI dari dahan FPTree 
• Subset checking 
• Aplikasi menampilkan hasil penggalian pada panel 
hasil 
Selumh aktivitas dalam use case ini dapat disederhanakan dalam bentuk diagram 
aktivitas pada gambar 3.3. 





kemunculan tiap item 
menentukan item yang 





parameter penggalian pol a 
perangkat lunak memeriksa 
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bottom up physical 
projection • selesa1 
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Gam bar 3. 3 Diagr·am Aktivitas untuk Use Case "Penggalian FCI" 
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3.1.3 Simpan Hasil 
( lse case ini menggambarkan proses peny1mpanan hasil penggalian ke dalam 
bentuk file dengan nama file esuai dengan masukan pengguna. Spesifikasi use 
case ini dapat dilihat pada tabel 3.3. 
a e . ,pest • ast se T b I 3 3 S 'fik . U C ase "S' tmpan H 'I" ast 
Spesifikasi Pen.ielasan 
Aktor • Pengguna 
Tujuan • Menyimpan hasil proses yang ditampilkan pada file 
pilihan pengguna 
Ringkasan • U e case Jnl dilakukan apabila pengguna mgm 
menyimpan hasil penambangan kedalam bentuk file. 
I--
Masukan • Keluaran proses penggalian FCI 
• Nama file 
Luaran • File hasil 
Kondisi Awal • Aktor berada pada tampilan panel hasil 
Kondisi Akhir • File hasil berisi seluruh hasil proses penggalian 
Aliran Aksi normal • Pengguna masuk ke PanelHasil 
• Pengguna menekan tombol "Save" 
• Ditampilkan JFileChooser 
• Pengguna memilih direktori temp at peny1mpanan 
beserta nama fi lenya 
• Pengguna menekan tombol "Save " 
• Perangkat lunak menyimpan informasi yang ada pada 
panel hasil ke file pilihan pengguna 
'-------
Seluruh aktivitas dalam use case ini dapat disederhanakan dalam bentuk diagram 




Menampilkan JFileChooser untuk proses 
penyimpanan hasil penggalian 
dilakukan oleh 
pengguna 
lokas1 dan nama file 
has1l penyimpanan 
menyimpan hasil 
penggalian ke dalam file 
• selesai 
Gambar 3. 4 Diagram Aktivitas untuk Use Ca e "Simpan Basil" 
3.2 REALISASI USE CASE 
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Realisasi use case dapat digambarkan dengan sebuah diagram sekuensi . Diagram 
sekuensi menggambarkan interaksi antar objek di dalam dan di sekitar sistem 
(termasuk pengguna, display, dan sebagainya) berupa message yang digambarkan 
terhadap wal-.i:u. Diagram sekuensi terdiri antar dimensi vertikal (waktu) dan 
dimen i horisntal (objek-objek yang terkait). 
Diagram sekuensi biasa digunakan untuk menggambarkan skenario atau 
rangkaian langkah-langkah yang dilakukan sebagai respons dari sebuah event 
untuk menghasilkan output tertentu. Diawali dari apa yang men-trigger aktivitas 
ter ebut, proses dan perubahan apa saja yang terjadi secara internal dan output 
apa yang dihasilkan. 
Masing-masing objek, terma uk aktor, memiliki /~feline ve1iikal. Message 
digambarkan sebagai garis berpanah dari satu objek ke objek lainnya. Pada fase 
de ain berikutnya, message akan dipetakan menjadi operasi/metoda dari class. 
Actn·ation bar menunjukkan lamanya eksekusi sebuah proses, biasanya diawali 
dengan diterimanya sebuah message . Untuk objek-objek yang memiliki sifat 
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khusus, standar UML mendefinisikan icon khusus untuk objek boundmy, 
contmller dan persistent entity 
3.2.1 Realisasi Use Case "Bangun Koneksi Basis Data" 
Dalam use case ini, dilakukan pembuatan hubungan antara aplikasi dengan server 
basis data . Untuk melakukannya, aplikasi memanfaatkan dua buah kelas utilitas 
yang berhubungan dengan pembangunan koneksi ini . Kelas utilitas tersebut 
adalah · 
• DriverManager 
o Kelas ini digunakan untuk membangun koneksi berdasarkan 
parameter uri , username dan password yang dimasukkan oleh 
pengguna 
• Connection 
o Kelas ini digunakan sebagai penghubung dengan server basis data 
serta melakukan berbagai operasi kueri SQL. 
Proses dalam use case ini dilakukan oleh sebuah kelas yang bemama Koneksi. 
Kelas ini merupakan kelas kontrol yang berfungsi menghubungkan perangkat 
lunak dengan sistem basis data. Kelas ini terlibat hampir dalam semua proses use 
ca e dalam aplikasi. Baik itu berupa pembangunan koneksi maupun pada 
pencarian pola. Kelas lain yang terlibat dalam use case ini adalah kelas 
PaneiKoneksi, PaneiSetParam, dan MainFrame. Kelas ini merupakan kelas yang 
menyediakan antarmuka untuk kebutuhan pembangunan koneksi dengan server 
basis data. Aliran kejadian dari use case ini dapat digambarkan dengan diagram 
sekuensi pada gambar 3.5. 
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4.//tekan tombol "Nexf' 
5· Koneksi(String , Stnng, String, String , String) 
> 6: bangunKoneksi() 
9 add Log (String) 
< 10: setKoneksi(Koneksi) 
< 
11 : changePanei(JPanel) 
< 
'< 
> 7: getConnec!ion(String, Stnng, String) 
8 createStatement() 
12: PaneiSetparam() 




Gambar 3. 5 Diagram Sekuensi "Bangun Koneksi Basis Data" 
3.2.1.1 Aktivitas 
1) changePanel(JPanel) 
• Dilakukan oleh pengguna untuk memanggil panel koneksi dari 
MainFrame 
2) PanelKoneksi() 
• Inisialisasi PanelKoneksi dengan komponen-komponen 
pembangun antarmuka. 
3) //mengisi parameter 
• Pengguna melakukan peng1s1an parameter untuk membangun 
koneksi ba is data. 
4) //tekan tombol"Next" 
• Penekanan tombol untuk memulai proses pembangunan koneksi 
14: getTabel() 
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5) Koneksi(String, String, String, String, String) 
• Pembangunan koneksi 
6) bangunKoneksi( ) 
• Operasi ini berfungsi untuk membangun koneksi dengan sistem 
basis data berdasarkan parameter pengguna. 
7) getConnection(String, String, String) 
• Pembangunan koneksi 
8) createStatement( ) 
• Menghubungkan dengan server basis data dalam melakukan 
operasi SQL 
9) addLog(String) 
• memberikan informasi koneksi ke dalam panel log. 
l 0) setKoneksi(Koneksi) 
• Setelah koneksi berhasil dibangun, koneksi memberikan koneksi 
tersebut ke frame utama untuk digunakan pada proses-proses yang 
lain. 
1 I) changePanel(JPanel) 
• Perubahan panel ketika koneksi telah terbangun. 
12) PaneiSetparam( ) 
• Inisialisasi Penel Set Param dengan komponen-komponen 
pembangun antarmuka. 
13) getKoneksi( ) 
• Pengambilan koneksi yang telah terbangun. 
14) getTabel() 
• Setelah koneksi berhasil dibangun, Pane!SetParam akan 
melakukan proses pengambilan daftar tabel dari basis data. 
15) getTabels( ) 
• Proses pengambilan daftar tabel yang ada dalam basis data. 
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3.2.1.2 Gambaran Partisipasi Objek 
Proses dalam use case "Bangun Koneksi Basis Data" dibangun dengan 
rnelibatkan beberapa objek ebagai berikut : 
• Koneksi 
• Pane!Koneksi 
• Panel SetPararn 
• MainFrame 
Objek-objek tersebut di atas, saling terkait satu dengan lainnya dalarn 
rnembangun koneksi basis data . Hubungan partisipasi objek-objek diatas dapat 
digambarkan dengan menggunakan diagram VOPC (View C?f Participated Class) 





~ .user String 
~pass String 
~uri String 













































Gambar 3. 6 VOPC "Bangun Koneksi Basis Data" 
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3.2.2 Realisasi Use Case "Penggalian FCI" 
Dalam use case ini, dilakukan pencanan pola dengan mengikuti prinsip kerja 
algoritma CLOSET+ berda arkan batasan dari pengguna Untuk melakukannya, 
aplikasi memanfaatkan sebuah kelas utilitas yaitu : 
• Proses 
o Kelas ini digunakan untuk membuat representasi dataset dalam 
bentuk tree 
Aliran kejadian dari use case tm dapat digambarkan dengan diagram sekuensi 
pada gambar 3.7. 
Pengguna : PaneiSetparam Reader MemorvMon1tor Panei Hasl 
1 /lpenggumi memasul«ln p~meter penggallan FCI 
~ //pengguna menekan ~mbol prores 
3 Reader(Koneka Stnng) 
4 Prose~Rea:a-er, double Stnng) 
5 Sart() ~ 
6 run( ) 
< 
7 &artMarl( ) 
..,. 
8 countnemOccurrenoe~ ) 
9 getF1r&Row() ~ 
i1l getNextRow( l "'< 
' ... :.._ : ' 
11 comtructFPT ree( ) 
< 12 proceSI'Row(ltemset FPTree) 
<.. 13 PaneiHasl () 






18 MasulflaGak(ltemset. Vector) 
< ' 19 bulldCOnditlonaiFPtree(lnt) 
< 
20 top_down(ltemset FPtreeNode) 
<. 
21 searchDown(FPtreeNode mt []) 
22 MasulflaOak(ltemset. Vector) 
23 getMapiD( ) <24 getAvg( ) 
< 25 cillel<(ObJect) 
26 reset( ) 
>-





I) //pengguna merna -ukkan parameter penggalian FCl 
• Pengisian parameter yang diperlukan dalam penggalian FCI. 
• Parameter tersebut antara lain : 
o ama tabel transaksi, (combo box) 
o ilai minimum support, (text field) 
2) //pengguna menekan tombol proses 
• Pengguna menekan tombol "Proses" untuk memulai proses 
penggalian. 
3) Reader(Koneksi, tring) 
• Inisialisasi kelas untuk membaca transaksi-transaksi yang ada 
pada tabel pilihan pengguna. 
4) Proses(Reader, double, String) 
• lnisiali a i dimulainya proses penggalian. 
5) start( ) 
• Operasi yang menandakan dimulainya proses penggalian. 
6) run() 
PaneiSetParam memberikan perintah pada Proses untuk memulai 
proses CLOSET+. 
• Operasi yang dijalankan sebagai proses dengan thread tersendiri 
7) startMark( ) 
• Operasi m1 merupakan penanda memulai pengukuran alokasi 
memon. 
8) countltemOccurrences() 
• Penghitungan jumlah kemunculan untuk tiap distinct item yang 
muncul pada tabel transaksi 
9) getFirstRow( ) 
• Pembacaan baris pertama yang terdapat pada transaksi. 
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I 0) getNextRow( ) 
• Pembacaan baris setelah baris pertama pada transaksi. 
II) con tructFPTree( ) 
• Pembangunan tree dengan cara menelusuri tiap transaksi dan 
memasukkannya ke dalam tree berdasarkan urutan 
kemunculannya 
12) processRow(Itemset, FPTree) 
• Pencarian pola dengan cara menelusuri dahan-dahan pada FPTree 
13) Pane!Hasil() 
• Inisialisasi Pane!Hasi I dengan komponen-komponen pembangun 
antarmuka. 
14) changePanel( J Panel) 
• Dilakukan oleh pengguna untuk memanggil panel hasil dari 
Mainframe. 
15) cetak(Object) 
• Operasi untuk menuliskan informasi dan hasil penggalian ke Panel 
Hasil. 
16) cariAvg() 
• Penghitungan rata-rata jumlah item yang terdapat pada tiap node 
FPTree yang terbangun untuk menentukan metode panggalian 
yang akan diterapkan sesuai kategori dataset. 
• Apabila cariA vg < minimum support yang diberikan, maka dataset 
yang digunakan terrnasuk kategori tersebar, sehingga digunakan 
metode top down pseudo projection. 
• Apabila cariAvg > minimum support yang diberikan, maka dataset 
yang digunakan termasuk kategori padat, sehingga digunakan 
metode bottom up physical projection. 
17) bottom _up(ltem ·et) 
• Penggalian dilakukan dengan jalan bottom up physical projection. 
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18) MasukPaGak(ltemset, Vector) 
• Melakukan proses subset checking, bahwa itemset yang 
ditemukan merupakan superset dari itemset lain pada support yang 
sam a. 
19) buildConditionaiFPtree(int) 
• Pembangunan conditional FP tree untuk tiap-tiap prefix yang 
digali. 
20) top_down(Item et, FPtreeNode) 
• Penggalian dilakukan dengan jalan top down pseudo projection. 
21) earchDown(FPtree ode, int []) 
• Method yang berfungsi melakukan penelusuran dari root ke child, 
ataupun siblingnya . 
22) MasukPaGak(ltemset, Vector) 
• Melakukan proses subset checking, bahwa itemset yang 
ditemukan merupakan superset dari itemset lain pada support yang 
sam a. 
23) getMapiD( ) 
• Operasi untuk mengembalikan id dari 




• Perhitungan rata-rata alokasi memori yang dipakai selama proses 
penggalian. 
25) cetak(Object) 
• Operasi untuk menuliskan informasi dan hasil penggalian ke Panel 
Hasil. 
26) reset() 
• Melakukan reset terhadap alokasi sumber daya yang digunakan. 
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3.2.2.2 Gambaran Partisipasi Objek 
Pro es dalam use case '·Penggalian FCI' dibangun dengan melibatkan beberapa 






• Memory Monitor 
Hubungan partisipasi objek-objek di atas dapat digambarkan dengan 
menggunakan diagram VOPC (l 'iew of Participated Class) pada gambar 3.8. 
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Gam bar 3. 8 VOPC "Penggalian FCI" 
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3.2.3 Realisasi Use Case "Simpan Hasil" 
Dalam use case ini, dilakukan penyimpanan hasil proses yang telah dilakukan 
kedalam bentuk sebuah file Untuk melakukannya, aplika i memanfaatkan dua 
buah kelas utilitas yaitu : 
• JFileChooser 
o Kelas ini digunakan untuk memilih file yang akan digunakan 
dalam penyimpanan 
• FileWriter 
o Kelas ini digunakan untuk menuliskan informasi ke dalam file 
Aliran kejadian dari use case ini dapat digambarkan dengan diagram sekuensi 
pada gambar 3.9. 
. Pengguna . PaneiHasil : JFileChooser 
//klik s1mpan hasil 
> 2: JFileChooser( ) 
3. //pilih file tujuan > 
4 //tekan tombol save 




Gambar 3. 9 Diagram Sekuensi "Simpan Hasil" 
3.2.3. 1 Aktivitas 
I) //klik simpan hasil 
• Pengguna berada pad a pane!Hasil dan mgm meny1mpan hasi I 
penggalian. 
2) JFileChooser( ) 
• Operasi ini digunakan untuk memanggil kelas JFileChooser yang 
berfungsi sebagai tempat pengguna menentukan file tujuan 
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3) //pilih file tujuan 
• Pengguna menentukan file tujuan dan direktori tempat penyimpanan 
hasil penggalian. 
4) //tekan tombol save 
• Setelah pengguna menentukan file tujuan, pengguna menekan tombol 
"Save" sebagai tanda bagi aplikasi untuk memulai proses 
peny1mpanan 
5) getSelectedFi le( ) 
• Operasi untuk mendapatkan alamat serta nama file tujuan. 
6) cetak(Object) 
• Penulisan isi dari panelHasil ke dalam file tujuan. 
3.2.3.2 Gambaran partisipasi objek 
Pro es dalam use case "Simpan Hasil" dibangun dengan melibatkan beberapa 
objek sebagai berikut · 
• PaneiHasi I 
• JFileChooser 
Hubungan partisipasi objek-objek di atas dapat digambarkan dengan 
menggunakan diagram VOPC ( l 'iew of Participated Class) di bawah ini : 
PaneiHasil 













Gambar 3. 10 VOPC "Simpan Hasil" 
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3.3 ANALISA KELAS GLOBAL 
Kelas adalah sebuah spesifikasi yang jika diinstansiasi akan menghasilkan sebuah 
objek dan merupakan inti dari pengembangan dan desain berorientasi objek. 
Kelas menggambarkan keadaan (atribut/properti) suatu sistem, sekaligus 
menawarkan layanan untuk memanipulasi keadaan tersebut (metoda/fungsi). 
Diagram kelas menggambarkan struktur dan deskripsi kelas, package dan objek 
beserta hubungan satu sama lain seperti containment, pewarisan, asosiasi, dan 
lain-lain. 
Kelas memiliki tiga area pokok : 
1. ama (dan stereotype) 
2. Atribut 
3. Metoda 






+ OrderBalance : Currency 
+ OrderStatus . java .lang .Strlng 
+ GetttemBalance (} : Currency 
+ GetOrderiD 0 : Orderld 
Gambar 3. 11 Contoh Kelas 
Atribut dan metoda dapat memiliki salah satu sifat berikut : 
• Primte, tidak dapat dipanggil dari luar kelas yang bersangkutan. 
• Protected, hanya dapat dipanggil oleh kelas yang bersangkutan dan 
anak-anak yang mewarisinya. 
• Public, dapat dipanggil oleh siapa saja. 
Kelas dapat merupakan implementasi dari sebuah interface, yaitu kelas ab trak 
yang hanya memiliki metoda. Interface tidak dapat langsung diinstansiasikan, 
tetapi harus diimplementasikan terlebih dahulu menjadi sebuah kelas. Dengan 
demikian interface mendukung resolusi metoda pada aat run-time. Sesuai 
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dengan perkembangan model kelas, kelas dapat dikelompokkan menjadi 
package Kita juga dapat membuat diagram yang terdiri atas package . 
Hubungan Antar Kelas 
• Asosiasi, yaitu hubungan statis antar kelas. Umumnya 
menggambarkan kelas yang memiliki atribut berupa kelas lain, atau 
kelas yang harus mengetahui eksistensi kelas lain . Panah navigability 
menunjukkan arah query antar-kelas. 
• Agregasi, yaitu hubungan yang menyatakan bagian ("terdiri atas .. " ). 
• Pewarisan, yaitu hubungan hirarkis antar kelas. Kelas dapat 
diturunkan dari kelas lain dan mewarisi semua atribut dan metoda 
kelas asalnya dan menambahkan fungsionalitas baru, sehingga ia 
disebut anak dari kelas yang diwarisinya . Kebalikan dari pewarisan 
adalah generalisasi . 
• Hubungan dinamis, yaitu rangkaian pesan (message) yang di-passing 
dari satu kelas kepada kelas lain . Hubungan dinamis dapat 
digambarkan dengan menggunakan diagram sekuensi . 
Sehubungan dengan desain proses aplikasi ini, aplikasi ini terdiri atas satu 
package. Beberapa kelas yang dikandung oleh pakage ini dijabarkan pada tabel di 
bawah ini : 
a e e as pa a ac age Tbi34Kl d p k 
Nama kelas Definisi 
Mainf rame Merupakan kelas yang berfungsi sebagai 
penghubung aplikasi dengan pengguna. Berisi menu-
menu yang menghubungkan pengguna dengan fitur-
fitur aplikasi. Kelas In I Juga berfungsi sebagai 
penampung luaran dari kelas lain seperti informasi 
memori dari kelas MemoryMonitor seiia konek i dari 
kelas KoneksiDB. 
PanelKoneksi Merupakan kelas yang berfungsi untuk 
menghubungkan pengguna dengan kelas Koneksi 
yaitu membuat koneksi dengan basis data. 
Panel Set Par am Merupakan kelas penghubung dengan kelas Proses . 
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Tabel 3.4 Kelas pada Package (lanjutan) 
Bertugas mengirimkan parameter penggalian FCI 
dari pengguna, untuk selanjutnya diproses dengan 
algoritma CLOSET+ 
PanelHasil Merupakan kelas yang berfungsi menampilkan hasil 
penggalian FCI dengan algoritma CLOSET+. 
Reader Berfungsi untuk mengkonversi bentuk transaksi 
menjadi struktur ltemset serta mengambil parameter-
parameter yang dibutuhkan dalam proses 
penambangan. 
Koneksi Berfungsi untuk menghubungkan aplikasi dengan 
basis data serta melakukan berbagai macam operasi 
kueri pada basis data. 
Proses Merupakan kelas yang berfungsi untuk memanggil 
fungsi penambangan dengan menerapkan seluruh 
variasi algoritma yang ada berdasarkan parameter 
yang telah ditentukan oleh pengguna. 
Memory Monitor Merupakan kelas yang berfungsi untuk menampilkan 
informasi memory yang digunakan oleh aplikasi 
kepada pengguna. Kelas ini akan terus mengirimkan 
informasi memori kepada pengguna selama aplikasi 
aktif. 
ltemset Merupakan kelas yang digunakan untuk menampung 
item-item pada transaksi beserta atribut transaksi 
yang menunjang dalam penambangan pola seperti 
support, weight dan size. 
Item Merupakan kelas yang melambangkan distinct item 
yang ada pada dataset. Kelas !Ill meny1mpan 
informasi tentang jumlah kemunculan item pad a 
dataset serta informasi pnce dari item yang 
bersangkutan. 
Hubungan antar kelas di atas dapat digambarkan pada diagram kelas gambar 
3.16. 
PaneiSetparam 






























































































Gambar 3. 12 Diagram Kelas 
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•1 temset(argO mt) 
"setSupportQ double 
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• 
Antarmuka merupakan penghubung antara proses aplika i dengan pengguna. 
Desain antarmuka aplikasi tnt dibuat untuk memberikan gambaran layout 
antarmuka aplikasi berdasarkan masing-masing fitur yang merupakan realisasi 
u ecase. 
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3.4.1 Antarmuka Koneksi Basis Data 
Komponen-komponen yang dibutuhkan dalam menerima rna ukan parameter dari 
pengguna untuk fitur ini antara lain · 
• 1 text field untuk masukan nama basis data 
• 1 te:xi field untuk masukan nama host atau alarnat server basis data 
• I text field untuk masukan port yang digunakan 
• 1 text field untuk masukan nama pengguna 
• 1 password field untuk masukan password pengguna 
• 1 JButton sebagai tombol untuk memulai pembangunan koneksi 
basis data 
Desain layout untuk menampung komponen-komponen antarmuka di ata adalah 
sebagai berikut : 
Set f oneksi -------------, 






Gambar 3. 13 Layout antarmuka koneksi basis data 
3.4.2 Antarmuka Penggalian FCI 
Komponen-komponen yang dibutuhkan dalam menerima masukan parameter dari 
pengguna untuk fitur ini antara lain : 
• 1 combo box yang berisi daftar tabel transaksi yang terdapat pada 
basis data 
• 1 text field untuk masukan nilai minimum support. 
• I JButton sebagai tombol untuk mernulai proses penggalian FCI. 
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Desain layout untuk rnenampung komponen-komponen antarrnuka di atas adalah 
sebagai berikut : 
Set Parameter -------------, 
Narna T abel : 
1\'linimurn support : 
Prose:::; 
Gambar 3. 14 Layout antarmuka Penggalian FCI 
3.4.3 Antarmuka Simpan Hasil 
Komponen-kornponen yang dibutuhkan dalarn menerima masukan parameter dari 
pengguna untuk fitur ini antara lain : 
• 1 te"'-i area sebagai tempat ditampilkannya informasi dan hasil 
penggalian FCI. 
• JButton sebagai tornbol "back "untuk pindah ke panel 
sebelumn_ a, yakni Pane!SetParam 
• 1 JButton sebagai tombol ''save" untuk melakukan penytmpanan 
hasil penggal ian sebagai mana tertera pada text area. 
Desain layout untuk menampung kornponen-komponen antarmuka di atas 






Gambar 3. 15 Layout antarmuka Simpan Hasil 
IMPLEMENT AS! APLIKASI 
BABIV 
IMPLEMENTASI APLIKASI 
Pada bab implementasi tm, dijelaskan mengenat bagaimana cara 
mengimlementasikan desain yang telah dibahas pada bab III. Implementasi 
meliputi proses-proses apa saja yang dilakukan oleh aplikasi, langkah-Jangkah 
bagaimana aplikasi melakukannya serta komponen-komponen pendukung dalam 
menjalankan proses tersebut. 
4.1 IMPLEMENTASI USE CASE BANGUN KONEKSI BASIS 
DATA 
Proses pembangunan koneksi basis data merupakan proses yang menghubungkan 
apltkasi dengan basis data transaksi . Koneksi basis data menggunakan JDBC APl 
ebagai penghubung dengan database. JDBC API adalah kumpulan kelas dan 
antarmuka yang ditulis dalam bahasa Java yang menyediakan API (Application 
Programming JnteJface ) standar sebagai alat bantu bagi pembuat program 
(de1•eloper) dan memberikan kemungkinan untuk menulis aplikasi database 
dengan menggunakan semua Java API. JDBC API memudahkan untuk mengirim 
statement QL ke sistem database relasional dan mendukung bermacam-macam 
dialek SQL. 
Setelah pengguna mengisikan parameter koneksi dan menekan tombol "Next", 
aplikasi akan memanggil method act i onPerformed () untuk tombol Next 
seperti ditunjukkan di bawah ini : 
l . public void actionPerformed(java . awt . event .ActionEvent e) { 
2 . boolean gakbener = false ; 
3 . String dbname = TFDbname . getText() ; 
4 . String host= TFHost . getText() ; 
5 . String port= TFPort . getText{) ; 
6. if (host . equals( "" ) II dbname . equals ("" } II 
port . equals( "" }) ( 
7 . gakbener =true ; 




9 . String user= TFUser . getText() ; 
10 . String pass= String . valueOf(TFPass . getPassword()) ; 
11 . if (gakbener) { 
12 . JOptionPane . showMessageDialog (null , " Parameter Belum 
lengkap ", "Error ", 0) ; 
13 . else { 
14 . con= new Koneksi(dbname , host , port , user , pa s s) ; 
15 . con . bangunKoneksi() ; 
16 . Main Frame . setKoneksi(con) ; 
17 . Main Frame . chanqePanel(new PanelSetparam()) ; 
18 . 
19 . 
Segmen program 4.1 actionPerformed() (lanjutan) 
Method di atas melakukan pengecekan parameter yang dimasukkan oleh 
pengguna (baris 6) . Proses pengecekan ini memeriksa apakah pengguna telah 
memasukkan parameter dengan lengkap dan valid . Setelah melalui proses 
pengecekan parameter, proses berikutnya adalah menginisialisasi kelas 
Koneksi (baris 14). Kelas ini bertanggung jawab atas pembangunan koneksi 
dan eksekusi kueri . Setelah itu, method memanggil method 
bangunKoneks i () pada kelas tersebut. 
Komponen yang dibutuhkan dalam koneksi dengan database adalah driver . 
Dril'er berfungsi untuk menghubungkan aplikasi dengan jenis database yang 
se uai dengan driver tersebut. Oleh karena itu, langkah pertama dalam proses ini 
adalah mendaftarkan dril'er database ke sistem. Setelah dril 'er terdaftar, proses 
selanjutnya adalah membuka koneksi dengan database tersebut. Caranya dengan 
menggunakan objek Connection dari java . sql . Connection. 
Pembangunan koneksi 1111 memerlukan penyertaan URL, username dan 
password. URL merupakan alamat tempat server database berada. Setelah 
koneksi berhasil dibangun, berikutnya adalah pembuatan statement. Objek 
statement digunakan untuk mengirimkan statement SQL ke database. Segmen 






public voi d bangunKoneksi() { 
try { 
Class . forName ("oracle . jdbc . driver . OracleDri ver " ) ; 
this . url = " jdbc : oracle : thin : @" +host+ ":"+ port+ 
+ DBName; 
5 . II Class.forName("org . gjt.mm . mysql.Driver " ) ; 
58 
6 . II this . url = "jdbc:mysql:ll" +host+ ":" +port+ " I " 
+ DBName; 
7 . this . ccnn DriverManager . getCcnnection(url, user, 
pass); 
8 . this . stmt conn . createStatement() ; 
Q 
10 . catch (Exception e) { 
11. e . printStackTrace() ; 
12 . 
13. 
Segmen program 4. 2 Method bangunKoneksi() 
Operasi pada method di atas, akan menentukan berhasil tidaknya pembangunan 
koneksi basis data. Setelah pembangunan koneksi berhasil, maka aplikasi akan 
mengambil daftar tabel yang ada di sistem basis data, dengan memanggil method 
getTabels (). 
1 . public Vector getTabels() { 
2 . Vector tabels =new Vector(); 
3. II String kueri = "show tables" ; 
4 . String kueri = " select * from tab "; 
5 . try { 
6. rs = stmt . executeQuery(kueri); 
7 . while ( rs . next () ) { 
8. tabels . add(rs . getString(1)); 
9 . 
10 . catch (SQLException e) 
11 . e . printStackTrace() ; 
12 . 
13 . return tabels; 
14 . 
Segmen program 4. 3 Method getTabels() 
4.2 IMPLEMENTASI USE CASE PENGGALIAN FCI 
Pada proses penggalian FCI, diperlukan parameter masukan berupa nama tabel 
transak i dan minimum upport yang diberikan oleh pengguna. Setelah parameter 
terisi semua, maka pengguna akan menekan tombol "Proses", dan akan 
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memanggil method actionPerfo rmed () untuk tombol Next seperti 
ditunjukkan di bawah ini : 
1 . public void 
actionPerformed(java . awt . event . ActionEvent e) { 
2 . String TableName = " " + 
jComboBox . get Selecteditem() ; 




read= new Reader(con , TableName) ; 
if (TFSupp . getText () . equals ( "" )) { 
JOptionPane . s h o wMessageDialog( null , "Ni la i 
Support Belum Diisi ", 
7 . " Error ", 0) ; 
8 . } else { 
9 . double supp = 
Double . parseDouble(TFSupp . getText()) ; 
10 . Proses kl =new Proses(read , supp) ; 








catch (SQLExcep t i on e1) 
e1 . printStackTr ace () ; 
catch (Exception e 2) { 
e2 . printStackTrace() ; 
Segmen program 4. 4 actionPerformed() 
Method di atas melakukan pengecekan parameter yang dimasukkan oleh 
pengguna (baris 5). Proses pengecekan ini memeriksa apakah pengguna telah 
memasukkan parameter dengan benar. Setelah melalui proses pengecekan 
parameter, proses berikutnya adalah menginisialisasi kelas Reader (baris 4). 
Kelas Reader ini bertanggung jawab atas pembacaan tabel transaksi 
sebagaimana yang diini ialisasi oleh pengguna. Setelah dilakukan pembacaan 
transaksi , maka tahapan selanjutnya adalah masuk ke proses penggalian 
menggunakan algoritma CLOSET+, yang dijalankan dengan memanggil kelas 
Proses (baris 10). Kelas Proses ini mengimplementasikan kelas Thre a d, 
dimana harus dilakukan pemanggilan method start (baris 11) agar kelas 
tersebut bisa dijalankan. 
Implementasi dari kelas Reader, kelas Pr oses, dan method start, masing-
masing dapat dilihat pada segmen program 4.5 - 4.7. 
l . public Reader(Koneksi kon , String namaTabel) throws 
SQLException { 
2. this . kon = kon; 
3 . this.namaTabel namaTabel ; 
4 . ResultSet rs = kon.select( " select distinct PID from " + 
namaTabel); 
5. mapProduk new HashMap() ; 
6. mapid =new HashMap() ; 
7. int k = 0; 
8. String now 
9. 
"". ,
10 . while (rs.next()) 
11. now= rs.getString(1) ; 
12. II k=Integer.parseint(now) ; 
13 . k++; 
14 . II if(max<k) { 
15. II max=k; 
16 . I I J 
17 . mapProduk . put(now , new Integer(k)); 
18. mapid.put(new Integer(k) , now) ; 
19. II mapProduk.put(now,new Integer(k)); 
20. II mapid.put(new Integer(k) ,now) ; 
21. 
22. II this . maxid =max ; 
23. this . maxid = k; 
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24. Resul tSet rs2 kon. select ("select distinct TID from " + 
namaTabel) ; 
25 . int jml = 0; 




29. this.jmlTransaksi = jml ; 
30. 
Segmen program 4. 5 Reader() 
1 . public Proses(Reader dbReader , double supp) 
2 . this . db reader = dbReader; 
3. num rows= dbReader.getJmlTransaksi() ; 
4. num_cols = (int) db reader . getMaxid(); 
5. min_weight = num_rows * supp; 
6 . if (min_weight 0) { 
7 . min_weight = 1; 
8. 
9. 
Segmen program 4. 6 Proses() 
1 . public void run() 
2 . try { 
3 . long start= System . currentTimeMillis() ; 
4 . MainFrame.memori . startMark() ; 
5. countltemOccurrences(); 
6 . I I tahap 2 
7 . FPTree fpt = constructFPTree() ; 
8 . PanelHasil hasi1na =new PanelHasil() ; 
9 . MainFrame.changePanel(hasilna) ; 
10 . if (fpt != null) 
11 . II tahap 3 
long rata = fpt . cariAvg() ; 
hasilna . cetak( "Rata-rata count per node 












hasilna . cetak( ":: Proses : Bottom Up : : \n " ) ; 









KB " ) ; 
else { 
hasilna . cetak(" :: Proses : Top Down : : \n " ) ; 
fpt . top_down(new Itemset(), fpt . root) ; 
else { 
hasilna . cetak("FP Tree Kosong"); 
long fin- System. currentTimeMillis() ; 
long waktu = fin - start; 
hasilna . cetak( "Waktu Proses : " + waktu + " ms") ; 
long mem.r:ata2 = Ma.i.nFrarne . memo.ri . getAvg() ; 
hasilna . cetak( "Memori Rata-rata : " + rnemrata2 + " 
29 . long memMax = MainFrame . memori . getMaxUsed() ; 
30 . hasilna. cetak "Memori Maksimum : " + memMax + " KB " ) ; 
31 . hasilna 
32 . . cetak("\n*********************\nDAN HASILNYA 
ADALAH : \n*********************\n " ); 
33 . HashMap p.rod = db_reader . getMapiD() ; 
34 . for (inti= 0 ; i < hasilall . size() ; i++) 
35 . Itemset hasil = (Itemset) hasilall . get(i) ; 
String strHasil = "{"; 




38. strHasil += prod . get(new Integer(hasil.get(j))) + 
" ". I 
3Q . 
40. strHasil += " JI[" + hasil.getSupport() + " I " + 
hasil . getWeight() 
41 . + " ) (" + hasil . size () + " ) "; 
42 . hasilna . cetak(strHasil) ; 
Segmen program 4. 7 start() 
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43 . 
44 . MainFrame . memori . reset() ; 
45 . 
46. Runtime tes = Runtime . getRuntime() ; 
47. tes . exec("net send shikamaru uda slese ... " ) ; 
48 . 
49 . catch (SQLException e) 
50 . II TODO Auto-generated catch block 
51. e . printStackTrace() ; 
52 . catch (IOException e) { 
53. II TODO Auto-generated catch block 
54 . e . printStackTrace() ; 
55 . 
56 . 
Segmen program 4.7 start() (lanjutan) 
Pada method start(), dilakukan pemanggilan method startMark (baris 4) yang 
berfungsi sebagai insialiasai awal terhadap pengukuran memon meter. 
lmplementasi method tersebut ditunjukkan pada segmen program 4.8. 
1 . public void startMark() { 
2 . mark= true; 
3 . Runtime r = Runtime . getRuntime() ; 
4. float freeMemory = (float) r.freeMemory(); 
5. float totalMemory = (float) r . totalMemory() ; 
6 . jmlMemori = (int) (totalMemory - freeMemory) I 1024 ; 
7 . 
8 . count = 1; 
9 . 
Segmen program 4. 8 startMark() 
Tahapan selanjutnya dari method start adalah penghitungan mencari jumlah 
kemunculan masing-ma ing item pada tabel transaksi . Penghitungan ini 
dilakukan oleh method countitemOccurences (baris 5). Dalam method ini, 
dilakukan penelusuran tabel transaksi sembari melakukan update jumlah 
kemunculan untuk tiap item yang ditemui dalam transaksi . 
1 . private void countitemOccurrences() throws SQLException { 
2 . counts =new int[num_cols + 1] ; 
3 . Itemset row= db reader . getFirstRow() ; 
4 . for (inti= 0; i < row . size() ; i++) { 
5. counts[row . get(i)]++ ; 
6 . 
Segmen program 4.9 Method countltemOccurance() 
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7 . while ((row= db_reader . getNextRow()) !=null) { 
8 . for (int i = 0 ; i < row . size(); it f) [ 
9 . counts[row . get(i)]++ ; 
10 . 
11. 
12 . pass num++ ; 
13 . 
Segmen program 4. 9 Method countltemOccurance() (lanjutan) 
Pembacaan transaksi melibatkan penelusuran yang dimulai dari baris pertama 
pada transaksi, sebagaimana ditunjukkan pada method get Firs tRow (baris 3), 
dan baris selanjutnya pada transaksi, sebagaimana method getNextRow (baris 
7). Berikut adalah implementasi dari kedua method tersebut . 
1 . public Itemset getFirstRow() throws SQLException 
2 . Itemset row = null ; 
3 . rsTransaksi = kon 
4. . select( 11 select * from 11 + namaTabel + 11 ORDER BY 
TID asc 11 ) ; 
5 . if (rsTransaksi . next()) 
6 . ada = true ; 
7 . row = new Itemset () ; 
8 . cursorTID = rsTransaksi.getint(l); 
9 . int now= cursorTID ; 
Segmen program 4. 10 Method getFirstRow() 
1 . public Itemset getNextRow() throws SQLException { 
2 . Itemset row2 = null; 
3 . if {ada) [ 
4. row2 =new Itemset() ; 
5 . int cur = cursorTID ; 
6 . while (cur == cursorTID) 
7 . int idProduk = ((Integer) 
mapProduk.get(rsTransaksi.getString(2))) 
8 . .intValue(); 









if (rsTransaksi .next ()) 
cur= rsTransaksi.getint{l) ; 
if (cur != cursorTID) 
cursorTID = cur; 
break; 
else [ 
ada = false ; 






22 . return row2 ; 
23 . 
Segmen program 4.11 Method getNextRow() (lanjutan) 
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Ketika pembacaan transasksi selesai dilakukan, maka tahapan beriktnya adalah 
pengurutan item berdasarkan jumlah kemunculannya. Urutannya dari item yang 
memiliki kemunculan paling banyak sampai ke yang paling sedikit. Dengan 
batasan, item-item tersebut termasuk item yang frequent . Sedangkan item non 
.fi"equent tidak diperhitungkan. Setelah itu, dilakukan penelusuran tabel transaksi 
kembali untuk memasukkan tiap-tiap transaksi kedalam FPT r ee dengan 
menggunakan method processRow yang dimiliki oleh objek FPTree. 
Tahapan ini dilakukan oleh method cons tructFPTree seperti yang 
ditunjukkan pada segmen program 4.12. 
1 . private FPTree constructFPTree() throws SQLException { 
2 . II see how many frequent items there are in the database 
3 . int num _frequent = 0 ; 
4. for (int i = 1; i < counts . length ; i++) { 








if (num frequPnt 
return null ; 
0) { 
12. // put all frequent items in an array of Items 
13 . Item[] item_objs =new Item[num_frequent) ; 
14 . for (i ntI = 1 , j = 0 ; i < count s . length ; i++) 
15 . if (counts[i] >= min_weight) { 
16 . item_objs[j++] =new I tem( i, counts[i]) ; 
17 . 
18 . 
19 . II and sort them ascendingly according to weight 
20 . Arrays . sort(item_objs) ; 
21 . II then place the items in an array of ints in 
descending order 
22 . int[] items =new int[num_frequent) ; 
23 . for (int I = 0 ; i < num frequent ; i++) 
Segmen pmgram 4.12 Method constructFPTree 
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24 . items[i] = item_objs [num_frequent- i- 1 ] . ge t item() ; 
25 . } 
26 . II initialize FPTree 
27. FPTree fpt =new FPTree(items , num rows , min_we i ght) ; 
28. Itemset row= db_reader . getFirstRow() ; 
29 . processRow(row, fpt) ; 
30. while ((row= db reader . getNextRow()) 1= null) { 
31. processRow(row, fpt) ; 
32 . 
33 . pass_num++ ; 
34 . return fpt ; 
35 . 
Segmen program 4. 12 Method constructFPTree (lanjutan) 
Method processRow (baris 29) berfungsi untuk melakukan pembacaan 
transaksi dan memasukkan ke dalam struktur data FPTree. Berikut adalah 
implementasi dari method processRow. 
1 . private void processRow(Itemset row , FPTree fpt) { 
2. int i , j , item, num_frequent ; 
3 . int[] items ; 
4. Item[] item_objs ; 
5 . II how many frequent items are in this row? 
6 . for (i = 0, num_frequent = 0 ; i < row . size() ; i++) { 
7. item= row . get(i) ; 
8 . if (counts[item] >= min_weight) 
9 . n~~_frequent++ ; 
10 . 
11. 
12 . if (num_frequent > 0) { 
13. II select only frequent items into an array of Items 
14 . item_objs =new Item[num_frequent] ; 
15. for (i = 0 , j = 0 ; i < row. size() ; i++i 
16 . item= row . get(i) ; 




item_objs[j++] =new Item(item, counts[item]) ; 
21 . II sort them 
22 . Arrays . sort(item_objs) ; 
23 . II get the items in reverse order into an array of 
ints 
24 . items =new int[num_frequent] ; 
25 . for (i = 0 ; i < num_frequent ; i++) 
26 . items[i] = item_objs[num_frequent- i-
1] . getitem() ; 
Segmen program 4. 13 Method processRow() 
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27 . 
28 . II insert them in the FPTree 
29 . fpt . insert(items , 1) ; 
30 . 
31. 
Segmen program 4.14 Method processRow() (lanjutan) 
Algoritma CLOSET+ mcnerapkan strategi hybrid tree projection, dimana 
proyeksi basis data dilakukan berdasar karakteristik basis data, apakah dataset 
tersebut masuk ke kategori padat ataukah tersebar. Penentuan karakteristik 
dataset ini dilakukan dengan jalan membandingkan jumlah rata-rata item pada 
tiap node FPTree yang terbangun, dengan support yang diberikan oleh pengguna. 
Penghitungan rata-rata item untuk tiap nodenya dilakukan oleh method 
cariAvg. 
1. long cariAvg () { 
2 . int totalCount = 0 ; 
3 . for (int i = 0 ; i < header . length ; i++) { 
4 . totalCount += header[i] . count ; 
5 . 
6 . long Avg = totalCount I count nodes ; 
7 . return Avg ; 
8 . 
Segmen program 4. 14 Method cariAvg() 
Method cariAvg memiliki nilai kembalian berupa long. Nilai kembalian 
inilah yang akan dibandingkan dengan nilai support yang ditentukan oleh 
pengguna, untuk menentukan karakteristik dataset serta metode proyeksi yang 
akan dipakai dalam proses penggalian. 
1 . ( fpt ! = null) { 
2 . long rata= fpt . cariAvg() ; 
3 . hasilna . cetak( 11 Rata-rata count per node : " +rata) ; 
4. if (rata> min_weight) { 
5 . hasilna . cetak ( 11 : : Proses : Bottom Up : : \n 11 ) ; 
6 . fpt . bottom_up(new Itemset()) ; 
7 . else { 
8 . hasilna . cetak( 11 :: Proses : Top Down : : \n 11 ) ; 
9. fpt. top_ down (new Itemset (), fpt. root); 
10 . } 
11 . else { 
12. hasilna. cetak ( 11 FP Tree Kosong 11 ) ; 
Segmen prog•·am 4. 15 Penentuan metode proyeksi 
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Apabila rata-rata item untuk tiap node lebih dari support yang ditentukan 
pengguna, maka metode proyeksi yang digunakan adalah metode bot tom_ up 
(bari s 6) . Dan apabila rata-rata item untuk tiap node kurang dari support yang 
diberikan pengguna, maka metode yang digunakan adalah metode top_ down 
(baris 9). 
Berikut adalah implementasi dari method bot tom_ up : 
1 . void bottom_up(Itemset is_suffix) { 
2 . if ( 1hasMultiplePaths) { 
3 . for (int j = header . length - 1 ; j >= 0 ; j--) { 
4 . Itemset is =new Itemset(is suffix) ; 
5 . is . add(header[j) . item) ; 





















if (header[j] . head . parent == root) { 
is . setWeight(header[j] . head . count) ; 
MasukPaGak(is , h a silall) ; 
l else { 
for (FPTreeNode up_walker = header [ j] . head ; 
root ; up_walker = up_walker . parent) { 
else 
is . add(up_walker . item) ; 
is . setWeight(header[j] . head . count) ; 
MasukPaGak(is , hasilall) ; 
for (int i = header . length - 1 ; i >= 0 ; i -- ) 
Itemset is new= new Itemset(is suffix) ; 
is_new . add(header(i] . item) ; 
is_new . setWeight(header[i] . count) ; 
24 . is new . setSupport((double) header[i] . count I 
(double) num rows) ; 
25 . if ( 1 Bisadiprune(is_ new)) { 
26 . MasukPaGak(is_new , hasilall) ; 
27 . FPTree fpt = 
buildConditionalFPTree(header[i] . item) ; 






fpt . bottom_up(is_new) ; 
Segmen program 4. 16 Method bottom_up() 
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Setiap kali dilakukan penggalian terhadap suatu prefix, maka prefix tersebut akan 
disimpan ke dalam hasil2, yang berupa Vector. Penempatan tnl 
dimaksudkan sebagai implementasi terhadap subset checking, dimana itemset 
yang ditemukan pastilah merupakan superset dari itemset yang lain, pada tingkat 
support yang sama. Implementasi dari subset checking ini dilakukan oleh method 
MasukPaGak. 
1 . private void MasukPaGak(Itemset is , Vector hasil2) { 
2 . int k = hasil2.size(); 
3 . hasil2 . add(is) ; 
4 . for (inti= 0 ; i < k ; i++) { 
5. Itemset isn = (Itemset) hasil2 . get(i) ; 
6 . if (is . isincludedin(isn)) { 
7 . if (is . getWeight() == isn.getWeight()) 
B. hasil2 . remove(k) ; 
9 . break ; 
10 . 
11 . 
12 . if (isn . isincludedin(is)) 
13 . if (is . getWeight() == isn .getWeight()) 
14 . hasil2 . remove ( i) ; 
15 . k-- ; 





Segmen program 4. 17 Method MasukPaGak() 
Sesuai dengan aturan dan definisi FCI, apabila ditemukan suatu itemset yang 
lebih "panjang" dari itemset yang udah ada di vector hasil2, maka itemset 
yang lama tersebut akan diganti dengan itemset yang baru (baris 6). 
Pada metode bottom up, setiap kali dilakukan penggalian terhadap suatu prefix, 
maka akan dibangun conditional FPTree untuk prefix tersebut. Implementasi dari 
pembangunan conditional FPTree tersebut dapat dilihat pada segmen program 
4.18. 
1. FPTree buildConditionalFPTree(int item) 
2 . II find header entry for item 
3 . int entry index= ((Integer) item2index.get(new 
Integer (item))) 
4. .intValue(); 
5. II we will see which of the remaining items are 
frequent 
6 . II with respect to the conditional pattern base of 
item 
69 
7. II we have a counter for each entry in the header that 
8. II comes before item ' s own entry 
9 . int[] counts =new int[entry_index]; 
10. for (FPTreeNode side walker 
header[entry_index] .head; side_walker != null; side walker = 
side walker.next) 
11. for (FPTreeNode up_walker = side_walker . parent ; 
up_walker != root; up_walker = up_walker.parent) 
12. counts[up_walker.header index] += 
side walker.count; 











for (int i = 0; i < counts.length; i++) 
if (counts[i] >= min_ weight) 
num_frequent++ ; 
if (num_frequent == 0) 
return null; 
II put all frequent items in an array of Items 
Item[] item_objs =new Item[nurn_frequent]; 
for (int i = 0, j = 0 ; i < counts . length; i++) 
if (counts[i] >= min_weight) 
item_objs[j++] =new Item(header[i] .item, 
counts[i]); 
24 . II and sort them ascendingly according to weight 
25 . Arrays.sort(item objs) ; 
26. II then place the items in an array of ints in 
descending order 
27 . int[] items =new int[num_frequent] ; 
28 . for (int i 0; i < num_frequent ; i++) 
29 . items[i] =item objs[num_frequent- i -
1]. get Item(); 
30. II initialize FPTree 
31 . FPTree fpt = new FPTree(items , num_rows , min_weight); 
32. for {PP~rPPNodP side walker 
header[entry_index] .head; side walker != null ; side walker 
side_walker . next) 
33 . if (side_walker . parent 1 = root) 
34. int i = side_walker.parent.seq_num; 
35 . Item[] pattern= new Item[i] ; 
36. for (FPTreeNode up_walker = side_walker . parent ; 
up_walker != root; up_walker = up_walker . parent) 
37 . II we store the header index in the count field 
Segmen program 4. 18 Method buildConditionaiFPTree() 
38 . 
39 . 
II so that we can use it later 
II to access the count from counts[] 
40 . pattern[--i] =new Item(up_walker . item, 
up_walker . header_index) ; 
41 . processPattern(pattern , side walker . count , fpt , 
counts) ; 
42 . 
43. return fpt ; 
44. ) 
Segmen program 4.18 Method buildConditionaiFPTree() (lanjutan) 
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Setelah proses pengecekan dan pembangunan conditional FP tree selesai untuk 
semua item pada global header table, maka keseluruhan proses CLOSET+ 
dengan metode bottom up dapat dikatakan selesai . 
Metode proyeksi yang juga terdapat pada algoritma CLOSET+ adalah metode 
top down physical pn~jection , yang dijalankan oleh method top down 
sebagaimana terdapat pada segmen program 4.15 baris 9. Implementasi dari 
method tersebut adalah sebagai berikut : 
1 . void top_down(Itemset itemset , FPTreeNode curNode) { 
2. int[] tdCounts =new int[num cols 1 1] ; 
3. for ( ; curNode != null ; curNode = curNode . next) { 
4 . if (anakPangkal(curNode , itemset)) { 
5. tdCounts = searchDown(curNode.child , tdCounts) ; 
6 . 
7 . 
8 . int jmlfrequent = 0 ; 
9 . for (int j = 0 ; j < tdCounts . length ; j++) { 
10 . if (tdCounts[j] >= min_weight) { 
11 . jmlfrequent++ ; 
12 . 
13 . 
14 . if (jmlfrequent > 0) 
15 . Item[] item_objs new Item [ j mlfrequent] ; 
16 . for (int is = 1 , j = 0 ; is < tdCounts . length ; is++ ) 
{ 
17 . if (tdCounts[is] >= min_weight) 







Item[] items = new Item[jmlfrequent] ; 
for (int is = 0 ; is < jmlfrequent ; is++) 
Segmen program 4. 19 Method top_ down() 
24 . 
25 . 
?r ~o . 
27 . 
ite ms[is) = i tem_objs[jmlfre que nt- is - 1); 
if (items . length != 0) { 
for (int u = 0 ; u < i tems . length ; u++) { 
28. Item now= items[u) ; 
29 . int index= ((Integer) item2index . get(new 















. intValue() ; 
curNode = header[index) . head ; 
I temset isee =new Items et(itemset) ; 
isee . add(now . getitem()) ; 
isee . setWeight(now . getCount()) ; 
isee . setSupport((double) now . getCount() I 
num rows) ; 
MasukPaGak(isee , hasilall) ; 
II hasilall . add(isee) ; 
top_down(isee , curNode) ; 
Segmen program 4.19 Method top_down() (lanjutan) 
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Method top down memanggil method searchDown (baris 5) yang berfungsi 
untuk melekukan penelusuran dari root ke child ataupun sibling yang dimiliki . 
1 . int[) searchDown(FPTreeNode curNode , int[) tdCount) { 
2 . for (FPTreeNode downNode = curNode ; downNode 1= null ; 







tdCount[downNode . item) += downNode . count ; 
if (downNode . sibling ' = null) { 
FPTreeNode kk = downNode.sibling ; 
tdCount = searchDown(kk , tdCount) ; 
9 . return tdCount ; 
10 . 
Segmen program 4. 20 Method search Down() 
Subset <.;hecking pada metode top down ini serupa dengan subse f checking pada 
metode bottom up, yakni dengan melakukan pemanggilan method MasukPaGak 
(bari s 36 ). 
Dengan demikian, ketika semua item pada global header table telah digali , maka 
proses penggalian dengan metode top dmvn dapat dikatakan selesai . Tahapan 
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berikutnya adalah memberikan nilai pengembalian atau mapping terhadap item-
item hasil penggalian. 
1. public HashMap getMapiD() 
2. return mapid ; 
3 . 
Segmen program 4. 21 Method getMapiD() 
Method berikut berfungsi untuk menampilkan informasi serta hasil penggalian ke 
dalam textArea. 
1 . public void cetak(Object text) { 
2 . j TextArea . append (text f " \n " ) ; 
3. 
Segmen program 4. 22 Method cetak() 
Tahapan terakhir dari implementasi use case penggalian FCI adalah 
"pembersihan" alokasi sumber daya yang digunakan, dalam hal ini adalah alokasi 
memon. 
1 . public void reset() 





mark = false ; 
jmlMemori = 0 ; 
surf . usedStr = ""· ,
Segmen program 4. 23 Method reset() 
4.3 IMPLEMENTASI USE CASE SIMPAN HASIL 
Pro es simpan hasil ini menggunakan objek FileWri ter dari pckage 
java . io. Yang ditulis pada file hasil ini, merupakan ha il penambangan yang 
telah dilakukan beserta informasi-informasi yang dihasilkan. Segmen program 
4.24 merupakan kode .untuk penyimpanan hasil. 
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1. public void actionPerformed(java . awt.event .ActionEvent e) { 
2 . File cur = new File ( 11 • I 11 ) ; 
3. JFileChooser jFileChooserl =new JFileChooser() ; 
4 . jFileChooserl . setCurrentDirectory(cur) ; 
5. jFileChooserl.showSaveDialog(null) ; 
6. File file = jFileChooserl . getSelectedFile() ; 
7. try { 
8 . String toFile = jTextArea . getText() ; 
9 . if (file !=null) { 
10 . FileWriter ff =new FileWriter(file); 
11. ff.write(toFile); 
12 . ff . flush(); 
13. 
14. catch (Exception ell) { 
15 . ell . printStackTrace() ; 
16 . 
17. 
Segmen program 4. 24 Penyimpanan ke File Hasil 
4.4 IMPLEMENT ASI ANT ARMUKA 
Aplikasi memiliki antarmuka yang ditujukan sebagai penghubung antara proses 
yang terjadi dalam aplika i dengan pengguna. Ketika aplikasi dijalankan, 
pengguna dihadapkan pada sebuah frame yang berfungsi sebagai tampilan utama 
aplikasi Frame ini berisi panel-panel yang terhubung dengan titur-fitur lain yang 
dimiliki oleh aplikasi . Berikut dijelaskan antarmuka dari fitur-fitur yang dimiliki 
oleh aplikasi. 
• Bangun Koneksi Basis Data 
Antarmuka untuk fitur ini adalah berupa sebuah panel yang beri i field-field yang 
harus diisi oleh pengguna untuk membangun sebuah koneksi dengan server basis 
data. Tampilan untuk fitur ini ditunjukkan pada gambar 4.1 
SETKONEKSI 
Nama Database : :>A.M 
Hos1: 012615 201 
Port: '::>~1 
User Name: ,u· 
Passworll: 
J.lext >i 
Log Me moly Mon1tor 
1984KB allocated 
1031 KBu:;•d 
Gambar 4. 1 Antarmuka koneksi basis data 
• Penggalian FCI 
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Fitur ini berupa sebuah panel yang berisi field masukan parameter pencarian pola 
beserta pilihan table tran aksi yang ingin digunakan. Fitur ini menyediakan 
fungsi untuk melakukan proses penggalian pada dataset transaksi.dengan 
menerapkan algoritma CLOSET+. Antarmuka untuk fitur ini ditunjukkan pada 
gambar 4.2 . 
.... Jframe .,~ 
tiEl f-'AHAMI:: I I::t-< 
NamaTabel D.A.TA_PAPER • 
M1n1mum Support 0.4 
Proses 
Log Me molY Monitor 
Connected to : Jdbc: o~acle: thln: IHO.l26.15. 201: 2876KB iilloci<ted 
,__ -,.....-~Yt""i! 
• 11- 2291 KBwed 
Gambar 4. 2 Antarmuka penggalian FCI 
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• Simpan Hasil 
Fitur ini berupa sebuah panel yang berisi luaran dari penggalian FCI, baik berupa 
informa i penggalian maupun ha il FCI yang didapat dari penggalian. Antarmuka 
untuk titur ini dapat dilihat pada gambar 4.3 
HASIL 
Tebel Dataset : DATA PAPER 
Minimum Support : 0.4 
Rata-rata count per node : 1.0 
:: Proses: Top Down .. 
Waktu Proses : 63 ms 
Memor1 Rata-rata : 1807 KB 







Connected to :Jdbc:oracle :thm:@l0.126.15.20l: 2876KB~ca.ted 
-= ~ ~ v-------v? 
-
-
-~ 2393 ](...B used 
Gambar 4. 3 Antarmuka Panel Hasil 
Fitur simpan hasil memiliki antarmuka berupa sebuah dialog pemilihan file yang 
ditujukan bagi pengguna untuk memilih file tujuan penyimpanan. Antarmuka 
untuk fitur ini ditunjukkan pada gambar 4.4. 





















UJI COBA DAN ANALISIS HASIL 
BABV 
UJI COBA DAN ANALISIS HASIL 
5.1 LINGKUNGAN UJI COBA 
Perangkat keras yang digunakan dalam uji coba uni adalah komputer dengan 
prosesor Intel Pentium 4 3GHz, harddisk 80GB ATA 7200 rpm, dan DDR 
memori sebesar 512MB. Sistem operasi yang digunakan adalah Windows XP 
Service Pack 1. Basis data yang digunakan adalah Oracle DBMS versi 8.1.7. 
5.2 DATA UJI COBA 
Dataset yang digunakan dalam uji coba aplikasi ini terdiri dari 2 macam. Yaitu 
data uji kebenaran dan data uji kinerja aplikasi . Berikut ini adalah penjelasan 
untuk masing-masing data uji coba : 
5.2.1 Data Uji Kebenaran Perangkat Lunak 
Uji kebenaran ini, berupa pengujian perangkat lunak terhadap masukan berupa 
data kecil. Pengujian data kecil ini dilakukan terhadap perangkat lunak dengan 
masukan berupa tabel basis data yang berisi transaksi dalam jumlah kecil. Dalam 
pengujian ini, data transaksi yang digunakan sebagai masukan yaitu data 
tran aksi seperti yang telah dituliskan dalam tabel 2.1 dan data berukuran kecil 
yang terdapat pada lllimine Project. 
5.2.2 Data Uji Kinerja Perangkat Lunak 
Pada dasarnya uji coba akan selalu dilakukan terhadap beberapa kondisi yang 
berbeda Sehingga akan didapatkan basil yang dapat digunakan untuk 
menganalisa kemampuan dari perangkat lunak. 
Pengujian kinerja perangkat lunak ini dilakukan terhadap beberapa data sintetis 
yang berbeda. Sebagian dataset yang digunakan didapatkan dari FIMI (Frequent 
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Itemset Mining Implementation) Reposit01y l51 , sedangkan dataset lainnya 
didapatkan dari pembangkitan data dengan menggunakan data generator yang 
disediakan pada !/liMine Project [G] Pada tabel 5.1 berikut ini diperlihatkan 
karakteristik dari setiap data. 
Tabel 5.1 Karakteristik Data Masukan 
Data Record Item Transaksi Rata-rata 
item/transaksi 
Chess 118252 76 3196 37 
mushroom 186852 120 8124 23 
connect 2904951 130 67557 43 
Pumsb* 2475947 7117 49046 50 
T40l10D100K 3960507 1000 100000 40 
Trans lOOK 996279 1000 100000 10 
Trans200K 1991009 1000 200000 10 
Trans300K 2986057 1000 300000 10 
Trans400K 3982351 1000 400000 10 
Trans500K 4979533 1000 500000 10 
5.2.3 Pembangkitan Data Sintetis dengan Data Generator 
Perangkat lunak pembangkit data yang digunakan untuk membangkitkan data 
sintetis dalam pengujian ini yaitu perangkat lunak pembangkit data untuk pola 
asosiasi dan sekuensial yang disediakan oleh /!liMine Project [7] Perangkat lunak 
ini dapat menghasilkan data lmge frequent itemset dengan taksonomi maupun 
tanpa taksonomi. Perangkat lunak tnt terletak dalam folder 
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illimine/packages/associa ti o n / data_gene r a t or/ . Dalam tugas akhir ini 
digunakan data masukan tanpa taksonomi, sehingga penggunaan perangkat lunak 
tersebut menjadi sebagai berikut: 
bin/assoc data generator lit [pilihan] 
Berikut merupakan pilihan parameter yang digunakan untuk melakukan 
pembangkitan data tanpa taksonomi. 
• -ntrans banyaknya_transaksi_dalam_ribuan (default : 1000) 
• -tlen rata-rata item dalam transaksi (default: 10) 
• -ni terns banyaknya _item _yang_ berbeda _ dalam _ribuan (default : 1 00) 
• -fname <namafl le> (hasil keluaran berupa namafile.data dan namafile.pat) 
• -ascii (default : false ) 
Perangkat lunak ini memungkinkan 2 macam format file data keluaran, format 
biner dan format ascii, berdasarkan pada pilihan parameter -ascii yang 
dispesifika ikan pengguna. Dalam tugas akhir ini digunakan format ascii untuk 
data keluaran. Pada file data keluaran dengan format ascii, nilai pertama yang 
keluar adalah nilai banyaknya item dalam transaksi tersebut, diikuti dengan tiap 
item dalam transaksi yang dituliskan secara terurut. Setelah itu transaksi 
selanjutnya dituliskan dengan cara yang sama. Dari penjelasan di atas maka 
pemanggilan yang dilakukan untuk membangkitkan data transaksi translOOk 
menjadi sepert berikut: 
bin/assoc_ data_generator lit -ntrans 100 -tlen 10 -nitems 1 -
ascii -fn ame trans100k 
Berikut merupakan 5 transaksi awal dari data translOOk hasil pembangkitan: 
6 77 595 639 858 875 889 
8 149 239 383 529 643 821 832 835 
9 7 25 48 306 477 484 661 679 864 
7 255 486 684 688 700 706 983 
5 480 645 744 924 965 
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5.3 SKENARIO UJI COBA 
Beberapa uji coba akan dilakukan dengan menggunakan data uji coba yang 
berbeda-beda. Uji coba akan menerapkan 3 buah kenario yaitu : 
5.3.1 Skenario I : Uji Kebenaran Luaran Aplikasi 
Skenario pengujian ini berupa penghitungan luaran algoritma CLOSET+ dengan 
menggunakan tool pembanding yang didapat dari Illimine Project, serta 
membandingkan keluaran yang didapatkan dari perangkat lunak CHARM-L. 
5.3.2 Skenario II : Pengujian Pengaruh Perubahan Nilai Batasan 
Terhadap Waktu Proses Penggalian Pola 
Skenario pengujian ini berupa pembandingan waktu proses penggalian FCI 
dengan beberapa variasi batasan terhadap dataset. Tujuan dari pengujian ini 
adalah melihat seberapa besar pengaruh penerapan algoritma CLOSET+ dan 
CHARM-L, terhadap waktu yang diperlukan dalam proses penggalian. 
5.3.3 Skenario III : Pengujian Pengaruh Perubahan Nilai Batasan 
Terhadap Utilisasi Memori 
Skenario pengujian ini berupa pembandingan alokasi memori proses penggalian 
pola oleh algoritma CLOSET+ dan CHARM-L. Tujuan dari pengujian ini adalah 
melihat seberapa besar pengaruh penerapan algoritma CLOET+ ataupun 
CHARM-L, terhadap sumber daya yang dibutuhkan dalam proses penggalian. 
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5.4 PELAKSANAAN DAN ANALISIS HASIL UJI COBA 
5.4.1 Uji Coba Skenario I 
Uji coba kenario I dilakukan untuk menguji kebenaran luaran yang dihasilkan 
oleh perangkat lunak CLOSET+ dengan menggunakan Illimine. Data yang 
digunakan untuk uji kebenaran ini terdapat pada package Illimine. 
Tabel 5.2 Data ntimine 











5.4.1.1 Luaran versi Illimine 
Diberikan masukan berupa transaksi di atas dan nilai batasan minimum sebesar 2, 
maka masukan parameter di Tllimine : 
Ghanpaign. 
t• of ite111~ in Databi\se: 
1 mu'lbet• of ite111s in one tt•ansaction: 
111het• of n•ansactions in Di<tabace: 
JlJlOt·t threshold: 2 










Gambar 5. 1 Masukan parameter di lllimine 
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FCI yang dihasilkan Illimine tersimpan pada file frequent.dat, yang terdapat pada 
direktori ill imine/packages/ association/ closet+/bin. Berikut merupakan 
FCI yang dihasilkan oleh Illimine: 
4 8 
4 3 5 
4 3 2 1 3 
4 3 1 4 
4 2 5 
4 2 1 4 
4 2 0 2 
4 1 6 
3 7 
3 2 5 
3 2 1 4 
3 2 1 0 2 
3 1 5 
2 7 
2 1 5 
2 0 3 
1 7 
5.4.1.2 Luaran Aplikasi 
Untuk menguji kebenaran luaran aplikasi, dilakukan uji coba dengan cara 
memasukkan dataset yang ama dengan dataset diatas beserta nilai batasan yang 
sama pula. Hasil akhir yang dihasilkan oleh aplikasi ditunjukkan pada gambar 
berikut 
HASIL 
Tabel Dataset : DATA ILL! liNE 
ll1n~um Support : 0.2 
Rata-rata colli1t per node : 2 . 0 
: : Pr:oses : Top Down : : 
~aktu Proses : 47 ms 
Uemori Rata-rata : 1918 KB 








2136 KB used 
Gambar· 5. 2 Luaran Aplikasi 
• 
Tabel Dataset : DATA ILLIMINE 
Minimum Support : 0 02 
Rata-rata count per node : 2 o0 
:: Proses : Top Down 0 0 
Waktu Proses : 47 ms 
Memori Rata-rata : 1918 KB 
Memori Maksimum : 2295 KB 
DAN HASILNYA ADALAH : 
{ 4 )/[0 08/8] ( 1) 
{ 1 4 }/[O o6/6] (2) 
{ 3 4 }/[0 05/5] (2} 
{ 1 3 4 }/[O o4/4] (3) 
{ 1 2 3 4 }/[0 03/3] ( 4) 
{2 4 )/[Oo5/5] (2) 
{ 1 2 4 }/[O o4/4] (3) 
{ 0 2 4 )/[O o2/2] (3) 
{ 3 }/[O o7/7] ( 1) 
{2 3 }/[0 05/5] (2) 
{ 1 2 3 }/(O o4/4] (3) 
{ 0 1 2 3 }/[O o2/2] ( 4) 
{ 1 3 }/[O o5/5] (2) 
{2 )/[O o7/7] (1) 
{ 1 2 }/[O o5/5] (2) 
{ 0 2 }/[O o3/3] (2) 
{ 1 )/[0 o7/7] ( 1) 
5.4.1.3 Analisis Hasil Uji Coba Skenario I 
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Dari analisa proses dan tabel hasil proses aplikasi di atas, dapat dilihat bahwa 
hasil luaran antara keduanya adalah samao Dengan demikian dapat disimpulkan 
bahwa luaran dari aplikasi CLOSET+ telah terbukti kebenarannyao 
5.4.2 Uji Coba Skenario II 
Skenario 2 menerapkan perubahan nilai batasan pada dataset dan melihat efeknya 
terhadap waktu proses penggalian FCI. Pelaksanaan untuk masing-masing dataset 
adalah sebagai berikut : 
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5.4.2.1 Dataset Chess 
Dataset ini merupakan salah satu data yang didapatkan dari FIMI ReposiiOtJ'. 
Data ini terdiri dari 3196 transaksi dengan rata-rata panjang transaksi adalah 32 
item. Pada uji coba ini digunakan data chess sebagai data masukan dengan 
berbagai nilai minimum support dalam range 70% - 95%. Waktu proses 
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Gambar 5. 3 Perbandingan support- waktu komputasi pada dataset Chess 
5.4.2.2 Dataset Connect 
Dataset ini merupakan salah satu data yang didapatkan dari FIMI Repository, 
namun dataset ini juga tersedia sebagai dataset contoh dalam ]/liMine Pr(?ject. 
Data ini terdiri dari 67557 transaksi dengan rata-rata panjang transaksi adalah 43 
item. Pada uji coba ini digunakan data connect sebagai data masukan dengan 
berbagai nilai minimum support dalam range 70% - 95%. Waktu proses 
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DATASET: CONNECT 






Gambar 5. 4 Perbandingan support- waktu komputasi pada dataset 
Connect 
5.4.2.3 Dataset Mushroom 
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Dataset ini merupakan salah satu data yang didapatkan dari FIMI Reposito1y. 
Data ini terdiri dari 8124 tran aksi dengan rata-rata panjang transaksi adalah 23 
item. Pada uji coba ini digunakan data mushroom sebagai data rnasukan dengan 
berbagai nilai minimum support dalam range 5% - 50%. Waktu proses 
penggalian_fi-equent closed itemset ditunjukan pada gambar 5.5 
5.4.2.4 Dataset pumsb* 
Dataset ini merupakan salah satu data yang didapatkan dari FIMI Repository. 
Data ini terdiri dari 49046 transaksi dengan rata-rata panjang transaksi adalah 50 
item. Pada uji coba ini digunakan data pumsb* sebagai data masukan dengan 
berbagai nilai minimum support dalam range 25% - 50%. Waktu proses 
penggalian_fi-equent closed itemset ditunjukan pada gambar 5.6. 
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Gambar 5. 5 Perbandingan support- waktu komputasi pada dataset 
Mushroom 
100000 
~ 10000 -\ 
~ I 
Ql 1000 l :E. 
::I 1QQ I ~ 
CIS 









Gambar 5. 6 Perbandingan support- waktu komputasi pada dataset 
pumbs* 
5.4.2.5 Dataset T40110DIOOK 
85 
1 
Dataset ini merupakan salah satu data yang didapatkan dari !;1M! Reposit01y. 
Data ini merupakan data tran asksi intetik yang terdiri dari 100000 transaksi 
dengan rata-rata panjang transaksi adalah 40 item. Pada uji coba ini digunakan 
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data T40 ini sebagai data masukan dengan berbagai nilai minimum support dalam 
range 1% - 5%. Waktu proses penggalian.fi'equen/ closed itemset ditunjukan pada 
gambar berikut. 
10000 i 
~ 8000 Ill. 
~ 
QJ 6000 ~ 












Gambar 5. 7 Perbandingan support- waktu komputasi pada dataset 
T40UOD100K 
5.4.2.6 Dataset Ta·anslOOK 
Dataset ini merupakan salah satu data yang dihasilkan dari pembangkitan data 
menggunakan perangkat lunak data generator yang di ediakan dalam !!liMine 
Prc?ject . Data ini terdiri dari I 00000 transaksi dengan rata-rata panjang transaksi 
adalah l 0 item. Pada uji cob a ini digunakan data Trans 1 OOK ini sebagai data 
masukan dengan berbagai nilai minimum support dalam range 0.07% - 2%. 
Waktu proses penggalianji'equent closed itemset ditunjukan pada gambar 5.8. 
5.4.2. 7 Dataset Trans200K 
Dataset ini merupakan data yang didapatkan dari pembangkitan data dengan 
perangkat lunak data generator dari I !liMine Pr(?ject. Data ini terdiri dari 200000 
transaksi dengan rata-rata panjang transaksi adalah 10 item. Pada uji coba ini 
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digunakan data Trans200K ini sebagai data masukan dengan berbagai nilai 
minimum support dalam range 0.1% - 5%. Waktu proses penggalian frequent 
closed ilemsel ditunjukan pada gambar 5.9. 
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Gambar 5. 8 Perbandingan support- waktu komputasi pada dataset 
Trans lOOK 
DATASET: Trans200K I 
10000 l 
I \ I 
~ 1000 j 
·.-= 
Ql 
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minimum support(%) 
Gambar 5. 9 Perbandingan support- waktu komputasi pada dataset 
Trans200K 
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5.4.2.8 Dataset Trans300K 
Dataset ini merupakan salah satu data hasil pembangkitan dangan perangkat 
lunak data generator dari !/liMine Project . Data ini terdiri dari 300000 transaksi 
dengan rata-rata panjang transaksi adalah 10 item. Pada uji coba ini digunakan 
data Trans300K ini sebagai data masukan dengan berbagai nilai minimum 
support dalam range 0. I% - 5%. Waktu proses penggalianfi-equenl closed itemset 
ditunjukan pada gambar berikut. 
DATASET: Trans300K 
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1000 j " ~ 
·-= ...____:,_. 1---+-- Closet+ I Ql • • • • ~ • 100 ; 
::I .. 
- Charm-L ~ .... 
--I'll 
I .. 
~ 10 ~ 
0.1 0.5 2 3 4 5 
minimum support(%) 
Gambar 5. 10 Perbandingan support- waktu komputasi pada dataset 
Trans300K 
5.4.2.9 Dataset Trans400K 
Dataset ini merupakan salah satu data hasil pembangkitan dangan perangkat 
lunak data generator dari !/liMine Project. Data ini terdiri dari 400000 transaksi 
dengan rata-rata panjang tran aksi adalah 10 item. Pada uji coba ini digunakan 
data Trans400K ini ebagai data masukan dengan berbagai nilai minimum 
support dalam range 0.1%- 5%. Waktu proses penggalian.fi'equent closed itemset 
ditunjukan pada gambar 5. 11 
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5.4.2.1 0 Dataset Trans500K 
Data ini terdiri dari 500000 transaksi dengan rata-rata panjang transaksi adalah 
I 0 item Pada uji coba ini digunakan data Trans500K ini sebagai data masukan 
dengan berbagai nilai minimum support dalam range 0.1% - 5%. Waktu proses 
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Gambar 5. 12 Perbandingan support- waktu komputasi pada dataset 
Trans500K 
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5.4.2.11 Analisis hasil uji coba skenario II 
Dalam analisis perubahan nilai batasan terhadap waktu proses, secara umum 
dapat dikatakan bahwa hubungan antara nilai minimum support yang diberikan 
dengan waktu proses adalah berbanding terbalik . Semakin kecil nilai minimum 
support yang diberikan, maka waktu proses yang dibutuhkan akan semakin besar. 
Dari hasil uji coba terhadap dataset chess dan connect, didapatkan bahwa kinerja 
algoritma CLOSET+ menunjukkan performa yang lebih baik daripada algoritma 
CHARM-L. Sebagaimana ditunjukkan pada gambar 5.3 dan gambar 5.4. Pada 
data et mushroom, performa algoritma CLOSET+ cenderung lebih baik pad a 
tingkatan minimum support yang kecil, sedangkan algoritma CHARM-L lebih 
ungggul pada tingkatan minimum support > 40%. Untuk dataset pumbs*, 
algoritma CHARM-L secara umum lebih cepat dari algoritma CLOSET+ dalam 
berbagai rentang minimum upport Sedangkan pada dataset T40110DlOOK, 
algoritma CLOSET+ terbukti lebih unggul darupada algoritma CHARM-L. 
amun pada dataset Trans I OOK sampai Trans500K, pada tingkatan minimum 
support yang semakin besar (> 0,5%), algoritma CHARM-L memiliki kinerja 
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Gamba•· 5. 13 Distribusi FCI bet·dasarkan panjang itemset pada dataset real 
100000 
10000 
I : troo•11Xlk trao.200k 
trans300k trans400kj 
---'lk'--- trans500k - t40 
1 + 
2 3 4 5 6 7 8 9 10 11 
Panjang ltemset 
Gambar 5. 14 Distribusi FCI berdasarkan panjang itemset pada dataset 
sintetik 
Dataset chess, dataset connect dan dataset pumsb* memiliki kecenderungan 
distribusi yang sama, yaitu distribusinya simetris, dataset mushroom dan dataset 
T40IlODlOOK memiliki kecenderungan distribusi bi-modal, sedangkan dataset 
sinteti TranslOOK sampai dataset Trans500K memiliki distribusi simpang kanan 
(right skewness distrihution) Perlu diingat bahwa dataset Tran 1 OOK sampai 
Trans500K mempunyai karakteristik yang sama kecuali pada jumlah transaksi . 
Dari sini dapat disimpulkan bahwa distribusi dataset tidak terpengaruh oleh 
banyaknya transaksi . 
Dari basil uji coba, dapat di impulkan bahwa algoritma CLOSET+ cenderung 
lebih baik jika diterapkan pada dataset yang memiliki karakteristik distribusi 
simetris ataupun distribusi bi-modal. Sedangkan algoritma CHARM-L memiliki 
kinerja yang lebih baik jika diterapkan pada dataset sintetis, yang memiliki 
karakterstik distribusi simpang kanan (right skewness distribution) . 
amun juga perlu digari bawahi bahwa performa algoritma CLOSET+, secara 
umurn dapat dikatakan stabil , dan pada tingkatan minimum support yang rendah 
(< 0,5%) terbukti bahwa algoritma CLOSET+ jauh Jebih unggul daripada 
algoritma CHARM-L untuk berbagai karakteristik data et. 
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5.4.3 Uji Coba Skenario III 
Skenario 3 berupa pengujian pengaruh penerapan nilai batasan terhadap utilisasi 
memori Pengujian pada skenario ini dilakukan terhadap dataset yang berukuran 
be ar untuk melihat seberapa ignifikan perubahan alokasi memori yang terjadi . 
Data yang diujikan yakni data et dengan ukuran transaksi lebih dari atau sama 
dengan 1 OOribu transaksi, yaitu dataset T40I1 OD I OOK, dan data Trans 1 OOK 
sampai TransSOOK. Pada pengujian ini akan dilakukan dua macam pengujian, 
yakni pengaruh pertumbuhan item terhadap alokasi memori, dan pengaruh 
pertumbuhan jumlah transak i terhadap alokasi memori 
5.4.3.1 Pertumbuhan rata-rata item per transaksi 
Pada pengujian ini, akan dilakukan uji kinerja untuk melihat seberapa besar 
pengaruh perubahan jumlah item pada satu transaksi dengan alokasi memori yang 
diperlukan. Dataset yang diujikan pada skenario rm adalah dataset 
T40ll OD I OOK, yang memiliki rata-rata item per transaksi sebanyak 40 item, dan 
dataset TranslOOK yang memiliki rata-rata item per transaksi sebanyak 10 item. 
Skenario pengujian pada dataset ini menggunakan 5 nilai minimum support yang 
berbeda, yaitu 1, 2, 3, 4, dan 5%. Perbandingan penggunaan memori untuk 
algoritma CLOSET+ dan CHARM-L ditunjukkan pada gambar 5.15 . 
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Gambar 5. 15 Penggunaan memori pada dataset T40J10DIOOK dan 
Trans lOOK 
5.4.3.2 Pertumbuhan jumlah transaksi 
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Pada pengujian ini, akan dilakukan uji kinerja untuk mdihat seberapa besar 
pengaruh perubahan jumlah transaksi dengan alokasi memori yang diperlukan . 
Dataset yang diujikan pada skenario ini adalah dataset T40110D1 OOK, dan 
Tran lOOK sampa1 Tran 500K Skenario penguJian pada data et m1 
menggunakan 5 nilai minimum support yang berbeda, yaitu 1, 2, 3, 4, dan 5%. 
Perbandingan penggunaan memori untuk algoritma CLOSET+ dan CHARM-L 
ditunjukkan pada gambar 5. 16 sampai gambar 5.21. 


























2 3 4 




Gambar 5. 16 Penggunaan memori pada dataset T40110DlOOK 
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Gambar 5. 19 Penggunaan memori pada dataset Trans300K 
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Gambar 5. 21 Penggunaan memori pada dataset Trans500K 
5.4.3.3 Analisis basil uji coba skenario III 
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Dalam analisis perubahan nilai batasan terhadap utilisasi memori, secara umum 
dapat dikatakan bahwa hubungan antara nilai minimum support yang diberikan 
dengan penggunaan memori adalah berbanding terbalik . Penggunaan memon 
semakin meningkat seiring dengan berkurangnya minimum support. Hal ini 
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diakibatkan oleh semakin banyaknya.fi·equent itemset yang diproses dan semakin 
banyaknya frequent closed itemset yang dihasilkan sehingga membutuhkan 
memori lebih besar. 
Gambar 5.15 menunjukkan penggunaan memori untuk pertumbuhan data yaitu 
panjang item per transaksi . Keempat grafik tersebut menunjukkan kisaran 
penggunaan memori yang cukup berbeda. Dari grafik tersebut dapat diambil 
kesimpulan bahwa pertumbuhan rata-rata item per transaksi berpengaruh pada 
penggunaan memori . Pada dataset yang memiliki jumlah item per transaksi yang 
banyak, algoritma CHARM-L cenderung Iebih unggul, karena algoritma tersebut 
menerapkan format diffset, dan pembacaan basis data secara vertikal. 
Pada ujicoba penggunaan memori untuk pertumbuhan jumlah transaksi, dapat 
dilihat bahwa algoritma CLOSET+ lebih unggul daripada algoritma CHARM-L, 
sebagaimana dapat dilihat pada gambar 5.16 sampai gambar 5.21. Hal ini 






Bab ini berisi kesimpulan dari tugas akhir yang dibuat berdasarkan hasil uji coba. 
elain itu juga disertakan kemungkinan pengembangan yang dapat dilakukan 
pada tugas akhir ini . 
6.1 SIMPULAN 
Dari hasil uji coba perangkat lunak yang telah dilakukan, didapatkan beberapa 
ke impulan sebagai berikut: 
• Algoritma CLOSET+ berhasil diimplementasikan untuk menggali frequent 
closed itemset. 
• Dengan menggunakan perangkat keras prosesor Intel Pentium 4 3GHz, 
harddisk 80GB AT 7200 rpm, dan DDR memori sebesar 512:t\.1B, ukuran 
panjang transaksi maksimum yang dapat diujikan 500.000 transaksi, yakni 
dataset TransSOOK Sedangkan maksimum panjang rata-rata item dalam satu 
transaksi yang dapat diujikan adalah sebesar 50 item, yakni dataset pumsb* . 
• Parameter minimum support mempengaruhi kinerja perangkat lunak. Waktu 
komputasi dan penggunaan memori berbanding terbalik dengan nilai 
mmtmum support yang diberikan. Semakin kecil nilai support yang 
diberikan, maka waJ...1u proses maupun alokasi memori akan semakin besar. 
• Semakin besar jumlah transaksi dan jumlah item, maka waktu komputasi 
proses yang diperlukan juga semakin lama. 
• Dalam hal waktu proses, kinerja algoritma CLOSET+ lebih cepat jika 
diterapkan pada dataset yang memiliki karakteristik distribusi simetris 
ataupun distribusi bi-modal , seperti dataset chess, connect, dan mushroom. 
• Dalam hal waktu proses, kinerja algoritma CHARM-L lebih cepat jika 
diterapkan pada data et sintetis, yang memiliki karakterstik distribusi 
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s1mpang kanan (right skewness distribution), seperti dataset Trans 1 OOK 
sampai TransSOOK. 
• Penggunaan memori akan semakin besar seiring dengan semakin besarnya 
data, baik banyaknya item, maupun banyaknya transak i Dengan minimum 
support 25%, penggunaan memori pada dataset dengan panjang item I 0, 23 , 
37, 40, 43, dan 50 berturut-turut adalah 2011 , 2166, 3480, 6233, 8032, dan 
18556 KB. Sedangkan penggunaan memori pada dataset dengan panjang 
transaksi 3196, 8124, 67557, 49046, 100000, 200000, 300000, 400000, dan 
500000 berturut-turut adalah 1572, 1598, 1624, 2383, 2628, 5756, 7418, 
8950, dan 10444 KB 
• Dalam uji coba utilisa i memori untuk pertumbuhan jumlah transaksi, 
algoritma CLOSET+ terbukti lebih efisien. Sedangkan pada uji coba utilisasi 
memori untuk pertumbuhan jumlah item, algoritma CHARM-L terbukti lebih 
efisien . 
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A.l. Luaran untuk Basis Data Contoh 
Dari contoh basis data transaksi yang terdapat pada tabel 2.1, dengan minimum 
support = 50%, dilakukan perbandingan luaran antara perangkat lunak 
CLOSET+ dan perangkat lunak CHARM-L. 
Versi CLOSET+ : 
Tabel Dataset : DATA CONTOH 
Minimum Support : 0.5 
Rata-rata count per node : 2 . 0 
: : Proses : Top Down 
Waktu Proses : 47 ms 
Memori Rata-rata : 1870 KB 
Memori Maksimum: 2285 KB 
********************* 
DAN HASILNYA ADALAH : 
********************* 
{c }/[1.0/6] (1) 
{w c }/(0 . 8333333333333334/5] (2) 
{a w c }/[0.6666666666666666/4] (3) 
{w c d }/(0.5/3] (3) 
{a t w c }/[0 . 5/3] (4) 
{c d }/[0 . 6666666666666666/4] (2) 
{t c }/[0 . 6666666666666666/4] (2) 
Versi CHARM-L: 
*************************************************************** 












50 % [3 transaksi] 
FREQUENT CLOSED ITEMSETS >>> 
FCI Length [1] 1 
FCI Length [2] 3 
FCI Length [3] 2 
FCI Length [ 4] 1 
{C) : 6 
{W , C} 5 
{T , C} 4 
{D , C} 4 
{A , W,C} 4 
{D , W, C} 3 
{T , A,W, C} 3 






0 : 0 : 0 : 711 
0 : 0:0:280 
0 : 0:0 : 20 
0 : 0 : 0 : 821 
1912 . 5 kB 
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