ABSTRACT The MUltiple SIgnal Classification (MUSIC) algorithm is a well-known eigenanalysis technique and has been studied extensively. The algorithm relies on accurate partitioning of the eigenvectors of the spatial correlation matrix between the signal (i.e., signal subspace) and noise eigenvectors (i.e., noise subspace). In this paper, we present a novel statistical framework for analyzing the resolution performance of the MUSIC algorithm in resolving closely spaced sources. The statistical framework is based on the first-order approximation of the perturbations in the noise subspace eigenvectors. Using this framework, we derive an analytical expression for the probability of resolution of the MUSIC algorithm according to the number of noise eigenvectors used in the spectrum computation. Such an investigation cannot be carried out with the existing probability of resolution expressions of the MUSIC algorithm. Using the analytical tools presented in this paper, it is possible to predict the resolution performance with respect to many important system parameters, i.e., signal-to-noise ratio (SNR), the number of samples, and the number of noise eigenvectors. For example, we found that the resolution threshold in terms of SNR is independent of the number of noise eigenvectors used. The simulation results are presented to verify the accuracy of the analytical expressions. More importantly, real radio-frequency experiments with a 24-GHz radar platform are carried out to demonstrate the resolution performance of MUSIC to support our findings in practical settings.
I. INTRODUCTION
The resolution performance of the eigenanalysis techniques such as MUSIC algorithm has been studied extensively in the literature [1] - [14] . These studies primarily rely on accurate partitioning of the eigenvector matrix of the spatial correlation matrix between the signal eigenvectors (i.e., signal subspace) and noise eigenvectors (i.e., noise subspace). However, the exact estimation of signal subspace size has been shown to be very critical [12] . As noted in many investigations such as [11] and [12] , inaccurate estimation of signal subspace size severely degrades the spectral resolution of MUSIC. This has motivated the current work, i.e., analyzing the impact of number of noise eigenvectors on the resolution performance The associate editor coordinating the review of this manuscript and approving it for publication was Xiaolong Chen.
of MUSIC under the condition that two sources are closely spaced.
The probability of resolution is considered as an important statistical performance criterion of the MUSIC algorithm. Zhang [1] was probably the first author who has explicitly derived a probability of resolution expression based on the statistical distribution of the criterion function. Later, Ferreol et al. [8] extended Zhang's resolution definition to investigate the MUSIC behavior in presence of model mismatches (calibration errors, etc.). The most existing investigations such as the aforementioned ones analyze the resolution performance of MUSIC by formulating the problem based on the availability of the complete set of noise eigenvectors. As a result, they fail to provide a performance variation when the different number of estimated noise subspace vectors are computed.
The derivation of the probability of resolution expression is carried out in multiple steps. In our investigation, we determine that the first-order approximation expression obtained in [2] for the perturbation of the noise subspace vectors is suitable for our purpose. We first derive an analytical expression for the characteristic function of a random decision variable. This decision variable is used in the resolution analysis of the MUSIC algorithm. It is expressed as a quadratic form in complex Gaussian random vectors. The expression of the decision variable is determined by formulating the threshold criterion defined in [7] . This criterion is also used to carry out the resolution threshold analysis of the MUSIC algorithm in this paper.
The accuracy of the sample data covariance matrix plays a crucial role on the performance of the MUSIC algorithm. The achievable estimation accuracy in terms of CramerRao bound (CRB) have been well-understood. For example, asymptotic analyses (large data size or high SNR) would suggest that the estimators must use all available noise eigenvectors for the best average performance. On the other hand, the expected estimation error could depart from the CRB at low SNR region. In fact, this SNR level is known as the threshold region and has been investigated [15] - [19] . Similarly, the resolution threshold of the MUSIC algorithm has received considerable attention in the literature [5] , [6] . An interesting outcome of the proposed framework is its ability to predict the behavior of the resolution threshold as the number of available noise eigenvectors vary. For this purpose, an analytical expression of the resolution threshold of the MUSIC algorithm is derived in terms of SNR. We refer to the threshold SNR as the crossover SNR and the reason for this reference is explained in the subsequent sections.
An important contribution of this work is to verify the theoretical findings in practical applications. The real RF experiments are conducted using the radar evaluation platform INRAS radarbook [20] to resolve two closely spaced targets at varying angular separation and distance. INRAS Radarbook is a 24 GHz frequency modulated continuous wave (FMCW) radar platform whose RF front-ends consist of two transmit (Tx) channels and a uniform linear array (ULA) of eight receive (Rx) channels. The experimental results confirm the resolution performance of MUSIC and the crossover SNR as a function of varying number of noise eigenvectors.
The paper is organized as follows. Section II reviews the MUSIC algorithm and the signal model. Section III discusses the modeling of the perturbations in noise subspace and introduces its first-order perturbation expression to be used in our derivations. Section IV states the resolution condition determined to analyze the statistical resolution performance of MUSIC. We present a detailed derivation procedure to obtain the characteristic function of the decision variable in Section IV-A. Section IV-B determines the analytical expressions of probability density function (PDF) of the decision variable and probability of resolution. Section V derives an analytical expression of the threshold SNR for the resolution problem involving correlated as well as uncorrelated sources.
Simulation results in Section VI verify the probability of expression derived in this paper. Section VII presents the experimental results to demonstrate the behavior of the resolution probability of MUSIC with the variation of the number of noise eigenvectors used in the spectrum computation. Finally, we conclude the paper with Section VIII.
II. SIGNAL MODEL AND MUSIC ALGORITHM
We consider the plane waves from K sources, having direction-of-arrivals (DOAs) {θ n } n=1,...,K , incident upon an array of L (L > K ) antenna elements. Then, in an ideal environment, the received data samples of N successive snapshots can be represented in matrix form as
with a signal matrix S
and a steering matrix A
In case of a uniform linear array, we can express each steering vector as
where n = 1, 2, ..., K , (.) T denotes the transpose, s n (m) is a narrowband signal received from nth source at the mth snapshot, k denotes the wavenumber, and d is the interelement spacing between antenna elements in the array. The received data matrix Y, observed without noise, is random if the signal vector s(m) is distributed as a K -dimensional complex Gaussian vector with zero mean and a covariance matrix of R S . The MUSIC algorithm relies on accurate partitioning of the eigenvectors of the spatial correlation matrix between the signal (i.e., signal subspace) and noise eigenvectors (i.e., noise subspace). The eigenvectors can be obtained by an eigenvalue decomposition (EVD) of the data covariance matrix
or by the singular value decomposition (SVD) of the received data matrix Y:
where U s and U o represent the signal and the orthogonal subspaces, respectively and (·) H denotes the Hermitian transpose. Generally, the orthogonal subspace is referred as the noise subspace. However, as discussed in [21] , the orthogonal complement of the signal subspace is aptly referred as the orthogonal subspace for the problem where a noisefree data model is used. 
.., L represent the complete set of column vectors of the matrix U. We can partition these vectors into signal subspace and orthogonal subspace as follows
The number of eigenvectors spanning signal and orthogonal subspaces are K and L − K , respectively. Let M represent the number of orthogonal eigenvectors used in the MUSIC spectrum computation, then its spatial pseudo-spectrum can be expressed as
It is convenient to analyze the resolution performance of MUSIC statistically using its null spectrum. The expression of the null spectrum is obtained by the inverse of its pseudo-spectrum.
In the presence of the measurement noise, the spectrum estimation above cannot be perfect. As noted in many investigations such as [11] and [12] , inaccurate estimation of signal subspace size severely degrades the MUSIC spectrum especially when DOAs are closely spaced. Our work will analyze the impact of number of noise eigenvectors on the resolution performance of MUSIC under the condition that two DOAs are closely spaced. Also, we will analyze the resolution performance of MUSIC for resolving two closely spaced sources in presence of other sources.
III. PERTURBATION MODEL
The fidelity of sample data covariance matrix can deviate from the true covariance matrix due to finite data effect, measurement noise, and modeling errors. Inaccurate sample data covariance matrix will lead to erroneous estimation of signal and noise subspaces by the subspace decomposition. In this paper, we consider the first order perturbation of the noise subspace vectors due to measurement noise and finite sample sizes. Thus, the received data samples in noisy environment can be expressed asŶ
where the measurement noise W is modeled as an additive white Gaussian noise. The elements of W are independent and identically distributed complex Gaussian random variables with mean zero and variance σ 2 w . Using the relation in (1), we can rewrite (12) aŝ
where the signals S and the noise W are independent. The SVD of the noisy received data matrix is given bŷ (14) whereÛ s andÛ o represent the estimated signal and orthogonal subspaces respectively. As we are dealing with the perturbations due to measurement noise in this paper, we refer the orthogonal subspace estimate as the estimated noise subspace and correspondingly the vectors inÛ o as the estimated noise eigenvectors. The perturbation in the sample data covariance matrix due to noise results in the perturbations of the signal and orthogonal subspace through SVD.
The estimated signal and noise subspaces can be expressed asÛ
where U s and U o represent the perturbations in the estimated signal and noise subspaces, respectively. In this paper, the computation of the null spectrum is associated with the estimated noise subspace. Therefore, we need an analytical expression for the perturbation of the noise subspace in order to analyze the statistical resolution performance of MUSIC given the number of noise eigenvectors. To derive an analytical expression for the resolution performance of MUSIC, we leverage the first-order perturbation expressions obtained in [2] for the perturbation of the noise subspace.
The parameters U s , U o , V s and s in (17) are obtained from the SVD of the noise-free received data Y. In order to analyze the impact of the number of noise eigenvectors on the resolution performance of MUSIC, let the vectors {û k } k=K +1,...,L denote the eigenvectors from the estimated noise subspace aŝ
where δu k represents the perturbation of the orthogonal subspace eigenvector u k . Then, the first-order expression for the perturbation of orthogonal subspace eigenvector due to perturbations in data is given as
From the above expression, we can easily show that the perturbation (δû k ) of orthogonal subspace eigenvector (u k ) is a multivariate complex Gaussian process as it is a linear transformation of complex Gaussian noise W. VOLUME 7, 2019 
IV. MUSIC RESOLUTION
In order to determine whether MUSIC can resolve any two closely spaced sources or not, a decision criterion is needed. We select the criterion defined in [7] when the MUSIC pseudo-spectrum exhibit two peaks close to the true DOAs. The corresponding resolution test statistics is represented by a variable γ M where M is the number of noise eigenvectors used in the MUSIC estimator. The expression for γ M is written in a similar manner as given in [1] .
with
where θ m denotes the mean value angle of the two source DOAs θ 1 and θ 2 .P M (θ 1 ),P M (θ 2 ) andP M (θ m ) represent the estimated null spectrum at the DOAs θ 1 , θ 2 and θ m , respectively. The two sources are considered as resolved if the estimated null spectrum at θ m is greater than the average of the null spectrum estimates at θ 1 and θ 2 or otherwise they are considered as unresolved. Using the definition of the estimated null spectrum in (20), we obtain an expression for γ M as
where a 1 , a 2 and a m represent the steering vectors for the locations θ 1 , θ 2 and θ m respectively. Using the inequality expression involving γ M for the resolved case as in [1] , we can write the probability of resolution expression as
As reported in literature [8] , there are different condition tests which are different approximations of the decision test used here. Our goal is to demonstrate the effectiveness of our approach with the most commonly used test in the literature. Towards that goal, we obtain the characteristic function of the test statistics γ M in terms of any given set of noise eigenvectors.
A. CHARACTERISTIC FUNCTION OF DECISION VARIABLE
An analytical expression for the characteristic function of γ M is derived leveraging the results in [1] and [22] . First, we determine the characteristic function of the decision variable per estimated noise eigenvector. Let γ M k represent the decision variable corresponding to the estimated noise eigenvectorû k when M noise eigenvector estimates are used.
From (22) and (25), we can express γ M as
In order to express γ M k in a matrix form, we define a random vector y k for the estimated noise eigenvectorû k as
Thus, we obtain an expression of γ M k in its matrix form using (25) and (27) .
The elements {a H lû k } l=1,2,m of the vector y k are complex Gaussian distributed sinceû k is a complex Gaussian vector. Thus, γ M k is a quadratic form of the complex Gaussian vector y k . Our statistical analysis on the resolution performance of MUSIC is related to the decision variable γ M k which is a function of y k . Therefore, it is necessary to extract the statistical properties of the complex Gaussian vector y k . The mean and the covariance of the Gaussian elements in y k are given as
where l = 1, 2, m and E denotes the expectation operator.
The expressions in (29) and (30) are
The covariance of the elements in y k is expressed in terms of the random parameters (i.e. U s , s ). The parameters U s and s are random as they are obtained through SVD of the random data Y. But, we desire to express the covariance result obtained in (30) in terms of the deterministic parameters such as number of snapshots, number of sensor elements, source separation, source coherence, SNR etc. By taking the inverse of the expression in (A.4), the desired expression relating the random and deterministic parameters is obtained as
where A † is Moore-Penrose inverse (pseudo-inverse) of A and estimated source covariance matrixR S is defined in (A.2). As we want to study the impact of the source covariance matrix on the resolution performance of MUSIC analytically, we assume the source covariance matrix is known. Thus, the expression in (31) is modified as
Using (30) and (32), we can express the covariance of the elements in y k as
We obtain the covariance matrix R y k using the covariance results of the elements of y k obtained from (33).
where
Note that R y k is a singular matrix of rank 2. We can express a column vector of R y k in terms of other two column vectors using the expression determined in (36) from (B.9), (B.10) and (B.12):
where g is a complex scalar quantity. For example, we can write 
where the column vectors on the right-hand side of (38) are linearly independent. Similarly, any one element of y k can be expressed in terms of its other two independent elements. Let y k1 and y k2 represent the independent and dependent elements of the vector y k respectively. Assume,
We need to determine some statistical properties of y k1 and y k2 .
where 0 is a column vector consisting of two zero elements. Also, the covariance matrix of the vector y k1 and the crosscovariance matrix of y k1 & y k2 are evaluated.
From (41) and (42), it can be seen that the elements of ( 11 ) 
Using the result obtained in [1] for relating two correlated Gaussian vectors, we can express y k2 in terms of y k1 as
Since µ k1 = 0, the expression in (43) can be simplified as
Using (44), we can express y k in terms of the vector y k1 as
where I 2×2 is an identity matrix of dimension 2 × 2. Substituting the above expression of y k in (28), we obtain the expression of γ M k as
Completing the proper quadratic form in (46), γ M k can be expressed as a function of y k1 :
Using the standard expression of the characteristic function of Hermitian quadratic forms in complex normal random variables from [23] , we can write the expression of the characteristic function of γ M k with some simplifications as
λ 1 and λ 2 denote the positive and negative eigenvalues of an indefinite matrix 11 D 1 − ωω H . The negative sign of the negative eigenvalue λ 2 has already been taken care of in (49). Thus, an expression for the characteristic function of the decision variable γ M k corresponding to a noise eigenvector estimateû k is obtained in (49). We next need to determine the characteristic function of γ M when M noise eigenvector estimates are used.
As the eigenvectors {u k } k=K +1,...,L from the orthogonal subspace U o are linearly independent, we have
. Thus, the cross-covariance matrix of vectors y k1 and y p1 with zero mean is a null matrix 0 of dimension 2 × 2. y k1 and y p1 correspond to different noise eigenvector estimatesû k andû p , respectively. The covariance and cross-covariance properties of the vectors {y k1 } k=K +1,...,L are summarized as follows
From the above expression in (52), we can conclude that the Gaussian vectors
..,L with zero mean are statistically independent and identically distributed. Thus, the characteristic function of γ M is obtained in (53) using the expression in (26) .
Using (49) and (53), we obtain
PROBABILITY OF RESOLUTION
We are now ready to determine the PDF of the decision variable γ M using the characteristic function obtained in (54):
Using the results from [24] and following the detailed steps in Appendix C, the expression for the PDF of γ M is determined and is given in (57) on top of the next page. From (24) , the probability of resolution expression can be found as
With the help of the results in [24] and detailed steps in Appendix D, the integral in (59) yields
is an incomplete gamma function, which is defined as
In (60), λ r , C M and D M are defined in (58), as shown at the top of the next page, whereas q M is defined in (55). The probability of resolution expression in (60) is valid for M ≤ L − K . Using this expression, the resolution performance of the MUSIC algorithm can be investigated according to the number of noise eigenvectors used in the spectrum computation. Such investigation cannot be carried out with the existing resolution probability expression of the MUSIC algorithm in [1] and [8] . Therefore, the resolution probability expression in (57) can be considered as a novel contribution to the statistical analysis on the resolution performance of the MUSIC algorithm. The accuracy of the expression in (60) is verified in section VI.
V. THRESHOLD SNR
It is well-known that the exact estimate of signal subspace size is extremely critical in low SNR cases. Thus, the MUSIC algorithm, which relies primarily on the accurate partitioning of sample space into signal subspace and noise subspace, offers low resolution performance in such cases. This low resolution performance of the MUSIC algorithm is associated with a phenomenon known as subspace swap, which occurs in the threshold region when a small portion of the true signal subspace is better represented by some portions of the estimated noise subspace than by some portions of the estimated signal subspace [16] . This motivated us to investigate the resolution performance of the MUSIC algorithm by varying the number of noise eigenvectors in the null spectrum computation. In fact, the expression in (60) can predict the
resolution performance of MUSIC according to the number of noise eigenvectors used in the threshold region.
The drop in the resolution performance of the MUSIC algorithm is observed when the SNR falls below a threshold value [16] . For our investigation on the resolution performance of the MUSIC algorithm with the varying number of noise eigenvectors, we need to determine the threshold SNR value in order to identify the region of SNR for which the aforementioned phenomenon occurs. Therefore, an analytical expression of the threshold SNR is desired. Using this expression, we perform the resolution threshold analysis according to the number of noise eigenvectors used in the null spectrum computation.
We determine the expression of the threshold SNR by taking an ensemble average of the null spectrum estimates in the threshold equation defined in [7] .
From [6] and [9] , it has been concluded that mean of the null spectrum estimate represents the statistical behavior of the null spectrum estimate as its variance is very small compared to its mean. Thus, the mean of the null spectrum estimate has been used to compute the threshold SNR and is computed as
where P is defined in (35). The expression in (63) is valid for j = 1, 2, m. Substituting (63) in (62), we get
where σ 2 wc denotes a particular value of noise power for which (64) is satisfied. In this paper, we perform the resolution threshold analysis of the MUSIC algorithm for a case where two closely spaced sources (K = 2) are involved. If the powers of the two closely spaced sources having DOAs θ 1 and θ 2 are given to be σ 2 1 and σ 2 2 , then we define the threshold SNR γ c in reference to the SNR of source having DOA θ 1 as
Using the expression of null spectrum at the middle of two source DOAs from (11) and the definition of γ c from (65), we obtain an expression for γ c with some modifications to the expression in (64) as
We need to determine the expressions for the terms a H 1 Pa 1 , a H 2 Pa 2 and a H m Pa m before we evaluate the expression for V in (67). For evaluating the expressions for the terms in (67), we assume cos
≈ 1 for two closely spaced sources. Using this assumption, the sine of the middle of two source DOAs can be approximated as
With help of the approximation in (68), we determine the expressions of a 1 Pa H 1 and a 2 Pa H 2 using the results from (B.1),(B.14) and (B.15).
where ρ is defined as the correlation coefficient between two sources. It is expressed as ρ =| ρ | e jφ where | ρ | is VOLUME 
Thus, we obtain an expression for V using the results from (67),(69), (70) and (71).
From (66) and (73), we get 2 48
From the above expression, the threshold SNR appears to be dependent on the number of orthogonal eigenvectors (M ) used in the null spectrum (P M (θ m )) computation. However, we expect the threshold SNR to be independent of the number of orthogonal subspace eigenvectors used. In order to confirm our expectations, we evaluate the ratio M P M (θ m ) in (74). First, we compute the expression of the null spectrum P M (θ m ).
As the eigenvectors from (9) in U o are arbitrarily ordered, the event of selecting M eigenvectors from L − K available ones in U o is considered as random. In order to obtain a deterministic measure of P M (θ m ), we average the null spectrum computed for all possible different selections (i.e.
We can determine the number of times each eigenvector can appear in the expression of P M (θ m ) when M orthogonal eigenvectors are used from L − K available ones. Any one particular eigenvector can be chosen in one way. After choosing that particular eigenvector, the other M − 1 eigenvectors can be chosen in C
ways from the remaining L−K −1 ones to form different combinations of M selections of eigenvectors from orthogonal subspace. Thus, each eigenvector appears C
times in the expression of P M (θ m ). In general, the expression of the null spectrum P M (θ m ) can be written as
Using (75), we prove that the ratio
From (74) and (77), we can write the expression of threshold SNR as
Thus, the expression of the threshold SNR in (78) is independent of the number of orthogonal eigenvectors used in the computation of the null spectrum.
As we consider a case where only two closely spaced sources are involved, we can rewrite the expression in (78) as 2 48
We further simplify the null spectrum term P L−2 (θ m ) in (78). Using the approximate expression obtained in [5] for the null spectrum at the mean angle of two source DOAs, we get
whereä m is the second-order derivative of normalized a(θ ) (i.e. a(θ)/ √ L) with respect to θ evaluated at θ = θ m . The factor L is added in the numerator in (80) because we are using unnormalized steering vector in our analysis where as the expression derived in [5] has used normalized steering vector. In [25] , a simplified expression has been obtained for the summation term in (80). This simplified expression is only applicable to the case where two closely spaced sources are involved and is given as
Using (79), (80) and (81), we obtain
where α is a constant whose value is evaluated to be 11520 (64 × 180). Finally, an expression for the threshold SNR is derived in (82) when two correlated sources with unequal powers (σ 2 1 = σ 2 2 ) are involved. The expression of the threshold SNR when two uncorrelated sources with equal powers are involved is a special case of the expression in (82) with σ 2 1 = σ 2 2 and ρ = 0. The threshold SNR expression is dependent on the parameters such as source powers, number of antenna elements, number of snapshots, source angle separation and degree of correlation between two sources. The accuracy of the threshold SNR expression will be verified through simulations. The real RF experiments reported in Section VII also show the existence of such performance threshold in terms of SNR.
VI. SIMULATION RESULTS
We present the simulation results in this section to verify the accuracy of the probability of resolution expression in (60) and the threshold SNR expression in (82). The results in this section discuss the resolution performance of MUSIC when different number of noise or orthogonal eigenvectors are used. Also, we analyze the resolution performance of MUSIC with different number of sources involved in the scenario.
A. TWO SOURCES
In this section, we discuss the simulation results for a case when only two closely spaced sources are involved. Our simulations consider a ULA of 8 elements (L = 8) with an inter-element spacing of half-wavelength (d = λ/2). The signals, arriving at ULA, from two sources (K = 2) are modeled as zero mean complex Gaussian with the source covariance matrix
Two sources are assumed to be uncorrelated and have equal power. This is applicable for all the simulations presented in this section. Also, we consider 100 successive snapshots (N = 100) of the signals to be received at the array. The signals received at the array from two sources are perturbed by the measurement noise. The measurement noise is modeled as additive white Gaussian noise with noise power σ 2 w . Also, the Gaussian noise are assumed to be spatially uncorrelated. The SNR in all the results is associated with that of a source All the simulations are performed with 50,000 independent trials. These simulation results are evaluated by using the resolution condition as discussed in section IV. We summarize some parameters that are applicable for all simulations below.
The number of eigenvectors available in the orthogonal subspace as well as in the noise subspace estimate is 6 (i.e. L − K = 6). The values of the probability of resolution expression in (60) can be computed using the standard software packages such as Mathematica. Given the middle angle (θ m ) between two source DOAs (θ 1 &θ 2 ) and the source separation ( θ ), the source DOAs are computed as
The analytical results of the probability of resolution curves are confirmed with two cases. The first case is when only one orthogonal subspace eigenvector (i.e. M = 1) is used in the computation of null spectrum. The second case is when all orthogonal subspace eigenvectors (i.e. M = 6) are used. First, we consider the case of using only one orthogonal subspace eigenvector. The simulated and analytical probability of resolution curves are plotted at different SNR in Fig. 1 when M = 1. These results are valid for source DOAs that are obtained using (87) and (88) (87) and (88) with θ = 2 0 . Also, the single noise eigenvector estimate corresponds to the eigenvector associated with smallest eigenvalue for all simulation trials. The single orthogonal subspace eigenvector in the analytical case is chosen randomly. For the analytical curve, the probability of resolution curves obtained for each orthogonal subspace eigenvector are averaged over all the orthogonal subspace eigenvectors. These curves are determined for two sources having DOAs θ 1 = 3 0 and θ 2 = 5 0 . Both the analytical and simulated curves are evaluated at each SNR for all cases presented in this section. Fig. 2 compares the analytical and simulated probability of resolution curves at various SNR when M = 6. These curves are obtained for two uncorrelated sources whose VOLUME 7, 2019 FIGURE 1. Comparison of probability of resolution curves obtained using simulations and analytical expression in (60) for two uncorrelated and equal-power sources when M = 1. These curves are valid for source DOAs that are determined using (87) and (88) for any value of θ m ∈ [−25 0 , 25 0 ] with θ = 2 0 .
FIGURE 2.
Comparison of probability of resolution curves obtained using simulations and analytical expression in (60) for two uncorrelated and equal-power sources when M = 6. These curves are valid for source DOAs that are determined using (87) and (88) DOAs are determined using (87) and (88) for any value of θ m ∈ [−25 0 , 25 0 ] with θ = 2 0 . For this case, the analytical curve is obtained using the expression in (60) when M = 6 for two source directions θ 1 = 13 0 and θ 2 = 15 0 . And, the simulated curve is the mean of the probability of resolution curves obtained through 50,000 independent trials for various source directions. These are determined using (87) and (88) for different values of θ m in the interval [−25 0 , 25 0 ] with θ = 2 0 . From Fig. 1 and Fig. 2 , it can be seen that the analytical curves approximately match the simulated curves. Thus, the accuracy of the probability of resolution expression in (60) is successfully verified.
The resolution performance of the MUSIC algorithm according to the number of noise eigenvectors used has so far been discussed for a particular value of M . In addition, we want to investigate how the probability of resolution behaves with the variation of the number of noise eigenvectors used in the null spectrum computation. Thus, three analytical probability of resolution curves are plotted in Fig. 3 with different SNR for M = {2, 3, 6}. The value of M indicates the number of orthogonal subspace eigenvectors that are used in the null spectrum computation. The curves in Fig. 3 are obtained using the expression in (60) for two uncorrelated sources at the locations 13 0 and 15 0 . In Fig. 3 , we observe that MUSIC has better resolution performance when M = 2 as compared to the cases when M = {3, 6} for low SNR values. Conversely, MUSIC has better resolution performance when M = 6 as compared to the cases when M = {2, 3} for high SNR values. The probability of resolution curves in Fig. 3 crossover at a particular SNR value. This particular value of SNR is the threshold SNR because the crossover of the resolution performances occurs due to the subspace swap phenomenon discussed in section V. As the resolution performances of MUSIC, corresponding to different number of noise eigenvectors used, crossover at the threshold SNR, we refer to this SNR as the crossover SNR. Thus, a trend is observed in the behavior of the probability of resolution with the variation of the number of noise eigenvectors used. Following this trend for the SNR values below the crossover SNR, we conclude that MUSIC can achieve better resolution performance when fewer number of noise eigenvectors (M < L −K ) are used as compared to the case when all the available ones (M = L − K ) are used. Conversely, for the SNR values above the crossover SNR, MUSIC can achieve better resolution performance when all the noise eigenvectors are used as compared to the case when fewer ones are used.
From Fig. 3 , we can see that the value of the crossover SNR is approximately about 19dB. We obtain the theoretical value of the crossover SNR as 19.4dB using the analytical expression of the threshold SNR in (82). The parameters used for the computation of the analytical value of the crossover SNR are σ 1 = 1, σ 2 = 1, θ 1 = 13 0 , θ 2 = 15 0 , θ m = 14 0 , N = 100 and ρ = 0. The accuracy of the crossover SNR evaluated using the analytical expression in (82) is verified by comparing it with a value obtained through simulations. We use the same simulation parameters as defined in (83), (85) and (86). In Fig. 4 , the probability of resolution curves, for different values of M , are obtained at various SNR. These curves are obtained through 50,000 independent trials per SNR for two uncorrelated sources located at 13 0 and 15 0 respectively. The number of noise eigenvector estimates used is varied from 1 to 6 in this case (1 ≤ M ≤ 6). It can be seen from Fig. 4 that the simulated curves crossover at a SNR of 19.1dB (γ c ). Thus, we can state that the analytical expression in (82) accurately determines the threshold (crossover) SNR.
B. THREE SOURCES
In this section, we discuss the results when three sources are involved but two of them are closely spaced ones. We use the same simulation parameters as defined in (85) and (86) except for the number of sources (K ). In this section, the number of sources is 3 (K = 3) and the sources are considered as uncorrelated ones having equal power. Correspondingly, the source covariance matrix (R S ) is defined as . Both analytical and simulated resolution probability curves have been plotted for the case K = 3, whereas only analytical ones are plotted for the case K = 2. It is observed from Fig. 5 that the resolution probability curves obtained using (60) for K = 3 approximately matches the corresponding simulated ones obtained through 50000 independent trials. Thus, the expression in (60) accurately predicts the resolution performance of MUSIC in resolving two closely spaced sources in presence of other sources. In addition, we can see that the resolution performance of MUSIC is degraded due to the presence of the third source. Also, the threshold SNR has increased for the case when three sources are involved as compared to the one when only two sources are involved. This effect of the presence of the third source on the resolution performance of two closely spaced sources fades away as the third source moves farther from the two concerned closely spaced sources.
VII. EXPERIMENTAL RESULTS
The resolution performance of the MUSIC algorithm according to number of noise eigenvectors used have been successfully verified through simulations. But, we want to verify our theoretical findings in a practical scenario by performing real VOLUME 7, 2019 RF experiments. We have performed the real RF experiments using a 24-GHz FMCW radar evaluation platform INRAS radarbook [20] to demonstrate the effect of using different number of noise eigenvectors on the resolving capability of MUSIC. The 24-GHz RF front-end of INRAS radarbook as shown in Fig. 6 consists of 2 transmit (Tx) antennas and a ULA of 8 receive (Rx) antennas. The FMCW parameters that were used for the experiments are 300 MHz sweep bandwidth, 128 µs up chirp duration and 2 MHz sampling rate. We have used two right-angled isosceles trihedral corner reflectors as sources for collecting data with radarbook using 1 Tx and 8 Rx antenna elements. A scenario from our experimental setup can be seen in Fig. 7 , where two widely separated reflectors were at the same distance from the radar. Both the reflectors were placed at a distance of 4.2 meters from the radar for our experiments. We have performed the far-field measurements for all the real RF experiments presented in this section. The resolution performance of MUSIC with the number of noise eigenvectors used was demonstrated through two different experiments that are discussed below.
In the first experiment, the data were collected by varying the angle of separation between the reflectors while keeping the transmit power level of Tx element of the radar fixed at 2.7 dBm. From the analysis perspective, we first apply fast Fourier transform (FFT) operation of size 1024 on the collected data samples from a single FMCW chirp measurement across range domain and select the range FFT bin that corresponds to these reflectors. From our initial analysis on the collected data samples, we figured out that the reflectors appeared as correlated sources for some angular separation between them. Thus, we implement a spatial smoothing preprocessing scheme discussed in [26] and [27] with a smoothing size of 6 (i.e L = 6) on the selected FFT range bin data and form the sample covariance matrix. After the implementation of smoothing scheme, we apply MUSIC algorithm to the sample covariance matrix formed in the previous step to determine whether the resolution condition is satisfied or not. This signal processing algorithm applied to the measured data samples is inspired from the algorithm in [28] . In Fig. 8 , we observe the resolution performance of MUSIC when different number of noise eigenvector estimates are used at various angular separation. The number of available eigenvectors in the noise subspace estimate is 4 (since L=6, K =2). The resolution performance is computed for each measurement and the results are averaged over 1000 measurements that were collected for each angle of separation to determine the empirical probability. When M noise eigenvectors are used in the MUSIC spectrum computation, the probability of resolution obtained in Fig. 8 is the mean of the probabilities computed for all possible sets of M eigenvectors available in the noise subspace estimate. It can be stated from Fig. 8 that a 70% of resolution can be obtained at an angular separation of 12.5 o by arbitrarily choosing any one eigenvector from the noise subspace.
In the second experiment, the data were collected by varying the transmit power level of the Tx element of the radar while keeping the angle of separation between the reflectors fixed at 12.5 0 . In order to determine the probability of resolution empirically, we collected 1000 measurements for each transmit power of the radar. The processing algorithm and the approach for computing the probability of resolution are the same as the one used for the previous experiment. Fig. 9 compares the resolution performance of MUSIC at various transmit power levels when the number of noise subspace eigenvectors are varied. The crossover point for this experiment seems to be around the transmit power level of 3 dBm. In Fig. 8 and Fig. 9 , the crossover phenomenon was observed with resolution performance of MUSIC when different number of noise eigenvector estimates were used.
VIII. CONCLUSIONS
This paper investigates the resolution performance of the MUSIC algorithm according to the number of noise subspace eigenvectors used in the spectrum computation. This investigation cannot be carried out with the existing resolution probability expressions of the MUSIC algorithm. For this purpose, an analytical expression of the resolution probability of the MUSIC algorithm is derived using a statistical framework. The statistical framework, which is presented in this paper, is based on the first-order approximation of the perturbations in the noise subspace eigenvectors. Using this framework, a mathematical expression of the resolution threshold in terms of SNR is derived to carry out the resolution threshold analysis of the MUSIC algorithm. The threshold SNR is found to be independent of the number of noise eigenvectors used. The accuracy of the resolution probability expression and the threshold SNR expression is verified with the simulation results. A crossover phenomenon in terms of SNR was observed when we investigated the resolution performances of the MUSIC algorithm with varying number of noise eigenvectors. Also, we found that the resolution probability expression predicts the resolution performance of the MUSIC algorithm for resolving two closely spaced sources in presence of other sources. Such performance predictions cannot be made with the existing probability of resolution expressions. We carried out real RF experiments using a 24 GHz radar platform to verify our theoretical findings in practical scenario. The experimental results confirm the crossover phenomenon of the resolution performances of the MUSIC algorithm when different number of noise eigenvectors are used.
APPENDIX A COVARIANCE ESTIMATE OF DATA MATRIX Y
The covariance matrix estimateR Y of the received data matrix Y in (1) can be expressed aŝ
where the estimated source covariance matrix is given aŝ
From (6), the covariance estimateR Y can also be expressed asR
Using (A.1) and (A.3), we get Using (72), (C.12) and (C.13), we obtain the PDF expression for the case (y + q M ) > 0. Similarly, we can determine the PDF expression for the case (y + q M ) ≤ 0. Finally,the PDF expression is determined and is given in (57) on top of Page 20029.
APPENDIX D PROBABILITY OF RESOLUTION EXPRESSION
Using (59), the probability of resolution expression is derived as
The PDF expression from (57) is used in (D.1) to obtain the probability of resolution expression.
Finally, an analytical expression is obtained for the probability of resolution of the MUSIC algorithm in (60) 
