In this paper, we introduce a class of nonlinear time series models with random time delay under random environment, sufficient conditions for nonergodicity of these models are developed. The so-called Markovnization methods are used, that is, proper supplementary variables are added to a non-Markov process, then a new Markov process can be obtained. MSC: 60J05; 60J10; 60K37
Introduction
By virtue of their superduper properties, stable (ergodic or recurrent) stochastic processes are very popular among many researchers, so there has been a large literature devoted to the stable (ergodic or recurrent) or even stationary stochastic processes. For instance, Jeantheau [] and Tjøstheim [] established consistency of the estimator they proposed under stationarity and ergodicity conditions (see also [-] ). Fernandes and Grammig [] established conditions for the existence of higher-order moments, strict stationarity, geometric ergodicity and β-mixing property with exponential decay. This owes a great deal to the beautiful properties of stable processes, such as an ergodic Markov chain has an invariant probability measure which is finite, a recurrent stochastic process re-visits an arbitrary point in its image an infinite number of times. Just because of this, many researchers often like to target ergodicity or recurrence as their assumptions in their papers or books.
However, in this colorful world, lots and lots of phenomena exhibit instability behavior, for example, David [] argued that an important lesson from economic history was that economies exhibited nonergodic behavior along many dimensions. Margolin and Barkai [] indicated that time series of many systems exhibited intermittency, that is to say, at random times the system will switch from state on (or up) to state off (or down) and vice versa. One method to characterize such time series is using time average correlation functions to exhibit a nonergodic behavior.
Hence more and more researchers become increasingly interested in these instable processes. Recently, some problems of nonergodic stochastic processes have been studied by many authors. Basawa However, the processes considered by many researchers do not reflect the factors of the interference in a system and the system itself influenced by sudden environmental change. On the other hand, the time delay in the models studied is usually a fixed constant. In this paper, we popularize general nonparametric autoregressive models through introducing random environment and at the same we turn to a random time delay instead of a fixed time delay.
The remainder of the paper is organized as follows. Section  introduces the nonparametric autoregressive model with random time delay under random environment. Section  develops some useful lemmas and gives some sufficient conditions for nonergodicity of the proposed model as our main results. All the proofs are collected in Section .
The nonparametric AR model with random time delay under random environment
In this section, we first give some notations which will be used throughout the paper. In what follows, we always have a probability space ( , F, P), a finite set E = {, , . . . , r} (r is a positive integer number), with H as the σ -algebra generated by all sets of E. We also let R m be an m-dimensional real space and B m be the σ -algebra generated by all Boreal subsets of R m .
The nonparametric autoregressive model with random time delay under random environment is defined as follows:
where {Z t , t ≥ } is an irreducible and aperiodic Markov chain defined on ( , F, P), taking values in E; ∀j ∈ E, F : R j+ → R is a Borel measurable mapping; ε t (Z t ) = r i= ε t (i)I {i} (Z t ), where I {i} (Z t ) denotes the indicator function of a single element set {i}; {ε t ()}, {ε t ()}, . . . , {ε t (r)} are sequences of i.i.
d. random variables defined on ( , F, P), taking values in (R, B).
In what follows, the density function of {ε t (i)}, i ∈ E, is denoted as (·).
In this paper, we aim to obtain some sufficient conditions for nonergodicity of the proposed new model. Since the nonparametric AR model with random time delay under random environment defined by (.) itself does not have the Markovian property, we consider the following sequence:
For simplicity, let
From (.) and under mild conditions (see Lemma  below), it is easy to show that the sequence {Y t } is a Markov chain on R r+ × E with the following transition probability:
where
) be the t-step transition probability of {Y t }, then by the property of conditional probability and inductive approach we have: when  ≤ t ≤ r + ,
when t ≥ r + ,
Main results
This section gives the main results of the new model described in Section . We need the following conditions. http://www.advancesindifferenceequations.com/content/2013/1/200
Assumption  {ε t ()}, . . . , {ε t (r)} are mutually independent, and ∀i ∈ E,
for each i, E(ε t (i)) is a constant independent of t and E[ε t (i)]  < ∞.
Assumption  {Z t , t ≥ } is independent of the initial random variable X  .
Assumption  ∀i ∈ E, {Z t , t ≥ } is independent of ε t+ (i).
Assumption  assures the stationarity of {ε t (i)}, i ∈ E. Assumption  and Assumption  guarantee the Markov property of {Y t }. These are the basic conditions we know that guarantee the following lemmas can be used properly throughout the paper.
Lemma  Suppose that Assumptions - hold, then the sequence {Y t } is a time-homogeneous Markov chain defined on ( , F, P) with state space
The irreducibility and aperiodicity in Lemma  are standard and can be found in Meyn and Tweedie [] and Tong [] . The two concepts are very useful to derive the nonergodicity of the sequence {Y t }. But before we state the results about the irreducibility and aperiodicity of the sequence {Y t }, we need the following condition about the density function of ε t (i), i ∈ E.
Assumption  The density function
Lemma  Under Assumptions -, the Markov chain {Y t } is μ r+ × ϕ irreducible and aperiodic, where ϕ is a measure on (E, H), μ r+ is a Lebesgue measure on (R r+ , B r+ ) satisfying
Remark  Obviously, if the Markov chain {Y t } is ϕ  -irreducible, for any nontrivial and σ -finite measure ϕ  which is absolutely continuous with respect to ϕ  , then {Y t } is also ϕ  -irreducible. So, we need a normal irreducibility which can define the range of the chain much more completely than some more arbitrary irreducibility measures one may construct initially. 
and there exist
Then the Markov chain {Y t } is nonergodic. Moreover, whatever a probability distribution function of {X t } is, its probability distribution function will never converge to some probability distribution function. 
Remark  Conditions () and () in the above

Proofs
Proof of Lemma  ∀x = (x  , x  , . . . , x r ),x s ∈ R r+ , and ∀i, i s ∈ E, where s is an integer number satisfying  ≤ s < t, we have On the other hand,
Hence the sequence {Y t } is a Markov chain, and its time-homogeneity follows from the stationarity of ε t+ (j), j ∈ E. This completes the proof.
Proof of Lemma
Then from the t-step transition probability of {Y t }, ∀(x, i) ∈ R r+ × E, we have
so {Y t } is μ r+ × ϕ irreducible, and the aperiodicity of {Y t } follows from Tong [] . This completes the proof.
.
In order to deal with the proofs of Theorem , we need the following propositions.
Lemma  [] Suppose {X t } is a ϕ-irreducible Markov chain on the state space ( , F). If there exist constants N > ,  < C < , a set A and a nonnegative measurable function g(x)
which satisfies ∀x ∈ , P(x, dy)g(y) < +∞, such that
(
Then {X t } is nonergodic. 
Remark  Condition () in
is the function wished.
Remark  Generally, the function
], which we use frequently in Lemma , goes by the name of g-drift of the point x and is often expressed as γ g (x). In addition, if
In fact,
≤ g(y). 
Step :
. . , x r ) ∈ R r+ and y = (y  , y  , . . . , y r ) ∈ R r+ , i, j ∈ E, by (.), we have
where δ(·) is a δ-function, that is, δ(x -y) =  if x = y and zero otherwise. So, by the integral transformation theorem, we can get
where the second-to-last line follows from condition () in the theorem.
Step : To show that when (
so by condition () we get the results wanted.
Step : We show that ψ g ((x, i), z) has uniformly lower bound. Note thatv u = (F(x  , x  , . . . , so by Lemma  we know that {Y t } is nonergodic. Next we will prove whatever an initial probability distribution function of {X t } is, its probability distribution function will never converge to some probability distribution function. We will use reductio ad absurdum to prove it. Suppose that A ∈ B r+ and there exists a probability distribution π such that where · τ is the total variation norm. As a matter of fact, due to the equivalence of norm, we can use any norm here. Since P(X t ∈ A|X  =x) = j∈E P(X t ∈ A, Z t = j|X  =x) = j∈E i∈E P(X t ∈ A, Z t = j|X  =x, Z  = i)P(Z  = i|X  =x) = i∈E P Y t ∈ A × E|Y  = (x, i) P(Z  = i|X  =x) = i∈E P (t) (x, i), A × E P(Z  = i|X  =x).
Define π * (A × E) = π(A), and it is well known that π * (A × E) = j∈E i∈E π * A × {j} P(Z  = i|X  =x);
and therefore we have
but this conflicts with the nonergodicity of the Markov chain {Y t }. So, there is no probability distribution function π such that (.) holds. This completes the proof.
