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Quantitative Aspects of the Computation performed
by Visual Cortex in the Cat,
with a note on a Function of Lateral Inhibition.
by
D. Marr and J. D. Pettigrew
In the last fifteen years, much neurophysiological
information has become available about the properties of cells in
visual cortex, and related cortical areas. Most of the
information has been obtained from experiments on the cat.
Although a number of surveys of this work have been published,
(for example see Horridge 1969, Brindley 1978, Henry and Bishop
1971, Barlow, Narasimhan, and Rosenfeld 1972), they have been
directed primarily towards questions of neurophysiological
interest; quantitative information about visual cortex is spread
thinly over the literature. This article has two purposes;
firstly, to summarise the functional aspects of the available
knowledge, and to present, as far as possible, a quantitative
description of the computations that seem to be performed in the
cat visual cortex. This aspect of the article is somewhat
delicate, but basically not controversial, being merely an
informed summary of the literature. Our second concern is with
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the method that cat visual cortex seems to be using to perform
these computations. We notice that part of the computation seems
to use an elegant sample-and-average technique. A quantitative
model of this process is constructed, which illuminates one role
that lateral inhibition plays in this computation, an aspect that
has hithertp escaped exact analysis. This will allow us to
formulate precise questions about the relationship of early
visual experience to visual cortical development in the kitten
(forthcoming work).
1 A convenient model
There are about six kinds of feature that seem to be
extracted by visual cortex, including orientation, velocity,
binocular disparity, bar length, and so forth. Let us label
these feature sets F, F', F", and so on, so that F might stand
for orientation, F' for velocity, etc. Any visual stimulus has a
'best' description in terms of these features, corresponding to a
choice f from F, f' from F', etc. Not all the feature values
are always defined.
Visual cortex appears to extract these features in a very
elegant way, which is Illustrated by the following model.
Suppose that each feature set F, F',..., contained 10 features.
The total number of combinations possible at each point in the
visual field is then 18**G. Let us call a cell that recognises
one particular combination, an "S-cell" (these are the simple
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cells of Hubel and Wiesel); then an S-cell is fairly sensitive to
any change in a stimulus to which it responds.
For many of the feature dimensions F, F',..., there is a
natural notion of similarity. For example, the orientations most
similar to the vertical are those just next to it. Let us call
such a feature dimension "sociable", and let us call the features
along a sociable feature dimension "sociable features". Now
consider two S-cells, S and T, that differ only along sociable
feature dimensions. They may, for example, require visual inputs
that are identical except for a small change in orientation.
Then S and T are called "social neighbours", which distinguishes
the relation from the kind of neighbourhood that arises because
two receptive fields are close to each other on the retina.
There are two issues concerning social neighbours that we
have to discuss. Firstly, the fact that social neighbours are
not independent means that it may not be necessary to have S-
cells for all possible feature combinations. For example, in
figure 1, it may be possible to omit S3, because this position is
adequately represented as a combination of the neighbouring Si.
Secondly, it is natural to raise the question of using mutual
inhibition between neighbours to "sharpen" accuracy; such
inhibition cannot however be made too strong, or it will preclude
the use of interpolation on signals from social neighbours.
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FIGURE 1
If these S-cells are social neighbours as shown, the position
of S3 may be represented by Interpolation on the other
positions. S3 itself may therefore be omitted.
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2 Feature extraction
The next stage in the cortical processing appears to be
the extraction of the features f, f', f", etc.,
individually. That is, there is a second collection of so-
called C-cells, each of which codes specifically for one
feature along one feature dimension. These cells include the
complex cells of Hubel and Wiesel.
C-cell coding is accomplished in the following way. Let
C be the C-cell that codes for f. Then C will receive
inputs from a family of S-cells, each requiring f from F,
but not necessarily agreeing along any of the other feature
dimensions. (Remember that we are still considering the
events at one point in the visual field). The beauty of this
method is that a stimulus may be very poorly defined except
for one feature (f, say). In this case, a large number of S-
cells will pick up the stimulus, each one emitting a signal
of very low strength. They will all be connected to the C-
cell for f , however, so that the C-cell for f will assert
confidently that f is present. The power of the system
lies in its ability to use averaging techniques in marginal
situations.
3 How many cells are there?
In the cat, there are about 1•a*5 optic~nerve fibres, of
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which about 708880 serve the central 5 degrees (Stone 1965).
The number of cells in cat striate cortex, the centre of
whose receptive fields lie in the central 5 degrees, may be
estimated as follows. The total surface area of striate
cortex devoted to the central 5 degrees is about 40 sq.mms.
(Bilge, Bingle, Seneviratne and Whitteridge 1967). The
thickness of cat visual cortex is about 2mm; and the density
of cells there is probably about 508808 cells per cu.mm.
(table 2 of Cragg 1967). Hence the total number of cells is
about 4*10~*6. There is therefore an expansion of perhaps
500 times as one goes from the optic nerve to the cortex.
4 The feature dimensions: a quantitative summary
The following is a list of the features that are
currently thought to be extracted by the visual system. We
consider only the possibilities at one point in the visual
field. The question of position is dealt with later.
In quantifying the representation of the various feature
dimensions, three kinds of information are available:
firstly, remarks made by various investigators in the course
of their papers: secondly, published tuning curves for the
various kinds of feature detectors; and thirdly, to fill
some of the inevitable gaps, impressions gained over the
years by one of the authors. Most of the feature dimensions
are sociable; only contrast and the bar/edge shape
Cat Visual Cortex 7
dimensions are not. We have based the density of our
covering of the feature dimensions on the following
heuristic: the peak response of one S-cell occurs at about
half the peak response for its social neighbour in that
dimension, other conditions being held constant. The
opinions of investigators seem to agree with this criterion,
where both kinds of information are available.
(F1) Orientation and direction of movement
The cells of the cat visual cortex are not very.
responsive to stationary stimuli, so that one is led to
associate a direction with each orientation. These
orientations are about 30 degrees apart, (using the criteria
mentioned above) (Hubel and Wiesel 1962, Campbell, Cleland,
Cooper and Enroth-Cugell 1968). We therefore represent
orientation sensitivity by 12 labels, arranged like the
numerals on the face of a clock.
(F2) Velocity
The velocity along the preferred direction of movement is
coded into about four values (applying our criterion to the
information in Pettigrew, Nikara and Bishop 1968). These four
values are about 6.2, 8.8, 3.0, and 12 degrees per seconds
response is halved by changing the angular velocity by a
factor of roughly 4.
(F3) Contrast
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The basic receptive fields are either bar shapes, or
edges. The ratio of bar to edge detectors is difficult to
estimate: the closest reference is probably Bishop, Coombs
and Henry (1971a). There are two types of bar (black or
white), and two types of edge (black to white along the
preferred direction of movement, or vice versa). Taking into
account information in the above reference, and in Hubel and
Wiesel (1962), Pettigrew et al. (1968), Bishop, Coombs and
Henry (1971b), we estimate that contrast may be represented as
follows:
black to white edge: 1
white to black edge: 1 (a guess)
black bar on white: 2
white bar on black: 2
multiple bars or edges (2, 3, or 4): 1 or 2.
(F4) Bar width.
For bar features, the angular width varies enormously,
from about 20 degrees down to 6 minutes. The acuity is
represented adequately by about 18 widths, arranged nearly in
octaves: 20, 12, 8, 5, 3, 1.38', 45', 24', 12',6' (Pettigrew,
Nikara, and Bishop, (1968) figures 9 and 11).
(F5) Bar length
Bar length is related to bar width in a simple way. The
length:width ratio seems to be approximately a binary
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function, taking values 3:1 and 1:1, (personal communication
to J.D.P. by M.Cynader; see also the figures in Barlow,
Blakemore and Pettigrew 1967).
(F6) Binocularity
The two components of binocularity are disparity and
ocular dominance. For any given point on the left eye, both
horizontal and vertical disparities seem to be measured at the
S-cell level; both these are needed for the servo control of
eye movements (see Rashbass and Westheimer 1961). About 10
horizontal disparities are measured according to our standard
criteria, and they are approximated by the following values
(in degrees). Convergence is positive, and divergence is
negative:
+4.0, +2.5, +1.6, +8.8, +8.4, +8.2, 8.8, -0.25, -0.5, -1.8,
(data from Pettigrew, Nikara and Bishop 1968b).
(F7) Orientation disparity
It has recently been argued (Blakemore, Fiorentini and
Maffei 1972) that not only are there cells that code for
disparity in position on the two retinae, but that there also
exist cells sensitive to disparity in orientation. Such cells
would provide information about the three-dimensional spatial
orientation of the stimulus. There is some controversy as to
whether orientation disparity really is detected, or whether
an optimistic view is being taken of inevitable inaccuracies
in the system. In any case, there is not yet sufficiently
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detailed information available to allow us to construct a
quantitative model of it.
5 Numbers
If the above features were represented by a complete set
of S-cells (in the sense of section 3), then for each point in
the central 5 degrees of the visual field, the number of S-
cells needed would be of the order of 25888 cells. Thus a
population of 4 million S-cells would permit a full S-cell
cover of the product feature space of about 160 points in the
central S degrees.
6 Position
The position of a stimulus in the visual field is of
course an important piece of information. Certain low level
processes, like those that are directly responsible for moving
the eyes towards a sudden movement, require the position in
the visual field in a raw form. Other processes, like those
responsible for handing a position in space to motor routines
for grasping, require not raw position, but a sophisticated
function of position in the visual field, eye and neck
position, and posture. Position in the visual field, like
other features of the visual stimulus, can be extracted and
passed to other processes in the same manner as other
features. It seems however that position is used in another
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way - as an address through which to refer to information.
For example, Zeki (1973) reports that in the monkey prestriate
cortex, there is an area of cells that are very sensitive to
colour, but more tolerant to position and to orientation than
cells in area 17, only a tiny proportion of which are colour
specific (Hubel and Wiesel 1968). It seems likely that in
this case, rough position and orientation information is being
used to relate the precise colour information to the
measurements of other features that are being made elsewhere.
Dubner and Zeki (1971) have found that there exists another
area in prestriate cortex, in which the cells are peculiarly
sensitive to movement, but not to the shape, size or position
of the stimulus. In earlier papers, Zeki (1971) had isolated
these, and two other prestriate areas by anatomical
techniques. It remains to be seen what characteristics cells
in the other two areas have: plausible candidates are
binocular disparity and shape.
A combination of position and orientation will evidently
provide a rather accurate address for information in the
visual field.
7 Lateral Inhibition
The effects of lateral inhibition on receptor performance
are somewhat awkward to quantify. It can be approached in two
ways. Firstly, let us examine its effects without relation to
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function. We do this by considering two extreme cases:
(1) No lateral inhibition: in this case, the response of a
receptor depends solely upon its inherent tuning curve.
(2) Very strong lateral inhibition: in this case, the
response of all receptors will be zero, except for the one
that is "nearest" in feature space to the stimulus. The
response of this receptor will depend solely upon its inherent
tuning curve.
(3) The third case, of moderate lateral inhibition, is more
difficult to handle. Let us make the followi.ng assumptions:
(Al) Receptors are dense in "feature space".
(A2) Their inherent tuning curves are essentially exponential
decays that take one half of peak value at the most sensitive
point on the response curve of their immediate neighbour.
(A3) A given receptor receives inhibitory terminals from all
receptors within a certain distance d in the feature space.
(A4) The constant associated with the lateral inhibition is
arranged to have a suitable value.
Under these circumstances, the effect of lateral inhibition is to
silence all but the two or three receptors most closely attuned
to the stimulus. If the stimulus is noisy, the spread may be
wider than two or three. Those receptors nearest on either side
of the stimulus will both respond, thus allowing interpolation
based on measurement of their relative strengths.
This result, though on its own unsatisfying, has important
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implications for the method of computing the features that visual
cortex seems to be using. In order to see this, we need to
develop more precisely the rough model described in section 2
above.
8 The Sample-and-average Model
To understand fully the problems that arise in using the
type of analysis outlined in section 2, it is necessary to set
up a quantitative model of it. The numbers involved do not have
to be exactly those set out above for the visual system, but they
do have to approximate them. Let us therefore study the
following model.
(M1) There are 5 feature dimensions, F, F',...,F"".
(M2) Each dimension consists of 6 values,
(fl,f2,f3,f4,f5,f6), (f'l,f'2,f'3,f'4,f'5,f'6), and so on.
(M3) All 5 feature dimensions are sociable, and have the
topology of a circle. In other words (see figure 2), fl is
"near" f6 and f2; f3 is near f2 and f4; and so on. Values
lying between the fi are allowed, but are not explicitly
coded; they are represented by interpolation.
(M4) There is a family of S-cells, each of which is tuned to a
particular combination of the fi. The S-cell representation
is complete - i.e. there are G6**~7776 of them, one for each
possible combination.
(M5) The tuning curves of the S-cells are exponential decays;
Cat Visual Cortex 14
[1
FIGURE 2
The model feature dimension F is Imagined to have the
topology of a circle (like the real dimension of orientation).
Each fi is distant 1 from its neighbours. This
configuration has the polynomial *2x+2x**2+x**3 (x-1/2)
associated with the neighbours of any fi .
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replacing any single f by its neighbour halves the response,
and this effect is multiplicative over the other feature
dimensions. More formally, let S be tuned to the combination
ks -(fs,f's,f"s,f"'s,f""s). Let 4i -(f,'i,f'i,f" 'i,f"") be an
arbitrary feature combination. Then let dl-distance(fs,fi)
measured the shortest way round the circle of figure 2 (i.e. it
has value not exceeding 3): and similarly for d2,...,dS. Then
let d(4s,O i) - dl+d2+d3+d4+d5: d is a distance function on the
set of all combinationsO. The response of S to any arbitrary
combination Oi is defined to be 2**-d(Os,) i.
(M6) For each feature f, there exists a C-cell, that receives
an input from every S-cell whose feature combination includes f.
Thus there are 38 C-cells, each having 6S**41296 Inputs.
To calculate the excitation of a given C-cell, we need to
consider the states of all the S-cells that send connexions to
it. Let C be the C-cell that codes for f , and suppose that
there is a stimulus t -(f,f',...,f""). The total amount of
excitation received by C is then
E 6(s). 2**(-d(C s ) )
all 4s
where 6 (S)M1 If S includes f in its comlination of features
-8 otherwise.
The effect of applying a threshold 0 to the S-cells is to restrict
this sum to terms satisfying 2**-d(4 ,Os)>O. In our present
example, 'the total excitation received by C, with no threshold
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condition being applied, amounts to about 48 times the excitation
delivered by a single, maximally excited S-cell, but most of this
comes from the very slight activity of the large number of S-
cells that share only two or three features with the stimulus.
The detailed breakdown is given in table 1.
If a threshold of 0.2 is applied, (sufficient to exclude S-
cells with excitation < 8.2 of the maximum), the total excitation
received at C is reduced to about 13 times the unit S-cell
excitation (seethe note in table 1).
Let us compare these figures with the case of a C-cell C'
for a feature f' adjacent to f . With no threshold condition,
the total excitation received by C' is about 48<1/2-24; but
the total, applying a threshold of 0.2 is about 2.5. The reason
why the threshold works in our favour is that all the
contributions to the wrong cell C' are exactly half as large
as those to the correct cell C , so that the threshold affects
proportionately more of the input to C' than to C.
The second important conclusion from these figures is that
the contribution from the single S-cell that codes exactly for
the stimulus is relatively small. This means that the system
would still work efficiently if it were not there.
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TABLE 1
The amount of excitation received by the C-cell for a feature f
N is the number of features present in the contributing S-
cell's combination, but not in the stimulus.
* is the strength of the contribution from the S-cell
(maximum - 1).
n is the number of choices of feature dimensions that give
isomorphic sets of possibilities.
The entries under each s column give the number of S-cells
firing with that strength s, in each of these isomorphic
cases.
To is the total contribution, when threshold 0 is applied.
N n s-I s-1/2 s-1/4 s-1/8 s-1/16 s<1/16 T0.0  TO.2
8 1 1 8 8 8 8 8 1 1
1 4 8 2 2 1 8 8 6.5 6
2 6 8 0 4 9 8 4.5 16.5 6
3 4 0 8 8 8 24 51 16.5 8
4 1 8 8 8 8 16 224 8 0
TOTALS 48 13
Note: for a C-cell C' for feature f' adjacent to f, use this
table with the values of s halved.
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TABLE 2
The response of C to a stimulus
that is undefined along one dimension.
Assume that the stimulus has an effective component p
features in the undefined feature dimension. Then the
is given by the following:
for all
response
Put Y-(2x + 2x**2 + x*e3)
Then the value of the strength s of table 1 is derived from
the expression
6p(3Y + 3Y**2 + Y**3)
as follows. Let k be the coefficient of x**r in this
polynomial. Then k is the number of active S-cells sending
inputs to C of strength p2twn-r.
At threshold ..2p, the total input to the correct C-cell is 45p
units; and the total input to a C-cell for an adjacent feature is
18p units.
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In other words, not all the possible S-cell feature combinations
need to be represented; it is enough to work with a sample of
them, and to take averages in the way we have described. By
looking at tables 1 and 2, one can see that the most important
contributions come from those S-cells whose feature combinations
differ from the stimulus at one or at two places. The size of
the sample of S-cells that must be present should therefore be
large enough to ensure that the number of cells in these
categories is still appreciablb. There are 25 possible S-cells
whose feature combinations differ from a given one at one
position: of these, only 10 lie at distance d=1 away. The
size of the sample can therefore be half, and perhaps a quarter
of the total number of points; but, if it is much less, the
accuracy of the system will be seriously impaired.
Finally, it is necessary to compute the performance of the
system in the case where the stimulus is undefined along one or
more feature dimensions. Unfortunately, it is difficult to argue
cleanly about the effect that this would have on the response of
the S-cells; but we can model a typical situation by assuming a
contribution p from all of the features in the dimension F
The detailed results appear in table 2. It will be clear that
the same qualitative properties hold. For example, if a
threshold 8.2p is set, the excitation received at a "correct"
C-cell is 45p units and the excitation received at an
"incorrect" C-cell is 18p units. The reason why one obtains
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numbers 45 and 18, which are much larger than the 13 and 2.5
that occur in the normal case, is that many more S-cells are
involved here - S-cells for all the features in the undefined
feature dimension.
One of the larger consequences of the style of computation
outlined here is that the number of S-cells should greatly exceed
the number of C-cells. Published estimates of the proportion of
cells that are simple are around 60% in area 17 (Hubel and Wiesel
1962, Pettigrew, Nikara and Bishop 1968a). Our model would
predict that the true proportion should be over 90%. Simple
cells are, however, very easy to miss, because they require such
specific stimuli (Pettigrew et al. 1968a p378), and it may well
be that the true figure is greater than 98%.
9 Summary of useful properties: their stability
The results that we obtained from the assumptions that were
set out above may be summarised as follows:-
(R1) The sample-and-average model for extracting the features
f is practicable: its discrimination is markedly improved by
introducing a threshold cutoff for the sampling S-cells, of
the kind that could be implemented by lateral inhibition.
(R2) It is not necessary to have S-cells for every possible
feature combination. It is sufficient to have them for a
sample of one quarter to one half of all possible
combinations.
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(R3) The system performs well even if feature values are not
defined along all feature dimensions. The more noise there
is, however, the more important it becomes to have some kind
of threshold system operating among the S-cells.
How robust are these results? The assumptions that we made,
about the responses and interactions of S-cells, were somewhat
arbitrary; one can ask whether the results remain true under any.
of the following circumstances:
(P1) The S-cell tuning curves are not exponential decays:
what happens if they are linear, for example? This may in fact
be a better approximation to many results (see e.g. Campbell,
Cleland, Cooper, and Enroth-Cugell 1968).
(P2) The interaction at the S-cells, between features in
different feature dimensions, is not multiplicative.
(P3) The interaction of S-cell inputs to C-cells is not
additive (or approximately additive).
The system is relatively well preserved by P1 and P2,
especially if both are changed together. That this is in
principle true can be seen by noticing that if P1 and P2 are
changed together, the new system carries out the same computation
as the old, except that the quantities in the new correspond to
the log of the corresponding quantities in the old. For the sake
of completeness, however, the properties of the linear system are
illustrated in tables 3 and 4. It will be seen that the main
change is to increase the importance of the more distant S-cells,
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and to change the threshold values that are most suitable.
TABLE 3
The excitation received by a C-cell when the multiplicative
interaction assumptions M5 are replaced by linear ones.
We consider two C-cells: one, C, that codes for a feature that
was in the stimulus; and one, C', that codes for a feature
that was not. a denotes the strength of the input from an S-
cell, so that s(C) is the strength to C, and s(C') is the
strength to C'. The maximum possible excitation received from
a single S-cell is 5. To simplifiy the computation, only the
integral parts of the strengths have been considered.
N is the number of S-cells that send inputs to C or C' of
the specified strength.
E(C) and E(C') are the total amounts of excitation received
bu each from S-cells with different strengths.
s(C) s(C') N E(C) E(C')
6 4 1 5 4
4 3 29 88 6s
3 2 158 458 388
2 1 588 1588 1888
1 8 625 625 8
At threshold 3, the total amounts of excitation received at C i
* 535, and at C', 64. The discrimination is therefore slightly
better than with the multiplicative assumptions.
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TABLE 4
The response of a C-cell to a stimulus undefined along
one dimension, using the linear hypotheses of table 3.
The notation is the same as for table 3. The effect of the
undefined feature dimension has been simulated by assuming
that the S-cells have an effective input of 1/2 from all
features in this dimension.
s(C)
4.5
3.5
2.5
1.5.
s(C')
3.5
2.5
1.5
8.5
N E(C)
98 315
458
758
1125
1125
E(C')
21
225
675
375
At threshold 3.5, the total excitation received at C is 342, and
at C', 21. Excellence of discrimination is therefore preserved.
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Perturbation P3 is however fatal: the system relies upon the
power of averaging for its operation, so that if the interaction
at the C-cell inputs is very unlike an additive function, the
model will fail to compute the parameters as described.
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