Children who generate and update verbal predictions have larger vocabularies, suggesting that prediction may be a mechanism that supports language learning. We hypothesize that this relation is not confined to the domain of language, but instead signals a broader individual difference in information processing. To investigate this possibility, we tested infants (n = 50) in the early stages of vocabulary development (12-24 months) on their ability to generate and update nonverbal, visual predictions. In an eye-tracking task, a central fixation reliably preceded a peripheral target. Then, halfway through the experiment, the peripheral target began appearing on the opposite side. We assessed infants' proficiency in initiating anticipatory eye movements before and after the switch, and found that infants with larger vocabularies did not generate more predictions overall, but were more efficient in updating predictions to the new target side. These findings establish a link between nonverbal prediction and vocabulary in infancy, and suggest a promising means of addressing whether or not prediction abilities are causally related to language learning.
Introduction
Human processing of complex information is facilitated by prediction (Bar, 2007; Summerfield & de Lange, 2014) . Humans make predictions in many domains, such as vision (Rao & Ballard, 1999; den Ouden, Friston, Daw, McIntosh, & Stephan, 2009; Summerfield & de Lange, 2014) , locomotion (Wolpert, Miall, & Kawato, 1998; Wolpert, Ghahramani, & Flanagan, 2001) , and language (Rabagliati, Gambi, & Pickering, 2016) . In language, prediction enables efficient processing among both adults and children, allowing listeners to keep pace with the rapid information flow of speech (DeLong, Urbach, & Kutas, 2005; Kutas, DeLong, & Smith, 2011; Borovsky, Elman, & Fernald, 2012; Pickering & Garrod, 2013) .
In addition to its role in language processing, prediction may also be a mechanism that facilitates language learning. In error-based models of language learning, learners compare predicted input with actual input to gain information about the structure of their language (Chang, Dell, & Bock, 2006; Elman, 1990; Pickering & Garrod, 2013) . For example, a child might expect to hear the word 'mouses' but instead hear 'mice,' and update future predictions accordingly (Ramscar, Dye & McCauley, 2013) . There are two types of evidence that these models may be valid descriptions of learning. First, it is well-established that children generate predictions during language processing. They are capable of drawing upon many types of linguistic information to anticipate what a speaker is likely to say next, such as phonology (Swingley, Pinto, & Fernald, 1999) , semantics (Fernald, Zangl, Portillo, & Marchman, 2008; Fernald, Thorpe, & Marchman, 2010; Mani & Huettig, 2012) , morphosyntax (Lew-Williams & Fernald, 2007; Borovsky et al., 2012; Lukyanenko & Fisher, 2016) , and speakers' intentions (Kidd, White, & Aslin, 2011) . Second, there are individual differences in the extent to which children generate verbal predictions, and these differences are related to children's language proficiency. Compared to children with smaller vocabularies, children with larger vocabularies are more likely to generate predictions in light of new linguistic information (Nation, Marshall & Altman, 2003; Borovsky et al., 2012; Mani & Huettig, 2012) . Thus, in line with error-based models of learning, children who generate more verbal predictions and update those predictions efficiently have more advanced language abilities.
This research suggests that children can use multiple sources of information to anticipate downstream words and revise predictions as new linguistic information arrives. Although findings of this nature establish a link between prediction and language learning, they present an interpretational problem. There are a number of plausible explanations: One possibility is that verbal prediction is a capacity that supports vocabulary growth (see Elman, 1990 
