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Abstract, A ‘limit theorem is proven for the integral of a general class of population processes 
possessing independent immigration components. For the special case of the Bellman-Harris 
process with immigration, further results are obtained. 
’ population process immigration 
branching process with immigration integral of a process 
1. Introduction 
In a recent paper, Heyde and Seneta [ 21 
theorems relating to the total progeny of a 
branching process with immigration. Their 
have proven certain limit 
discrete-time subcritical 
interest was in finding es- 1 
timates for certain parameters of the process, a’nd their arguments were 
of the Imartingale type. Because of this, it is impossible to use their tech- 
niques to prove analogous results for the continuous-time modek 
The purpose of this note is to provide an alternative approach for 
dealing with the above problems. In particular, this approach works 
equally well for the discrete- and continuous-tQne model both in 1 and 
p dimensions. Furthermore, more general reproductive mechanisms 
could also be allowed. 
Before we state our results, we will describe the process of interest, 
U(O1t,0* It serves our purpose to define a more general process from 
which the Bellman-Harris branching model with immigration (B.HI.1 
* This research was supported by National Science Foundation Grant GPO3109 f X. 
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can be gotten as a special case. Let { Y(t)),,, be any positive stochastic 
process. Let 
sQ= I(Yii(t))t>()Ii j>l , 
be a collection of independent identically distributed (i.i.d.) copies of 
the (: Y(t)) tao process, and 1 TiI i>r and {Ui}i>l be two independent se- 
qluences of i.i.d. random variables which are independent of gQ. Assume 
that T1 is positive w.p. 1 with distribution function G,(t), and u1 is in- 
teger-valued with p.g.f. 
fo(S) = 2 PO(i) si 9 ISI G 1 . 
j=O 
&fine the renewal funcl~ion by M(t) = k iff ?k < t < ?jc+], k 2 0, where 
k 
To”O, Tk=x Ti, kBl e. . 
i=l 
We then put 
z(t) = x Wi(t - Ti) I) 00, 
i=l 
where 
Vi 
Wi(l) ‘= ~ Yij(t) , i ~ l , t ~ 0 l 
j=l 
Intuitively speaking, the (ri} i> 1 represent he times at which immigra- 
tions occur, and the {ui)i>r the numbers of immigrants which appear. 
Once: a particle enters the population, it “grows” according to the 
{Y(t)),,, P recess. Furthermore, all particles in the population evolve 
indePendently #of all other particles. 
The above model encompasses amultitude ot’special processes. For 
example, if the ( Y(t)} process is a Bellman-Harris age-dependent pro- 
cess, then the (Z(t)} process is a B.H.I. [ 3 1. If { Y(t)) is a discrete-time 
branching process and G, is degenerate with all its mass at 1, then 
{Z(t)) is a discrete-time branching process with immigration. The 
( Y(t)} process could just as easily be a generalized age-dependent 
branching process [ 41 or a p-dimensional branching process either in 
discrete or continuous time. 
For the remainder of this paper, we assume that {T,) = A, < -2 
Go(O+) = 0 and J+,(O) < 1 m 
N. Kaplan, Limit theorems for the inte.vtal of a population 283 
Let 9 be the class of all positive increasing functions defined on 
[ 0, 03). Define for each fE 9 the random variable 
(1.2) 
where 
h Tj,--0 .- . 
j=2 
The limit in ( 1.2) exists since f is monotone. 
We now state our main result. 
Theorem 1. Let f~ 9 . Then 
lim t-l 1 f(ZW du = EiA(f)}/h, wmp. 1. U-3) 
t+= G 
The limit in (1.3) holds even if E(A( f )) = *. 
The proof of Theorem 1 does not depend upon the structure of the 
(Y(t)} process, only upon the fact that immigrants arrive according to a 
renewal process, and particles behave independent of each other. The: 
(Y(t)} process is only relevant in evaluating E(A( f)). 
An immediate corollary to Theorem 1 is the following. 
Corollary 1 .l. Let {&-,%1 be any finite collection of 9 such 
< 1 4 i < Define 
k 
g’c Cifi9 
i=l 
where (Ci) are arbitrary finite constants. Then (1.3) EMds $0~ g. 
The proof of Corollary 1.1 is immediate from the linearity of the in- 
tegral. 
We now state the results of Hcyde and Sent ta [ 25, which, as w 
see, are direct consequences of r:lorollary 1.1. 
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Theorem (Heyde and Seneta [ 21). Let (Z(n)}nao be a discrete-time 
branching process with immigration. Let fi(s) be the p.g.J: of the off- 
spring distribution and assume that 
ml =f@-)< 1, fi’( P -) < O” . 
Assume also that 
mo=f$l-)<= 9 fd’( I -) < OQ . 
Then, w.p. 1, 
( 
n 
lim Kl C Z(i) =pl=mo(l---ml)-‘, 
n-c= i=l I 
(1.4) 
lim 
I 
n-l 2 (Z(i) -p)2 = C2 (1 -rn$’ 9 
I 
u.3 
n-,w i=l 
where C2 = CJ~ + 0: p with a: the variance of the distribution given by 
f,( ) - s ,i=Q, 1. 
To prove the above result, all one has to do is evaluate E{A( f)} for 
the appropriate polynomial f and apply Corollary 1.1. For ( 1.4), 
f(x) = x, and for ( 1.5), f(x) = (x - P)~. Since the computation of 
E(A( f)} is straightforward, the details will be omitted. 
It turns out that Theorem 1 has an interesting application to Bellman- 
Harris processes with immigration. Let L be the extinction time for the 
W process, i.e. 
c = inf {t: W(t) = 0) . 
It has recently been proven [8] that 
(1.6) 
with 
lim P[z(t)=k] =vk , k > 0, 
t-w 
E(L) < OQ * 2 nk = 1 , 
k=O 
Ud =oO=?n k=% k>Q. 
(1.7) 
(1.8) 
using Theorem 1, we can obtain another interpretation of the Irk and 
for the case (L} C 00 we can get an explicit evaluation. 
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Theorem 2. Let {Z(t)}t,o be a &HI. Then: 
0 i nk = E(A(Ik))/hO, k > 0, where Ik is the indicator function of t?ze 
set {k}. 
(ii) Let Nk [0, t] devote the amount of time spent in state k by the .?? 
process up to time t. Then w.p. 1, 
lim {t-‘N,[O,t]}=nk, k>O. 
t-*c= 
The only properties of the B.H.I. that are needed to prove (1.6) and 
Theorem 2 are that it is integer valued and 0 is an absorbing state. Hence 
Theorem 2 holds for any 2 process satisfying these two conditions. 
Our final result deals explicitly with the Bellman-Harris process 
with immigration. We assume that the lifetime of a particle has distribu- 
tion function G,(t), and upon the death of a particle, offspring are pro- 
duced according to fi(s). Let 
I(t) = s Z(u) . 
0 
pointed by Pakes [6], if Z(t) represents the number of virulent 
bacteria in a host, then the immigration represents the number of bac- 
teria collected by the host by virtue of its interaction with the habitat. 
The integral I(t) can be regarded as a measure of the total amount of 
toxin produced in [ 0, t 3. 
Applying Theorem 1, it is not difficult to show that 
lim {t-l I(t)) = m. Ai’ E{j’t Y(U) cu) w-p. 1. (1.9) 
t+- 
A discrete time version of (It .9) can be found in [ 51. 
If mr = 1, the right side of (1.9) equals 00. Hence l/t is not the proper 
normalization. It turns out, as the next theorem shows, that l/t2 is. 
Theorem 3. Assume ml = 1, X1 = Jg t dG&t) < 00, and 
6 = %j;‘( I-) < 00. Then I(t converges in distuibzltion (t + 00) tn a 
random variable I whose distribution has Laplace transform 
E(e-81) = [ cosh~(~s)]~~ , 
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heorems 1 and 2 
Let 
where fe 9 . Using (1. l), it is not difficult to show that 
with 
V(t) = ‘(5’ li+l f(Zjfsl V”(u - q)) du . 
i=l Ti 
The proof of Theorem 1 follows from the next lemma. 
Lemma 2.1. LetfE 9. Then 
lim (t-1 V(t)} = E(A(f)}& w.p. ? . 
t-b xm 
Proof. A simple change of variable shows 
n(t)-- 1 Ti+l 
where Zi k=i+t Tk = 0, i 2 1. Using the monotonicity off, we can bound 
V(t) below by 
where N is an arbitrary integer and t is taken large enough so that 
n(t) > N + 1. Similarly we can bound V(t) above by 
where the {Ti)__,<i<, are i.i.d. random variables and similarly 
are i.i.d. random processes. ithout loss of gen- 
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erality, we can assume that all the random quantities in question are de- 
fined on a common probability space. 
From the 1, 
lim inf [n(t)-l V(t)] 2 lim [n(t)-] B,(t)] 
n(t)_,~ n(t)-- 
lim sup [n(t) U(t)] EIA(f)l . 
n(t)+- n(t)-- 
Since N is arbitrary and t/n(t) + X0 w.p. 1, the lemma follows. II 
We now finish the proof of Theorem 1. Since J(t) 2 V(r), we can as- 
sume without loss of generality that E{A(f)) < =. Let e,6 5 0. By 
Egorov’s Theorem there exists a To > 0 such that the set 
B = (n(t(l+e))>n(t): t> To) 
has probability greater than 1 - 3 6. IFurthermore, by Lemma 2.1 and 
Egorov’s’ Theorem, To can be chosen so large that the set 
B(To) = (IV(t>/t-E{A(f))IX,I<e: t> To) 
has probability greater than 1 - 5 6. Let t > T, (1 + e) and consider the 
set 
C=B fl Ii n B(To (l+e)). 
On C, 
V(t) < J(t) < V(t (1 +e)) 9 (2.2) 
uolt > EIA(fm, - e 9 
V(t(l+cO)/x U+~)(E(A(f)H~o+d. 
Theorem 1 follows from (2.2)-(2.4) together with the fact that 
P[C]/ 3 1 - 6. 0 
We now turn to the proof of Theorem 2. Let 1; be the indicator fun 
tion of the set [k, OQ), k > 0. Clearly 12 e 9 , and so, by Theorem E s 
t 
lim Vr Ik+(z(u)) du = * 
t-,= 
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However, Ik = Ik+ - Ik++l. Hence, using the linearity of the integral and 
(2.9, we obtain 
lim 
I 
t-l j I@(U)) du 
I 
= E{A(Ik))IX, w.p. 1 . (2.6) 
t+- ‘\ 0 
Since t-1 j’h I#(u)) 621 is bounded by 1, we can strengthen the con- 
vergence in (2.6) to L1 l Hence 
t-1 ) E(I,(Z(U))) du t-l i P[Z(u)=kl du 
0 0 
= ECNkN/Ao . (2.7) 
It follows now from (1.6) and (2.7) that IQ = E{A(Ik))/ho. This proves 
(i) of Theorem 2. 
To ;>rove (ii), all we need to note is that 
and substitute in (2.6). This completes the proof of Theorem 2. 0 
3. Proof of Theorem 3. 
Observe that I(t) has the following representation: 
fw t 
I(t) = f Z(U) du = C r Wi(U- ri) dU = ‘g f-” W,(u’j du , t> 0 l (3.1)’ 
b 
Define 
i=l I i=l 5 
tcl(s, 0 = E{exp 1-s Jk Y(u) du 1 I wo=1), 
H(s, t) = E{exp [-s JL Z(u) du]} . 
It foliows from (3.1) that 
n(t) 
H(s, t) = II fo($Cs~ to ri)) l 
i=l I 
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The function r&r@, t) is decreasing in t for J fixed. Furthermore, 
TJ9ttl G t < r,(t)+1 W.p. 1 Hence 
Since the (Ti} are i.i.d., the collection of random variables 
( G(t) - G=l, , . ,nW has the same joint distribution as the collection of 
random variablles {ri}i= n(t)_l,..,,r 0 . Similarly the collection 
h(t)+1 - Ch=l,. .(I ,n(t) has the same joint distribution as 
CTi + T’(t)+lIi= n(t) 1,...,1 o* . i- (3.2) now becomes 9 
It is well known [ 11 that for any L > 0, 
lht follows that for a given e > 0, we can always choose L > 0 such that 
I 
n(t)-1 
E II fO(\l(S* Ti +L)) - (5 g HCsP f, 
I 
(3.4) 
i=O 
for all t sufficieirtly large. In view of (3.3) aad (3.4), it is enough to 
show that for every L 2 0, 
I 
n(t)-1 
lim E n fo($(s/t2, Ti + L)) = [cosh&s)]-0 . 
I 
(3.5) 
f-+- i=l 
To prove (3.5) we will show that 
lim 
t+= I 
n(t)- 1 
II fo(J/@/t2, ri + 0) 
i=l I 
= [ cosh$(;_s)] -@ wsp. 19 (3.6) 
or, equivalently, 
i 
n(t)-1 
lim - C logfo($(s/t2, ri + L)) = 
t-+00 i=O I 
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Observe that 
n(t)- 1 
- C lo’g f*($(S/t2, Ti + L))= 
i=O 
N W-1 
= - c logf~($(S/t2, Ti+L))+Wl() C (r-$(S/t2,7i+L)} 
i=O i--N+1 
n(t)-1 
-b C [-logfo(~(Sft’,Ti+L)) -moU -$lslt2,Ti+L))1 
i=N+l 
= q(N, t) + a2(N, t) + q(NF t) . 
The choice of N will be indicated later. 
Let E > 0. For any fixed N, 
lim sup Icul(N, t)l = 0 . 
t+- 
Consider now a2(N, t). Since q = 1, lim,,, \Il(s, t) = e(s) exists and 
$(s) is the Laplace transform of a legitimate distribution. Put 
ar2(N, t) = mo(n( t) -N - 2.) ( I- $(s/t2)} 
- m. ( $(s/t2, Ti +L) - $(slt2)l l 
i=N+l 
Pakes [A] has shown that 
1 - $(slt2) - t-l&S/T) . 
Hence 
lim {m&z(t) -N - 2)( 1 - $(s/t2))) = /3 d(u) . 
t+= 
We now examine the remaining sum 
AN(P) = m. {$(Sft2, Ti ‘L) - $(S/t2)} l 
i=N+l 
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Put 
Pakes [6] has proven the following proposition. 
Proposition 3.1. For 0 < s < 1 F let 
\lloO) = 1 ? $,+1(S) = fi ($fl(S)) u(S) 9 n> 1, 
where 
u(s) = J e-sf dG,(t) . 
0 
Thenfort>O,n> 1, 
tin(S) - 3/(s) - ( 1~ $(s)) G1 n(t) < $(s, t) - 3/(s) 
< tin(S) - J/(S) + (1 - e-st $(s)) (I- G,.(t)) . (3.9) 
Set 
m(i) = [( 1 -c) A0 i/X,] , 
where [x] is the greatest integer less than x. Using the right-tide inequal- 
ity in (3.9), we obtain 
n(t)- 1 
AN(t) < IT20 c 
i=N+l 
(S,Cij(SIt2) - @(slt2)j 
n(t)-1 
+ m. C {( 1 - csp [-ski +L)/t2] $(s 
i=N+l 
x (l--G 1 m(i)(ri + L))l 
= q(t) f S,(t). 
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The Weak Law of Large Numbers implies that for any e > 0, 
lim sup IS#) I < e , 
t+- 
(3.10) 
provided N is sufficiently large. We now examine S,(t). Pakes [ 61 has 
shown that $Js) - I/I(S) has upper and lower bounds of the form 
D(s)( 1 - U(s)) cp(s) un(s)!- ) 
1+ CFds) Ws) 
D(s) =+ 1102 , cpw -+ 1 9 IL - U(s) - 2&J2 x, s) as s-,0. 
Using the above facts it is not difficult f:o show that 
limsup iSI(i)+/310g(#+exp [--24jsf)l)I < E, 
t+* 
(3.11) 
again provided N is sufficiently large. (3.10) and (3.11) imply that 
limsup AN(t) G -/IS log(~(J+exp [-2&r)l) + 2e 9 W2) 
t-+- 
provided N is sufficiently large. 
In a similar way, if we use the left-side inequality of the proposition, 
we can show that 
li;minfAN(t)> -Plog(d(l+exp[-2_J(s?)l) -2~ (3.13) 
4‘4 00 
for N sufficiently large. 
From (3.12) and (3.13) we conclde that 
lim sup Icw2(N, t) - @&I-) +P log(i(l+ exp E--2&~)1)H < c 9 
t4 00 (3.14) 
provided N is sufficiently large. 
It remains to deal with c+(N, t). From the Mean-Value Theorem, we 
have for any 6 > 0, 
11-lo~:fo(s)-m~(l--s)l Gh S(l-s) 
provided s is close enough to 1. ts: &eady noted, lim,,, $(s,t) 4 $I@) 
with Jr(s) the Laplace Transform of a !egitixr;.ate randon variable. Hence 
$@lt2, Ti +I;) > $(s/t2) for all i, and $I@) + 1 as t + =. 
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Zherefore, for N fixed, 
lim sup la3(N, t) I < 6 lim sup lar2(N, t) 1 . 
t+- t+= 
Since we have already shown that lim sup,,, (cr2(N, t)i I is bounded and 
6 is arbitrary, we conclude that for any fixed N, 
lim sup la3(N, t)l = 0 . 
t+= 
Thus (3.7) follows from (3.8), (3.14) and (3.15). This completes the 
proof of Theorem 3. Cl 
Remark. The same ki.nd of argument can be: used to find the limit dis- 
tribution for the total number of particles born in [0, t], or the total 
number of deaths in [0, t]. 
Note. 
Pakes 
tions 
(a) 
(b) 
A r - eralization of Theorem 3 has recently been proven ty 
[ 71. Me assumes that the immigration times (ri) satisfy the condi- . 
the (ri) are increasing with w.p. 1; 
limi, o. {i-l ri} exists and is positive w.p. 1. 
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