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Abstract 
This paper describes the method for classification of brain state by the measured electroencephalogram (EEG) 
frequency in directions (up, down, left, and right) imagination. Recently, Brain-Machine Interface (BMI) has been 
studied in a variety of ways due to the development of brain measurement technology. Therefore, we have used the 
BMI to identify the human selection of directions. Our method consists of data normalization, principal component 
analysis and neural network. The maximum value of the identification rate was 46% by using 3 electrodes (F4, F8 
and T8) in the previous study. In this study, we improved the learning method of neural network for the 
improvement of identification rate of brain state. For that purpose, the measurement points of EEG and the number 
of subjects are increased. As a result, the maximum value of the identification rate was improved. 
© 2014 The Authors. Published by Elsevier B.V. 
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1. Introduction 
In recent years, Brain-Machine Interface (BMI) has been improved with the rapid development of the cerebral 
function measurement technologies, and study of BMI has draws many people’s attention1. BMI is used for a 
technology to control devices without their hands and feet, by measuring the brain activity of the user and inferring 
their active and will. There are two major BMI types which are brain-waves analysis (Electroencephalograph: EEG) 
and cerebral blood flow measurement by far-infrared rays (Near Infra-Red Spectroscopy: NIRS). In particular, the 
EEG is useful to control machines in real time because EEG has excellent time resolution. In addition, portable 
device of the EEG has been developed. In previous studies of EEG, the event-related potentials (ERPs) of brain 
activity has been used2. For example, P300 is one of the ERPs, the potential change that is measured at 300 
milliseconds after brain activity has done. In P300’s method, like lie detector, the expected number is identified by 
detecting repeatedly whether the P300 occurs or not. ERPs depends strongly on the measurement timing of the 
reaction and stimulation to the brain; therefore this method is necessary to consider the time when has brain activity 
been started. For this reason, we considered the identification of brain activity underlying condition has not been 
achieved in this technique. 
In this paper, we have developed the identification method which recognizes the cognitive state directly from the 
brain activity. Our identification method uses EEG frequency distribution to identify which directions are imaged by 
the human. In our method, a band-pass filter has been used to select the brain wave data of frequency range from 
8Hz to 30Hz. Frequency spectrum of the EEG has been generated by Fast Fourier Transform. The Principal 
Component Analysis (PCA) has been used to select the combination of the frequencies and measurement site. 
Furthermore, neural networks have been applied to classification of brain activities. This technique is not dependent 
on the measurement timing of the reaction and stimulation to the brain. Further, it is possible to associate one to one 
EEG brain activity state by classification of the frequency distribution of EEG. 
 
2. Previous studies 
To recognize human intention from the brain activity, there have been various studies on the identification of the 
directions3,4, letters and numbers5. The most of these studies use P300 for analysis of the brain activity. P300 is the 
potential change of EEG that is measured at 300 milliseconds after the subject is stimulated. In these studies, it is 
believed that P300 reflect a brain activity against an important stimulus. For example, in the numerical identification 
using the P300, it is necessary to provide a plurality of numbers to recognize intended number from EEG data. If the 
system wants to detect the number in single figure from EEG data, it must present the numeric characters from “0” 
to “9”. It may take a long time in some cases. Therefore, it was necessary to develop the identification method which 
recognizes the cognitive state directly from the brain activity. 
Thereby, in our previous studies6,7,8, we proposed the method for classification of brain state by the measured 
EEG frequency in imagination of directions (up, down, left, and right). Our method consists of data normalization, 
Fast Fourier Transform (FFT), Principal Component Analysis (PCA) and neural network. We have proposed the 
technique that is not dependent on the measurement timing of the reaction and stimulation to the brain. As a result, 
the maximum value of the identification rate of brain state was 46% by using 3 electrodes (F4, F8 and T8) in the 
previous study (Fig. 1). However, this rate is too low to control machines. 
 
Fig. 1. Using electrodes in our previous study(F4, F8 and T8) 
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3. Experiment and analysis 
We measured the EEG signal of the brain when the subjects were imaging the directions. We used BIOSEMI 
ACTIVE-TWO (the number of electrodes is 64, the sampling rate is high and adjustable, stand-alone) as 
measurement devices of EEG in our study. 
3.1. Experiment 
In this study, we had eight subjects who are healthy males in their twenties. They just imagined the four symbols 
of directions (ĀĖā as up, ĀĘā as down, Āĕā as left, and Āėā as right) without seeing anything. Fig. 2 
shows the four symbols of directions in our experimentation. 
The subjects watched 4 arrow pictures before their experimentation. Each test set consists of 10 trials. Duration of 
one trial is 15 seconds which include 5 seconds task between 5 seconds rest (Fig. 3). We analyzed the EEG 
measured at 64 electrodes which are according to extended 10-20 system (Fig. 4). 
 
 
 
Fig. 2. Four symbols of directions 
 
 
Fig. 3. Experimental procedure 
 
 
 
Fig. 4. Extended 10-20 system 
3.2. Analysis 
We analyzed the data according to the processes shown in Fig. 5. At first, we have selected alpha-wave and beta-
wave range data by band-pass filter (8Hz ~ 30Hz) to remove noises from the raw data (Table 1). In the second step, 
the Fast Fourier Transform (FFT) transformed the raw data into frequency information. In the third step, the 
normalization process reduced the influence of offset voltage. In the fourth step, the principal component analysis 
(PCA) compressed data to obtain the important elements. Main component scores are determined from characteristic 
vectors and frequency distribution power spectrum by the principal component analysis (PCA). In the last step, the 
neural network learned the important elements of the training data and classified the test data. 
 
Table 1. EEG frequency 
㼃㼍㼢㼑 䃓㻙㼣㼍㼢㼑 䃗㻙㼣㼍㼢㼑 䃐㻙㼣㼍㼢㼑 䃑㻙㼣㼍㼢㼑 䃒㻙㼣㼍㼢㼑
㻴㼦 㻝㻙㻟 㻠㻙㻣 㻤㻙㻝㻟 㻝㻟㻙㻟㻜 㻟㻜㻙
㻿㼠㼍㼠㼑 㻰㼑㼑㼜㻌㻿㼘㼑㼑㼜 㻿㼔㼍㼘㼘㼛㼣㻌㻿㼘㼑㼑㼜 㻾㼑㼘㼍㼤 㼃㼍㼗㼑㼒㼡㼘㼚㼑㼟㼟 㻱㼤㼏㼕㼠㼑  
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Fig. 5. Data processing 
3.3. Neural Networks 
We used the three-layer neural networks to classify EEG frequency distribution (Fig. 6). We have selected 
electrodes based on main component scores for input layer's node of neural networks.  We have constructed two 
types of neural networks. One has been constructed by all data of subject A-H. The others have been constructed by 
each data of subject A-H. As a result, we made nine neural networks. 
 
 
Fig. 6. Three-layer neural networks 
 
In order to train the neural networks by 5-fold validation, we divided brain data into five classes (Class A-E).  In 
Trial 1, the training data are made from the data of Class B-E, and the data of Class A is used for the classification 
validation. Each of neural networks has learned by these training data, and have classified the test data for five 
times.  After learning and classifying, we calculated the average of the results (Fig. 7). 
 
 
Fig. 7. 5-fold validation 
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4. Results 
4.1. Classification in data of each subjects 
Table 2-4 show the clustering results and the classification accuracy. Fig. 8-10 show the brain activation sites 
when three subjects imagined four symbols of directions without seeing anything. 
As a result, in the occipital lobes and the temporal lobes, significant results have been obtained. Subjects have 
closed their eyes, therefore the experiment were carried out without seeing anything. Nevertheless, occipital lobes 
which deal with visual information were activated. We have considered why occipital lobes were activated, because 
subjects might have imagined symbols as visual information. In addition, the identification rates of "ĕ" and "ė" 
imaging case are high, however the classification rate of "Ę" imaging case is low. The maximum value of the 
identification rate was 68.22% by using electrode of P9 (Subject D). 
 
 
Table 2. Identification result (Subject B) 
㼁㼜 㻰㼛㼣㼚 㻸㼑㼒㼠 㻾㼕㼓㼔㼠 㻭㼂㻳㻚
㻲㼜㻝 㻞㻝㻚㻞㻢㻑 㻟㻢㻚㻞㻠㻑 㻡㻜㻚㻜㻜㻑 㻞㻢㻚㻞㻠㻑 㻟㻟㻚㻠㻠㻑
㻲㻟 㻢㻝㻚㻞㻢㻑 㻟㻡㻚㻜㻜㻑 㻠㻟㻚㻣㻢㻑 㻠㻜㻚㻜㻜㻑 㻠㻡㻚㻜㻝㻑
㻲㻡 㻝㻣㻚㻠㻤㻑 㻟㻡㻚㻜㻜㻑 㻥㻜㻚㻜㻜㻑 㻣㻟㻚㻣㻢㻑 㻡㻠㻚㻜㻢㻑
㻲㼀㻤 㻝㻡㻚㻜㻜㻑 㻠㻢㻚㻞㻠㻑 㻢㻤㻚㻣㻠㻑 㻥㻜㻚㻜㻜㻑 㻡㻡㻚㻜㻜㻑
㻯㻼㼦 㻢㻟㻚㻣㻢㻑 㻝㻟㻚㻣㻢㻑 㻠㻢㻚㻞㻠㻑 㻣㻝㻚㻞㻠㻑 㻠㻤㻚㻣㻡㻑
㻼㼦 㻢㻜㻚㻜㻜㻑 㻠㻟㻚㻣㻢㻑 㻢㻜㻚㻜㻜㻑 㻤㻢㻚㻞㻠㻑 㻢㻞㻚㻡㻜㻑
㻼㻝 㻠㻤㻚㻣㻠㻑 㻟㻤㻚㻣㻢㻑 㻢㻢㻚㻞㻢㻑 㻥㻤㻚㻣㻢㻑 㻢㻟㻚㻝㻟㻑
㻼㻠 㻠㻝㻚㻞㻠㻑 㻟㻝㻚㻞㻤㻑 㻠㻞㻚㻠㻤㻑 㻥㻝㻚㻞㻠㻑 㻡㻝㻚㻡㻢㻑   
Fig. 8. The brain activation sites (Subject B)
 
Table 3. Identification result (Subject D) 
㼁㼜 㻰㼛㼣㼚 㻸㼑㼒㼠 㻾㼕㼓㼔㼠 㻭㼂㻳㻚
㻭㻲㻟 㻟㻞㻚㻡㻞㻑 㻞㻟㻚㻣㻢㻑 㻥㻣㻚㻡㻞㻑 㻞㻣㻚㻡㻜㻑 㻠㻡㻚㻟㻟㻑
㻲㻝 㻣㻚㻡㻞㻑 㻡㻡㻚㻜㻜㻑 㻣㻤㻚㻣㻢㻑 㻡㻤㻚㻣㻢㻑 㻡㻜㻚㻜㻝㻑
㻲㻣 㻞㻜㻚㻜㻜㻑 㻢㻟㻚㻣㻠㻑 㻠㻤㻚㻣㻢㻑 㻢㻤㻚㻣㻢㻑 㻡㻜㻚㻟㻞㻑
㻯㻟 㻞㻝㻚㻞㻠㻑 㻞㻝㻚㻞㻠㻑 㻥㻣㻚㻡㻜㻑 㻢㻣㻚㻡㻜㻑 㻡㻝㻚㻤㻣㻑
㻯㻼㼦 㻢㻝㻚㻞㻢㻑 㻝㻞㻚㻡㻜㻑 㻤㻣㻚㻡㻜㻑 㻡㻝㻚㻞㻠㻑 㻡㻟㻚㻝㻟㻑
㻯㻼㻝 㻢㻝㻚㻞㻢㻑 㻝㻣㻚㻠㻤㻑 㻥㻞㻚㻡㻜㻑 㻢㻡㻚㻜㻜㻑 㻡㻥㻚㻜㻢㻑
㻼㻞 㻠㻣㻚㻡㻜㻑 㻟㻢㻚㻞㻠㻑 㻥㻢㻚㻞㻢㻑 㻟㻣㻚㻡㻜㻑 㻡㻠㻚㻟㻤㻑
㻼㻡 㻣㻝㻚㻞㻠㻑 㻝㻞㻚㻡㻜㻑 㻥㻣㻚㻡㻜㻑 㻢㻜㻚㻜㻞㻑 㻢㻜㻚㻟㻞㻑
㻼㻥 㻢㻞㻚㻡㻜㻑 㻣㻝㻚㻞㻠㻑 㻡㻡㻚㻜㻜㻑 㻤㻟㻚㻣㻢㻑 㻢㻤㻚㻞㻞㻑
㻼㻻㻣 㻢㻣㻚㻡㻜㻑 㻟㻝㻚㻞㻠㻑 㻡㻜㻚㻜㻜㻑 㻣㻣㻚㻡㻜㻑 㻡㻢㻚㻡㻢㻑  
 
 
Fig. 9. The brain activation sites (Subject D)
 
 
 
Table 4. Identification result (Subject G) 
㼁㼜 㻰㼛㼣㼚 㻸㼑㼒㼠 㻾㼕㼓㼔㼠 㻭㼂㻳㻚
㻲㻠 㻞㻞㻚㻠㻤㻑 㻢㻝㻚㻞㻠㻑 㻣㻝㻚㻞㻠㻑 㻡㻟㻚㻣㻠㻑 㻡㻞㻚㻝㻤㻑
㻲㻤 㻞㻤㻚㻣㻢㻑 㻡㻝㻚㻞㻠㻑 㻢㻟㻚㻣㻢㻑 㻠㻡㻚㻜㻜㻑 㻠㻣㻚㻝㻥㻑
㼀㻤 㻝㻜㻚㻜㻜㻑 㻝㻤㻚㻣㻠㻑 㻤㻝㻚㻞㻠㻑 㻟㻤㻚㻣㻤㻑 㻟㻣㻚㻝㻥㻑
㻼㼛㼦 㻢㻟㻚㻣㻢㻑 㻟㻢㻚㻞㻤㻑 㻥㻤㻚㻣㻢㻑 㻡㻜㻚㻜㻜㻑 㻢㻞㻚㻞㻜㻑   
Fig. 10. The brain activation sites (Subject G)
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4.2. Classification in data of all subjects 
Table 5 shows the clustering results and the classification accuracy. Fig. 11 shows the brain activation sites when 
eight subjects imagined four symbols of directions without seeing anything. 
As a result, in the occipital lobes, significant results have been obtained. However, the maximum value of the 
identification rate was 36.37% by using electrode of F7, and the average identification rate was about 30%. This is 
much lower than result of 4.1. As a result of 4.1, significant electrodes are different for each subjects. Therefore, data 
of insignificant electrodes might have disturbed the classification. 
 
Table 5. Identification result (All subjects) 
㼁㼜 㻰㼛㼣㼚 㻸㼑㼒㼠 㻾㼕㼓㼔㼠 㻭㼂㻳㻚
㻲㻣 㻞㻜㻚㻜㻜㻑 㻞㻝㻚㻡㻢㻑 㻡㻞㻚㻤㻞㻑 㻡㻝㻚㻜㻤㻑 㻟㻢㻚㻟㻣㻑
㻲㼀㻤 㻝㻞㻚㻡㻞㻑 㻝㻜㻚㻤㻜㻑 㻡㻝㻚㻠㻜㻑 㻠㻣㻚㻡㻜㻑 㻟㻜㻚㻡㻢㻑
㻯㻠 㻝㻝㻚㻣㻜㻑 㻞㻟㻚㻡㻢㻑 㻠㻣㻚㻞㻞㻑 㻢㻝㻚㻤㻢㻑 㻟㻢㻚㻜㻥㻑
㻼㻢 㻝㻤㻚㻞㻤㻑 㻝㻣㻚㻡㻜㻑 㻟㻤㻚㻠㻢㻑 㻢㻢㻚㻡㻤㻑 㻟㻡㻚㻞㻝㻑
㻼㻥 㻢㻚㻠㻜㻑 㻝㻤㻚㻞㻢㻑 㻞㻤㻚㻞㻢㻑 㻣㻠㻚㻥㻤㻑 㻟㻝㻚㻥㻤㻑
㻼㻻㻣 㻝㻥㻚㻟㻢㻑 㻞㻜㻚㻥㻠㻑 㻝㻥㻚㻟㻤㻑 㻡㻠㻚㻞㻜㻑 㻞㻤㻚㻠㻣㻑
㻼㻻㻤 㻝㻣㻚㻝㻤㻑 㻞㻜㻚㻜㻜㻑 㻟㻞㻚㻞㻜㻑 㻠㻝㻚㻥㻜㻑 㻞㻣㻚㻤㻞㻑
㻻㻞 㻞㻢㻚㻣㻞㻑 㻞㻡㻚㻟㻠㻑 㻞㻜㻚㻤㻜㻑 㻟㻟㻚㻠㻞㻑 㻞㻢㻚㻡㻣㻑   
Fig. 11. The brain activation sites (All subjects)
 
 
5. Comparison with the previous studies 
Table 6 shows the differences between the previous studies. 
 
Table 6. Comparison to the previous studies 
㻼㼞㼑㼢㼕㼛㼡㼟㻌㼟㼠㼡㼐㼕㼑㼟 㼀㼔㼕㼟㻌㼟㼠㼡㼐㼥
㼀㼔㼑㻌㼚㼡㼙㼎㼑㼞㻌㼟㼡㼎㼖㼑㼏㼠㼟 㻡 㻤
㼀㼔㼑㻌㼚㼡㼙㼎㼑㼞㻌㼛㼒㻌㼙㼑㼍㼟㼡㼞㼑㼐㻌㼑㼘㼑㼏㼠㼞㼛㼐㼑㼟 㻢 㻢㻠
㼀㼔㼑㻌㼚㼡㼙㼎㼑㼞㻌㼛㼒㻌㼚㼑㼡㼞㼍㼘㻌㼚㼑㼠㼣㼛㼞㼗㼟 㻝 㻥
㻴㼛㼣㻌㼠㼛㻌㼠㼞㼍㼕㼚㻌㼠㼔㼑㻌㼚㼑㼡㼞㼍㼘㻌㼚㼑㼠㼣㼛㼞㼗㼟 㼛㼐㼐㻌㼜㼍㼞㼠㼟㻌㼛㼒㻌㼎㼞㼍㼕㼚㻌㼐㼍㼠㼍 㻡㻙㼒㼛㼘㼐㻌㼢㼍㼘㼕㼐㼍㼠㼕㼛㼚
㼀㼔㼑㻌㼙㼍㼤㼕㼙㼡㼙㻌㼢㼍㼘㼡㼑㻌㼛㼒㻌㼠㼔㼑㻌㼕㼐㼑㼚㼠㼕㼒㼕㼏㼍㼠㼕㼛㼚㻌㼞㼍㼠㼑 㻠㻢㻑 㻢㻤㻚㻞㻞㻑  
 
In our previous studies6,7, we analyzed the EEG measured at 6 electrodes which are according to extended 10-20 
system. In this study, to identify which brain sites are activated in imagination of directions, we analyzed the EEG 
measured at 64 electrodes which are according to extended 10-20 system. As a result, the occipital lobes were 
activated, so subjects might have imagined symbols as visual information. 
In our previous studies, we have constructed one type of neural network which has been constructed by all data of 
subjects. However in this study, we have constructed two types of neural networks. One has been constructed by all 
data of subjects. The others have been constructed by each data of subjects. As a result, we made nine neural 
networks. 
In order to train the neural networks, in our previous studies, the training data were made from odd parts of brain 
data. The test data were made from even parts of brain data. The maximum value of the identification rate of brain 
state was 46% by using 3 electrodes (F4, F8 and T8). By contrast in this study, we divided brain data into five 
classes. Each of neural networks have learned by 5-fold validation, and have classified the remaining data as test 
data. As a result, the maximum value of the identification rate has been improved to 68.22% by using electrode of 
P9. 
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6. Summary 
In this paper, we have developed the identification method which recognizes the cognitive state directly from the 
brain activity. Our identification method uses EEG frequency distribution to identify which directions are imaged by 
the human. Our method consists of a band-pass filter, FFT, PCA and neural networks. We have constructed two 
types of neural networks. One has been constructed by all data of subject A-H. The others have been constructed by 
each data of subject A-H. Furthermore, the neural networks have been trained by 5-fold validation. We measured the 
EEG signal of the brain when the subjects were imaging the directions ("Ė", "Ę", "ĕ", and "ė"). The Subjects 
just imagined the four symbols of directions without seeing anything. 
As a result, the maximum value of the identification rate has been improved. Result of 4.1 (classification in data 
of each subjects), in the occipital lobes and the temporal lobes, significant results have been obtained. The maximum 
value of the identification rate was 68.22% by using electrode of P9 (Subject D). Result of 4.2 (classification in data 
of all subjects), in the occipital lobes, significant results have been obtained. The maximum value of the 
identification rate was 36.37% by using electrode of F7. In addition, significant electrodes are different for each 
subjects. For this reason, in the neural network which has been constructed by all data of subjects, data of 
insignificant points might have disturbed the classification. 
In the future, we will try to improve the identification rate. In order to achieve this purpose, we will improve the 
learning efficiency of neural networks. Furthermore, we will study on the application method to BMI by using a 
portable measurement device to control machines in real time. 
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