Domain models are a useful vehicle for making the interpretation and elaboration of natural-language requirements more precise. Advances in natural-language processing (NLP) have made it possible to automatically extract from requirements most of the information that is relevant to domain model construction. However, alongside the relevant information, NLP extracts from requirements a significant amount of information that is superfluous (not relevant to the domain model). Our objective in this article is to develop automated assistance for filtering the superfluous information extracted by NLP during domain model extraction. To this end, we devise an active-learning-based approach that iteratively learns from analysts' feedback over the relevance and superfluousness of the extracted domain model elements and uses this feedback to provide recommendations for filtering superfluous elements. We empirically evaluate our approach over three industrial case studies. Our results indicate that, once trained, our approach automatically detects an average of ≈45% of the superfluous elements with a precision of ≈96%. Since precision is very high, the automatic recommendations made by our approach are trustworthy. Consequently, analysts can dispose of a considerable fraction -nearly half -of the superfluous elements with minimal manual work. The results are particularly promising, as they should be considered in light of the non-negligible subjectivity that is inherently tied to the notion of relevance. {arora, sabetzadeh, nejati, briand}@svv.lu. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. 
An Active Learning Approach for Improving the Accuracy 4:3 experts may further introduce additional information that is absent from the candidate model. For instance, certain containment relations may have been left tacit in the requirements. For example, an "Evidence Repository" is part of an "Assurance Project," thus necessitating an aggregation from the latter to the former.
In Figure 2 (b), we show the outcome of the validation and elaboration process conducted by the experts over the automatically extracted candidate model. In the figure, we use colors to distinguish between the information that comes verbatim from the candidate model, the information that can be traced back to the candidate model but has been altered from its original form, and the information that is absent from the candidate model and has been added manually by the experts. Ultimately, what the experts aim to obtain is a domain model that is feasibly complete (Lindland et al. 1994) . This means that accepting a model with any more or any less information would be less desirable than accepting the model as is. Naturally, the notion of completeness is contextual and dependent on how the experts wish to use the resulting domain model. Challenge. Our work in this article concerns a challenge that we observed earlier in automated model extraction and already exemplified in Figure 1 and Figure 2 . Upon presenting automatically extracted relations to a subject-matter expert in an industrial case study, the expert deemed only a fraction -about 36% -of the extracted relations relevant, that is, useful for inclusion in the domain model. Despite the majority of the remaining relations being meaningful, the expert found them to be superfluous, that is, not pertinent to the domain model (Arora et al. 2016 ). In the last column of the table in Figure 1 (b), we show the expert opinion about the relevance of the automatically extracted relations in our illustrative example. Various reasons were cited when a relation was found superfluous. For example, Rel 1.3, Rel 1.4, and Rel 3.5 were ruled out because these generalizations, including their target abstract concepts -namely, "Project," "Model," and "Model Change"-were found to be trivial and thus not useful. Rel 3.1 was too generic; Rel 3.2 was discarded in favor of Rel 3.3.
The process that we outlined earlier, whereby the experts perform a completely manual review of the automatically extracted candidate model, is cumbersome. This is because the experts will have to manually filter numerous superfluous relations. If the experts filter too much, the resulting domain model will be of limited usefulness because it misses key domain knowledge. If the experts filter too little, again, the domain model will not serve the purposes it is built for, as the domain model is littered with superfluous information. Including superfluous information in the domain model is not only futile but can also negatively affect understandability due to factors such as cognitive overload and clutter (e.g. when the domain model needs to be rendered visually).
As we argue more precisely in Section 3, by properly using modern NLP technologies, one can automatically extract the large majority of relevant relations from the text of the requirements. This makes NLP a palatable basis for supporting the transition from NL requirements to domain models. At the same time, the ability to near-completely extract all relevant relations comes at the cost of a considerable number of superfluous relations. Manually filtering the superfluous relations is still a better alternative than having to inspect all requirements and manually extract all relevant relations. Nevertheless, taking steps to reduce the number of superfluous relations (noise) without missing out on relevant relations would bring about major cost savings.
Objectives and Results.
The main objectives of this article and the results achieved in relation to each objective are as follows. 1) Building insights on relevance in model extraction: Our initial observation about relevance highlighted a little known issue in automated model extraction (Arora et al. 2016) . Our observation, however, was based on a single case study. Before deciding whether the observed problem warranted a technical solution, we needed to further examine whether the problem was representative of practice or an isolated case. To this end, we report on results from two additional studies, where we asked subject-matter experts about the relevance of domain model relations that were extracted automatically from industrial requirements. The results confirm our initial observation: relevant relations in the two new studies constitute only 39.5% and 36.6% of the extracted relations, respectively. In one of the new case studies, we had the opportunity to elicit feedback from multiple experts and subsequently assess the level of agreement between them. Our interrator agreement analysis indicates that the experts are, to a large extent, consistent in how they reason about relevance. Nevertheless, we also found a non-negligible number of diverging opinions, suggesting that the experts exercise some degree of subjectivity. 2) Devising automated assistance for identifying superfluous relations: We propose an automated approach for assisting analysts in identifying superfluous relations while reviewing the domain model extraction results. Our approach builds on the concept of active learninga machine-learning paradigm in which a learning technique interactively requests inputs from an external source in order to improve the accuracy of the machine-learning model (Settles and Craven 2008) . In our approach, we employ active learning to process analysts' feedback and dynamically apply the logic gleaned from the feedback for reducing superfluous information. Specifically, we define a set of features for learning from analysts' feedback in the context of domain model extraction. Building on these features, we propose an algorithm for constructing a classifier that can assist analysts in identifying superfluous relations.
An effective realization of our automated assistance approach involves answering several questions. These include, among others, the choice of machine-learning technique and the values to use for the approach's input parameters, for example, the confidence margin necessary to ensure meaningful predictions. Using data from our three industrial case studies, we provide an optimal tuning of our approach. Subsequently, we examine the overall effectiveness of the approach over the case studies. We observe that, once trained, our approach automatically identifies an average of ≈45% of the superfluous relations with a precision of ≈96%. The results have the potential for major effort savings, noting that the recommendations are highly trustworthy and cover nearly half of the superfluous relations. The filtering rate achieved is particularly promising, considering the subjectivity that was observed among experts.
Structure. Section 2 provides background. Section 3 describes our studies on relevance. Sections 4 and 5 present our approach for filtering superfluous relations and our evaluation, respectively. Section 6 discusses threats to validity. Section 7 compares our work with related work. Section 8 presents our conclusions and future work.
BACKGROUND
In this section, we first introduce domain model extraction. We then review the machine-learning background for our approach.
Domain Model Extraction
To extract concepts and relations from NL statements, domain model extractors rely primarily on predefined rules that are implemented using NLP. This article is not concerned with the technicalities of model extraction: the extractor we draw upon has been discussed in our earlier work (Arora et al. 2016) and is publicly available at http://bit.ly/2nNNOTO. To be self-contained, we present and exemplify in Table 1 the main extraction rules that underlie our model extractor. Of the 11 rules in the table, one is for concepts (C1), six for associations (A1-A6), two for aggregations (Ag1-Ag2), one for attributes (At1), and one for generalizations (G1). Our model extractor further has rules for assigning multiplicities to associations. We do not discuss these rules here. For details, see Arora et al. (2016) . Rules A3 to A6 are specific to our domain model extractor; the remaining rules are common and used by several other extractors as well (Yue et al. 2011; Elbendak et al. 2011; VidyaSagar and Abirami 2014; Thakur and Gupta 2016; Lucassen et al. 2017) .
Among the rules in Table 1 , A6 requires some further explanation. Rather than just one rule, A6 represents a class of rules known as Link Paths (LPs) (Akbik and Broß 2009; Fader et al. 2011) . As opposed to rules A1 -A5 in Table 1 , which extract direct associations between the concepts in a sentence, rule A6 extracts indirect associations. To illustrate the notions of direct and indirect, consider Rel 3.1, Rel 3.2, and Rel 3.3 in the example of Figure 1 . The grammatical dependencies that induce these associations are shown in Figure 3 . Here, Rel 3.1 is a direct association because it is derived from the subject-object dependency between CMP and Timestamp. In contrast, Rel 3.2 and Rel 3.3 are indirect, as they are deduced from additional dependencies -in this case, prepositional dependencies -originating from the target concept of Rel 3.1 (that is, Timestamp). The prepositional dependency between Timestamp and Evidence Model Change induces Rel 3.2. This dependency, when chained to the prepositional dependency between Evidence Model Change and Evidence Repository, induces Rel 3.3. The number of additional dependencies that are chained to a direct association denotes the depth of an LP association. For example, Rel 3.2 has an LP depth of one, whereas Rel 3.3 has an LP depth of two. Direct associations, such as Rel 3.1, which serve as base relations for LP associations, have a depth of zero. Our model extractor identifies LP associations up to a maximum depth of four.
We use the term LP group to refer to a direct association alongside all its indirect associations extracted using rule A6. For example, the set {Rel 3.1, Rel 3.2, Rel 3.3} is an LP group. As we elaborate in Section 3, we empirically observe an interesting property that facilitates the filtering of superfluous associations in LP groups. Our technical solution in Section 4 uses a combination of this property and machine learning for accurate identification of superfluous relations.
Using Machine Learning (ML) for Building Recommendation Systems
Using ML is common in software engineering for building recommendation systems. Recommendation systems are "software applications that provide information items estimated to be valuable for software engineering tasks in a given context" (Robillard et al. 2014) . Our work relates most closely to Recommendation systems In-The-Small (RITS), where recommendations are drawn based on a small amount of data taken from the analyst's immediate context (Robillard et al. 2014) . RITS are commonly implemented using ML so that the logic and rationale behind the recommendations can evolve as more data and analyst feedback become available (Robillard et al. 2014) . This is particularly important in our context, where recommendations have to adapt on the fly to different requirements documents in different application domains.
Our approach is a supervised method: it requires analysts to label relevant and superfluous items and then uses these labels for training. Supervised learning techniques are divided into regression and classification, where the goal is to predict real-valued and categorical outputs, respectively (Louridas and Ebert 2016) . Our approach falls under classification, since its function is to distinguish between the relevant and superfluous categories. In our evaluation (Section 5), we experiment with several classification techniques in order to determine which one is most accurate in our context.
Our technical solution builds on active learning. An active-learning technique starts with a seed training set and iteratively samples the unlabeled dataset for further learning (Settles 2012) . Active learners are typically instantiated based on a sampling strategy that is aimed at maximizing the effectiveness of learning (Yu et al. 2018) . Notable sampling strategies include selecting (unlabeled) data over which the learner is most certain (Miwa et al. 2014) or least certain (Lewis and Gale 1994) , data that is likely to change the current learned model the most (Settles and Craven 2008) , and data that is most representative of the unlabeled dataset (Settles and Craven 2008; DeBarr and Wechsler 2009 ). In our approach, we sample the most uncertain data. This sampling approach is one of the most common and is often referred to as Simple Active Learning (SAL) (Cormack and Grossman 2014). We discuss our algorithm and the way it implements SAL in Section 4.
EXPERT SURVEYS ON RELEVANCE
This section presents the design, execution, and results of three interview surveys with subjectmatter experts on the output that our domain model extractor generates over industrial requirements. The overall survey protocol as well as the results for one of the three surveys comes from our previous work (Arora et al. 2016 ). For completeness, we summarize from this past work what is needed for this article. In addition to providing further insights about relevance in domain model extraction, the data collected in the surveys serves as the gold standard for evaluating the approach that we propose in Section 4.
Survey Design and Execution
Our survey was designed to elicit domain experts' responses to the questionnaire of Figure 4 . Of the three questions, Q1 to Q3 on the questionnaire, we are interested, for the purposes of this article, in Q2 only. Nevertheless, to be able to properly interpret the results of Q2, we need the results of Q1 and Q3 as well.
Before conducting the surveys, we explained to and illustrated for the experts what we meant by the term "relation" in the questions. Specifically, we defined a relation to be a (regular) association, an aggregation, a generalization, or an attribute. We treat attributes as relations because of the "belongs to" link between an attribute and its concept. The questionnaire does not directly address the extracted concepts. The rationale is that concepts appear as the endpoints of the relations; concepts are therefore always reviewed as part of the relations being examined. Table 2 provides information about the material used in our three surveys, denoted Case A, Case B, and Case C. The source requirements in all three cases were collections of (IEEE-830-style) "shall" statements. Case A is from our previous work; Case B and Case C are new. In each survey, we aimed to cover at least 30% of the requirements. The requirements to cover were picked randomly. We could not cover all of the requirements owing to the limited availability of the survey participants (domain experts). Table 2 shows the total number of requirements in each case, the number of requirements covered in the survey, and the number of (distinct) relations induced by the covered requirements.
Survey Material.

Survey Participants.
In each Case A and Case B, an individual expert provided feedback on the relations extracted from the selected requirements (two distinct individuals for the two case studies). In both cases, the expert involved was the lead author and analyst of the requirements under investigation. In Case C, three experts agreed to participate in our survey. These three were the lead requirements author (also, the project manager) and two additional domain experts who worked as design and development engineers. As we describe below, the surveys were organized into sessions. In Case C, two sessions were held, the first of which was attended by all three experts. Owing to unforeseen circumstances, however, only the lead requirements author in Case C could participate in the second session. Throughout the entire article, we use for Case C the feedback obtained only from this single expert. The only exception is in Section 3.2.4, where we use the (incomplete) feedback from the first session of Case C for analyzing the degree of agreement among the three participating experts. We note that the experts involved in all cases -Case A, Case B, and Case C -were experienced in domain modeling and fully familiar with the requirements from which the relations had been extracted.
Survey Execution.
In each case, the expert was asked to examine, through Q1 and Q2, the individual relations extracted from a specific requirement. After all the relations extracted from a given requirement REQ had been evaluated, the expert was asked, through Q3, whether additional relations came to mind that were implied by REQ but which were not present in the extracted results. The relations extracted from each requirement were presented to the expert in the same visual representation as shown by the third column of Figure 1(b) . Q1 concerns correctness. For a given relation, the expert was instructed to answer Yes, if judging all the following conditions to be met simultaneously: (1) the concept (or attribute) at each endpoint of the relation is meaningful; (2) the relation itself is meaningful with the correct type assigned to it (e.g. generalization or association); and (3) if the relation happens to be an association, the relation has the correct name and multiplicity constraint assigned. We instructed the expert to respond with Partially when identifying any omission or inaccuracy with respect to the conditions above, but the expert found the inaccuracy or omission not to be major and thus not affecting the meaningfulness of the relation. The expert was otherwise asked to answer Q1 with No.
Q2 addresses relevance -our main topic of investigation in this article. As stated before, relevance has to do with whether experts deem a relation useful for inclusion in the domain model. For a given relation, the expert was asked Q2 only when answering Yes or Partially to Q1. A No answer to Q1 prompted an automatic No answer to Q2. If the expert had responded to Q1 by Partially, we asked the expert to explain any omissions/inaccuracies observed. We recorded (wrote down) the explanation given by the expert. Subsequently, we asked the expert to answer Q2 based on the premise that the omissions/inaccuracies have been addressed. A Maybe option was provided for 
Q2
to handle situations where the expert could not readily decide about relevance. Whenever the experts' response to Q2 was Maybe or No, the experts were further asked to explain their rationale. The explanation, which was spontaneous and unguided, was scribed by two researchers (first two authors) and later cross-checked and reconciled.
Lastly, Q3 asks about relations that have been missed by automated extraction but which the expert could identify upon a manual examination of a given requirement. The experts answered Q3 only after having gone through all relations that were automatically extracted from a given requirement.
The interview for Case A took ≈6 hours (three 2-hour sessions on different days). The interviews for Case B and Case C took ≈4 hours each (two 2-hour sessions on different days). In Case C, as noted before, three experts participated in the first session and only one expert was available for the second session.
Survey Outcomes
In this section, we present the results from our interview surveys and the insights gained from analyzing these results. Table 3 shows the overall survey results. The results for Q1 indicate that the large majority (>85%) of the extracted relations are correct, either partially or fully. This provides evidence for the meaningfulness of the extracted relations via NLP-based extraction rules. With regard to Q2, the highest relevance ratio observed is 39.5% (Case B). To ensure that low relevance is not an issue that applies exclusively to our model extractor, we break down the relevance results per extraction rule. This rule-wise breakdown, shown in Table 4 , indicates that the new extraction rules in our model extractor -A3 to A6 in Table 1 -are not contributing disproportionately to low relevance when compared to the other rules in Table 1 that are common across other existing tools. This suggests that low relevance is a general problem and not restricted to our model extraction solution per se.
Results.
In light of our results, we conclude that an explicit solution for improving relevance would be necessary. Developing such a solution would make sense only if one can already extract the large majority of relevant relations via NLP. This is addressed by Q3. In particular, our results in Table 3 indicate that the number of missed relations is proportionally low, with more than 88% of the relevant relations being retrievable via NLP in our studies. Consequently, one can expect useful gains from automated assistance for distinguishing relevant and superfluous relations.
Our analysis of the survey results led to a number of additional findings about relevance in domain model extraction. We outline these findings in the rest of this section.
Reasons for Superfluousness.
As per our survey design, incorrect relations were automatically marked as superfluous. With the incorrect relations excluded, the experts answered Q2 for 191 relations in Case A, 135 relations in Case B, and 86 relations in Case C. From these relations, the experts deemed superfluous 115 relations in Case A, 73 relations in Case B, and 49 relations in Case C. For a small number of relations -five in Case A and two in Case B -the experts were uncertain as to whether the relations should be included in the domain model, hence answering Q2 with maybe.
In Table 5 , we provide a classification of the rationale given by the experts when they found a relation to be superfluous or when they could not give a conclusive answer about relevance. This classification was developed after the conclusion of the interview surveys and following established (Auerbach and Silverstein 2003) . Specifically, we derived labels for the rationale items using words and phrases from the experts' terminology in the interview surveys. This is known as in-vivo coding (Saldaña 2015) . The labels were iteratively merged and abstracted into themes. The themes were then reviewed and finalized through discussion among the researchers. Owing to the chronological order in which our studies were performed, the themes were first developed for Case A and later used as reference in Case B and Case C. The results of our qualitative analysis were then validated by the experts, who agreed that the classification of Table 5 was an accurate characterization of the reasons for (potential and actual) superfluousness. Table 5 further shows for each category (theme) in our classification the number of relations falling under that category as well as an example. The first row of the table, "future contingencies," captures situations where the experts were unsure about the relevance of a given relation because the decision depended on future events and circumstances. The second row, "too detailed,' captures situations where the experts considered the information conveyed by a relation to be too specific for the domain model. The third row, "too unspecific," is the opposite, that is, the information was too abstract or lacking sufficient context. The final row, "trivial knowledge," captures situations where the experts considered a relation to be too obvious and widely known by the stakeholders and, thus, not warranted in the domain model.
Relevance of Associations in Link Path (LP) Groups.
Our analysis revealed an important and, in retrospect, intuitive trend concerning the relevance of associations in LP groups (the notion of LP group was defined in Section 2.1). Specifically, we observed that once an association from an LP group L was deemed relevant by an expert, the expert was unlikely to find another association in L relevant. Table 6 provides statistics about the LP groups in our case studies. For each case study, the table shows the number of LP groups, the average number of associations in the groups, the number of groups with zero or one relevant association, and the number of groups with more than one relevant relation. Quantitatively speaking and across our three case studies, for (36 + 30 + 18)/(38 + 32 + 19) ≈ 94% of the LP groups, the experts found at most one association to be relevant. We note that the experts in our case studies had no knowledge of the rules employed by our model extractor or the fact that some associations were related to one another through some underlying scheme (Link Paths).
The above phenomenon can be explained as follows: LP groups are manifestations of the same relation with different amounts of contextual information (constraints) embedded in them (Fader et al. 2011 ). What we observed in our case studies was that the experts -without being aware of the existence of the notion as LP groups -sought relations with the optimal level of contextual information in them. If the relation with the desired level of detail happened to be from an LP group, the remaining relations in the group were naturally found to be either too unspecific or too detailed.
To further analyze the properties of LP groups, we provide in Figure 5 a depth-wise breakdown of relevant associations in these groups. As seen from the figure, the majority of relevant associations in LP groups have a depth of zero (direct association) or one (an additional concept chained to the direct association). Associations with a depth of two are not uncommon, although they are less prevalent than those with a depth of zero or one. Associations with depths of three and higher are relatively uncommon, since these associations require cascades of three or more prepositional phrases. Such cascades occur predominantly in long sentences, which requirements writing best practices advise against (Génova et al. 2013 ). Furthermore, higher-depth associations, should they be present, are unlikely to have much practical value, because they establish relationships between concepts that are too far apart. As noted in Section 2.1, our model extractor finds associations with a maximum LP depth of four.
We conclude our discussion of LP groups with a final remark about the way we use these groups in Section 4 for filtering superfluous relations. Due to multiple relevant relations from the same LP group being unlikely to occur (probability of <6%), we incorporate a rule into our approach to filter all the remaining associations of an LP group once some association from the group has been deemed relevant.
Subjectivity in Decisions About
Relevance. As mentioned above, for part of Case C, we had access to three different experts. Specifically, for 50 out of the total of 101 relations in Case C, we collected feedback from all three experts. We employed a simple roundtable meeting for eliciting expert opinions, with each expert responding to our questionnaire in the presence of other experts. The experts were in perfect agreement over their answers to Q1, unanimously finding 46 of the relations to be correct or partially correct and the remaining four incorrect.
The experts answered Q2 for the 46 correct and partially correct relations. In contrast to Q1, the experts had diverging opinions on 13 relations. To quantify the level of agreement between the experts, we apply Fleiss's Kappa (κ) (Fleiss 1971) . For the responses to Q2, we obtain κ = 0.65. This κ score denotes substantial agreement (Landis and Koch 1977) , providing evidence that the experts applied a largely consistent reasoning process when determining relevance.
Of the 13 disagreements between the experts, 10 were rooted in the level of detail that the experts wished to see in the relations. In a post-study analysis, we observed that 9 of these 10 relations originated from LP groups. For the remaining 3 out of the 13 relations, the disagreement was over whether the relations were worthwhile or too trivial for being modeled.
The disagreements suggest that there is a degree of subjectivity involved in telling apart relevant relations from superfluous ones. Such subjectivity has been observed in other contexts already, for 4:14 C. Arora et al. example, web mining (Kosala and Blockeel 2000) and media report analysis (Scholz and Conrad 2013) , when experts were tasked with identifying relevant information from the output of NLP technologies. While subjectivity inevitably reduces the accuracy of automation, the level of interrator agreement observed in our context (that is, domain model extraction) leaves ample room for building useful automated assistance for filtering superfluous information. Figure 6 illustrates the idea behind our automated assistance approach: given a set of relations, we build a recommender that predicts based on a classifier label -relevant or superfluous -for each relation. These predictions come with probabilities that indicate prediction confidence. The labeled relations and the probabilities can then be presented to the analyst in a visually enhanced form, for example, via a sorted list or a color-coding scheme where different probability ranges are rendered in different colors. Using such cues, the analyst can pick one or more relations, inspect them, and either accept or reject the predicted labels. The updated labels are subsequently used to reconstruct a more accurate classification model for the remaining relations that are yet to be inspected by the analyst.
APPROACH FOR FILTERING SUPERFLUOUS RELATIONS
The effectiveness of such a recommender would naturally be affected by which relations the analyst picks to inspect in each iteration. In lieu of having a human analyst in the loop, we provide an instantiation of the approach whereby the next relations to inspect are picked by an automated strategy. This strategy, alongside the expert survey data collected in Section 3, enable us to simulate the analyst's input to the recommender. By so doing, as we elaborate in Section 5, we are able to make a number of key technical decisions that are necessary prerequisites to running future experiments with human subjects.
Our strategy in regard to the next relations to show to the analyst for inspection is as follows: if, in a given iteration, a relation is predicted to be relevant with high probability, we accept the prediction and recommend it to the analyst. In contrast, we do not accept a prediction of being superfluous the first time it is made, no matter how high the probability is. Rather, we wait for multiple iterations and monitor whether the prediction remains the same. Stated otherwise, our recommender withholds a recommendation of "superfluous" for multiple rounds in order to build confidence that the predictions remain stable with more feedback from the analyst becoming available.
Our asymmetric treatment of predictions for relevance and superfluousness is motivated by two reasons: (1) we need to strictly avoid misleading the analyst toward filtering useful relations and, (2) to save manual effort, we are interested primarily in accurately identifying superfluous relations rather than the relevant ones. This is because a recommendation of "relevant" conveys no information about the correctness of a relation (as defined in Section 3). Relevant relations are thus always subject to a careful manual analysis to ensure that all of their details are correct. This is in contrast to superfluous relations, which, once identified, can be immediately dismissed. In our evaluation in Section 5, we focus exclusively on our approach's ability to identify superfluous relations.
If, in a given round, the recommender cannot issue any recommendation, we still need to present the analyst with a relation for feedback so that the process can continue. In such a case, we attempt to pick a relation that has a low likelihood of receiving an automated recommendation in the future. The algorithm of Figure 7 , named Recommender, presents our approach more precisely. The algorithm receives as input a set R of relations extracted from NL requirements and feature functions f 1 , . . . , f l . The values of the feature functions are used for building and training a classifier C. Our feature functions are listed in Table 7 . For each feature in the table, we provide an id, a definition, and the intuition captured by the feature alongside an example. The algorithm further has four parameters, n, ϵ, δ and k, which are used for tuning the learning process. Suitable values for these parameters are derived empirically in Section 5.
The algorithm starts by partitioning R into sets T and X (line 1), with the number of relations in T being determined by the parameter n. We seek the analyst's feedback on all of the relations in T (line 2). Subsequently, we split T into T + and T − , where T + contains the relevant relations and T − contains the superfluous ones (line 3). Once the relations in T have been labeled, we compute the feature functions f 1 , . . . , f l (line 4). As shown in Table 7 , some of the features are label independent and some are label dependent. The former group is computed independently of user feedback (labels), whereas the latter requires knowledge of the labels in the training set. After computing the feature functions, we build the initial classifier C (line 5). To illustrate, we show in Figure 8 the feature matrix (FeatureMatrix in the algorithm) that is built when the training data is composed of Rel 1.1 through Rel 1.4, Rel 2.1, Rel 3.1, Rel 3.2, and Rel 3.4 from the example relations of Figure 1 . Columns IF1-IF8 and DF1-DF16 are the features in Table 7 . The last column is the label: Relevant (R) or Superfluous (S). In the remainder of the algorithm (lines 6-24), we iteratively improve C as follows: we predict the labels for every relation in set X , that is, R \ T , using C and without any feedback from the analyst (line 7). For each relation r ∈ X , the classifier predicts r as being superfluous with a probability of p(r ) (i.e, as relevant with a probability of 1 − p(r )). We then compute two sets I + and I − . These sets denote the automatic recommendations to be made to the analyst in the current iteration about relevance and superfluousness, respectively. The set I + is populated with relations that have been with high probability labeled as relevant in the current iteration (line 10). The set I − has two parts to it: The first part is composed of the relations that have been repeatedly and with high probability labeled as superfluous (line 11). Recall the asymmetric treatment for predictions of relevance and superfluousness mentioned earlier in this section. The second part of I − (line 12) is induced by LP groups (see Section 3.2.3).
Specifically, let L min and L max , respectively, denote the minimum and the maximum predicted p(r ) over all relations in X (lines 8 and 9). Further, let the parameter ϵ (resp., δ ) be the margin for deciding whether, for a given relation r , the probability p(r ) is low enough (resp., high enough) with respect to L min (resp., L max ) for the relation to make the cut as a prediction of "relevant" (resp., "superfluous"). We add a relation r to I + when p(r ) ≤ L min + δ (line 10). We add r to I − when p(r ) ≥ L max − ϵ, and further, r has been predicted with high probability to be superfluous in k − 1 of the previous iterations (line 11). These k − 1 iterations do not necessarily have to be consecutive. Additionally, we add to I − any relation r ∈ X such that r belongs to the same LP group as some r ∈ T + (line 12). In other words, and in line with the findings in Section 3.2.3, once a relation from an LP group has been deemed relevant, that is, the relation has landed in T + , we recommend as superfluous all the remaining relations in that LP group which are yet to be inspected by the analyst.
Next, we present the recommendations in I + ∪ I − to the analyst if the union is non-empty. The analyst confirms and, when necessary, relabels those relations in I + and I − where the automatic recommendations have been incorrect. Subsequently, T + and T − are extended with the revised I − and I + (lines 16 and 17). This is, of course, after removing I + ∪ I − from X (line 14).
Otherwise, if both I + and I − are empty, we pick for presentation to the analyst and obtaining feedback a relation r ∈ X for which we have the least amount of evidence in support of superfluousness (line 19). If there are multiple such relations, we pick one randomly. As noted in Section 2.2, picking element(s) over which the classifier is least certain and obtaining feedback over them is a common strategy (known as SAL).
Next, we add the analyst feedback on r to the training data (line 20), followed by removing r from X (line 21). We then rebuild C using the updated feature values for the extended training data (lines 22 and 23). This process continues until X becomes empty. We emphasize that, on line 22, we update the values of label-dependent features for all of those relations in T + ∪ T − affected by the newly added relations.
To illustrate, suppose a new relation, Rel 3.3 from Figure 1 , is labeled as relevant by the analyst and added to the training set of Figure 8 . Adding Rel 3.3 affects the cells highlighted in green in the existing feature matrix. Specifically, the DF1 value for Rel 3.2 is increased by one as both Rel 3.3 and Rel 3.2 originate from requirement R3 (Figure 1 ) and were extracted by the same rule (A6). Further, Rels 1.1, 2.1, 3.1, and 3.2 share an endpoint, "CMP," with Rel 3.3. The DF2 and DF3 values for these relations thus need to be recomputed. The DF6 values for Rels 3.1 and 3.2 increase by one, since these relations share the same verb, "store," with Rel 3.3. The DF13 values for Rels 3.1, 3.2, and 3.4 are updated as well, because the end concepts and the relation labels of these relations are all contained in Rel 3.3. DF15 is a generic version of DF1 and counts only the relations that originate from the same requirement. Therefore, when Rel 3.3 is added, the DF15 values for Rels 3.1, 3.2, and 3.4 are updated. As a side remark, we note that Rel 3.3 is in the same LP group as Rel 3.1 and Rel 3.2. Had Rel 3.1 and Rel 3.2 not been in the training data already, they would have further received an automated recommendation of "superfluous" and been escalated to the analyst for review.
The algorithm shown in Figure 7 uses a single classifier, C. An alternative is to use ensemble learning, where multiple classifiers are used together. Ensemble learning is known to often lead to better results than when classifiers are used individually (Miner et al. 2012 ). The duality between our features for measuring relevance, that is, DF1-DF6, DF13, and DF15 in Table 7 , and those for measuring superfluousness, that is, DF7-DF12, DF14, and DF16 in the table, leads to a natural two-classifier ensemble, made up of C 1 and C 2 defined as follows: C 1 uses all the labelindependent features, that is, IF1-IF8, alongside the following subset of label-dependent features: DF1-DF6, DF13, and DF15. C 2 uses all the label-independent features, just like in C 1 , but alongside the following label-dependent features: DF7-DF12, DF14, and DF16.
Classifiers C 1 and C 2 would still be applied to the relations in X , as shown in Figure 7 . This arrangement nevertheless yields, for each relation r ∈ X , two prediction probabilities, p 1 (r ) and p 2 (r ), indicating the probability of r being superfluous according to C 1 and C 2 , respectively. In an ensemble setting, the computations on lines 10 and 11 need to be done by consensus. A relation is labeled as relevant (resp., superfluous) if both C 1 and C 2 predict it to be relevant (resp., superfluous). Otherwise, the prediction is inconclusive. To do so, we need to compute L min and L max (lines 8 and 9) separately for the two classifiers. Let L 1,min and L 1,max be these values for C 1 , and let L 2,min and L 2,max be these values for C 2 . In the ensemble setting, lines 10 and 11 of the algorithm of Figure 7 need to be modified as follows:
(r has been predicted with high probability to be superfluous in k − 1 of of the previous iterations)} The rest of the algorithm in Figure 7 remains as is for ensemble learning. In Section 5, we provide a systematic empirical analysis of our algorithm, where we simultaneously consider the influence of different factors, including single versus ensemble learning as well as different choices for parameter values.
EMPIRICAL EVALUATION
In this section, we evaluate the filtering approach presented in Section 4. To do so, we use as case study material the survey results discussed in Section 3.
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Research Questions (RQs)
Our evaluation aims to answer the following RQs: RQ1. Which ML classification technique yields the most accurate recommender? Our recommender (algorithm of Figure 7 ) can be realized using several alternative ML classification techniques. RQ1 identifies the most accurate alternative.
RQ2. Which ML features are the most influential for our recommender? In Table 7 , we presented the complete set of features that we consider for classification. RQ2 assesses the importance of these features.
RQ3. What is the optimal tuning of our recommender?
The algorithm of Figure 7 has four parameters that need to be specified. In addition, one needs to select the feature functions to use for classification and decide whether to apply ensemble classification (discussed in Section 4). RQ3 explores the impact of the parameter values, feature selection, and ensemble learning on accuracy, and provides the best tuning of our recommender within the space of alternatives considered.
RQ4. Is our recommender accurate enough to be used in practice for identifying superfluous relations? As explained in Section 4, the main value of our recommender is in helping the analyst find the superfluous relations. With RQ3 having established the optimal tuning of the recommender, RQ4 examines the overall accuracy of our automatic recommendations of superfluousness.
RQ5. Does our recommender have practical execution time?
Our recommender has a human feedback loop in it. Therefore, the main computational steps of the recommender (lines 7, 22, and 23 of the algorithm of Figure 7 ) have to execute quickly enough to allow user interaction. RQ5 investigates the execution time of the recommender's main computational steps.
Implementation
We have implemented the algorithm of Figure 7 using a combination of Java and R (https:// www.r-project.org). More precisely, the features in Table 7 are computed using Java code. The computed features are then passed to R for building ML-based classifiers. Data exchange between Java and R is handled via R's Rserve package (http://www.rforge.net/Rserve/). As per our evaluation outcomes, which we present momentarily, the best-performing ML classification technique in our context is Random Forest. The default ML technique in our implementation is R's randomForest package (https://www.stat.berkeley.edu/ ∼ breiman/RandomForests/). This choice is user configurable; other ML techniques can be used if desired. Our implementation is ≈1,500 lines of Java code and ≈200 lines of R scripts, excluding comments and third-party libraries. To facilitate replication, we make our implementation and non-proprietary case study material (Case B) publicly available at: https://sites.google.com/site/svvredomex/.
Experimental Setup
To answer the RQs in Section 5.1, we performed experiments EXPI, EXPII, and EXPIII, described below.
EXPI. This experiment answers RQ1. We compare the accuracy of five alternative ML classification techniques. These are: Random Forest, Logistic Regression, Decision Tree, Support Vector Machine and Artificial Neural Network (Louridas and Ebert 2016) . To do so, we first subject these techniques to hyperparameter optimization using MultiSearch (Weka MultiSearch 2017). The optimization is performed over the prediction accuracy metric (see Section 5.4) and across our case studies: Case A, Case B, and Case C, in Table 2 . EXPI is based on the complete set of features presented in Table 7 .
Following hyperparameter optimization, we perform a standard 10-fold cross-validation (Miner et al. 2012 ) of the five classification techniques considered. Specifically, the set of expert-reviewed relations in each case study is randomly divided into ten equal subsets (folds). We select one subset as the test set, and the remaining nine subsets as the training set. We compute the feature matrix for the training set (as explained in Section 4), build a classifier based on the training set, and apply the classifier to the test set. We repeat this process ten times to obtain the prediction results of each of the ten classifiers on their respective test sets.
EXPII. This experiment answers RQ2. For most ML classification problems, the process through which the features are engineered is informal and heavily reliant on the domain knowledge and the intuitions of the individuals who define the features (Kasun et al. 2013) . Consequently, one often has no definitive way of knowing in advance whether a feature is going to be instrumental for building a good prediction model. The importance of the features is usually established after the fact using statistical measures. In EXPII, we employ the Mean Decrease in Accuracy (MDA) metric, discussed in Section 5.4, for ranking the features of Table 7 based on their importance. The resulting ranking is further used in RQ3 for comparing the accuracy of our recommender using all features versus important features only.
EXPIII. This experiment answers RQ3-RQ5 by applying the algorithm of Figure 7 with the following configuration options:
(1) Features: We consider two options for the set of features to use for building C. The first option is to use all of the features in Table 7 ; the second option is to use only those features that are found to be important in EXPII. We refer to the first option as all and to the second as reduced. What features reduced is exactly composed of is discussed after presenting the results of EXPII and answering RQ2. (2) Learner: We consider two alternative ways of building C: single learner and ensemble learner (see Section 4). (3) Size of initial training set (parameter n in Figure 7 ): For the size of the initial training set T , we consider five levels: 10%, 20%, 30%, 40%, and 50% of |R|, where R is the set of all relations in a given case study. We recall from Table 2 that |R| = 213 in Case A, |R| = 157 in Case B, and |R| = 101 in Case C. We do not set n to a value lower than 10% because we need a reasonable amount of training data to build a classifier that can make meaningful predictions. At the same time, we do not want to set n to a higher level than 50%, as such a value would both imply a large upfront effort from the analyst for labeling the training set and further leave a small pool of relations for automated predictions. For comparing our three case studies, which have different numbers of relations, we use the absolute values of n at different proportional levels. (4) Probability margin for predicting relevant relations (parameter δ in Figure 7 ): We consider two levels for δ : 5% and 10%. We do not consider δ values that are too small or too large.
A too large value of δ may rule out correct recommendations of superfluousness; a too small value may lead to more relevant relations getting wrongly predicted as superfluous. (5) Probability margin for predicting superfluous relations (parameter ϵ in Figure 7 ): We consider two levels for ϵ: 5% and 10%. We do not consider ϵ values that are too small or too large. A too small value of ϵ may lead to fewer superfluous recommendations, and a too large value of ϵ may lead to more incorrect recommendations of superfluousness. (6) Number of times a relation needs to be predicted as superfluous before it is recommended to the user (parameter k in Figure 7 ): We consider five levels for k: an absolute value of one, alongside four proportional levels, 5%, 10%, 15%, and 20%. The proportional levels are relative to the total number of relations in X , as defined on line 1 of the algorithm in Figure 7 . When the level denoted one is used, a prediction of "superfluous" over a relation immediately prompts a recommendation of "superfluous." The remaining levels for k signify different amounts of evidence that must build up in support of superfluousness before a recommendation of "superfluous" is made. For example, if |X | = 200, the 5% level would require that a relation should be predicted as superfluous 10 times, before the relation is recommended as being so.
With the different levels defined for the above configuration options and parameters, we obtain 2 × 2 × 5 × 2 × 2 × 5 = 400 different configurations of the algorithm in Figure 7 over each of our three case studies. To account for the randomness of our algorithm -in particular, the selection of the initial training set -we run each configuration 10 times. This yields 400 × 10 = 4000 runs per case study, that is, 4000 × 3 = 12, 000 runs in total.
Running EXPIII requires feedback from the analyst on lines 2, 15, and 19 of the algorithm of Figure 7 . This feedback is simulated based on the survey results (gold standards) presented in Section 3.
Metrics
For EXPI, we evaluate the alternative classification techniques under analysis via the prediction accuracy metric. Prediction accuracy is computed as the ratio of correct predictions over the total number of predictions.
For EXPII, we measure feature importance using MDA (Breiman et al. 1984) . We selected this metric in light of the results of RQ1. In particular, as we argue in Section 5.5, Random Forest turns out to be the overall best classification technique for our recommender. MDA is one of the main methods used for ranking the importance of features in Random Forest-based classification models (Strobl et al. 2009 ). Intuitively, MDA represents the loss of predictive power resulting from the exclusion of a given feature from the classification model. Naturally, the higher the MDA score for a given feature, the more important the feature is. The standard practice with Random Forest is to discard features that have a negative, zero, or very low positive MDA score (Strobl et al. 2009 ).
For EXPIII, we compute the precision and recall of the recommendations of superfluousness. We denote (1) by A the number of correct recommendations of superfluousness made on line 15 of the Recommender algorithm in Figure 7 ; (2) by B the number of all recommendations of superfluousness made on line 15, be the recommendations correct or incorrect; (3) by C the number of superfluous relations in R on line 1, that is, the set of all superfluous relations in a given case study; and (4) by D the number of superfluous relations in set X , that is, the set of all relations minus the initial training data, that is, T on line 1.
We compute Precision as A/B. For recall, we consider two different metrics. The first metric, denoted simply as Recall, is computed as A/C. Recall does not exclude the set of relations T used for initial training. Any superfluous relation that happens to be in T is thus counted as a miss by the Recall metric. We define a second recall metric, denoted Recall X and computed as A/D. Recall X , in contrast to Recall, excludes T , thus focusing only on relations that have a chance of being assigned an automatic recommendation by the Recommender algorithm. Our answer to RQ3 is based on Precision and Recall, whereas our answer to RQ4 is based on Precision and Recall X .
Discussion
Below, we present our answers to the RQs of Section 5.1.
RQ1.
We answer RQ1 by performing EXPI and computing prediction accuracy for the five ML classification techniques under investigation. Table 8 shows for each case study and each ML technique the mean accuracy of 10-fold cross-validation, obtained with optimized hyperparameters for the underlying ML technique. As highlighted in the table, for Case A and Case C, Random Forest outperforms all of the other techniques. In Case B, Decision Tree turns out to be the most accurate but is closely followed by Random Forest (accuracy difference of 3.3%).
The answer to RQ1 is that Random Forest performs consistently well across our three case studies. We thus use Random Forest for answering the remaining RQs.
RQ2.
To answer RQ2, we conduct EXPII. Figure 9 shows, for each case study, the features ranked in descending order of importance as computed by the MDA metric introduced in Section 5.4. Based on the rankings, DF9, DF3, IF2, and IF4 are consistently among the top five most important features. While it is difficult to provide a precise explanation as to why some features are more influential than others, we present our intuition about the obtained results. The high importance of DF3 and DF9 is likely an indication that the relevance of a given relation strongly correlates with the experts' perception about other relations that share an endpoint with the relation in question.
With regard to IF2, we observe from Table 4 that although all of the model extraction rules are useful overall, there are certain rules that have poor relevance in certain case studies. For instance, rules Ag2 and At1 in Case A and rule G1 in Case B and Case C yield no or few relevant relations. ML classification techniques are quite adept at picking up on such patterns. This likely contributes to the importance of IF2.
Finally, IF4 is related to the number of tokens in a relation relative to the length of the underlying requirement. The importance of this feature is likely due to the fact that relations containing a significant amount of textual content have a high chance of being superfluous. This is natural: such relations defeat the purpose of domain model construction. One may as well read the requirements rather than consult the domain model to obtain the information content.
With the influence of features determined, a standard practice in ML is to discard features with a negative or only marginally positive impact on prediction accuracy. This is often referred to as feature reduction (or feature selection). The main benefits of feature reduction are mitigating overfitting risks, simplifying the resulting prediction models, improving training times, and avoiding the undesirable consequences of using too many features (the curse of dimensionality) (Guyon and Elisseeff 2003) .
In our work, we consider all features with an MDA score of < 1% across all case studies as candidates for removal from the feature set. The features that fall below the < 1% in all Case A, Case B, and Case C are the following: DF13, DF14, DF15, DF16, IF7, and IF8. For EXPIII, we define the reduced option to be the set of all features with the abovementioned six features removed.
The answer to RQ2 is that, among the features in Table 7 , the most important ones are DF3, DF9, IF2, and IF4, and the least important ones are DF13, DF14, DF15, DF16, IF7, and IF8.
RQ3.
To answer this question, we perform EXPIII and calculate the Precision and Recall metrics, defined in Section 5.4, for 12,000 full executions (4,000 from each case study) of the Recommender algorithm in Figure 7 . Our analysis in RQ3 is based on the mean values for the 10 runs of each configuration of the algorithm. This gives us a total of 400 × 3 = 1200 datapoints.
We are interested in configurations that yield high precision, that is, that recommend few relevant relations as superfluous. Poor precision means that the recommendations are not trustworthy. If the analyst trusts the recommendations when precision is low, the analyst will risk filtering useful information. On the other hand, if the analyst attempts to vet all the recommendations in detail, any potential effort savings brought about by the algorithm will be canceled. To identify configurations with high precision across the three case studies, we use regression trees (Breiman et al. 1984) . A regression tree is constructed by partitioning a dataset in a step-wise manner in order to obtain partitions that minimize variation with respect to a criterion, for example, precision or recall.
The first column of Figure 10 shows the regression trees for precision in our three case studies. At each node, the tree identifies the parameter that is most influential in explaining the variation in precision and partitions the node based on that parameter. We show the number of elements, mean and standard deviation of precision at each node, and the difference between the mean precision scores of the children of non-leaf nodes. A node is expanded if the difference between the means of its children nodes is > 0.01 (that is, > 1%), which we deem to be the minimum difference of practical relevance.
As indicated by the precision column in Figure 10 , in all three case studies, the most critical decision is the choice of the learner. The ensemble learner performs consistently better than the single learner. The second most critical decision in Case A and Case B (and the third most critical decision in Case C) is the choice of parameter k. The 5%, 10%, 15%, and 20% levels perform significantly better than the "one" level. This finding indicates that a single prediction of superfluousness is insufficient for escalating the prediction into a recommendation of superfluousness.
In addition to the two parameters discussed above, which appear in the precision regression trees of all three case studies, there are three other parameters, one of which is influential in Case B and two of which are influential in Case C. In Case B, the 5% level for ϵ is significantly better than the 10% level. In Case C, we need to seed the initial training set with at least 31 relations. Furthermore, using the reduced set of feature functions in Case C provides an edge, compared to when all of the feature functions are used. Ultimately, our goal is to pick configurations that perform consistently well across all three case studies. That is, we are interested in the intersection of the best configurations. Since no inconsistency exists between the precision regression trees 1 , the intersection of the configurations that perform best with respect to precision is non-empty. Specifically, the configurations falling in the intersection are the following:
(1) Features: {Reduced}; (2) Learner: {Ensemble}; (3) n: ≥ 31, {20%, 30%, 40%, 50%} in Cases A and B, and {30%, 40%, 50%} in Case C; (4) δ: {5%, 10%}; (5) ϵ: {5%}; (6) k: {5%, 10%, 15%, 20%}.
All of the above configurations -that is, 32 (4 × 2 × 4) configurations in Case A, 32 in Case B, and 24 (3 × 2 × 4) in Case C -lead to a mean precision of ≥ 95%. Thus, these configurations are all trustworthy for making recommendations of superfluousness.
Having identified the configurations that yield the highest precision, we now shift our attention to recall. The recall regression trees are shown in the second column of Figure 10 . In contrast to the precision regression trees (first column of Figure 10 ), which cover all configurations, the recall regression trees are restricted to the configurations that yield the best precision. We remember, from Section 5.4, the two different notions of recall defined. The recall regression trees in Figure 10 are based on the Recall metric. While one would conventionally use Recall X (as we will do in RQ4) for measuring the recall of a trained classifier, this metric is not suitable for tuning the parameters of our recommender. The reason is that Recall X would not account for the training that goes into building an accurate classifier. Regression tree analysis, if performed over Recall X , would thus unduly favor larger training sets. In contrast, Recall allows us to maximize the net gain from the recommender taking into account the amount of training required.
As indicated by the recall regression trees, the most critical decision for recall is the choice of n in Case A and Case B. This result simply highlights the fact that if the initial training set is too large, there will not be enough iterations of the algorithm to monitor the predictions and issue recommendations. In Case C, the most critical decision with respect to recall is the choice of k. In particular, k = 5% leads to better recall than larger k values. This indicates that if some relation r is predicted as superfluous for k = 5% × |X | times (where X is as defined on line 1 of the algorithm in Figure 7 ), then the evidence in support of r being superfluous is strong enough to warrant making a recommendation to the analyst. Higher k values, although strengthening the confidence, would negatively impact recall since they allow fewer predictions to mature to recommendations.
We note that similar to the precision regression trees, no inconsistencies were seen in the recall regression trees. We further observe the following from the precision and recall regression trees when they are taken together: the choice of δ (5% versus 10%) has no significant impact. A further examination indicated that our algorithm has little sensitivity to this parameter unless it is set to a really low (< 1%) or a really high (> 30%) value. Neither action was justified, given the intuition behind δ , stated earlier. Between the two levels considered in our experiment, we pick 5%, thus favoring recall over precision, noting that precision is already very high.
The answer to RQ3, that is, the optimal configuration, is shown in Table 9 . For n, we show the smallest level in each case study with ≥ 31 relations. For Case A and Case B, this is the 20% level; for Case C, it is the 30% level. Table 9 further shows for each case study the optimal precision and recall (average of the 10 runs of the optimal configuration). The practical utility of these results is discussed in RQ4. Table 9 , we observe that using the Recall metric, we obtain a recall range of 27% to 43%, with precision being consistently above 95%. If we exclude the training data from our analysis, Table 9 . Optimal Configuration and Associated Accuracy Results that is, apply the Recall X metric, the recall range is between 40% to 50%. High precision provides confidence that the recommendations are very likely to be correct. Since analysts want to dispose of superfluous relations with as little effort as possible, such trustworthy recommendations appear useful. The amount of effort that analysts save will, of course, depend on recall. The question that remains is which of the two recall metrics is more representative of the effort savings in practice. As we discussed in RQ3, the initial training size in the best configurations is in the range of 30 to 40 elements. Had we analyzed the underlying requirements documents in full, the size of the initial training set would have constituted a smaller fraction of the entire set of relations set size. We therefore believe that Recall X is more indicative of the effort savings brought about by our approach.
RQ4. From
We anticipate even larger savings if the requirements documents are analyzed in their entirety. In particular, we examined how much of the vocabulary of the full requirements documents was covered by the document segments in our case studies. To this end, we measured the number of distinct noun phrases (NPs) and verb phrases (VPs) in the segments as a ratio of the number of NPs and VPs in the full documents. We observed that, while the segments accounted for an average of ≈ 32% of the total number of requirements, the NPs and VPs in these segments covered, on average, ≈ 61% of the full set of NPs and VPs. This observation suggests that we are likely to see a saturation in vocabulary. With larger document segments analyzed, such saturation would increase the quality of the predictions and, consequently, the proportion of automated recommendations.
The answer to RQ4 is that, once trained, our recommender automatically detects an average of ≈ 45% of the superfluous relations with a precision of ≈ 96%. Since precision is very high, the automatic recommendations are trustworthy. In other words, analysts can dispose of nearly half of the superfluous relations with minimal manual effort. Our results are particularly promising when one considers the subjectivity phenomenon described in Section 3.2.4, and the fact that such subjectivity poses limits on how far an automated approach can go in detecting superfluousness.
RQ5.
The most important consideration with regard to the execution time is the following: once the analyst has provided some feedback, how long does it take the algorithm to update the feature matrix, rebuild the classifier, and compute fresh predictions? For our largest case study (Case A), in the worst case, this cycle took ≈2 seconds on a laptop with a 2.3GHz CPU and 8GB of memory. Our case studies, however, cover only about one-third of the underlying requirements documents (see Table 2 ). Furthermore, for many systems, the requirements documents may be larger than those in our case studies.
To gain a better understanding of execution time, we artificially duplicated the relations in Case A 10 times, obtaining a total of 2,130 relations. For this increased dataset, the worst execution time for one iteration of our algorithm increased to ≈6 seconds. When handling large sets of relations, a simple strategy for maintaining the interactiveness of our algorithm would be to ensure that, in each iteration of the algorithm, we present to the analyst at least a minimum number of relations, for example, 1% of the total number of relations. More precisely, if the number of relations in I + ∪ I − falls below the minimum threshold in a given iteration of the algorithm, we can proceed to additionally request user feedback on as many uncertain relations as necessary to meet the threshold. By doing so, we can both reduce the number of iterations of the algorithm and further allow the computational tasks to be parallelized with user interactions, thus minimizing interaction delays.
The answer to RQ5 is as follows: for small sets of relations (100-500 relations), the algorithm of Figure 7 can be run as is. For larger sets, one can ensure that the number of relations subject to feedback on lines 15 and 19 of the algorithm of Figure 7 is above a predefined minimum threshold. Further, some of the computational tasks can be run in the background while the user is reviewing the relations.
THREATS TO VALIDITY
Internal Validity. The gold standards built for relevance in Section 3 are based on experts examining the requirements and the extracted relations one at a time. We did not present to the experts the extracted domain models in their entirety. We thus cannot completely rule out the possibility that the experts may have made different decisions about relevance had they seen the global picture, that is, all of the extracted relations at once. We decided against showing the extracted domain models in their entirety in order to avoid confounding factors due to potentially poor model layout and cognitive overload. We believe that the way we conducted our surveys does not pose a substantial internal validity threat since the experts could easily make up their mind about relevance based on the information content they saw in the individual requirements.
Construct Validity. Our metrics do not account for the tacit (implicit) knowledge that is required for building a domain model but that cannot be inferred from the requirements. This does not pose a threat to construct validity in our context since our focus was on filtering useless information that is explicit in the requirements and extractable via NLP.
Conclusion Validity. The gold standard for each of our case studies -Case A, Case B, and Case C -is based on feedback from an individual respondent, noting that any potential respondent had to be a domain expert. In each Case A and Case B, we were unable to recruit more than one domain expert. In Case C, we collected feedback from three experts for a part of the case study but, as stated earlier, only one expert participated throughout the entire case study. To mitigate threats to conclusion validity, we considered three distinct systems with three distinct experts. Further, each expert covered many (> 100) relations to minimize potential expert errors.
External Validity. Our evaluation involved three industrial case studies from different domains. Our conclusions are based on the combined results of these case studies. The consistency seen across the results provides confidence about the generalizability of our approach. Future case studies of larger sizes are nevertheless necessary for improving external validity.
RELATED WORK
In this section, we position our work within the state of the art and compare with research strands that relate most closely to our approach. We organize our discussion under three headings: (1) model extraction, (2) superfluousness in NLP results, and (3) applications of ML in Requirements Engineering.
Model Extraction
This article was not aimed at developing a new approach for domain model extraction. We thus do not compare the model extractor that we build on in this article against other existing solutions. For such a comparison, consult Arora et al. (2016) . What is pertinent to this article from the literature on domain model extraction are the existing empirical results. To our knowledge, relevance -the main focus of our analysis in Section 3 -has not been considered in previous work on model extraction. We are not aware of any prior strands of work where model extraction results have been validated directly with domain experts. This potentially explains why relevance has been overlooked.
The results of Section 3 further show that LPs are indeed useful for building domain models. We are not aware of any model extractor except ours that accounts for LP relations. The topic of indirect relations, including LPs, is the subject of research in the NLP community. Recent versions of the Stanford CoreNLP toolkit (Manning et al. 2014 ) provide a module, named OpenIE (Open domain Information Extraction) (Angeli et al. 2015) , for extracting both direct and indirect relations. The development of this module signifies the broader usefulness of indirect relations.
Superfluousness in NLP Results
Superfluousness is a recurring issue when NLP is used for information extraction (Manning and Schütze 1999; Jacquemin 2001) . This issue has been attributed to two causes: (1) NLP's inability to differentiate the specific information required by the users from other information in a given text (Krauthammer and Nenadic 2004; Jackson and Moulinier 2007; Nikfarjam et al. 2015) , and (2) the subjectivity involved in determining what extracted information is relevant (Kosala and Blockeel 2000; Scholz and Conrad 2013) . Our results in Section 3 (specifically, the reasons for superfluousness shown in Table 5 and the discussion about interrator agreement in Section 3.2.4) provide evidence that both causes are pertinent to NLP-based model extraction.
In the field of Requirements Engineering, the manual effort associated with filtering the superfluous information produced by NLP has often been considered a fair price to pay in exchange for the ability to extract (nearly) all the relevant information (Mahmoud and Williams 2016) . The central premise for our work in this article is that analysts can benefit from automated assistance in filtering the superfluous information, thus making NLP an even more compelling choice for requirements analysis.
There are some recent threads of work in which the problem of filtering superfluous information is explicitly tackled. Rago et al. (2016) propose a query language to help analysts identify false positives in cross-cutting concerns that have been extracted from requirements using NLP. Bhatia et al. (2016) use crowd workers for filtering superfluous privacy goals extracted from privacy policies. Quirchmayr et al. (2017) develop a filter based on predefined phrase patterns for finding superfluous software features extracted from user manuals.
The above approaches are not a suitable match for our application context. First, owing to the extensive level of experience required for domain model construction, crowd workers are unlikely to be able to contribute to this task in an effective manner. Further, confidentiality issues would complicate sharing proprietary system requirements with crowd workers. Similarly, devising a complete set of generalizable criteria for distinguishing superfluous and relevant domain model elements is difficult, if not infeasible. Queries and heuristics, for example, as employed by Rago et al. (2016) and Quirchmayr et al. (2017) , can be helpful for specific domains and document types; however, these approaches cannot adapt themselves to the reasoning applied by experts in a domain that has not been studied a priori. In contrast, our approach, which builds on ML, can mimic the logic applied by experts in any domain, without the need for this logic to be made explicit and articulated.
Applications of ML in Requirements Engineering
ML has been considered for automating a variety of Requirements Engineering tasks. The tasks to which ML has been applied the most are requirements identification and classification. Hayes et al. (2014) propose an ML toolkit for requirements assessment, and demonstrate the application of the toolkit for requirements classification along different dimensions, for example, functional versus non-functional and temporal versus non-temporal. Cleland-Huang et al. (2007) develop an iterative classifier, based on information-retrieval techniques, for automated identification and classification of non-functional requirements. Kurtanović and Maalej (2017) propose an approach for distinguishing functional and non-functional requirements using Support Vector Machines. Casamayor et al. (2010) use supervised and unsupervised (clustering) techniques for identifying non-functional requirements in textual specifications. Rodeghero et al. (2017) compare Logistic Regression and Support Vector Machines for identifying requirements-related information in the transcripts of developer-client conversations. Maalej et al. (2016) and Kurtanović and Maalej (2018) explore several ML techniques, for example, Naïve Bayes (Witten et al. 2016) , for extracting feature requests and user rationale from reviews. Vogelsang (2016, 2018) use deep-learning techniques for classifying requirements and auxiliary content in textual descriptions.
Requirements traceability detection is another task where ML is gaining increasing traction. Cleland-Huang et al. (2010) adopt the classifier developed in their earlier work (Cleland-Huang et al. 2007 ) for generating trace links from regulatory codes to requirements. Guo et al. (2017) use deep-learning techniques for trace generation from requirements to downstream development artifacts. Wang et al. (2018) propose an approach for enhancing the accuracy of automated requirements traceability using Artificial Neural Networks.
Using ML has been further studied, albeit to a more limited extent, for other requirements analysis activities. For example, apply Logistic Regression for detecting requirements ambiguities and Perini et al. (2013) employ boosting techniques (Witten et al. 2016 ) for requirements prioritization.
None of the research strands outlined above use ML for addressing the problem that we tackle in this article, namely, assisting analysts with filtering superfluous information during domain modeling.
CONCLUSION
We proposed and evaluated an active learning approach for filtering superfluous elements from the output of domain model extraction tools. Our empirical results over industrial case studies indicate that, on average, our approach filters 45% of superfluous domain model elements with a precision of 96%.
The features that we defined and employed for machine learning are targeted specifically at detecting the relevance and superfluousness of domain model elements. We found such specificity to be important, as devising an effective solution necessitated that we carefully take the problem context into account, and exploit as much as possible the assumptions and intuitions valid in this context. At the same time, the general idea behind our work -namely, applying active learning to provide automated decision support -can be useful for other requirements analysis tasks, for example, glossary construction, traceability link vetting, and inconsistency handling. To this end, our technical solution provides a concrete instantiation of the active-learning process, covering feature specification and selection, parameter tuning, user feedback simulation, and accuracy analysis. We thus believe that our work in this article can offer value beyond domain model construction by paving the way for developing other human-in-the-loop requirements automation techniques.
For future work, we would like to further improve our approach in terms of the proportion of superfluous elements that it can identify while maintaining the high precision already achieved. To this end, we are investigating ways for transfer learning (Pan and Yang 2010), which enable the reuse of labeled data acquired from one project for making predictions in other (unlabeled) projects. Conventional transfer-learning techniques are not readily applicable in our context since, first, we cannot compute our label-dependent features for a given set of relations without the analyst having provided feedback on that particular set and, second, the label-dependent features rely indirectly on the requirements terminology. While these characteristics may render crossdomain knowledge reuse infeasible, we still need to investigate whether transfer learning would be feasible for requirements documents within the same domain.
Another area for potential improvement has to do with how we pick the relations to include in the initial training set. Our current recommendation algorithm uses a random-sampling strategy for this purpose. This decision was made after we tried, without success, a number of other sampling strategies, where the initial training set was picked according to some optimization criterion, for example, covering as many frequently recurring concepts as possible or maximizing the diversity of the terminology used within the selected relations. Further investigation is required to determine whether random sampling can be outperformed by a more systematic strategy.
To tune the hyperparameters of the ML classification techniques in our evaluation, we relied on a common but rather primitive strategy (MultiSearch). Noting the increasing evidence that hyperparameters can considerably affect the accuracy of ML in different contexts (Bergstra and Bengio 2012) , we need to look more closely into alternative strategies for optimizing the hyperparameters and determine whether the accuracy of our approach can be further increased using better hyperparameter values. Two interesting optimization strategies that we would like to examine in the future for this purpose are differential evolution (Fu et al. 2016 ) and sample-and-prune (Chen et al. 2018) .
Finally, in our evaluation, we followed a binary logic for recommendations (that is, recommended/not recommended). In reality, the analysts would also be interested in knowing, for example, through color coding, how much evidence there is in support of superfluousness (or relevance), with an understanding that the evidence may be insufficient for reliable recommendations. A more conclusive evaluation of our approach that considers the above angles would require larger case studies and a human-in-the-loop realization of our recommendation algorithm.
