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ABSTRACT: This article presents a methodology to optimise the design of a realistic mechanical test to characterise the material elastic
stiffness parameters of an orthotropic PVC foam material in one single test. Two main experimental techniques were used in this study: Digital
Image Correlation (DIC) and the Virtual Fields Method (VFM). The actual image recording process was mimicked by numerically generating a
series of deformed synthetic images. Subsequent to this, the entire measurement and data processing procedure was simulated by processing
the synthetic images using DIC and VFM algorithms. This procedure was used to estimate the uncertainty of the measurements (systematic and
random errors) by including the most signiﬁcant parameters of actual experiments, e.g. the geometric test conﬁguration, the parameters of the
DIC process and the noise. By using these parameters as design variables and by deﬁning different error functions as object functions, an
optimisation study was performed to minimise the uncertainty of the material parameter identiﬁcation and to select the optimal test
parameters. The conﬁdence intervals of the identiﬁed parameters were predicted based on systematic and random errors obtained from the
simulations. The simulated experimental results have shown that averaging multiple images can lead to a signiﬁcant reduction of the random
error. An experimental determination of the elastic coefﬁcient of a PVC foam material was conducted using the optimised test parameters
obtained from the numerical study. The identiﬁed stiffness values matched well with data from previous tests, but even more interesting was
the fact that the experimental uncertainty intervals matched reasonably well with the predictions of the simulations, which is a highly original
result and probably the main outcome of the present paper.
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Introduction
Cellular polymer closed cell foams are broadly used as core
material in lightweight sandwich structures. Common
polymer closed cell foams include polyvinyl chloride
(PVC), polymethacrylimide, polyurethane or polyethylene-
therephtalate (PET) foams. Ideally, polymer foam core
materials can be considered as homogenous isotropic
materials. However, in practice, most polymer foams
display both heterogeneous and anisotropic material
behaviour due to the density variations and directionality
of foam cells developed during the manufacturing process.
The orthotropic material behaviour of polymeric foams
has been studied extensively in the literature [1–4]. Most
of the studies rely on the use of several different testing
methods including uniaxial tension, compression and
shear, conducted along deformation measurements that
are based on either point-wise or area-wise (averaged)
measurement techniques like e.g. extensometers or strain
gauges. More recent work by Zhang et al. [5] and Taher
et al. [6] has characterised the cross-linked PVC foam
material Divinycell H100 using Digital Image Correlation
(DIC). Both of these studies characterised the orthotropic
properties of PVC foam and the obtained results were in
good agreement with the datasheets from the manufacturer
[7]. However, a signiﬁcant amount of time and effort was
spent on designing the different test specimen shapes
needed to reach a uniform stress/strain state in the gauge
area. With the development of full-ﬁeld measurement
techniques, several novel inverse techniques have been
proposed to process the heterogeneous stress/strain ﬁelds
to simultaneously identify the whole set of constitutive
parameters, e.g. the ﬁnite element model updating
technique [8], the constitutive equation gap method [9],
and the Virtual Fields Method (VFM) [10].
The Virtual Fields Method allows characterisation of the
material properties directly from full-ﬁeld measurements.
This method takes advantage of the heterogeneous strain
ﬁelds obtained through full-ﬁeld measurement techniques,
such as Digital Image Correlation (DIC) [11], speckle pattern
interferometry [12] or the grid method [13]. In elasticity, it
was shown that it was possible to simultaneously identify
the complete set of orthotropic stiffness parameters without
the need for iterative ﬁnite element computations. Thus, the
VFM is much less time-consuming than classical ﬁnite
element model updating methods. Since the heterogeneity
of the strain ﬁelds plays an important role in the VFM
identiﬁcation, the accuracy of the identiﬁcation of the
elastic stiffness coefﬁcients heavily depends on the test
conﬁguration as well as on the full-ﬁeld measurement
parameters such as camera noise, spatial resolution and
smoothing levels. Therefore, the design of the experiment
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becomes a non-trivial issue when using the VFM technique.
A methodology to optimise the test conﬁguration for VFM
identiﬁcation was ﬁrstly proposed by Pierron et al. (2007)
[14]. The idea was to ﬁnd an optimised specimen length
and orthotropic material axis angle so as to minimise a cost
function based on the sensitivity to noise of the sought
material stiffness components. Some time later, Syed-
Muhammad et al. optimised the shape of a composite
orthotropic plate in bending [15]. Recently, a reﬁned test
conﬁguration design procedure was proposed by Rossi and
Pierron [16]. The study used the grid method as the full-ﬁeld
technique and simulated the whole measurement and
identiﬁcation chain, including image forming and grid
method algorithm. This study provided a signiﬁcant
improvement of the optimisation procedure by introducing
the many different types of error sources into the cost
function. In particular, the effect of the spatial resolution of
the full-ﬁeld technique was correctly taken into account
which was not the case in [14]. However, this approach was
not validated experimentally. Also, it relied on the grid
method (also known as sampling moiré) which is not so
commonly used in the experimentalmechanics community.
In a recent article, an experimental methodology to
identify all the material stiffness parameters of a PVC foam
material in one single test using Digital Image Correlation
and the Virtual Fields Method was presented [17]. The study
provided an optimised material test conﬁguration with a
particular objective of improving the accuracy of the
identiﬁcation. Although the selected test conﬁguration led
to a considerable improvement of the experimental results,
signiﬁcant differences were found between reference values
of material parameters known from literature and/or other
tests and the experimental results from that study. It was
thought that one of the reasons for this was that the
conducted optimisation study was based on ﬁnite element
simulated strain ﬁelds which did not include the sources of
error that arise from real DIC measurements. In particular,
the low-pass spatial ﬁltering effect of the DIC measurements
will lead to underestimation of the strains in large strain
gradient areas of the test specimen, which in turn will lead
to biases on the identiﬁed stiffness components. Moreover,
the low signal to noise ratio associated with the
measurement of the elastic material properties of polymer
foams will tend to increase the random error (scatter) of
the data. Accordingly, a prerequisite for resolving the issues
identiﬁed from the previous study ([17]), and thereby
providing more accurate and robust materials parameter
identiﬁcation, is the establishment of a reasonable
quantiﬁcation of the uncertainty of the measurements as
well as further improvement of the experiments. It must
be noted that establishing realistic uncertainty bounds in
identiﬁed material parameters from such inverse approaches
is key to the diffusion of such techniques to industry in the
future. This topic has very rarely been approached in the
past and when so, only the random error was addressed
but not the bias arising from the spatial low-pass ﬁltering
effect mentioned above.
In the present study, a procedure has been developed to
realistically simulate the modiﬁed Arcan test for polymer
foams [6] using Digital Image Correlation and the Virtual
Fields Method. The idea is to construct deformed synthetic
images using ﬁnite element (FE) displacements. From this,
the reference and deformed synthetic images will be
processed using Digital Image Correlation, and the Virtual
Fields Method will be used subsequently to extract all the
stiffness parameters. The uncertainty of the measurements,
including the systematic and random errors, has been
evaluated thoroughly by including several different sources
of error. The systematic and random errors of the
measurements were analysed separately by introducing
two different error functions based on data with and
without simulated camera noise. The optimisation study
was undertaken by using the loading angle and the off-axis
angle of the material principal direction as the two design
variables. By minimising the uncertainty predicted from
the error functions, an optimised test conﬁguration has
been identiﬁed. Subsequently, the inﬂuence of subset size
and smoothing levels has been evaluated based on the
optimised test conﬁguration. Moreover, an effective method
to reduce the random error from the measurements has
been proposed by studying the effect of image averaging,
and an optimal number of images to be averaged has been
identiﬁed. Finally, a detailed experimental validation has
been conducted based on the optimised test parameters
selected from the numerical study.
Simulation of the Experimental Procedure
Test setup and specimens
The experimental setup used to perform the foam
characterisation is represented in Figure 1. The test
specimens were prepared using closed-cell cross-linked
Divinycell H100 PVC foam panels manufactured by DIAB
(Laholm, Sweden) [7]. It has previously been established
that this material displays orthotropic/transversely isotropic
elastic properties due to the different elongations of the
foam cells in the rising (through-thickness) and in-plane
directions during the manufacturing process [5]. Since the
aim of this study is to identify all the material properties in
one single test, the experiments should be designed to
induce balanced heterogeneous strain maps for all the
components to be identiﬁed. A Modiﬁed Arcan test Fixture
(MAF) was used to introduce various kinds of loading
conditions (shown in Figure 1). This ﬁxture was proposed
recently to identify orthotropic material parameters [6].
The key characteristics of the MAF is that it enables the
introduction of different combinations of shear, tensile
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and compression loads by connecting different loading
holes to the two arms of the ﬁxture. A simple 20×
20×5mm3 ﬂat square-shaped foam specimen was selected
to induce a heterogeneous strain ﬁeld dominated by a
combination of shear and longitudinal tensile stresses,
while compressive stress concentrations occur near the ends
of the bonded regions (interfaces between foam specimen
and tabs – see Figure 1).
The material orthotropy axes are deﬁned as the through-
thickness (direction 1) and two in-plane directions
(directions 2 and 3) of the original foam panels provided
by the manufacturers (see Figure 2). In order to obtain a
more complex multiaxial state of stress and strain and
thereby activate all the orthotropic elastic stiffness
components in the response of the material, specimens were
prepared with different off-axis angles θ according to the
material orthotropy directions (demonstrated in Figure 2).
A 3-axis CNC milling machine was used to cut the
specimens from the central part of a thick PVC foam panel
to minimise the density variations that are typically
experienced close to the top and bottom surfaces of PVC
foam plates. Material direction 1 is the through-thickness
direction and material direction 2 is the in plane direction
(see Figure 2). After milling, the two sides of the foam
specimens perpendicular to the x-axis were bonded to
aluminium tabs using Araldite epoxy adhesive and inserted
into the ﬁxture.
Two-dimensional (2D) digital image correlation was used to
determine the in-plane displacement ﬁelds at the surface of
the foam specimens under varying loading conditions. The
reference and deformed randomly sprayed speckle patterns
on both sides of the specimens were recorded by two 8 bits
CCD cameras (2048×2048pixel2) with 50mm lenses. The
cameras were rotated according to the loading angle of the
specimen so that the displacements and strains were
computed along the global coordinate direction of the
specimen (x and y, see Figure 2). The images of both sides of
the specimens can be captured by placing two cameras back
to back. This experimental procedure was ﬁrst proposed by
Moulart et al. [18]. The advantage of this setup is that it
enables the elimination of the effect of out-of-plane
movements by averaging the measured values from the two
cameras, and it can also account for possible through-
thickness gradients of the strain ﬁeld. This was already
(A) (B)
Figure 1: (A) 2D DIC measurement setup with MAF test ﬁxture (B) test specimen bonded with the tabs
Figure 2: Schematic of the test – (1,2,3) are the material orthotropy axes, (x,y,z) are the coupon axes
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successfully employed in [6]. By dividing each image into
many small computational units called facets or subsets, the
displacement was computed at the centre of each facet by
correlating the random speckle pattern. The strain
components can then be obtained using numerical
differentiation. The DIC software ‘MatchID’ [19, 20] was used
to perform 2D DIC between the deformed and undeformed
images.
Simulating the DIC measurements
An important step in this study is to simulate the digital
image correlation process realistically. The procedure
includes three steps: (1) Development of a ﬁnite element
(FE) model to create the displacements ﬁeld; (2) Deformation
of the reference images with displacements obtained from
the FE analysis; and (3) Digital image correlation between
the reference and deformed synthetic images. The parametric
FE analysis was performed using ANSYS version 14.0 along
with the ANSYS APDL language to simulate the modiﬁed
Arcan specimen response with different test conﬁgurations.
The reference material properties (Q11 =143.4MPa,
Q22 = 63.41MPa, Q12 =26.01MPa, Q66 =30.12MPa) input
into the FE model were obtained using conventional
American Society for Testing and Materials (ASTM) standard
tests in [5]. The 2D plane stress model was built up using
the PLANE 82 quadrilateral isoparametric element, with eight
nodes and 16 degrees of freedom (DOF). An FE mesh
convergence study was performed to ensure that convergent
FE models were used for the simulations.
The two arms of the Arcan ﬁxture (see Figure 1) were
simulated as rigid bodies in the FE model. The FE model
includes two design variables; the ﬁrst is the loading angle
which can be adjusted by connecting to different holes in
the modiﬁed Arcan ﬁxture; the second is the material
principal direction which can be varied (in the physical
test specimens) by cutting the specimen in different
directions within the foam slab. The FE simulated
displacement ﬁelds were generated with different
combinations of the two design variables. After obtaining
the FE displacement ﬁelds, a synthetic deformation
procedure of the speckle patterns was adopted to simulate
the image recording process. The reference image, captured
from one of the test specimens in real testing conditions, is
shown in Figure 3A. This reference image was deformed
according to the displacement ﬁelds calculated from the FE
model. The deformation process was performed numerically
using an interpolation routine. This procedure is based on
the 2D interpolation functions in MATLAB. It has been
proposed and validated previously [21]. Figure 3B shows an
example of the deformed synthetic images using pure shear
loading condition. The synthetic images were processed by
the MatchID DIC software [19, 20] to calculate the
displacement ﬁelds, and the strain ﬁelds were subsequently
derived using ﬁnite differences and subsequent Gaussian
smoothing. Table 1 summarises the parameters used for DIC.
Figure 4 shows the comparison between the simulated
DIC and the FE strain maps calculated from Figure 3. The
two sets of results display obvious differences at the corner
areas of the specimen where high strain concentrations are
present. Differences are mainly caused by the limitation in
the spatial resolution of the DIC technique which does not
enable to reproduce the high strain gradients at the corners.
This problem is enhanced by increasing levels of smoothing,
as illustrated on Figure 5.
This systematic reconstruction bias is an important
source of error which has to be taken into account in
order to predict the identiﬁcation error realistically. Test
conﬁguration which results in more severe strain gradients,
the low-pass ﬁltering effect of DIC, will be more critical
and lead to signiﬁcant errors in the parameter identiﬁcation.
A detailed study of this is presented in the following section.
(A) (B)
Figure 3: (A) Reference image (size 1650 × 1650 pixel2); (B) Deformed synthetic image for a vertical shear load
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The Virtual Fields Method
After having obtained the strain ﬁelds from the simulated
DIC procedure introduced above, the virtual ﬁelds method
was used to extract the stiffness parameters from the
synthetic strain maps. The VFM is based on the principle
of virtual work, which can be expressed in the following
form for quasi-static conditions and when body forces are
neglected:
∫Vσ : ε
dV ¼ ∫∂V T udS (1)
where ‘:’ denotes the contracted product of the stress tensor σ
and the virtual strain tensor ɛ* and ‘·’ denotes the dot
product between the external stress vector T and the virtual
displacement vector u*. This equation expresses the
condition of global equilibrium between the internal virtual
work over the specimen volume V and the external virtual
work over the boundary surface of V. The constitutive
equation of the polymer foam, assuming plane stress
orthotropic linear elasticity, can be written as (in thematerial
orthotropy axes):
σ1
σ2
σ6
8><
>:
9>=
>; ¼
Q11 Q12 0
Q12 Q22 0
0 0 Q66
2
64
3
75
ε1
ε2
ε6
8><
>:
9>=
>; (2)
where σi, εi, (i=1,2,6) are the in-plane stress and strain
components according to the so-called contracted notation
[22], and Qij (i,j=1,2,6) are the plane stress in-plane
stiffness components. For an in-plane test with constant
Table 1: DIC parameters for the numerical study (MatchID DIC
package).
Technique 2D image correlation
Subset size Variable, to be precised for each set of results
Shift 50% of the subset size
Shape function Afﬁne
Interpolation function Bicubic polynomial
Correlation criterion Approximated Normalised Sum of Squared
Difference (Approximated NSSD)
Pre-smoothing applied
to the images
None
Camera 8 bit, 2048 × 2048 pixel2
Field of view 24mm× 24mm
Noise White Gaussian, standard deviation 1% of dynamic
range (2.56 grey levels)
Strain ﬁeld:
Differentiation method Finite differences
Smoothing method Gaussian smoothing (kernel size variable, to be
précised for each set of results)
(A)
(B)
(C)
Figure 4: (A) Strain maps from DIC using synthetic images without noise (Subset size: 30, Gaussian kernel size: 10) (B) Strain maps from FE
model; (C) Strain maps from DIC using synthetic images without noise (Subset size: 30, Gaussian kernel size: 2)
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specimen thickness assuming that the material is
homogeneous over the ﬁeld of view, Equation (1) can be
rewritten as:
Q11t∫Sε1ε

1dSþQ22t∫Sε2ε2dSþQ12t∫S ε1ε2 þ ε2ε1
 
dS
þQ66t∫Sε6ε6dS ¼ t∫Lf T1u1 þ T2u2
 
dl
(3)
where t is the thickness of the specimen. Since the elastic
strain ﬁelds are known from the full-ﬁeld measurement,
and since the resulting force applied to the specimen is
known from the load cell readings, a new set of equations
can be obtained in which only the elastic parameters are
unknown for each new selected virtual ﬁeld. When
choosing at least as many independent virtual ﬁelds as
unknowns, all the parameters can be identiﬁed directly by
solving the resulting linear system [10].
For the construction of the virtual ﬁelds, piecewise
functions were used in this study. The details of the
piecewise formulation of virtual ﬁelds can be found in [10,
23]. As a potentially inﬁnite number of virtual ﬁelds can be
written, an additional criterion was employed to select the
virtual ﬁelds optimally and automatically aiming at
minimising noise inﬂuence on the identiﬁed parameters.
The detailed derivation of this procedure is proposed in
the optimised VFM theory [10, 24]. In the present study,
bilinear shape functions with 4-noded quadrilateral
elements have been used, and 4×4=16 virtual elements
were employed giving a total of 50 virtual degrees of
freedom (25 nodes with two virtual degrees of freedom
each). A convergence study showed that a 4 ×4 virtual mesh
was enough to provide stable identiﬁcation and save
computing time compared with a higher number of virtual
elements.
For the modiﬁed Arcan test ﬁxture used in this research [6]
(see Figure 1), the measured data may be inﬂuenced by the
adhesive or the shadow cast by the ﬁxture. Therefore, the
surface of the test specimen is divided into three areas as
shown in Figure 6: one area with actual deformation ﬁelds
being measured (S2) and two areas without actual strain ﬁeld
measurements (S1 and S3). S2 is the central part of the
specimen, whereas S1 and S3 are the outer left and right
strips. Only the measurement area S2 is taken into account
in the VFM study (shown in Figure 4). The ratio between
the length W of the ﬁeld of view and the specimen length
L is 0.8. It is important not to reduce this value too much
as this would result in a loss of strain heterogeneity which
would negatively impact the simultaneous identiﬁcation of
the complete set of stiffness components.
As a consequence of the above, the virtual displacements
on areas S1 and S3 are constrained to be rigid body-like so
that missing experimental data on these two areas will not
appear in the ﬁnal equations (zero virtual strain ﬁelds
cancelling out the virtual work of internal forces on S1
and S3). The virtual displacement on S1 is selected to be
zero. For S3, only the resultant force F is measured, and
the virtual displacements have to be rigid body-like on S3.
Therefore, the horizontal and vertical virtual displacements
over this area can be deﬁned as constants a and b
depending on α:
a ¼ sin α
b ¼ cos α

(4)
This ensures that only the resultant force measured by
the load cell is involved in the VFM equations (see [17]).
The continuity conditions of the virtual displacement ﬁelds
lead to the following constraints on the boundary of S2
(A)                               (B) (C)
Figure 5: εxx strain maps with Gaussian kernel size of (A) 10, (B) 20, (C) 30
Figure 6: Measurement area S2 used for identiﬁcation (W/L = 0.8)
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when automatically deﬁning piecewise optimised virtual
ﬁelds:
u* S2ð Þ1 x ¼ 0; yð Þ ¼ 0
u* S2ð Þ2 x ¼ 0; yð Þ ¼ 0
8<
:
u* S2ð Þ1 x ¼ W; yð Þ ¼ a
u* S2ð Þ2 x ¼ W; yð Þ ¼ b
8<
:
(5)
More details of the derivation of the virtual boundary
conditions can be found in [17]. This constrains four virtual
degrees of freedomout of the 25 available. It is to be noted that
the speciality condition used to deﬁne the virtual ﬁelds [10]
constrains an additional four virtual degrees of freedom, hence
a total of 17 available for the noise sensitivity optimisation. As
a rule of thumbs, this number should be between a few times
the number of unknowns, which is the case here.
For the identiﬁcation of the orthotropicmaterial parameters,
the strain and virtual strain ﬁelds obtained in the global
coordinates x and y (see Figure 2) were transformed into the
material principal directions 1 and 2 (Figure 2). The
transformation relation is given in Equations (6) and (7) below.
ε11
ε22
ε12
8><
>:
9>=
>; ¼
c2 s2 2cs
s2 c2 2cs
2cs 2cs 2 c2  s2 
2
64
3
75
εxx
εyy
εxy
8><
>:
9>=
>; (6)
c ¼ cos θ; s ¼ sin θ (7)
where θ is the off-axis angle relative to the material principal
direction (see Figure 2).
Quantiﬁcation of Uncertainty and Optimisation
Study Using Simulated Experiments
The long-term objective of the present paper is to produce
optimal test conﬁgurations to identify mechanical
constitutive parameters from full-ﬁeld measurements and
inverse identiﬁcation using the VFM. As seen in Figure 7
representing a ﬂowchart of the present simulator, the
identiﬁcation quality depends on many parameters usually
deﬁned by the operator in an intuitive way (like which
camera or which subset size to use) or even overlooked, like
the shape functions or the interpolation functions, usually
hidden in DIC commercial package, not to mention the
speckle pattern often produced in a non-optimised nor
reproducible manner with paint spray. If this new
generation of test methods is to be used in industry in the
future, it is essential to be able to deﬁne robust test
procedures providing quantiﬁed uncertainty. To reach this
goal, all parameters in the grey boxes (and there are others
not mentioned here like the effect of lighting or the lens
quality for instance) will have to be set so as to produce
the best possible results. It is to be noted that the deﬁnition
of the test itself can be very complex, while here, the
variability has been restricted to the two loading and off-axis
angles. At the moment, approaching this massive
optimisation problem with all parameters is out-of-reach.
As a ﬁrst step towards the ﬁnal goal, the current study will
focus on a few parameters thought to be part of the most
inﬂuential: the subset size, the strain smoothing kernel as
well as the two test design variables.
Figure 7: Flowchart of the identiﬁcation simulator (in grey, ﬁxed parameters, in yellow, parameters studied here)
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The GUM (Guide to the expression of Uncertainty in
Measurement [25]) considers two main sources of
uncertainty: type A, which relates to the random part of
the uncertainty and can be evaluated with statistical
parameters, and type B, which relates to systematic errors
or biases. In Section 3.4.1 of the GUM, it is stated that ‘…
the uncertainty of a measurement result is usually evaluated
using a mathematical model of the measurement and the
law of propagation of uncertainty’. This is exactly what is
undertaken here. In the rest of the paper, type A uncertainty
will be named ‘random error’, whereas type B will be called
‘systematic error’ or ‘bias’.
Two error functions were deﬁned to evaluate the
systematic and random errors separately. The hypothesis is
that minimisation of the systematic and random errors
makes it possible to specify a set of design variables that will
provide the best identiﬁcation of the materials parameters.
In order to simplify the problem, the optimisation will be
conducted in two steps. First, the two test design variables
(the loading angle and the material principal direction) will
be chosen to achieve the overall minimal systematic and
random errors. After deciding on these, the optimisation of
the image processing parameters will be conducted to
further improve the material parameter identiﬁcation. The
procedure is similar to the optimisation study conducted
on the test conﬁgurations except that DIC subset size and
smoothing kernel size are considered as the new design
variables while the test conﬁguration has been selected
based on the ﬁrst step. Finally, an efﬁcient method to reduce
the random error is proposed, consisting in capturing
multiple stabilised images and averaging them. An optimal
number of images will be deﬁned based on this study.
Test optimisation based on the systematic error
By using the simulated experimental procedure described
previously, a parametric study was conducted using
different combinations of the two design variables of the
test conﬁguration (the material principal direction and the
loading angle). The material principal direction (θ – see
Figure 2) was varied between 0° to 90° with increments of
5°. The loading angle (α – see Figure 2) was also varied
between 0° to 90° (from pure shear to pure tension) with
increments of 15° according to the modiﬁed Arcan ﬁxture,
see Figures 1 and 2. By imposing the FE displacements on
the reference speckle pattern, synthetic deformed images
corresponding to different test conﬁgurations were
produced. Since only the systematic error is considered in
this section, noise was not added to the synthetic images.
The reference and deformed synthetic images were
processed by the DIC software run in batch mode to
calculate the new simulated DIC displacement ﬁelds. A
subset size of 30×30 was selected here. After this, the strain
maps were derived by numerical differentiation with
Gaussian smoothing with kernel size of 10. Based on the
tensile and shear stress versus strain curves until failure
obtained from previous work [6], the strain maps are
restricted to the linear elastic region of the PVC foam which
is up to about 2% strain. These tensile and shear stress
versus strain curves were obtained based conventional
mechanical method and have been attached in the Appendix
of this article. In an actual test, the random error is highly
dependent on the signal to noise ratio. Therefore, it is
beneﬁcial to have the largest strains possible. However, this
is limited in practice by the fact that the material needs to
remain linear elastic. Moreover, different test conﬁgu-
rations (off-axis and load angles) lead to different stiffnesses
so in order to provide unbiased comparison; it is necessary
to normalise the applied load by a scaling factor k deﬁned
here as:
k ¼ max max ε
i
x
εmaxx

;max ε
i
y
εmaxy

;max ε
i
xy
εmaxxy


" #
(8)
where εix , ε
i
y and ε
i
xy are the strain components at ith data
point of the model. Max |.| is the maximum absolute value
over all the data points. εmaxx , ε
max
y and ε
max
xy are the maximum
allowable strain components for the material to remain
linear elastic. These were obtained from previous
experiments and reach up to 2% [6]. At the end, a VFM
subroutine was used to extract the stiffness parameters from
the simulated DIC results. The entire procedure described
above was programmed using MATLAB®.
An error function C1 has been introduced to evaluate the
overall systematic error of the VFM identiﬁcation. By
minimising this error function, the best test conﬁguration
can be identiﬁed. The error function C1 is deﬁned in
Equation (9):
C1 α; θð Þ ¼ 14∑ij
Qij Qijref
 
Qijref
0
@
1
A (9)
where α is the loading angle, θ is the off-axis angle of the
material principal direction, Qijref are the reference values
of the four identiﬁed material stiffness parameters input
into the FE model and Qij are the identiﬁed parameters from
the simulated DIC measurements. This function represents
an average identiﬁcation bias over the four stiffness
components. The research reported in [17] indicated that
missing data on the upper and bottom free edges of the
specimen have a signiﬁcant inﬂuence on the identiﬁed
results due to the formulation of the Virtual Fields Method.
A way to deal with this would be to do as with areas S1 and
S3 (see Figure 6), i.e., assign rigid body-like virtual ﬁelds to
the missing data areas on the free edges. But the continuity
conditions imposed on the virtual displacements would
then make it impossible to solve for the applied force in
Equation (3). Thus, it would only be possible to identify
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stiffness ratios rather than the actual stiffness values.
Therefore, missing data on the free edges were reconstructed
in this study by copying the nearest data points to the
missing data positions (padding). This was shown to be a
very simple and efﬁcient route to mitigating this issue [17].
The error function C1 is plotted as a contour map with
respect to the two design variables. The plots of the error
function C1 before and after the reconstruction are
presented in Figure 8.
As can be observed from Figure 8, the reconstruction of the
data at the edges signiﬁcantly reduces the error for all test
parameters. In the rest of the article, DIC data will
systematically be reconstructed at the edges. When the off-
axis angle θ is equal to 0° or 90°, the identiﬁcation errors are
relatively large regardless of the value of the loading angle α.
The reason for this is that the modiﬁed Arcan ﬁxture only
introduces tensile loading, shear loading or a combination
of tensile and shear loading. With the off-axis angle θ near
zero, the transverse stress/strain components are too small
to enable stable identiﬁcation of the transverse stiffness
component. The good performance of the off-axis tensile test
conﬁguration (α=90°) conﬁrms what has been found
previously using the FE strain ﬁelds [17]. When comparing
the identiﬁcation procedures using either the strains directly
from the FE model or the strains from the DIC simulation
(Figure 9), it is clear that the latter producesmuch larger errors
than the former. This is not surprising as the error generated
by the DIC process is taken into account here, which provides
a muchmore realistic evaluation of the identiﬁcation error. It
can also be seen that the plot in Figure 9A discriminatesmuch
better good from bad conﬁguration. This fully justiﬁes the
current approach, showing that simplistic procedures based
on FE strains do not produce realistic enough results. Finally,
comparing Figures 8B and 9A, it can be seen that increased
smoothing signiﬁcantly affects the resulting identiﬁcation
error, particularly in the low angles where bending is
predominant and large strain concentrations are present at
the specimen corners. Nevertheless, parameters (α=90° and
θ =25°) lead to minimal error with little effect of the increase
of smoothing.
As can be noted from Figures 8 and 9, several test
conﬁgurations display very high identiﬁcation errors. In
order to investigate the cause of this phenomenon, the
strain components of one of these test conﬁgurations
(θ =5° and α=60°) have been compared with the strain
components of the optimal test conﬁguration (θ =25° and
α=90°). It was found that the optimal test conﬁguration
exhibited lower strain gradients, especially for the strain
components along the transverse direction as can be seen
in Figure 10. For the test conﬁguration with the highest
identiﬁcation errors (θ =5° and α=60° – Figure 10A), strain
values above 0.4% only occur at the corners of the
specimen, while most of the ﬁeld of view exhibits very low
strains. During the DIC process, large concentrated strains
are signiﬁcantly underestimated which in turn leads to a
large bias in the VFM identiﬁcation. This is demonstrated
in Figure 11 from which a signiﬁcant difference between
the FE strain maps and simulated DIC strain maps can be
observed. This ﬁnding shows that the systematic error
originating from the low-pass spatial ﬁltering effect of the
DIC process has an important impact on the accuracy of
the VFM identiﬁcation. The optimal selection of the
parameters of the DIC measurements (subset size,
smoothing kernel) will be investigated later. In this study,
the aim was to identify the best test conﬁguration which
leads to the minimum sensitivity to this systematic error.
As illustrated by the C1 contour maps (see Figures 8 and 9),
the most stable and accurate identiﬁcations are found in
the tensile test conﬁguration region (α=90°) with off-axis
angles ranging between 10° and 35°. In the actual
experiments, it is difﬁcult to control the off-axis angle θ
accurately so the optimised test conﬁguration for this study
was selected to be θ =25° and α=90° which is close to the
centre of the favourable region to ensure accuracy of the
identiﬁed results. Figure 9A shows the C1 contour maps
with a larger Gaussian kernel size of 10. By comparing the
(A) (B)
Figure 8: Error function C1 before (A) and after (B) reconstructing missing data at the edges (using simulated DIC strain ﬁelds with subset 30
and Gaussian smoothing kernel size of 2)
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minima with the result in Figure 8B with less smoothing, it
can be noted that the optimal conﬁgurations are found in
the same region of the search space. In addition, this test
conﬁguration conﬁrms the results from the previous study
using FE strains [17] (shown in Figure 9B), even though
another good potential candidate at (θ =35° and α=30°)
(A) (B)
Figure 9: Error function C1 from (A) DIC strain ﬁelds with subset 30 and Gaussian smoothing kernel size of 10 and (B) FE strains
Figure 10: FE ɛyy strains for (A) θ = 5° and α = 60°; (B) θ = 25° and α = 90°
Figure 11: (A) Strain maps from simulated DIC using synthetic images without noise (subset 30, Gaussian smoothing kernel size of 10, θ = 5°
and α = 60°); (B) Strain maps from FE model (θ = 5° and α = 60°)
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was found in that study, which is clearly discarded with the
present approach. The current study also provides a much
more realistic evaluation of the expected identiﬁcation
error. As can be observed from Figures 8B and 9A, the level
of predicted error on the identiﬁcation is increased from
0.01 to 0.06 by including the DIC simulation.
The error functions corresponding to each identiﬁed
material stiffness parameters Q11, Q12, Q22 and Q66 are
plotted separately in Figure 12. The results indicate that
the systematic error is the largest for Q22 and Q12. This was
expected as transverse strains tend to concentrate near the
corners of the specimen for most Arcan test specimen
conﬁgurations. The identiﬁcation accuracy of the Q11 and
Q22 parameters mainly depends on the off-axis angle of
the specimens. When the loading direction α is aligned with
the stiffness component direction (θ =0° for Q11 and θ =90°
for Q22), the best identiﬁcation of these two components is
obtained. The off-axis tensile test conﬁguration provides
balanced identiﬁcation of the four stiffness components.
Besides the systemic error caused by the DIC process,
another important identiﬁcation bias can be introduced by
the through-thickness stress and strain heterogeneity which
is neglected when using the plane stress assumption in
the VFM routine (namely when volume integrals are
approximated by the thickness multiplied by a surface
integral in the principle of virtual work). To check for this,
a full three-dimensional FE model was built up (shown in
Figure 13), and the surface displacements from this model
were input into the identiﬁcation simulator. The optimised
test conﬁguration (θ =25° and α =90°) from the above
systematic error study was used in this model. The identiﬁed
parameters are compared with the results using 2D FE
model so that the error related to this through-thickness
heterogeneity can be isolated, as the 2D FE model results
already capture the DIC-based errors. The identiﬁcation
biases are listed in Table 2. It can be seen that although the
thickness of the specimen is only a fourth of its in-plane
dimensions, there is still a slight over-estimation of the
identiﬁcation parameters. By further reducing the thickness,
this identiﬁcation bias can be decreased. However, a much
thinner specimen would be easily damaged during the
mounting of the specimen in the ﬁxture. So it is more practical
to keep this specimen thickness and correct for this bias.
Test optimisation based on the random error
The random component of the identiﬁcation error is mainly
due to image noise propagating through the DIC and VFM
Figure 12: Relative error for each of the identiﬁed material parameters (Q11, Q12, Q22 and Q66) after reconstructing the missing data on the
edges of the specimen, subset 30, Gaussian smoothing kernel size of 10. In the next section, the optimisation of the DIC parameters (subset
size, Gaussian smoothing kernel size) will be investigated to further improve the accuracy of the predicted error of the identiﬁcation.
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processes. This causes dispersion of the identiﬁed results,
especially if the signal to noise ratio is low. In this study, the
noise has been simulated by adding standard Gaussian white
noise to the grey level values of the synthetic images. The
noise level is obtained from actual measurements by
capturing two stationary images and then evaluating the
standard deviation of the difference of the two images which
is around 1% of the dynamic range. The random error of the
identiﬁed parameters is quantiﬁed by the coefﬁcients of
variation of the identiﬁed stiffness distributions obtained
from repeats of the identiﬁcation process with different
copies of the noise on the images. The coefﬁcient of variation
is deﬁned as the ratio of the standard deviation to themean to
produce a scaled measure of scatter regardless of the different
orders of magnitude of the stiffness components. The
simulations for each test conﬁguration were repeated 20
times to evaluate the standard deviation of the identiﬁed
parameters. The error function C2 representing the average
of the coefﬁcients of variation of the four identiﬁed material
parameters (Q11, Q12, Q22 and Q66) has been deﬁned as
speciﬁed by Equation (10):
C2 α; θð Þ ¼ 14∑ij
stdij
Qijref
; ij ¼ 11;22;12;66ð Þ (10)
where (as before) α is the loading angle and θ is the off-axis
angle of the material principal direction. Qijref represents
the reference values of the four identiﬁed material stiffness
parameters [5], and stdij is the standard deviation of the
identiﬁed parameters over 20 repetitions. Figure 14 shows
the plot of the C2 error function. The highest scatter can
be observed for (α =90°, θ =90°). This can be expected as
the test specimen has much lower stiffness along the in-
plane direction (Q22 = 63.41MPa) compared with the
through-thickness direction (Q11 = 143.4MPa). When the
specimen is loaded along the 2-direction, the strain
component in the 1-direction is very small and highly
inﬂuenced by noise. As can be seen from Figure 14, the
optimal test conﬁgurations with the lowest standard
deviation are predicted to be located near the off-axis shear
and off-axis tensile positions. The standard deviations of
each stiffness component are plotted separately in Figure 15.
The contour maps indicate a similar situation as shown in
the plots in Figure 14. This conﬁrms that balanced strain
components with relatively large magnitudes can reduce
both systematic and random errors. For the identiﬁcation
Table 2: Identiﬁcation bias due to through-thickness strain
heterogeneities
Q11 Q22 Q12 Q66
3D FE model 148.4 67.8 29.4 31.8
2D FE model 146.3 66.2 28.2 31.1
Identiﬁcation bias 1.4% 2.4% 4.2% 2.3%
DIC systematic bias 2.1% 4.6% 7.2% 2.7%
Figure 13: 3D FE model of the modiﬁed Arcan test
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of Q11 and Q22, the lowest scatter was obtained when the
loading direction is aligned with the stiffness component
direction, i.e. the 1 or 2-directions, respectively, for the
two stiffness parameters. The identiﬁcation of Q66 is the
most stable. The reason for this is the relatively low value
of this stiffness component (Q66 = 30.12MPa) which results
in relatively larger strain values which are less affected by
noise. When this is combined with the previous ﬁndings
in the study of the systematic error, the optimal test
conﬁguration is conﬁrmed to be the off-axis tensile test
deﬁned by α=90° and θ =25°. This test can be christened
the ‘Short Off-axis Tension’ test (SOT test) and is potentially
an excellent candidate to become a new standard test for
orthotropic materials, including ﬁbre composites, as it can
be performed in a standard test machine. This will be
investigated in the future.
Besides evaluating the standard deviation, the mean value
of each identiﬁed parameter over 20 repetitions was also
calculated. From this, the identiﬁcation error function C1
can be recalculated as in Equation (11) with the mean of
the distribution. For the sake of clarity, this cost function
has been named C3.
C3 α; θð Þ ¼ 14∑ij
Qij Qijref
 
Qijref
0
@
1
A; ij ¼ 11;22;12;66ð Þ (11)
where Qij is the mean value of 20 repetitions, Qijref are the
reference values of the four identiﬁed material stiffness
parameters [5] input into the FE model and (as before) α
is the loading angle and θ is the off-axis angle of the
material principal directions. The results are plotted in
Figure 16, and it is observed that the contour map nearly
coincides with the plot of the systematic error in Figure 8B.
Figure 14: Error function C2 (average coefﬁcient of variation) with
inﬂuence of measurement noise subset 30, Gaussian smoothing
kernel size of 10
Figure 15: Coefﬁcients of variation of the identiﬁed results over 20 repetitions, subset 30, Gaussian smoothing kernel size of 10
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This shows that the noise does not produce a signiﬁcant
additional bias.
Selection of subset sizes and smoothing levels
In accordance with the results from the study of the
systematic and random errors, the ‘Short Off-axis Tension’
(SOT) conﬁguration (θ =25°, α=90°) has been selected as
the optimal one for conducting physical experiments. As
was discussed before, the DIC process strongly inﬂuences
the quality of the measured strain maps and can lead to a
signiﬁcant bias on the VFM identiﬁcation. It is therefore
important to systematically study the effect of the main
DIC parameters (subset size, smoothing kernel) and deﬁne
optimal values for these. This enables a more rational
approach to these important choices which directly impact
the quality of the results. Therefore, different subset sizes
(from 10 to 50) were adopted here to study the optimal
choice of subset size based on the optimised test
conﬁguration. Spatial smoothing of the displacements is
generally necessary to improve the strain resolution,
particularly in the low elastic strain range considered here.
However, while reducing the random component of the
error, smoothing can signiﬁcantly increase the systematic
part of the error as was shown earlier in this article. At a
certain stage, the systematic error overtakes the random
error, so there is an optimal point somewhere. Therefore,
the optimal choice of these two test parameters will be
investigated by evaluating the overall identiﬁcation error
of the four identiﬁed stiffness parameters with different
smoothing levels (kernel sizes) and subset sizes. The
smoothing technique adopted here is Gaussian smoothing
of the strain maps. Other types of smoothing could have
been investigated but it is thought that the regularization
parameter (kernel size here) is more important than the
actual smoothing technique used. This is because all
smoothing techniques provide some low pass ﬁltering with
a cut-off frequency that is driven by the regularization
parameter. The results will be compared to the reference
values (Q11 = 143.4MPa, Q22 = 63.41MPa, Q12 = 26.01MPa,
Q66 = 30.12MPa) [5]. A way to deﬁne the optimal point
(smallest error) is to consider a 95% conﬁdence interval.
This is the mean plus or minus twice the standard deviation.
Therefore, the largest possible error, with a 95% conﬁdence,
is obtained as follow: if the mean is below the reference, it
will be the mean minus twice the standard deviation; if
the mean is above the reference, then it will be the mean
plus twice the standard deviation. By plotting this
maximum error, the optimal parameters and a conﬁdence
interval are identiﬁed. The error function is deﬁned in
Equation (12). The variables used here are the subset and
kernel sizes.
C4 sub; kerð Þ ¼ 14∑ij
max QCij Qijref
 
Qijref
0
@
1
A; ij ¼ 11;22;12;66ð Þ
(12)
where Qijref are the reference values of the four material
stiffness parameters [5] input into the FE model, QCij are the
stiffness parameters with 95% conﬁdence interval which is
deﬁned in Equation (13)
QCij sub; kerð Þ ¼ Qij±2stdij; ij ¼ 11;22;12;66ð Þ (13)
whereQij is the mean of the four stiffness parameters over 20
repetitions calculated with different subset and kernel sizes
and stdij is the standard deviation of the four stiffness
parameters over 20 repetitions.
First, it is possible to evaluate the systematic part of the
error by evaluating C4 without any noise. This leads to the
systematic error reported in Figure 17. As expected, this error
increases for increasing subset sizes and smoothing levels.
Then, adding noise, it is possible to evaluate the random
part of the error by subtracting the systematic error from
the total error obtained from C4 with noise. This part of
the error increases moderately with decreasing subset size,
and decreases more sharply with increasing smoothing
levels. At some stage, these two curves cross-over, showing
that there should be an optimum. This optimum is clearly
seen on Figure 18 which shows that kernel size equal to 11
and subset size is 40 ×40.
Conﬁdence interval and effect of image averaging
With the systematic and random errors predicted from the
simulated measurements, conﬁdence intervals can be
calculated to indicate the reliability of the identiﬁcation.
The conﬁdence interval of each identiﬁed stiffness
parameter is deﬁned as follows corresponding to a 95%
conﬁdence level:
Figure 16: Error function C3 (mean value of identiﬁed results over
20 repetitions), subset 30, Gaussian smoothing kernel size of 2
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CIij ¼ Qij without noiseð Þ±2stdij standard deviation with noiseð Þ;
ij ¼ 11;22;12;66ð Þ
(14)
The averaging of multiple static images may provide an
efﬁcient way to reduce the data dispersions caused by
image noise. In a practical testing context when the
specimen is loaded up to a certain level and stabilised, it
is possible to record many images and then average them
to ﬁlter out camera noise. The effect of image averaging
has been further investigated using the optimised test
parameters determined from the above study. The
conﬁdence intervals of the four stiffness parameters
determined by averaging based on different numbers of
images (5, 10, 20, 50 and 100) have been calculated
individually. The results are plotted in Figure 19, where
the black dots show the upper limits of the conﬁdence
interval and the red dots represent the lower limits. As
expected, the conﬁdence intervals reduce when the
number of images is increased. This phenomenon
demonstrates that the averaging of multiple stabilised
images exerts an inﬂuence on the identiﬁcation. Thus, by
utilising this procedure instead of increasing the
smoothing level, the random error can be effectively
reduced without raising the systematic bias. Furthermore,
the results also indicate that the elastic stiffness parameters
tend to converge to values that are slightly larger than the
reference values. This is due to the systematic error
originating from the low-pass ﬁltering effect of the DIC
process. Although the random error of the measurement
is signiﬁcantly reduced, the systematic bias still exists and
results in an over-prediction of the stiffness parameters.
When the number of images exceeds 50, the conﬁdence
interval stabilises, and the optimal number of images was
therefore set to 50.
Experimental Validation
The SOT experiments (Figure 20) were conducted using
three different but identical specimens, and the testing was
set up according to the optimised conﬁguration selected
from the numerical study. The stiffness parameters can be
calculated in two different ways. One way is to ﬁrstly
average out the displacements and then perform the VFM
identiﬁcation. Another way is to perform two VFM
identiﬁcations on each side of the specimens and average
the identiﬁed results. A study was performed to compare
the results from these two approaches (shown in Table 3).
It can be seen that the two approaches gave almost the
same results. There is a small difference which might be
due to the variations of the speckle patterns or lighting
conditions on each side of the specimens. The results
indicate that averaging the identiﬁed results or the
measured displacements from each side of the specimen
can eliminate the effect of out-of-plane movements and
provide the same stiffness results. In the following study,
the measured displacements were averaged ﬁrstly. Then
the stiffness parameters were identiﬁed from the VFM
routine afterwards.
Subset size and smoothing kernels were selected to be 40
and 10 according to the systematic study previously
reported. The detailed performance of this setup is given
in Table 4. The resolutions were evaluated as the standard
deviation of the displacement and strain maps of two
consecutive images of the stationary specimen. In order
to validate the effect of image averaging, the experiments
were conducted by capturing single and multiple images
of the stabilised specimens. To ensure that the specimens
were not loaded beyond the range of linear elasticity, they
have been subjected to loads up to only 100N which is the
Figure 17: Systematic and random errors
Figure 18: Error function C4 with different subsets and Gaussian
smoothing kernel sizes
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load level used for the simulations in this conﬁguration.
After around 30 s when the specimen has stabilised (stable
force reading), multiple images were captured with the rate
of one image per second. This measurement procedure was
then repeated 20 times on the same day, and the specimen
was kept in the ﬁxture/machine during the process. Both
the mean value and the standard deviation of the
identiﬁed material stiffness parameters were then
calculated, and the results were subsequently compared
with both the simulated data and the reference
experimental data. The simulation data was also calculated
Figure 19: Conﬁdence intervals (CIs) of the four stiffness parameters. Figure 19: Conﬁdence intervals (CIs) of the four stiffness parameters
Figure 20: Short Off-axis Tensile (SOT) test experimental set up
Table 3: Comparison of identiﬁcation results from two approaches
(averaging the measured displacements or averaging the
identiﬁcation results from the two sides of the specimen)
Q11
[MPa]
Q22
[MPa]
Q12
[MPa]
Q66
[MPa]
Identiﬁcation results from the
frontside of the specimen
167.16 73.50 36.85 32.83
Identiﬁcation results from the
backside of the specimen
136.94 63.72 22.81 31.98
Average of the front and back
stiffness results
152.05 68.61 29.83 32.41
Identiﬁcation results from averaged
displacements
150.69 69.43 28.63 32.46
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based on the same realistic images captured in this
experiment. The reference values for the elastic properties
were obtained using ASTM standard tests in [5], as well as
from measurements conducted using the modiﬁed Arcan
ﬁxture with tensile tests along the in-plane and through-
thickness directions and shear tests using butterﬂy-shaped
specimens [6]. The reference values reported in [5] and [6]
are very similar.
The simulated DIC strain maps and strain maps obtained
from the physical DIC experiments are shown in Figure 21,
from which a good correlation is observed between the
two sets of data. The mean values of the identiﬁed stiffness
components obtained over 20 repetitions using 50 averaged
images are listed in Table 5.
The simulated DIC experiments provide a good prediction
of the results obtained from the physical measurements.
Both the experimental and the simulated results display
larger mean values of the identiﬁed material parameters
than the set of reference data. This demonstrates that the
systematic error of the DIC process causes an over-
prediction of the stiffness parameters because of the
smoothing out of local strain peaks. The material parameters
identiﬁed from the physical experiments display slightly
larger mean values than that predicted using the simulated
DIC procedure. This is not surprising as other sources of
error come into play like non-uniform lighting or lens
distortions [26]. Tables 6 and 7 provide the standard
deviations and coefﬁcients of variation of the identiﬁed
results over 20 repetitions using either the average of 50
images or a single image. The results using the average of
50 images display a signiﬁcant reduction of the standard
deviation of the 20 repeated measurements. However, the
efﬁciency of this method in the experiments is not as
signiﬁcant as was suggested by the results of the numerical
Figure 21: (A) Strain maps from DIC simulations (subset 40 × 40, smooth kernel 11, 100N); (B) Strain maps from physical experiments (the
average of two back-to-back cameras, subset 40 × 40, smooth kernel 11, 100N)
Table 4: Experimental DIC settings and performances (MatchID
DIC package)
Technique used 2D image correlation
Subset size 40 × 40 pixel2
Shift 20 pixel (50%)
Shape function Afﬁne
Interpolation function Bicubic polynomial
Correlation criterion Approximated Normalised Sum of Squared
Difference (Approximated NSSD)
Pre-smoothing applied
to the images
None
Camera 8 bit, 2048 × 2048 pixel2
Field of view 24mm× 24mm
Displacement ﬁeld:
Resolution 0.2 μm/0.017 pixel
Strain ﬁeld:
Differentiation method Finite differences
Smoothing method Gaussian smoothing (kernel size 11)
Resolution 1.3 × 104
Table 5: The mean value from 20 repetitions using 50 average
images
Q11 [MPa] Q22 [MPa] Q12 [MPa] Q66 [MPa]
Specimen 1 149.3 68.1 27.9 32.9
Specimen 2 147.6 70.8 29.6 31.1
Specimen 3 150.1 69.1 29.9 32.4
Mean value 149.0 69.3 29.1 32.1
DIC simulation 146.1 66.0 27.9 30.9
Reference data [5] 143.4 63.4 26.0 30.1
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study, and the resulting standard deviation has not come
down to the expected value.
In order to further investigate the cause of this deviation,
the difference of the grey level intensity between two
consecutive images is compared with the average of
different numbers of images. The evolution of the noise
level by averaging different numbers of stabilised images is
illustrated in Figure 22. As demonstrated in the study based
on the simulated DIC procedure (shown in Figure 21 A), the
noise effect is seen to gradually reduce when the number of
images that are used in the averaging is increased. However,
by evaluating the images from the physical measurements,
the situation is not quite the same as that observed from
the predictions of the simulated experiments. It can be seen
that when taking up to 10 images and averaging them, the
noise inﬂuence is reduced as in the numerical prediction.
However, by taking images continuously up to 50, the noise
is seen to increase again. This is the reason why the standard
deviation of the experimental results is not signiﬁcantly
reduced using the optimal number of images (50). This
phenomenon indicates that the specimen was not
experiencing static steady state conditions when the
recording of the multiple images was conducted. Since the
integration time was one second per image, this indicates
that the patterns on the surface of the specimen may have
displayed a slight variation after 10 s. A likely explanation
for this time-dependency problem is that the PVC foam
material displays viscoelastic behaviour, hence, creep can
occur over 50 s even when one thinks that the load is
stabilised. Other effects like changes of lighting conditions
Figure 22: The noise level (in grey level values) of the images using either a single image (IM= 1) or the average of multiple images: (A) based
on the results of the physical experiments; (B) based on simulation
Table 6: The standard deviation and coefﬁcients of variation from
20 repetitions using 50 averaged images
Q11 [MPa] Q22 [MPa] Q12 [MPa] Q66 [MPa]
Specimen 1 0.169 0.646 0.225 0.132
Specimen 2 0.155 0.623 0.203 0.133
Specimen 3 0.223 0.715 0.250 0.159
Mean value 0.182 0.661 0.226 0.131
DIC simulation 0.0458 0.138 0.0520 0.0152
Coefﬁcients of variation
Experimental 0.12% 0.95% 0.78% 0.41%
DIC simulation 0.030% 0.20% 0.18% 0.047%
Table 7: The standard deviation and coefﬁcients of variation from
20 repetitions using one single image
Q11 [MPa] Q22 [MPa] Q12 [MPa] Q66 [MPa]
Specimen 1 0.345 1.42 0.302 0.251
Specimen 2 0.389 1.39 0.295 0.230
Specimen 3 0.413 1.62 0.337 0.278
Mean value 0.382 1.48 0.311 0.253
DIC simulation 0.275 0.993 0.205 0.122
Coefﬁcients of variation
Experimental 0.25% 2.1% 1.07% 0.79%
DIC simulation 0.18% 1.5% 0.73% 0.39%
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or air movements can also play a role. Furthermore, camera
heating is also an important aspect. A way to resolve this
issue would be to increase the rate of image acquisition to
reach the optimal number of images within 10 s. Table 8
displays the standard deviation calculated using 10 instead
of 50 images. Comparing with the data in Table 6, the
difference between the test results and the predicted
standard deviation from DIC simulation is signiﬁcantly
reduced.
Conclusion
In this paper, a methodology has been developed to predict
the uncertainty of the experimental characterisation of
cross-linked PVC orthotropic foam materials and to
optimise the design of the experiments. Optimal test
parameters have been sought to provide a reliable
identiﬁcation of all the elastic stiffness parameters in one
single test using Digital Image Correlation and the Virtual
Fields Method. The image recording from physical
experiments was mimicked by deforming the reference
speckle patterns using displacements derived from FE
analysis. DIC and VFM routines were used to process the
synthetic speckle patterns and to extract all the elastic
stiffness parameters. By using this method, a large number
of simulated experiments were generated efﬁciently with
varying testing parameters. For the current study, the test
parameters selected were the loading angle (α), the off-axis
angle (θ) to the material principal direction, the subset size
and the smoothing kernel. Several error functions have been
deﬁned to describe both the systematic and random errors
on the VFM identiﬁed results. Based on this, an optimum
test conﬁguration was identiﬁed by minimising the
identiﬁcation error.
The main conclusions of the present article can be listed
as follows:
1 The study of the systematic error has demonstrated that
the low-pass ﬁltering effect of the DIC process can bring
signiﬁcant bias to the identiﬁcation results. By using the
simulated DIC measurements, this error source can be
included into the optimisation study and also provide a
more realistic prediction of the expected identiﬁcation
error. It was further observed that the random error can
be reduced by averaging over multiple images. By
combining the results from the analyses of the systematic
and random errors, a Short Off-axis Tensile (SOT) test
(θ =25°, α=90°) was chosen as the optimised test
conﬁguration.
2 Based on the optimised test conﬁguration, several
optimal test parameters related to the DIC process were
determined. The results showed that increasing the
subset size and the smoothing level exerted opposite
effects on the systematic and random errors of the VFM
identiﬁcation. It is therefore important to balance out
the two different sources of error when choosing the
optimal DIC processing parameters.
3 The conﬁdence interval of the parameters obtained from
the simulation was calculated based on the systematic
and random errors. The study of image averaging
revealed that the conﬁdence intervals tend to stabilise
when the number of images used in the averaging is
increased, whereas the systematic error remains
unchanged and causes over-prediction of the identiﬁed
material parameters.
4 Finally, the predictions of the simulated experiments in
terms of identiﬁed material parameters have been
validated against physical experiments. From this, it was
further concluded that the simulated measurement
procedure can provide a realistic quantiﬁcation of the
identiﬁcation error, and also that the optimised testing
conﬁguration and DIC parameters led to a stable and
accurate parameter identiﬁcation. However, when using
the average of the optimal number of images, the random
error of the experimental results was not reduced as
effectively as was predicted from the simulated
experiments. The reason for this is probably the lack of
stability of the imaging conditions during the image
recording process. To reduce this error, a higher frame
rate would be required to capture the optimal number
of images within as short a time as possible.
Finally, one must emphasise that many additional error
sources were not considered in the present work, for
instance, slight misalignment between the specimen surface
and the camera sensors, non-uniform lighting and light
noise from the environment. This explains the limited
differences that still exist between the predicted and actual
conﬁdence intervals. A follow-up on this work will be to
include such errors and perform a sensitivity analysis.
This work is a step towards new standard tests based on
full-ﬁeld measurements and inverse identiﬁcation which
will enable faster and more cost-effective material testing
in the future. There are still a few steps left towards this goal,
but it is getting closer. A key issue is the systematic error, but
this will soon be mitigated by the availability of affordable
Table 8: The standard deviation from 20 repetitions using 10
averaged images
Q11 [MPa] Q22 [MPa] Q12 [MPa] Q66 [MPa]
Specimen 1 0.118 0.403 0.138 0.0689
Specimen 2 0.095 0.363 0.117 0.0534
Specimen 3 0.132 0.471 0.152 0.0692
DIC simulation 0.0701 0.235 0.0914 0.0376
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high quality, high spatial resolution (16Mpixels) and low
noise (sCMOS) cameras. The last step is to make all the
elements of this procedure robust to routine use by non-
experts. This work is currently underway and will be
reported in the future.
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APPENDIX
The stress/strain curves based conventional mechanical
method has been reported in the Appendix. The different
shapes of test specimens were designed for the MAF test
rig: a butterﬂy-shaped (BS) specimen geometry for shear, a
short dogbone (SD) specimen geometry for tensile loading.
These curves have been published previously. It has been
referenced in this paper also (ref [6], Taher ST, Thomsen
OT, Dulieu-Barton JM, Zhang S (2011) Determination of
mechanical properties of PVC foam using a modiﬁed Arcan
ﬁxture. Composites Part A. 43(10), 1698–1708). The
stress/strain curves are shown in the Figure A1. It can be
seen that the behaviour of the material remains linear in a
range between 1% to 1% strains.
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Figure A1: The stress/strain curves of PVC foam materials based conventional mechanical method [6]
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