Abstract. We apply the method of nonlinear steepest descent to compute the long-time asymptotics of the Korteweg-de Vries equation with steplike initial data.
Introduction
We study the long-time asymptotic behavior of solutions of the Korteweg-de Vries (KdV) equation (1.1) q t (x, t) = 6q(x, t)q x (x, t) − q xxx (x, t), (x, t) ∈ R × R, with steplike initial data q(x, 0) = q(x) ∈ C 11 (R) such that It is known (cf. [15] , [16] ), that this Cauchy problem has a unique solution satisfying q(·, t) ∈ C 3 (R) and (1.5) +∞ 0 |x|(|q(x, t)| + |q(−x, t) + c 2 |)dx < ∞, t ∈ R.
In fact, by [30] it will be even real analytic, but we will not use this fact. From several results ([3] - [8] , [19] , [20] , [17] , [29] ), obtained on a physical level of rigor, it is known that the asymptotic behavior of q(x, t) as t → ∞ can be split into three main regions:
• In the region x < −6c 2 t the solution is asymptotically close to the background −c 2 up to a decaying dispersive tail.
• In the region −6c 2 t < x < 4c 2 t the solution can asymptotically be described by an elliptic wave. • In the region 4c 2 t < x the solution is asymptotically given by a sum of solitons. This is illustrated in Figure 1 . In fact, the long-time asymptotics for this problem were first studied by Gurevich and Pitaevskii [19] , [20] . These authors have used the Whitham multi-phase averaging method and obtained the main term of the asymptotics of the solution in terms the Jacobi elliptic function. Moreover, they gave a qualitative picture of the splitting of an initial step into solitons. Since the Schrödinger operator with the Heaviside step function as potential has no discrete spectrum, this picture refuted the general idea that solitons arise only from the discrete spectrum. This phenomenon was explained by Khruslov [21] , [22] with the help of the inverse scattering transform (IST) in the form of the Marchenko equation. The IST not only made it possible to obtain an explicit form of these asymptotic solitons but also to give a rigorous proof that the solitons are generated by a small vicinity of the edge of the continuous spectrum. Further developments of this method can be found in [32] and [23] . The first finite-gap description of the asymptotics for the steplike initial problem of the KdV equation was given by Bikbaev and Novokshenov [6] only in 1987 (see also [3] - [5] , [8] , [7] , and the review [29] ). The results are based on an analysis of the Whitham equations and the theory of analytic functions on a hyperelliptic surface. Our aim here is to use the nonlinear steepest decent method for oscillatory Riemann-Hilbert problem (see [18] for an introduction to this method in the case c = 0 as well as for further references) and apply it to rigorously establish the above mentioned asymptotics. Related results for an expansive step (−c 2 > 0) can be found in [27] . The paper is organized as follows: Section 2 provides some necessary information about the inverse scattering transform on steplike backgrounds. Then we establish the asymptotics in the soliton region 4c 2 t < x in Section 3. In Section 4 the initial RH problem is reduced to a "model" problem in the domain −6c 2 t < x < 4c 2 t, and in Section 5 we solve this model problem. Section 6 contains the solution of the model problem in the domain x < −6c 2 t. Finally, we should remark that our results do not cover the two transitional regions: 4c 2 t ≈ x near the leading wave front, and x ≈ −6c 2 t near the back wave front. It can be observed numerically that in the first transitional region the modulated elliptic wave develops into a train of asymptotic solitons. As pointed out before, these asymptotic solitons have already been rigorously studied by Khruslov [22] . As for the second region, the matching of the leading asymptotics behind the back front and in the elliptic region for the modified KdV equation is briefly discussed in [24, Rem. 4.3] . However, since the error bounds obtained from the RHP method break down near the edges, a rigorous justification is beyond the scope of the present paper.
Statement of the RH problem and the first conjugation step
Let q(x, t) be the solution of the Cauchy problem (1.1)-(1.4). Associated with q(x, t) is a self-adjoint Schrödinger operator (2.1)
Here L 2 (R) denotes the Hilbert space of square integrable (complex-valued) functions over R and H k (R) the corresponding Sobolev spaces. The spectrum of H consists of an absolutely continuous part [−c 2 , ∞) plus a finite number of eigenvalues −κ 2 j ∈ (−∞, −c 2 ), 1 ≤ j ≤ N , where c < κ 1 < ... < κ N . In turn, the absolutely continuous part of the spectrum consists of the part [0, ∞) of multiplicity two and the part [−c 2 , 0] of multiplicity one. In addition, there exist two Jost solutions φ(k, x, t) and φ 1 (k, x, t) which solve the differential equation Here k 1 = √ k 2 + c 2 , and k 1 > 0 for k ∈ [0, ic) r . The last notation means the right side of the cut along the interval [0, ic]. Accordingly, k 1 < 0 for k ∈ [0, ic) l , i.e. from the left. As a function of k the function φ(k, x, t) (resp., φ 1 ) is analytic in the domain C U = {k : Im(k) > 0} (resp. C U c := C U \ (0, ic]) and continuous up to the boundary of this domain. Here subscript U corresponds to the upper half plane.
The Jost solutions admit the usual representation via the transformation operators
where K(x, y, t) and K 1 (x, y, t) are real valued functions, and
Furthermore, one has the scattering relations
where T (k, t), R(k, t) (resp. T 1 (k, t), R 1 (k, t)) are the right (resp. left) transmission and reflection coefficients. They constitute the entries of the scattering matrix. Denote by [15] ). The entries of the scattering matrix have the following properties 1 :
, continuous up to the boundary and have simple poles at iκ 1 , . . . , iκ N . The residues of T (k, t) are given by 4. The functions R 1 , T 1 and T also possess the symmetry property with respect to
The time evolutions of the quantities γ j (t), R(k, t) and |T (k, t)| 2 are given by
, and
Under the assumption (1.3) the function R(k) admits an analytic continuation to the domain {k : 0 < Im k < C 0 } \ (0, ic] preserving the symmetry property
The properties, cited in this lemma, belong to the list of necessary and sufficient properties of the scattering data for the step-like potential with prescribed behavior of the perturbations. All of them, except of the last one, are valid for much wider class of perturbations than the class (1.3), for example, for the class of potentials with a finite first moment of perturbations.
Consider a vector-function m(k, x, t) as a function of spectral parameter k, k ∈ C \ (R ∪ [−ic, ic]), where x, t are fixed parameters. We define this vector-function as follows
1 We list here only those of the properties, that are relevant for the present paper Lemma 2.2. The function m(k) = m(k, x, t), defined by formula (2.13), has the following asymptotical behavior
and continue this function on the interval [−ic, 0] by
We are interested in the jump condition of m(k, x, t) on the contours Σ ∪ Σ c , where Σ = R, oriented LTR (left-to-right), and Σ c = [ic, −ic], oriented top-down. In general, for an oriented contour Σ, the value m + (k) (resp. m − (k)) will denote the nontangential limit of m(κ) as κ → k from the positive (resp. negative) side of Σ. Here the positive (resp. negative) side is the one which lies to the left (resp. right) as one traverses the contour in the direction of its orientation. In order to not mix up limit values of functions from the different sides of contours with another meaning of signs + and −, in what follows we denote the upper (resp. lower) half plane as C U (resp. C L ). Any notation, which is connected with upper or lower half plane, will be also marked by subscript U or L. For example, Σ U c = [ic, 0]. Moreover, by subscripts l and r we will mark, when necessary, the values of functions from the left and right of the cut [−ic, ic]. In particular, as the definition (see (2.15) ) of the function χ we could write χ = −[T T 1 ] + or χ = −[T T 1 ] r . Note also, that the reflection coefficient R(k), k ∈ R, the function χ(k), k ∈ [−ic, ic] and the discrete spectrum together with right normalizing constants (κ j , γ j ), 1 ≤ j ≤ N , completely define the kernel of the right Marchenko equation, and, therefore, the potential q(x) (cf. [10] , [15] ). That is why we refer to them as the minimal scattering data of operator H(0).
) is a solution of the following vector Riemann-Hilbert problem.
Find a vector-valued function m(k) which is meromorphic away from Σ∪Σ c with simple poles at ±iκ j and satisfies:
(ii) the pole conditions
Here the phase Φ(k) = Φ(k, x, t) is given by
Proof. Will be given in Appendix A.
We note that m(z) defined in (2.13) is the only solution of the above RiemannHilbert problem. This can by seen after rewriting the pole conditions as jump conditions (see below) from [18, Thm. 3.2] (or alternatively from [28, Thm. 4.3] ). Since all conjugation and deformation steps applied below are reversible, the solutions of all further Riemann-Hilbert problems will be unique as well. In this respect note that our jump matrix satisfies
and det(v(k)) = 1. For our further analysis we rewrite the pole condition as a jump condition and hence turn our meromorphic Riemann-Hilbert problem into a holomorphic Riemann-Hilbert problem following literally [18] . Choose ε > 0 so small that the discs |k − iκ j | < ε lie inside the the domain C U c and do not intersect any of the other contours. Denote the circle boundaries of these small discs as T U j . Redefine m(k) in a neighborhood of iκ j respectively −iκ j according to
Note that in C L c we redefined m(k) such that it respects our symmetry (2.20) . Then a straightforward calculation using Res iκ m(k) = lim k→iκ (k − iκ)m(k) shows the following well-known result: 
where the small circle around iκ j is oriented counterclockwise and the one around −iκ j is oriented clockwise.
3. Asymptotics in the domain 4c 2 t < x
To reduce our RH problem to a model problem, that can be solved explicitly, we will use the well-known conjugation and deformation techniques. 
where d : C\ Σ → C is a sectionally analytic function. Set
then the jump matrix transforms according to In particular, we obtain
Now we make the first conjugation step, which allows us to take into account the influence of the discrete spectrum. To this end we will need the value κ 0 defined via Re(Φ(iκ 0 )) = 0, that is,
We will set κ 0 = 0 if x t < 0 for notational convenience. Then we have Re(Φ(iκ j )) > 0 for all κ j > κ 0 and Re(Φ(iκ j )) < 0 for all κ j < κ 0 . Hence, in the first case the off-diagonal entries of our jump matrices are exponentially growing and we need to turn them into exponentially decaying ones. Therefore we set
and introduce the matrix (3.6)
where
Observe that by Λ(−k) = Λ −1 (k) we have
Note that by (3.7) this conjugation preserve properties (2.20) and (2.21). Then (for details see Lemma 4.2 of [18] ) the jump corresponding to κ 0 < κ j is given by
and the jumps corresponding to κ 0 > κ j (if any) by
In particular, all jumps corresponding to poles, except for possibly one if κ j = κ 0 , are exponentially close to the identity for t → ∞. In the latter case we will keep the pole condition for κ j = κ 0 which now reads (3.11)
Furthermore, the jump along Σ ∪ Σ c now reads
The new Riemann-Hilbert problem
for the vectorm preserves its asymptotics (2.21) as well as the symmetry condition (2.20) . In particular, after conjugation all jumps corresponding to poles are now exponentially close to the identity as t → ∞. To turn the remaining jumps along Σ∪Σ c into this form as well, we chose two contours Σ U and Σ L , which are symmetric with respect to map k → −k, enclose Σ c and do not enclose points of discrete spectrum between them, and are sufficiently close to the original contour Σ = R,
Then the function R is analytic in the domain Ω L (cf. Figure 2 ). Now we factorize the jump matrix along Σ according to
and set
else, such that the jump along Σ is moved to Σ U ∪ Σ L and given by
The jumps along the circles T U j ∪ T L j are unchanged and the jump along Σ c now reads
The following lemma shows that this jump in fact also disappears.
Lemma 3.2. The following identities are valid:
Proof. With the help of the Plücker identity (cf. [31] ) and by use of (3.14) and (2.16).
Hence, all jumpsv are exponentially close to the identity as t → ∞ and one can use Theorem A.6 from [25] to obtain (repeating literally the proof of Theorem 4.4 in [18] ) the following result: Theorem 3.3. Assume (1.3)-(1.4) and abbreviate by c j = 4κ 2 j the velocity of the j'th soliton determined by Re(Φ(iκ j )) = 0. Then the asymptotics in the soliton region, x/t − 4c 2 ≥ ǫ for some small ǫ > 0, are as follows: Let ε > 0 be sufficiently small such that the intervals
for any l ∈ N, where
for any l ∈ N.
Reduction to the model problem in the domain −6c
2 t < x < 4c 2 t
Now we turn to the elliptic region −6c 2 t < x < 4c 2 t we first proceed as in the previous section to obtainṽ where we now use
For the conjugation step we will use a g-function as first outlined in [13] . Our approach here is similar to [9] and [24] .
where the parameters a = a(ξ), 0 < a < c and µ = µ(ξ), 0 < µ < a < c,
As is shown in [24] , these conditions can be satisfied for all values of parameter ξ in the domain − 
Proof. The last property follows immediately from (4.2)-(4.5) and property (a).
The signature table for the function Im g(k) is depicted in Figure 3 . Introduce the function
According to (4.6) we have (4.8)
Since the functions Φ(k) and g(k) are both odd functions of k, the function d(·, t) is analytic in C \ Σ c and satisfies where the diagonal matrix D(k, t) is defined by (3.1) with d(k, t), defined by (4.7). Applying Lemma 3.1 we arrive at the following Riemann-Hilbert problem:
where the entries
of the conjugation matrices on the circles decay exponentially with respect to t. Introduce two domains Ω U and Ω L , bounded by Σ and contours Σ U and Σ L respectively, where the contours Σ U and Σ L are symmetric with respect to map k → −k and oriented LTR (cf. Figure 4) . Moreover, Ω U and Ω L must remain in the region where Im(g) > 0 and Im(g) < 0, respectively.
Following the standard procedure (see, for example, [12] , [18] , [24] ) we factorize the matrixv(k) on the real axis according to (4.13) 
Note, that this deformation respects our symmetry condition (2.20). Evidently, the matrices b L and b U have jumps on Σ a . The new jump matrices v (1) (k), that correspond to m (1) (k) on this contour, are
Again Lemma 3.2 shows that the off-diagonal entries vanish.
After the deformation (4.14) the jump along the real axis disappears. Taking into account property (c) of Lemma 4.1 we obtain a new Riemann-Hilbert problem
Note that Im g(k) > 0 (resp., Im g(k) < 0) on the contour Σ U \ {ia} (resp., Σ L \ {−ia}), and the corresponding matrices are exponentially close to the identity matrix except for small vicinities of the points ±ia.
Our next step of conjugation deals with a factorization of the jump matrices on the set Σ ac . To this end consider an auxiliary scalar Riemann-Hilbert problem (cf. [24] ): Find a function F (k) = F (k, ξ) analytic in the domain C \ Σ c and a constant h(ξ) such that the following properties hold
Note, that the last property allows us to use the function F as an entry of the diagonal matrix for a conjugation step. We construct the function F using the Plemelj formulas. In the domain C \ Σ ac , introduce the function
Set also
Taking logarithms of the jump conditions and dividing them by p(k) we get (4.21)
Properties (2.16) and (4.19) imply F (−k) = F −1 (k). From this property, decomposing the function in exponent with respect to k at infinity we conclude that ∈ R, andĥ(ξ) = e i∆(ξ) .
Now we are ready to perform the next deformation-conjugation step. Introducing where
. Introduce the new function Figure 5 . The second deformation step Applying again Lemma 3.1 we arrive at a new RH problem: 
From (2.15) we conclude, that
Now observe that on the contour
all jumps are exponentially close to the identity except for small vicinities of the points ±ia as t → ∞. To remove those parts one needs to solve the corresponding RH problem corresponding to the jumps on Σ U 1 ∪ Σ U restricted to a small neighborhood of +ia (as well Σ L 1 ∪ Σ L restricted to a small neighborhood of −ia which however follows from the first by symmetry). Following the arguments from [11] one can show that the contributions of these neighborhoods are negligible, that is,
where q 0 (x, t) is obtained from a "model" RH problem, where all jumps onΣ are discarded. We will solve this model RH problem in the next section.
Solution of the model RH problem
Consider the two-sheeted Riemann surface X associated with the function w(k), defined by (4.18), where we choose the standard branch of √ · with the cut along the negative axis. The sheets of X are glued along the cuts [ic, ia] and [−ia, −ic]. Points on this surface are denoted by p = (k, ±). The canonical homology basis of cycles {a, b} is chosen as follows: The a-cycle surrounds the points −ia, ia starting on the upper sheet from the left side of the cut [ic, ia] and continues on the upper sheet to the left part of [−ia, −ic] and returns after changing sheets. The cycle b surrounds the points ia, ic counterclockwise on the upper sheet. Moreover, consider the normalized holomorphic differential
be the theta function and recall that θ is an even function, θ(−z) = θ(z), satisfying
Furthermore, let A(p) = p ic dω be the Abel map on X. Note that on the upper sheet, where p = (k, +), it has the following properties:
Finally, denote by K = τ 2 + πi the Riemann constant associated with X. Identifying the upper sheet of X with the complex plane we introduce two functions
where b ∈ R will be determined later and A(k) = A((k, +)) for k ∈ C. Evidently, both functions α 0 and β 0 have zeros of order one (on X) at the points ±ia. Moreover,
Due to the first three properties of the Abel map we get
Now introduce the function
defined uniquely on the set C \ Σ ac by the condition arg γ(0) = 0. This function satisfy the jump conditions 9) we conclude that the vector
solves our model problem
The symmetry condition
is also fulfilled due to (5.7). Moreover, both components of the vector-valued function m (3) (k) are bounded everywhere except for small vicinities of the points ±ia, ±ic, where they have singularities of the type (k − ζ) −1/4 , ζ ∈ {ic, ia, −ic, −ia}. In summary we get
We are interested in the terms of order 
To check that these asymptotics are real-valued on the imaginary axis, recall that
, where (cf. [2] )
is a real-valued function for v ∈ R.
Since outside small vicinities of the points ±ic, ±ia the solution of the model problem m (3) (k) approximates the solution m (2) (k) of the problem (4.28)-(4.29) it remains to trace back our deformation and conjugation steps:
where the asymptotic behavior of d(k, t) and F (k) are given by (4.8) and (4.22)-(4.24). Therefore, with
This formula together with (2.14) gives us the asymptotic behavior of ∞ x q(s, t)ds. To get the asymptotic behavior of q(x, t) we differentiate (5.18) with respect to x, taking into account that for any smooth function p(ξ) one has
Thus we obtain
Formula (5.19) can be simplified using the following formula for summing thetafunctions ( [14] formula (1.4.3))
and the last formula implies that
Substituting v = 
where dω is the normalized holomorphic differential (5.1). The functionΓ(ξ) > 0 is defined by (5.21) and
are real-valued functions. In all formulas forΓ, B, z and ∆ the positive values of the square roots are taken.
6. Asymptotics in the domain x < −6c 2 t.
To study the asymptotical behavior of q(x, t) in the domain we use the RH problem, associated with the left half axis. Namely, we consider the spectral data and the Jost solutions as the functions of the parameter k 1 = √ k 2 + c 2 . Then the continuous spectrum of the operator H(0) coincides with the set Im(k 1 ) = 0 and the discrete spectrum is located at the points iκ 1,j = i κ 2 j − c 2 (recall that κ 
. This function has the following asymptotical behavior
be circles with centers in iκ 1,j (resp., −iκ 1,j ) and radiuses 0 < ε < 
(iii) the normalization condition lim κ→∞ m(iκ) = (1 1). Here the phase Φ 1 (k) = Φ 1 (k 1 , x, t) is given by
Proof. The proof of this theorem is similar to the proofs of Theorem 2.3 and Lemma 2.4. It is based on formulas (2.12), (2.11), (2.10), the formula φ(−k 1 , x, t) = φ(k 1 , x, t) ∈ R for k 1 ∈ [−c, c] and the relations (cf. [15] )
2 )k1 , γ Figure 6 . First of all we observe, that the jump matrices corresponding to the discrete spectrum are exponentially close to the identity matrices as t → ∞. Therefore, unlike in the previous cases we do not need a conjugation step for them. Moreover, since the parameter k will not appear in the remainder of this section, we will write k in place of k 1 to simplify notations.
From (2.12) it follows that 1 − |R 1 (k)| 2 = 0 for k ∈ [−c, c] and hence
Now following the usual procedure [12] , [18] we let d(k) be an analytic function in
Then by the Plemelj formulas
For the smooth steplike initial data q(x, 0) ∈ C n (R) the reflection coefficient satisfies
Therefore, the integral under the exponent is well defined. Since the domain of integration here is even and the function log(1 − |R 1 | 2 ) is also even, we obtain d(−k) = d −1 (k) and the matrix
satisfies the symmetry conditions of Lemma 3.1. Now setm(k) = m(k)D(k) and the new RH problem will readm
Here the domains Ω Figure 7 . All contours are oriented from left to 4 } below the discrete spectrum and inside the domain, where R 1 (k) has an analytic continuation. We also set R 1 (k) = R 1 (−k) in these domains. Now redefinem(k) according to (6.12) 
else.
Now the functionm(k) has no jump ask ∈ R and all evidently defined jumps on contours Σ 2 )(|q(x, t)| + |q(−x, t) + c 2 |)dx < ∞.
We start with
Proof of Lemma 2.2. We will omit the dependence on t for notational simplicity. Let φ(k, x) and φ 1 (k, x) be the Jost solutions (2.4) of equation (2.2), normalized by (2.3). According to (2.6) the right transmission coefficient T (k) is defined by formula (2.10). Our first step is to compute its asymptotics as k → ∞ up to a term o 1 k . Since the Wronskian (2.7) does not depend on x, we evaluate it at x = 0. Under condition (A.1) the integrals in (2.4) can be integrated by parts one time and then differentiated with respect to x. We get Now let k ∈ Σ U c ⊂ C + implying that we have to work with the upper case in (2.13). Since the function φ(k) is real-valued and has no jump on this set, the equations for the entries of the jump matrix read as follows (assuming k ∈ [0, ic] + ) T φ 1 e ikx = T φ 1 e ikx α + φe −ikx γ, φe −ikx γ = T φ 1 e ikx β + φe −ikx .
From the last equality β = 0, δ = 1. Abbreviating γe −2ikx =: γ ′ and divide this equality by −T . By virtue of (2.12) we get
Comparing this equality with the first of the scattering relations (2.6) we obtain α = 1 and γ = −T 1 (k, t)T (k, t)e 2ikx . Since −T 1 T = − k k1 |T 1 | 2 for k ∈ Σ c , the corresponding formula from item 4. of Lemma 2.1 establishes the formula for v(k), k ∈ Σ U c . For k ∈ Σ L c we use property (2.16) and formula R(k) = R(−k) valid for −C 0 Im k < 0.
