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Abstract
Classical geometry can be described either in terms of a metric tensor gab(x) or in terms of the
geodesic distance σ2(x, x′). Recent work, however, has shown that the geodesic distance is better suited
to describe the quantum structure of spacetime. This is because one can incorporate some of the key
quantum effects by replacing σ2 by another function S[σ2] such that S[0] = L20 is non-zero. This
allows one to introduce a zero-point-length in the spacetime. I show that the geodesic distance can be
an emergent construct, arising in the form of a correlator S[σ2(x, y)] = 〈J(x)J(y)〉, of a pregeometric
variable J(x), which can be interpreted as the quantum density of spacetime events. This approach also
shows why null surfaces play a special role in the interface of quantum theory and gravity. I describe
several technical and conceptual aspects of this construction and discuss some of its implications.
1 Geodesic distance: A replacement for the metric
The geometry of spacetime (or space, since I will work with an Euclidean manifold in this section) is
conventionally described in terms of a metric gab(x) which is a local, second rank symmetric tensor. The
distance between two infinitesimally separated events (or points) is then given by ds2 = gabdx
adxb. All
other geometrical features of the space(time) are then related to the metric.
There is, however, another way of describing the geometry which is conceptually far superior. This
is in terms of the geodesic distance σ2(x, x′) [also called Synge’s world function [1]; but I will use the
terminology ‘geodesic distance’] which is related to the metric tensor by two equations. The first one is:
σ =
∫ x
x′
√
gabdxadxb =
∫ λ
λ0
√
gabnanbdλ (1)
where na = dxa/dλ is the tangent vector to the geodesic. This equation tells you how the metric tensor
gab determines the geodesic distance σ
2(x, x′). The second equation is the differential version of the same,
given by:
1
2
[∇a∇bσ2(x, x′)] = gab(x) − 1
3
Racbdn
cndσ2 + .... = gab(x) +O(Rσ2) (2)
This one tells you how σ2(x, x′) determines the metric tensor gab when you take the limit of x → x′ on
both sides of this equation. (In a way σ2(x, x′) actually encodes more information than the metric; the
1
Taylor series expansion of the function σ2(x, x′) gives the components of curvature tensor etc.) These
two equations together imply that the metric gab(x) and the geodesic distance σ
2(x, x′) contain the same
amount of information about the geometry. Classical gravity can, therefore, be described entirely in terms
of the single biscalar function σ2(x, x′) instead of the ten components of the local metric tensor gab(x).
While both gab(x) and σ
2(x, x′) can be used to describe the geometry classically, the metric is a
lot easier to work with in technical computations and hence is usually considered as the descriptor of
space(time) geometry. In fact, conventional text books in general relativity hardly mention the geodesic
distance! There are several technical reasons for this: (a) As I said before, the biscalar σ2(x, x′) encodes
more information than the metric and as such there are restrictions on what kind of functions can be
accepted as the geodesic distance. For example, Eq. (2) tells you that the first two coefficients of the
series expansion have to be related to each other exactly as the curvature tensor is related to the metric.
One can understand the existence of such restrictions from the fact that, for events which are sufficiently
close together, Eq. (1) imposes an additive property. However, it is not easy to write down the necessary
and sufficient conditions for a biscalar to be a geodesic distance. (For some discussion of this point, see
e.g., [2]) (b) There is significant algebraic complexity in working with σ2(x, x′). For example, the Hilbert
action, and the field equations, when expressed in terms of σ2(x, x′), will involve fourth order derivatives
which are very intractable.
It turns out, however, that σ2(x, x′) is conceptually far better suited to describe the quantum mi-
crostructure of spacetime.1 Let me provide two important reasons for the same.
(a) There is fair amount of evidence [4] which suggests that, at mesoscopic scales, the primary effect
of quantum gravity is to change σ2 to another function S(σ2) such that S(0) ≡ L20 is finite and non-zero,
signifying a zero-point-length to the spacetime.2 Once you know how QG corrections change σ2, one can
determine — through Eq. (1) and Eq. (2) — how the metric gets corrected by QG effects. The resulting
structure, called qmetric, qab(x, x
′), is defined in analogy with Eq. (2) with σ2 replaced by S[σ2]:
1
2
[∇a∇bS(x, x′)] = qab(x, x′)− 1
3
Racbdn
cndS + .... (3)
All the quantities on the right are now evaluated for the qmetric and the result holds to the lowest order
in L20. This equation defines a bitensor qab(x, x
′) rather than a tensor. The properties of the qmetric was
explored in detail in Ref. [5].
(b) There is sufficient evidence to suggest that the field equations of gravity have the same conceptual
status as the equations of elasticity/fluid mechanics; in other words, gravity is an emergent phenomenon
(see e.g., [7]). This suggests that geometrical variables should emerge from suitable, quantum mechanical,
pregeometric description of spacetime. I will suggest in this work that there is a natural way of interpreting
the geodesic distance σ2(x, y) as a correlator of a pregeometric density of spacetime events, J(x), in the
form
S[σ2(x, y)] = 〈J(x)J(y)〉 (4)
The left hand side gives the quantum corrected geodesic distance at mesoscopic scales; the probability
distribution defining the correlator in the right hand side will be provided as we go along. From Eq. (3)
1Me and my collaborators have emphasized the superiority of σ2 over gab in modeling quantum microstructure in several
of our publications (see e.g., [3, 5]; for different but related point-of-view, see [6] and references therein.). This point of view
is slowly gaining some acceptance in the later works by others and I hope this trend continues!
2While most of the ideas described here will will work for arbitrary S(σ2), I will illustrate the results for the simple choice
S(σ2) = σ2(x, y) + L20 when appropriate; on analytic continuation to a spacetime with a mostly positive signature, the zero
-point-length adds to the spatial distance.
2
we can also express the quantum corrected qmetric also as a correlator:
qab(x, x
′) =
1
2
〈J(x′)∇a∇bJ(x)〉 (5)
which is valid to the lowest order in RS. While there is no simple way to introduce the metric tensor as
an emergent construct, we can directly obtain the quantum corrected qmetric, at mesoscopic scales, as an
emergent variable, if we adopt the geodesic distance as the fundamental descriptor of geometry and use
Eq. (4) and Eq. (5). Clearly, σ2(x, y) is better suited for an emergent description of geometry compared to
the metric tensor. This is the most important reason for using σ2(x, x′) rather than gab(x) as a descriptor
of geometry.3
In other words, the classical geodesic distance is the descriptor of spacetime geometry while the quantum
corrected geodesic distance S(σ2) can be related to the description of pregeometric variables through
Eq. (4). Let me summarize this point-of-view:
• It is better to describe geometry in terms of σ2(x, y) rather than the metric gab(x), especially close
to Planck scales.
• Spacetime geometry is an emergent phenomenon and quantum gravitational effects change σ2(x, y)
to S[σ2(x, y)] with S[0] ≡ L20 being non-zero..
• One can describe the geodesic distance σ2(x, y) and S[σ2] as correlators of a pregeometric variable
J(x) which can be thought of as the density of spacetime events.
I will now describe how such a picture emerges.
2 Geodesic distance emerges as a correlator of a pregeometric
variable
Let me first outline the algebraic aspects and then take up the physical interpretation. I start with the
abstract space of all events {A} which eventually will become a set of all points in a D-dimensional
Euclidean manifold with each event being identified by some coordinates xi in a local chart. One can
equivalently start with a D-dimensional Euclidean manifold divided into cells of volume LD0 with the events
at the centers of the cells (labeled by coordinates xi) becoming the elements of the set {A}. A volume
dVx will correspond to d
Dx/LD0 cells in the appropriate limit. It is convenient, though not absolutely
necessary, to imagine that the Euclidean space is compact, say, a D-dimensional hypersphere of radius R.
(This is indeed what will happen if the Lorentzian spacetime is deSitter which becomes a hypersphere in
the Euclidean sector.) We then have a finite number (about (R/L)D) of elements in the set {A}.
I will next introduce a stochastic variable J(A), described by the probability function P [J(A)], with
3May be one could add a third reason: It is very unlikely that physicists would have been tempted to quantize a biscalar
σ2(x, x′)! On the other hand, a second rank symmetric tensor gab(x) lured them to try their luck with creating a quantum
theory for the metric tensor (with repeated failures). There is sufficient evidence that metric tensor should not be thought of
as a garden-variety field (e.g. Yang-Mills field) and subjected to some kind of quantization. If general relativity was taught
in terms of σ2 may be one would have realized this earlier.
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the leading order behaviour given by:
P [J(A)] = N exp

−L20
2
∑
A,B
J(A)S−1[σ2(A,B)]J(B) + · · ·


= N exp
[
−L
2
0
2
∑
x,y
J(x)S−1[σ2(x, y)]J(y) + · · ·
]
(6)
which N is an unimportant normalization factor which I will not display when it is irrelevant. In the
second line we have used a more intuitive notation replacing elements of the set {A} by their coordinates
but it must be interpreted through the first equation. In such a description, J(A) ≡ Jx etc are a set
of correlated Gaussian stochastic variables. Similarly S[σ2(A,B)] ≡ S(x,y) is a symmetric matrix whose
elements are determined by the function σ2(x, y) with S−1 being the matrix inverse. So the argument of
the exponential is essentially the familiar discrete matrix structure JxS
−1
xy Jy. It is then obvious that the
correlator 〈J(A)J(B) =〉〈J(x)J(y)〉 is indeed given by S[σ2(x, y)]/L20. (In Eq. (6), J is dimensionless and
S has dimensions of square of length.) In the semi-classical limit, with x, y etc. are treated as coordinates
of a differential manifold with the geodesic distance σ2(x, y) in the limit of L0 → 0. The relation in Eq. (4)
will hold even in this classical limit for events (x, y) for which σ2(x, y)≫ L20.
While the above ideas work for an arbitrary S[σ2(x, y)], let me illustrate them in the special case in
which S[σ2(x, y)] = σ2(x, y) + L20 where L0 is the zero point length in spacetime (which, as I said before,
is taken to be of the order of the Planck length LP ). In this specific case Eq. (6) becomes
P [J(x)] = N exp
[
−L
2
0
2
∑
x,y
J(x)J(y)[σ2(x, y) + L20]
−1 + · · ·
]
(7)
In both Eq. (6) and Eq. (7), the J(x) can be thought of as the pregeometric density of spacetime events.
Let me now introduce this concept taking D = 4 for definiteness.
This is best done by noting that such a description (and terminology) is completely analogous to what
you do in the description of a fluid made of discrete molecules. In such a case, one often talks about
a function n(x) = n(t,x) which is supposed to give the number density of molecules at an event xi.
Obviously an event xi of geometrically zero size cannot host a single molecule of finite size, let alone
several of them. But you never worry about this aspect when you do fluid mechanics. This mathematical
abstraction is based on the idea dN = n(x)d3x can describe the number of molecules in a ‘small’ volume
d3x. This volume, however, should be large enough to contain sufficient number of molecules (i.e, it is
significantly larger than λ3 where λ is the mean free path) and hence cannot be strictly infinitesimal. At
the same time, it is taken to be small enough to be treated as infinitesimal for mathematical purpose. This
is precisely what I do while introducing the density of spacetime events J(x); the idea is that
dNe = J(x)
dVx
L40
(8)
gives the number of pregeometric events around xi, just as dN = n(x)d3x gives the number of molecules
around xi. The argument xi of the function J(x) refers to a coordinate label in a coarse grained, mesoscopic
description of the spacetime, treated like a fluid, with L0 being analogous to the mean-free-path. I stress
that there are no conceptual ambiguities in using such a description while claiming that S[σ2(x, y)] is an
emergent variable.
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These relations suggest that G(x, y) ≡ L20S−1(x, y) can be interpreted as a propagator for a theory
with J(x) acting as the sources. The coincidence limit of this propagator G(x, x) = 1 remains finite due
to the existence of the zero-point-length. Such a source J(x) could also be thought of as generating a field
φ(x) with P [J(x)] becoming the partition function for the theory. That is, we can also write:
P [J(x)] ∝
∫
Dφ exp
[
− 1
2L20
∑
x,y
φ(x)S[σ2(x, y)]φ(x) +
∑
x
J(x)φ(x)
]
(9)
where G(x, y) is the inverse of S(x, y). In general, the field theory for φ(x) will be non-local.
In this approach, it is important to note that I have defined S[σ2(x, y)] as a correlator of the source
J(x) in the discrete limit, rather than as a correlator of the field φ(x). The correlator of a field, in the limit
of LP → 0, will usually behave as a inverse function of σ2(x, y); for e.g., a massless free field in D = 4 will
have a behaviour 1/σ2. But in the limit of LP → 0 we want the correlator in Eq. (4) to behave as σ2(x, y).
This is achieved by defining the geodesic distance in terms of the correlator of the source in the discrete
limit. That is, the geodesic distance emerges from a pregeometric variable analogous to the source J(x)
rather than from a pregeometric variable analogous to the field φ(x). It is also clear from Eq. (4) that
the correlator 〈J(x)J(y)〉 increases without bound (rather than decrease) with the separation (x − y)2;
obviously we are dealing with a somewhat counter-intuitive, but well-defined, stochastic variable.
Since the field theory of φ(x) is difficult to handle, we need another route to reach the propagator
G(x, y). Fortunately, the relevant formalism for propagators with finite coincidence limit has already been
developed [9] in terms of path integrals (without introducing any field). In this approach, it is relatively
straightforward to obtain the propagator G(x, y) ≡ (L20/S[σ2(x, y)]) directly through the introduction of
zero-point length in spacetime in the continuum limit. To do this, consider a spacetime with a classical
metric gab and a corresponding Laplacian g. The heat kernel for this spacetime is defined in the standard
manner as Kstd(x, y; s) ≡ 〈x|esg |y〉. The propagator for a scalar field, incorporating the zero-point length,
can now be defined as
G(x, y) = L20
∫ ∞
0
ds e−(L
2
0
/4s)Kstd(x, y; s) (10)
This construction has been extensively discussed in the literature [8] and allows the modification of σ2(x, y)
to σ2(x, y) +L20 at the lowest order. The probability distribution for the source J(x) for the scalar field is
given by
Pφ[J(x)] = N exp
[
−L
2
0
2
∫ ∞
0
dse−(L
2
0
/4s)
∑
x,y
J(x)J(y)Kstd(x, y; s) + · · ·
]
(11)
The probability distribution in Eq. (7), governing the density of spacetime events, can be expressed in a
similar form. For example, when σ2(x, y) is a function of (x − y), let B(k) be the Fourier transform of
S[σ2(x− y)] and define the heat kernel Kdse(x, y; s) ≡ 〈x|e−sB(i∂)|y〉, then
P [J(x)] = N exp
[
−L
2
0
2
∫ ∞
0
ds
∑
x,y
J(x)J(y)Kdse(x, y; s) + · · ·
]
(12)
In classical geometry the propagation amplitude from x to y is governed by Kstd(x, y; s). In the above
expression we are using a heat kernel with two modifications: (1) The events x and y are weighted by
the density of spacetime events J(x) and J(y). (2) The propagation at scales less than L20 is suppressed
effectively by the factor e−L
2
0
/4s.
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It is possible to arrive at the modified propagator in Eq. (10) from a different route as well [9]. This is
done by postulating that the action for a relativistic particle, propagating in a spacetime, should remain
invariant under the transformation σ(x, y)→ L20/σ(x, y). This can be achieved by defining the (Euclidean)
propagator for a particle of mass m, propagating in a given spacetime by the sum over paths:
G(x, y) =
∑
σ
exp
[
−m
(
σ +
L20
σ
)]
(13)
It can be shown that [9] the resulting propagator incorporates the zero-point length exactly as given by
Eq. (10). For a massive particle, the modification in Eq. (13) has a very simple physical interpretation.
Recall that the action for a relativistic particle of mass m is A = −mσ = −σ/λc where σ is the length
of the path and λc = ~/mc is the Compton wavelength of the particle. When we introduce gravity, it
makes no sense to sum over paths with length σ smaller than the Schwarzschild radius Rg = Gm/c
2
of the particle. This suggests suppressing the contribution from paths with σ . Rg in some suitable
manner. Assuming that this suppression preserves a duality symmetry under σ → 1/σ, one arrives at the
(unique) modification of the action to the form Ag = −(σ/λc)− (Rg/σ) which can be written in the form
Ag = −(1/λc)[σ + (L20/σ)] where L0 is of the order of Planck length. To obtain the results in Eq. (12)
etc., we can take the limit m→ 0 at the end of the computation.
So the procedure for obtaining σ2 as an emergent variable from pregeometric density of spacetime
events can be summarized as follows:
• You start with a classical spacetime and metric gab valid at macroscopic scales. Compute the heat
kernel for this metric, e.g., Kdse(x, y; s) ≡ 〈x|e−sB(i∂)|y〉.
• Postulate that the probability P [J(x)] for the density of spacetime events J(x) is given by Eq. (12).
• Then the quantum corrected geodesic distance S[σ2(x, y)] is given by the correlator 〈J(x)J(y)〉. This
provides an emergent description for the geodesic distance from which one can obtain an (emergent)
QG corrected metric, qab. The properties of such a qmetric has been explored in detail in Ref. [5].
It should be clear that the zero-point-length plays two distinct roles in the above discussion. First,
spacetime geometry acquires a zero-point-length from pregeometric variables when geodesic distance is
treated as the correlator < J(x)J(y) >. Second, propagators for matter fields acquire finite coincidence
limit [with zero-point-length acting as a UV regulator] when the path integral is modified as in Eq. (13). In
the complete picture, we should be able to derive Eq. (13) from pregeometric physics, once the description
has a zero-point-length built in. This is related to the extremely nontrivial question: How do we describe
matter fields close to Planck scales?
The Eq. (13) suggests a clue in this simple case. Note the a massive scalar field is completely specified
a single parameter m leading to the standard QFT propagator
G(x, y;m2) =
∫ ∞
0
dse−m
2sKstd(x, y; s) (14)
where Kstd is the zero mass Schwinger (heat) kernel which only depends on the geometry and is inde-
pendent of any properties of the quantum field. One can compute G(x, y;m2) — without introducing a
scalar field operator, vacuum state etc — by directly summing over all paths connecting the points x and
y, with a weightage of exp−mℓ(x, y) for a path of length ℓ(x, y). Recall that this sum can be evaluated
by working in a lattice with lattice separation ǫ and a corresponding mass µ(ǫ) in the lattice. At the end
of the calculation one takes the limit ǫ→ 0 arranging the continuum mass to be m. (See e.g., [10]).
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The existence of the quantum geometrical fluctuations introduces a zero-point-length to spacetime and
modifies G(x, y;m2) to the propagator
GQG(x, y;m
2) =
∫ ∞
0
dse−m
2s−L2
0
/4sKstd(s;x, y) (15)
One can take into account the quantum geometrical fluctuations by allowing the lattice spacing — intro-
duced originally to compute G(x, y;m2) — to fluctuate by a factor λ with the amplitude A(λ). This is
equivalent to assuming that there is an amplitude 〈m|m0〉 for a system with massm0 to appear as a system
with mass m = m0/λ due to quantum spacetime fluctuations.
4 (The effect of pregeometric fluctuations
on the matter field can only arise through superpositions of mass m0 which is the only matter-sector
parameter in the problem). Therefore we expect the following relation to hold:
GQG(x, y;m
2) =
∫ ∞
0
dm0〈m|m0〉G(x, y;m20) (16)
Using Eq. (15) and Eq. (16) and some Laplace transform tricks one can determine this amplitude 〈m|m0〉
to be:
〈m|m0〉 = −m0L0θ(m
2
0 −m2)√
m20 −m2
J1
[
L0
√
m20 −m2
]
(17)
for m0 > m. (There is a Dirac delta function contribution for m = m0 which we have not displayed; see
Appendix for details). We now put m0 = λm and write G as a path integral sum. This gives
GQG(m) =
∫ ∞
1
dλ A(m,λ)
∑
paths
e−mλℓ (18)
with
A(m,λ) = − λ(Lm)√
λ2 − 1 J1
[
mL
√
λ2 − 1
]
(19)
for λ > 1. (Again we have not displayed a Dirac delta function contribution at λ = 1; see Appendix.) This
suggests the following interpretation: The presence of a mass m in the space(time) induces fluctuations in
the length scales changing ℓ→ λℓ with an amplitude C(m,λ). The correct propagator GQG(m) has to be
obtained by integrating over these fluctuations as well as the sum over paths. This leads to the correct
propagator GQG(m). This result hints at a possible way by which the path integral duality can arise from
pregeometric fluctuations, along with zero-point-length for the spacetime.
For the sake of completeness, I mention that we can also determine a result analogous to Eq. (16) in
the Lorentzian spacetime. We first define a function G(x, y;m2 = q) ≡ G(x, y; q) by replacing m2 by q in
the standard propagator and allowing q to range over the whole real line. Then we find that:
GQG(x, y;m
2
0) =
∫ ∞
−∞
dq
2π
G(x, y; q)
L0√
q −m20
K1
[
iL0
√
q −m20
]
(20)
It is, however, often convenient to work in the Euclidean spacetime to avoid ambiguities in the analytic
structure.
4The fluctuation is taken to be a simple rescaling to ensure that when m → 0, we have m0 → 0.
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3 Euclidean spacetime as a set of Lorentzian null surfaces
I will now take a closer look at the conceptual picture which emerges from Eq. (8), using the analogy
of fluid mechanics. Let us ask what is the operational procedure for determining the number density of
molecules n(x) in fluid around an event xi. One simple method will be to take a small, spherical, volume
V (ǫ) of radius ǫ centered at x (on a t = constant hypersurface) and count the number N(ǫ) of molecules in
it. We can then define the number density n(x) as the limit of N(ǫ)/V (ǫ) as ǫ→ 0. One can introduce a
similar procedure to define J(x), in the Euclidean space, using a geodesic sphere of radius ǫ. Interestingly
enough, something very curious happens when we analytically continue to the Lorentzian spacetime. It
turns out that, shifting the attention from the metric to geodesic distance, provides fresh insights into
the nature of null surfaces in spacetime. Given the fact that null surfaces seem to play a vital role in the
emergent gravity paradigm [7], let me highlight this alternative point of view.
Consider a D-dimensional, flat, Euclidean space described in Cartesian coordinates xiE = (tE , xE ,x⊥)
where x⊥ denotes (D − 2) transverse coordinates. I will concentrate on the t − x plane to illustrate the
ideas which can be easily generalized to the D-dimensional space. Let us begin by asking how we can
assign to a point P in this plane the coordinates, say, (TE, XE). The simple procedure is just to say that
the coordinates of P are specified by the equations:
tE = TE ; xE = XE (21)
It is, however, possible to specify the coordinates of a point in a different — but completely equivalent —
manner. One can say that the coordinates of P are given by the solution to the equation:
σ2E(x,X) ≡ (xE −XE)2 + (tE − TE)2 = 0 (22)
That is, we set the geodesic distance between the two points to be equal to zero. In the Euclidean spacetime
the procedures in Eq. (21) and Eq. (22) lead to identical results, because the Euclidean geodesic interval
σ2E(x,X) vanishes only if x = X .
Let us now analytically continue from the Euclidean space to Lorentzian spacetime by the usual pro-
cedure of setting tE = it etc. The Eq. (21) will continue to work and one can specify the Lorentzian
coordinates of the event P by the relations x = X and t = T . But the procedure in Eq. (22) now fails!
The analytically continued version of Eq. (22)
σ2(x,X) ≡ (x−X)2 − (t− T )2 = 0 (23)
gives the null surfaces originating at the event (T,X). This is the direct consequence of the fact that the
vanishing of the geodesic distance σ2(x,X) = 0 in a Lorentzian spacetime specifies events connected by a
null ray rather than a unique event.
Let us take this idea further. Let us assume that the pregeometric description and consequent QG
effects are to be described primarily in the Euclidean space with an analytic continuation leading to the
standard Lorentzian spacetime. In that case, an infinitely localized point in the Euclidean space will not
have any operational significance. To tackle this issue, we can describe a point in the Euclidean space by
the following procedure. Consider the equi-geodesic surfaces defined by the equation σ2E(x,X) = ǫ
2. In
the context of the 2-dimensional section of Euclidean flat space this equation describes a circle of radius ǫ
centered on the point (T,X). If we now take smaller and smaller equigeodesic surfaces by decreasing the
value of ǫ the circles will approach the events (T,X). So an event in Euclidean space can equivalently be
thought of as the limit of the equigeodesic surface σ2E(x,X) = ǫ
2 when the geodesic distance tends to zero.
this is precisely the construction we should adopt to define J(x).
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Let us now repeat the same exercise after the analytic continuation. In the Lorentzian spacetime,
the corresponding equation σ2(x,X) = ǫ2 will represent a pair of hyperbola in the right and left wedges
demarcated by the null surfaces (x −X) = ±(t− T ). The limit ǫ→ 0 will now give you the null surfaces
(x − X) = ±(t − T ) rather than a unique event. So if we choose to define events in Euclidean space by
taking the limit ǫ → 0 of the equation σ2E(x,X) = ǫ2, then analytic continuation will associate a pair of
null surfaces with each point in the Euclidean space!
This result, while algebraically elementary, has deep conceptual significance. As I described earlier,
geodesic distance provides a natural link between pregeometry and geometry. It then makes sense to
define the coordinates of an event in terms of the procedure in Eq. (22) in Euclidean space. On analytic
continuation, this procedure associates a pair of null surfaces with pairs of points in the Euclidean space.
In other words, pairs of points in the Euclidean space have a natural correspondence with null surfaces
in Lorentzian spacetime. Because the construction relies only on the ǫ → 0 limit, the same ideas carry
over to a curved Euclidean space and curved spacetime. In the curved Euclidean space, one can always
choose a locally flat coordinate system and perform the analytic continuation within that region leading
to exactly the same results.
This approach links naturally with the idea of density of spacetime events J(x). One can now consider
an infinitesimal region around an eventX i defined through the relation σ2E(x,X) ≤ ǫ2; this would represent
a geodesic ball of radius ǫ in the Euclidean space and one can think of number of spacetime events inside
such infinitesimal balls as encoded in the pregeometric variable J(x). Analytic continuation will now lead to
density of spacetime events in the infinitesimal neighbourhood of a pair of null surfaces in the spacetime.
I would conjecture that the importance of null surfaces in the study of horizon thermodynamics and
emergent gravity paradigm arises because infinitesimally localized points satisfying σ2E(x,X) = 0 in the
Euclidean space are mapped to events along the null rays, satisfying σ2(x,X) = 0 in the spacetime. Let
me elaborate on this point,
Thermal behaviour in these spacetimes arise only because we introduce singular coordinate transforma-
tions in spacetime such that, say, the lapse function vanishes on some surface. As an illustration, consider
a class of Euclidean spacetimes with line element:
ds2 = F (ρ) [dt2E + dx
2
E ] + dL
2
⊥ = F (ρ) [ρ
2dθ2 + dρ2] + dL2⊥ (24)
where ρ2 ≡ x2E + t2E and dL2⊥ = hAB(ρ, yA)dyAdyB is the metric in the transverse directions. Consider
a class of such metrics which satisfies the following two conditions: Near the origin of the tE − xE plane
(that is when ρ→ 0), (a) F (ρ)→ 1 and (b) the transverse line element dL2
⊥
reduces to the flat form dx⊥
2.
This implies that the coordinate system (tE , xE ,x⊥) becomes a locally flat, Cartesian, coordinate system
near the origin. In the polar form of the metric, we do have a coordinate singularity at ρ = 0 but this is
completely harmless. One can rewrite the line element in Eq. (24) in a more familiar form as:
ds2 = f(ξ) dθ2 +
dξ2
f(ξ)
+ dL2⊥ (25)
where f(ξ) = ρ2F (ρ) and the coordinate ξ is related to ρ through the relations:
ρ2 ≡ e2ξ∗ ; ξ∗ ≡
∫
dξ
f(ξ)
+ const (26)
Near the origin, ρ2 ≈ 2ξ and the function f(ξ) behaves as f(ξ) ≈ 2ξ. This metric also has a coordinate
singularity at the origin because f vanishes. Again this is no more scary that the vanishing of gθθ in the
polar coordinates in Eq. (24).
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The trouble is, on analytic continuation (θ → iτ) to Lorentzian sector, the surface ξ = 0 = ρ becomes
a null surface and acts a horizon for a class of observers. The metric now takes the familiar Lorentzian
form:
ds2 = −f(ξ) dτ2 + dξ
2
f(ξ)
+ dL2⊥ (27)
This vanishing of f at ξ = 0 (which is a null surface) is now a big deal because all of horizon thermodynamics
in the Lorentzian version of the metric in Eq. (27) arises from the vanishing of the lapse function N = f .
If you study the field equation of a scalar field in these spacetimes, you will get (out-going) mode functions
which behave as ξ−iω (with our scaling in which the surface gravity is set to unity) and becomes ill-
defined at ξ = 0. The ratio of mode functions on the two sides of the horizon are related by the factor
φ(δ)/φ(−δ) = (−1)−iω which is ill-defined. If we use the standard iǫ prescription and the result
(ξ − iǫ)−iω = ξ−iωθ(ξ) + |ξ|−iωe−πωθ(−ξ) (28)
we find that the square of the relative amplitudes of this decomposition e−2πω is precisely what leads to
the temperature for the null surface. Clearly the singular transformation to polar coordinates in Euclidean
sector (making the origin special) leads to nontrivial effects in Lorentzian spacetime.
If we try to regulate the singularity something surprising happens. To see this clearly consider a class
spacetimes of the form [11]:
ds2 = f(xE)dt
2
E + dx
2
E + dL
2
⊥ =⇒ −f(x)dt2 + dx2 + dL2⊥; f(x) ≡ b2 + a2x2 (29)
where the arrow denotes standard analytic continuation and a, b are real constants. In the Euclidean
sector, a → 0, b 6= 0 limit will give flat space in Cartesian coordinates (locally) while a 6= 0, b → 0 limit
will give flat space in polar coordinates (locally). In general this spacetime is curved with
R = −1
2
Rtxtx =
2a2b2
(b2 + a2x2)2
(30)
Looking at the numerator of Eq. (30), you might naively think that the curvature vanishes when either a
or b vanishes, as expected. It is indeed true that when a→ 0, b 6= 0 the curvature vanishes. But when we
take b→ 0, a 6= 0, we get the limit:5
lim
b→0
Rtxtx ∝ lim
b→0
b2
(b2 + a2x2)2
∝ δD(x2) (31)
showing that the curvature is non-zero and concentrated on the origin in the Euclidean sector and on
the horizon in the Lorentzian sector! Clearly when the metric becomes flat for some limiting value for a
parameter, curvature can acquire a distributional behaviour. This again reinforces the non-triviality of
analytic continuation mapping the Euclidean origin to Lorentzian horizon.
4 Summary and Highlights
Let me conclude by listing some of the key points described above.
5This is most easily proved using the following theorem [12]: If F (r) is a unit normalized function, then the sequence of
functions Fµ(r) = µ−1F (r/µ) tends to the Dirac delta function when µ → 0.]
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• The geodesic distance is a far better descriptor of classical geometry and quantum pregeometry. Let
us abandon the description in terms of the metric and concentrate on the geodesic interval, in the
study of quantum spacetime!
• The geodesic interval σ2(x, y) is an emergent construct and can be thought of as a correlator
〈J(x)J(y)〉 of a pregeometric variable J(x). This variable, which can be interpreted as the den-
sity of spacetime events, is completely analogous to density of molecules n(x) of a fluid in standard
fluid mechanics.
• The correlator 〈J(x)J(y)〉 is computed using a probability functional given by Eq. (12). This provides
a systematic procedure for constructing the quantum corrected metric from the classical metric.
• Events in Euclidean space can be defined by taking the zero radius limit (ǫ → 0) of a geodesic ball
σ2E(x,X) = ǫ
2. The analytic continuation of this exercise allows us to associate a pair of null surfaces
with every point in Euclidean plane.
• It is possible to introduce a pregeometric field φ(x) sourced by the density of spacetime events J(x)
by the procedure I have outlined. For reasons I have stressed, the geodesic interval should be thought
of as the correlator of the source J(x) and not of the field φ(x).
• One can investigate the pregeometric structure as well as specific examples (cosmological spacetimes,
black hole spacetimes etc.) working with either J(x) or φ(x). Standard Lorentz invariant, local,
unitary QFT will not allow a propagator with finite coincidence limit. So the QFT of φ(x) will be
non-local and rather unusual.
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Appendix: Calculational Details
This Appendix provides some background material on zero point length and the algebraic details for some
of the results quoted in the main text.
Propagator with zero point length
The standard Euclidean propagator Gstd can in flat space(time) be obtained by the path integral sum
Gstd(x, y;m
2) =
∑
paths
exp [−mℓ] (32)
where ℓ(x, y) is the length of a path connecting the points x and y and the sum is over all paths: This
sum can be defined by a lattice regularization procedure (see e.g., [10]) thereby leading to the standard
result. (The amplitude e−mℓ is well defined for m > 0 and is divergent for m < 0. However, the lattice
regularization leads to a result for G(p) which depends only on m2. This invariance of the result under
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m→ −m is a peculiar feature of the measure used in the lattice to regularize the sum.) The introduction
of the zero point length into the space(time) suggests modifying the path integral sum [9] to the form
GQG(x, y) =
∑
paths
exp
[
−m
(
ℓ+
L2
4ℓ
)]
; L2 = O(1)L2P (33)
In flat space(time), this path integral sum can also be worked out by lattice regularization techniques [9]
and the final result can be expressed in the form:
GQG(p
2) =
∫ ∞
0
ds exp[−s(p2 +m2)− L
2
4s
] =
L√
p2 +m2
K1[L
√
p2 +m2] (34)
Incidentally, the same propagator GQG(p
2) can also be obtained by the integral
G(p2) =
∫ ∞
0
dµ exp
[
− µ
GQG(p2)
]
≡
∫ ∞
0
dµ exp[−µF (p2)] ; F (p2) ≡ 1
GQG(p2)
(35)
where I have defined F (p2) = 1/GQG(p
2). It follows that the propagator in real space can be expressed in
a form:
GQG(x, y;m
2) =
∫ ∞
0
dµ 〈x|e−µF (−)|y〉 (36)
So GQG(x, y) can be thought of as a propagator for a field theory with a non-polynomial Lagrangian
leading to the action
A =
∫
dDx φ(x)F (−)φ(x) (37)
Unfortunately, this field theory is difficult to handle.
In a curved space(time), the zero point length is introduced in a similar manner, by modifying the
relation between heat kernel and the propagator into the form:
GQG(x1, x2;m
2) =
∫ ∞
0
ds e−m
2s−L
2
4s Km=0(x2, x1; s) (38)
The corresponding expression in the Lorentzian spacetime is given by:
GQG(x1, x2;m
2) =
∫ ∞
0
ds e−im
2s+ iL
2
4s Km=0(x2, x1; s) (39)
The sign of L2 term reflects the fact that zero point length adds to spatial part of σ2(x, y). With the
signature being mostly negative, this requires σ2 → σ2 − L2.
Higher dimensional interpretation of GQG
It is possible to expressGQG inD-dimensions in terms of the standard propagator in N = D+2 dimensions.
To do this, consider a fictitious N = D + 2, Euclidean curved space(time) with the metric
dS2N =
(
gabdx
adxb
)
D
+ δAB dX
AdXB (A,B = 1, 2) (40)
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where we have added two “flat” directions. The N -dimensional heat kernel for m = 0 now factorizes and
we can write
KNm=0 ≡ 〈x,L|esN |y,0〉 =
(
1
4πs
)
e−L
2/4sKDm=0(x, y; s) ; L
2 ≡ LALA (41)
Therefore, the N -dimensional, massive, heat kernel becomes
KN (x,L; y,0; s) =
(
1
4πs
)
e−(L
2/4s)−m2sKDm=0(x, y; s) (42)
The corresponding N -dimensional massive propagator is obtained by integrating this expression over s in
the range 0 to ∞. This is almost the same as GQG except for the extra factor (1/4πs). This factor can be
easily taken care of by Differentiating the propagator with respect to m2. We find that
− 4π ∂
∂m2
GNstd(x,L; y,0) =
∫ ∞
0
ds e−(L
2/4s)−m2sKDm=0(x, y; s) = G
D
QG(x, y) (43)
Therefore, we can relate the quantum corrected propagator GDQG(x, y) to the standard propagator in the
fictitious N = D + 2 space with the metric in Eq. (40) by the relation
GDQG(x, y) = −4π
∂
∂m2
GN (x,L; y,0)
∣∣∣∣
L2=L2
(44)
The zero point length arises as the magnitude of the propagation distance in the extra dimensions.
Interestingly, the derivative of standard propagator with respect to m2 — which appears in the right
hand side of Eq. (44) —can be related to the ‘transitivity integral’ for the propagator GN . To see this,
consider the integral (with the notation dN z¯ ≡ dDx d2x):∫
dN z¯ GN (x,L; z,Z)GN (z,Z; y,0) =
∫
dN z¯ 〈x, L|(−N +m2)−1|z, Z〉〈z, Z|(−N +m2)−1|y, 0〉
= 〈x,L|(−N +m2)−2|y,0〉 (45)
Using the fact that:
〈x,L|(−N +m2)−2|y,0〉 = − ∂
∂m2
GN (x,L; y,0) (46)
and combining with Eq. (44) we find that
GDQG = (4π)〈x,L|(−N +m2)−2|y,0〉
∣∣∣∣
L2=L2
(47)
This result, in turn, leads to two differential equations satisfied by GDQG, viz.:
(−N +m2)2GDQG = 4πδ(x, y) δ(L) (48)
and
(−N +m2)GDQG = 4πGN (x,L; y,0) (49)
which are valid in any curved space(time).
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One can explicitly verify that, in flat space(time) either of these equations lead to the correct GQG.
For example, Fourier transforming either Eq. (48) or Eq. (49), we find that GDQG can be expressed as the
integral
GDQG(x,L; 0,0) = 4π
∫
dDk d2K
(2π)N
eikx eiK·L
(k2 +m2 +K2)2
(50)
The square in the denominator can be taken care of by the usual trick of differentiating with respect to
m2. Performing the 2-dimensional integral over d2K = KdKdθ we get the result in terms of the Bessel
function J0(KL):
GDQG(x,L; 0,0) = −
∂
∂m2
∫
dDk
(2π)D
∫ ∞
0
KdK
∫ 2π
0
dθ
π
eikx eiKL cos θ
k2 +m2 +K2
= − ∂
∂m2
∫
dDk
(2π)D
eikx
∫ ∞
0
2KdK
J0(KL)
k2 +m2 +K2
(51)
This tells us that the D-dimensional Fourier transform GDQG(k,L) of G
D
QG(x,L; 0,0) is given by
GDQG(k,L) = −
∂
∂m2
∫ ∞
0
2KdK
J0(KL)
k2 +m2 +K2
(52)
To do the integral over K we write the denominator in the exponential form and obtain
− ∂
∂m2
∫ ∞
0
2KdK J0(KL)
∫ ∞
0
ds e−s(k
2+m2) e−sK
2
=
∫ ∞
0
ds se−s(k
2+m2)
∫ ∞
0
2K dK J0(KL)e
−sK2
(53)
We now use the identity ∫ ∞
0
2KdK J0(KL)e
−sK2 =
1
2
exp
(
−L
2
4s
)
(54)
to recover the standard result
GDQG(k, L) =
∫ ∞
0
ds e−s(k
2+m2)−(L2/4s) (55)
Determining GQG in terms of Gstd
Lorentzian spacetime
It is often convenient to express the modified propagator GQG(x1, x2;m
2) directly in terms of the original
propagatorGstd(x1, x2;m
2). This is fairly straightforward to do in the Lorentzian sector along the following
lines. We set µ ≡ m2 and treat Gstd(x1, x2;m2) = Gstd(x1, x2;µ) as a function of µ analytically continued
along the entire real line. The relation between the propagator and the zero mass heat kernel
Gstd(x1, x2;µ) =
∫ ∞
0
ds e−iµsKm=0(x2, x1; s) (56)
can now be inverted to give:∫ ∞
−∞
G(x1, x2;µ) e
iµq dµ
2π
=
∫ ∞
0
ds δ(q − s)K = θ(q)Km=0(x2, x1; q) (57)
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We can therefore write Eq. (39) as:
GQG(x1, x2;m
2) =
∫ ∞
0
ds e−im
2s+(iL2/4s)Km=0(x2, x1; s)
=
∫ ∞
0
ds e−im
2s+(iL2/4s)
∫ ∞
−∞
dµ
2π
eiµsGstd(x1, x2;µ)
=
∫ ∞
−∞
dµ
2π
Gstd(x1, x2;µ)
∫ ∞
0
ds e−is(m
2
−µ)+(iL2/4s) (58)
The integral over s can be evaluated in terms of K1 giving∫ ∞
0
ds e−is(m
2
−µ)+(iL2/4s) =
L√
µ−m2
K1(iL
√
µ−m2) (59)
This leads to the result
GQG(x1, x2;m
2) =
∫ ∞
−∞
dµ
2π
Gstd(x1, x2;m
2 = µ)
L√
µ−m2
K1(iL
√
µ−m2) (60)
which gives the modified propagator in any curved spacetime in terms of the original propagator.
If the background spacetime has certain symmetries, they reflect on the structure of both Gstd and
GQG in a similar manner. For example, consider homogeneous spacetimes like the FRW spacetimes in
which Gstd(x1, x2;m
2) = Gstd(x1 − x2, t1, t2;m2). It follows that, we will also have GQG(x1, x2;m2) =
GQG(x1 − x2, t1, t2;m2). This implies one can Fourier transform both propagators with respect to spatial
coordinates and obtain a similar relation in the momentum space:
GQG(p, t1, t2;m
2) =
∫ ∞
−∞
dµ
2π
Gstd(p, t1, t2;m
2 = µ)
L√
µ−m2 K1(iL
√
µ−m2) (61)
on the other hand, if the spacetime is static, one can Fourier transform both propagators with respect to
time coordinates and obtain a similar relation:
GQG(ω,x1,x2;m
2) =
∫ ∞
−∞
dµ
2π
Gstd(ω,x1,x2;m
2 = µ)
L√
µ−m2 K1(iL
√
µ−m2) (62)
More complicated symmetries can be handles in a similar manner. For example, in maximally symmetric
spacetimes, both propagators will (essentially) depend on the geodesic distance and one can often deal
with the Fourier transform with respect to the geodesic distance. In specific cases one can also express
Gstd in terms of the mode functions and obtain a modified set of mode function corresponding to GQG.
It is easy to verify that, in the case of flat spacetime we do reproduce the correct result from Eq. (60).
In Fourier space Gstd(p
2,m2 = µ) is given by
Gstd(p
2, µ) =
i
p2 − µ+ iǫ = −
i
µ− p2 − iǫ (63)
which has a pole at µ = p2 + iǫ. It is obvious from the properties of K1 that the integral can be evaluated
by closing the contour in the upper half of the complex plane for s > 0. The contour then contributes 2πi
times the residue at the pole at µ = p2 + iǫ thereby leading to the correct propagator.
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Euclidean space
Here we need to use inverse Laplace transform rather than inverse Fourier transform. This is most easily
done by starting with the integral:∫ ∞
a
dt e−ptJ0
[
2
√
b(t− a)
]
=
1
p
e−ap−(b/p) (64)
which can be verified by setting b(t − a) = x2 and using Eq. (54). Differentiating both sides of Eq. (64)
with respect to a we get
e−ap−(b/p) = − ∂
∂a
∫ ∞
a
dt e−ptJ0
[
2
√
b(t− a)
]
(65)
The integration limits in the right hand side can be extended from 0 to ∞ by introducing a factor θ[t− a]
in the integrand. Carrying the differential operator ∂/∂a inside the integral, one will then obtain one term
containing θJ1 as well as another term of the form J0δ giving rise to e
−ap. That is:
−e−ap−(b/p) = ∂
∂a
∫ ∞
a
e−pt J0
[
2
√
b(t− a)
]
dt = −e−ap +
∫ ∞
a
dt e−pt b
J1
[
2
√
b(t− a)
]
√
b(t− a)
=
∫ ∞
0
dt e−pt
{
θ(t− a) b√
b(t− a) J1
(
2
√
b(t− a)
)
− δ(t− a)
}
(66)
It is however more convenient not to do this and instead use the expression in Eq. (65) as it is in the
computations. The differentiation can be carried out towards the end, when required. We will now set
a = m2 and b = L2/4 in Eq. (65) to obtain:
e−m
2s−(L2/4s) = − ∂
∂m2
∫ ∞
m2
dt e−stJ0
[
L
√
t−m2
]
= − ∂
∂m2
∫ ∞
m2
dm20 e
−m2
0
sJ0
[
L
√
m20 −m2
]
(67)
where, in the second step, we have put t = m20. We will now use this expansion in the definition of quantum
gravitational propagator given by
GQG(m
2) =
∫ ∞
0
ds e−m
2s−(L2/4s)K0(s) (68)
Here K0(s) = 〈x|es|y〉 is the zero mass heat kernel in an arbitrary curved space(time)6 with  ≡ g
being the Laplacian corresponding to the curved space metric gab. Using Eq. (67) in Eq. (68) we find that
GQG(m
2) = −
∫ ∞
0
ds K0(s)
∂
∂m2
∫ ∞
m2
dm20 e
−m2
0
sJ0
[
L
√
m20 −m2
]
= − ∂
∂m2
∫ ∞
m2
dm20 J0
[
L
√
m20 −m2
]∫ ∞
0
ds K0(s)e
−m2
0
s
= − ∂
∂m2
∫ ∞
m2
dm20 J0
[
L
√
m20 −m2
]
Gstd(m0) (69)
6I have suppressed the dependence of K0 and GQG on the coordinates x, y. When the metric is independent of some of
the coordinates, the same relation can be used in momentum space as well because the integrals for Fourier transform just
flow through the expressions in both sides.
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In arriving at the last equality we have used the fact that the integral over s gives the standard QFT
propagator (without quantum corrections) corresponding to a mass m0. Equation (69) directly relates the
quantum corrected propagator for mass m to the standard QFT propagator for mass m0 in an arbitrary
Euclidean space(time). Whenever the latter is known, the former can be computed. This is the Euclidean
version of Eq. (60). The comments related to the symmetries of the propagator etc., made in the context
of Lorentzian spacetime, continue to be valid in this case as well.
It is easy to verify this result for the flat space(time) in which Gstd in momentum space is given by
Gstd(p
2,m20) =
∫ ∞
0
dµ e−µ(p
2+m2
0
) (70)
Using this expression in Eq. (69), changing variable to x2 ≡ m20 −m2 and carrying out the integrals, we
find that
GQG(m
2) = − ∂
∂m2
∫ ∞
0
2x dx J0(Lx)
∫ ∞
0
dµ e−µp
2
e−µ(m
2+x2)
= − ∂
∂m2
∫ ∞
0
dµ e−µ(p
2+m2)
∫ ∞
0
2x dx J0(Lx)e
−µx2 =
∫ ∞
0
dµ e−µ(p
2+m2)−(L2/4µ) (71)
where, to obtain the last equality, we have used the identity in Eq. (54). Clearly, Eq. (71) gives the correct
quantum gravitational propagator in flat space(time).
This result in Eq. (69) allows us to write GQG for a massm as a convolution of the standard propagator
Gstd(m0) for mass m0 through the relation
GQG(m) =
∫ ∞
0
dm0 C(m,m0)Gstd(m0) (72)
where
C(m,m0) = −m0Lθ(m
2
0 −m2)√
m20 −m2
J1
[
L
√
m20 −m2
]
+ δ(m−m0) (73)
and we have used Eq. (66). We can now put m0 = λm and write Gstd as a path integral sum, which will
lead to Eq. (18) and Eq. (19) in the main text.
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