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1. Introduction
We use the standard notations, namelyR for the set of real numbers,Rn for the set
of real column vectors of size n, Rm×n for the set of real m by n matrices, SRn×n for
the set of n by n real symmetric matrices, ORn×n for the set of n by n real orthogonal
matrices, OPRn×n for the set of n by n real orthogonal projectors, In for the n by
n identity matrix, N(A) for the null space of a matrix A, and R(A) for the column
space or range of a matrix A.
The problem of completing a block-partitioned matrix of a specified type, called
“C”, with some of its blocks given has been studied by many authors. Such com-
pletion problems are routinely described as follows: Given matrices A11 ∈ Rp×q ,
A12 ∈ Rp×(n−q), A21 ∈ R(n−p)×q , does there exists a matrix A22 ∈ R(n−p)×(n−q)
such that
A =
(
A11 A12
A21 A22
)
(1)
belongs to the subset C. Albert [1] studied the problem for the subset C = SRn×n0 ,
the set of positive semidefinite real symmetric matrices, and has obtained the follow-
ing well-known result.
Proposition [1]. Suppose A11 ∈ SRp×p, A12 ∈ Rp×(n−q), and A21 = AT12. Then
there exists a matrix A22 ∈ SR(n−p)×(n−p) such that the matrix A of block form
(1) is in SRn×n0 if and only if
1. A11 ∈ SRp×p0 and
2. N(A11) ⊂ N(A21).
Moreover A22 can be expressed by using the Moore–Penrose inverse of A11 as
A22 = A21A+11A12 + D,
where D ∈ SR(n−p)×(n−p)0 is arbitrary.
Fiedler and Markham [2] have studied the completion problem with C denoting
the set of invertible matrices and they have obtained existence theorems for this prob-
lem. More recently Hua [4] has investigated the problem when the desired matrix
class C is the set of nonsingular symmetric matrices, and he has provided expressions
for the general solution.
In this paper we consider the completion of a partitioned orthogonal projector.
This is motivated by the role of orthogonal projectors in statistics, econometrics, and
numerical analysis. For instance, if A is an n × n real symmetric matrix and x is an
n × 1 real random vector having the multivariate normal distribution Nn(0, I ), then
a necessary and sufficient condition for the quadratic form xTAx to be distributed as
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a chi-square variable is that A is idempotent, i.e., that A is an orthogonal projector
(for more details, we refer to [7]).
We first discuss the completion of an orthogonal projector from knowing one of
its columns, which we derive from elementary geometric properties of orthogonal
projectors. To find an orthogonal projector with two or more prescribed columns is
more complex. Combining the SVD with the projector’s geometric properties allows
us to solve this more general orthogonal projector completion problem as well.
Our results also help solve the following problem: If a random vector x has a mul-
tivariate normal distribution, what conditions does a random vector y have to meet so
that yTy is distributed as a chi-square variable? It is known [7] that if there exists an
orthogonal projector A such that y = Ax then yTy = xTATAx = xTA2x = xTAx
is distributed as chi-square. Thus our problem is equivalent to the following: Given
two nonzero vectors x, y ∈ Rn, is there an orthogonal projector A with rank(A) = r
such that y is the projection of x onto the subspace R(A), i.e., can Ax = y be solved
for the given vectors x and y by an orthogonal projector A of specified rank? This is
an inverse problem which we solve using our completion result and then generalize
to two or more given vectors xi and yi , namely: Is there an orthogonal projector A
such that Axi = yi for all i = 1, . . . , k?
This inverse matrix question was first proposed by Li [6] when he studied the
absolute stability of a class of direct control system. Zhang and Tang [9] also studied
this problem under the constraint of A being a positive definite matrix. In this paper
we first focus on the inverse problem with a rank constraint on the orthogonal pro-
jector. Moreover an explicit expression for all solutions of the problem is provided
in the more general case that solves AX = Y with given and suitable matrices X
and Y for A ∈ OPRn×n. We include algorithms, MATLAB codes, and numerical
examples that illustrate the accuracy of our main results.
2. Construction of an orthogonal completion when prescribing one column
and the related inverse problem
We consider orthogonal projections A of Rn which are standardly defined [5] in
the following two equivalent ways: An n by n matrix A is an orthogonal projection
if
A = AT and A2 = A, (2)
or if for k  n
A = V · V T for an n by k matrix V with orthonormal columns,
i.e., with V T · V = Ik. (3)
232 C. Meng et al. / Linear Algebra and its Applications 403 (2005) 229–247
The aim of this section is to try and complete an orthogonal projector A from
knowing one of its columns. This naturally leads to the inverse problem: given two
vectors x and y ∈ Rn, when is there an orthogonal projector A with Ax = y and how
can such a projector be constructed if it exists.
This section first outlines theoretical criteria for a successful completion of A
with various ranks from its given first column and then describes and tests sim-
ple MATLAB codes to accomplish the more general task that is involved with our
problem.
We start with the following two simple geometric problems and questions:
(A) For which vector pairs x and y ∈ Rn does an orthogonal projector A exist with
Ax = y?
If x is projected orthogonally onto y by A, then the difference vector y − x that
connects x to y is orthogonal to y, or for the dot product (·, ·) of Rn we must have
(y − x, y) = 0, i.e.,
(x, y) = (y, y). (4)
(B) Given two vectors x and y ∈ Rn, can one always scale x or y to achieve (4) and
if so, how?
This is impossible to do if x = 0 and y /= 0 ∈ Rn since no linear map [5] can map
the zero vector x to a non-zero vector such as y.
In all other cases such a scaling is possible. Namely if for example x ⊥y, then
the pair x˜ := αx (for α = (y,y)
(x,y)
) and y satisfies (4). Otherwise if y /= 0, then the pair
y˜ := βy = 0 (for β = (x,y)
(y,y)
= 0) and x satisfies (4), while for x /= 0 and y = 0, (4)
obviously holds.
Our next task is to
(C) Settle the inverse matrix problem of finding orthogonal projectors A of pre-
scribed rank r so that Ax = y for a given pair of vectors x and y that satisfy
(4).
Here we look for A = V · V T according to definition (3). We distinguish four
cases:
1. x = y = 0:
In this case we select any orthonormal set of r vectors from any ONB of Rn
and arrange these vectors to become the columns of the n by r matrix V . Then
A := V · V T is an orthogonal projector of rank r and A naturally maps x = 0 to
C. Meng et al. / Linear Algebra and its Applications 403 (2005) 229–247 233
y = 0. Note that in this case all ranks 1  r  n are possible for A and that for
r = n we have A = In since V T · V = In by (3).
2. 0 /= x = y:
Here we want to solve Ay = y for A = V · V T ∈ OPRn×n. If we normalize y
(and x) to y˜ = y/‖y‖ and select any r − 1 vectors vi from an ONB for the sub-
space y⊥ that is orthogonal to the span of y to form V =
 | | |y˜ v1 · · · vr−1
| | |
, then
rank(V ) = r and V · V Tx = y since V Tx = ‖y‖2e1 for the first unit vector e1 of
Rn as can be readily checked. Note that in this case, all ranks between 1 and n are
again possible for the orthogonal projector A = V · V T, and that the only such
projector of rank n is the identity matrix In.
3. 0 /= x /= y /= 0:
We take y˜ as before as the normalized vector in the direction of y and con-
sider any r − 1 vectors v1, . . . , vr−1 from any ONB of span{x, y}⊥. Then V := | | |y˜ v1 · · · vr−1
| | |
 has rank r and A = V · V T maps x to y. Due to the following
simple lemma, the rank of A is now restricted to be less than n.
Lemma. If x and y satisfy (4) and x /= y /= 0, then x and y are linearly inde-
pendent.
4. x /= y = 0:
Here we can take any set of r vectors from any ONB of x⊥ as the columns of V .
Then A = V · V T maps x to 0 = y. And again we are limited to ranks less than n
for A.
A quick glance at the four cases above reveals that only case 3, 0 /= x /= y /= 0 is
of computational interest.
(D) How can we compute an orthogonal projector A of prescribed rank r with 1 
r  n − 1 so that Ax = y when 0 /= x /= y /= 0?
Algorithm 1. Given two nonzero vectors x, y ∈ Rn with x /= y that satisfy (4) and
1  r  n − 1:
(a) Compute y˜ := y/‖y‖;
(b) Find r − 1 orthonormal vectors v1, . . . , vr−1 in the nullspace of
(
— xT —
— yT —
)
(via MATLAB’s null command for example);
234 C. Meng et al. / Linear Algebra and its Applications 403 (2005) 229–247
(c) Set V =
 | | |y˜ v1 · · · vr−1
| | |
 and form A = V · V T.
A more general MATLAB program is included at the end of this section.
With our preparations complete, we return to the original quest to try and com-
plete an orthogonal projection A from its first given column w with the prescribed
rank r . To do so we first determine which vectors can be the first column of an
orthogonal projection A.
(E) Which vectors w ∈ Rn occur as the first columns of an orthogonal projector?
The first column of any matrix A ∈ Rn×n is equal to Ae1 for the first unit vector
e1. Thus for an orthogonal projector A to have the first column w = Ae1, the vectors
e1 and w must satisfy the relation (4), or (e1, w) = (w,w), i.e.,
w1 =
n∑
i=1
w2i . (5)
This is the equation of a sphere in Rn as can be seen by rearranging the terms as
follows:
w21 − w1 +
1
4
+
n∑
i=2
w2i =
1
4
; or
(6)(
w1 − 12
)2
+
n∑
i=2
w2i =
(
1
2
)2
.
Thus the set of all vectors w that appear as the first column of an n by n orthogonal
projector A is the sphere in Rn with center ( 12 , 0, . . . , 0) and radius 12 . This sphere
lies inside the half-space w1  0 and touches the w2 − · · · − wn coordinate plane at
the origin (0, . . . , 0) ∈ Rn according to its defining equation (6).
This result readily generalizes to the kth column Aek of a orthogonal pro-
jector A.
Theorem 1. The kth column w of a orthogonal projector A of Rn lies on the sphere(
wk − 12
)2
+
∑
i /=k
w2i =
(
1
2
)2
(7)
of radius 12 in Rn that is centered at 12ek =
(
0, . . . , 0, 12 , 0, . . . , 0
)
, touches the w1 −
· · · − wk−1 − wk+1 − · · · − wn coordinate plane at the origin, and lies in the half-
space wk  0.
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Our only remaining tasks are to learn how to
(F) Generate a vector w in a given direction x /= 0 ∈ Rn (with xk  0 according to
Theorem 1) that can appear as the kth column of an orthogonal projector A,
and how to
(G) Generate the projector A with w as its kth column numerically from x.
An admissible kth column vector w for A can be found by scaling the given
vector x to w = αx so that w satisfies (7). Using αxj in (7) in place of wj for each
j = 1, . . . , n, we observe that
α2
(
n∑
i=1
x2i
)
− αxk = 0,
or α = xk∑
x2i
. This settles (F).
For our task (G) we assume that the given vector w satisfies Eq. (7) as a feasible
kth column vector of an orthogonal projector A according to Theorem 1 and that the
orthogonal projector A is to have rank r . We follow Algorithm 1 now.
Algorithm 2. Given 1  k  n, 1  r  n − 1, and ek /= w /= 0 ∈ Rn that satisfies
(7):
(a) Compute z˜ := w/‖w‖;
(b) Find r − 1 orthonormal vectors z1, . . . , zr−1 in the nullspace of
(
— eTk —
— wT —
)
∈ R2×n by applying case (C) 3 (via MATLAB’s null command for example);
(c) Set V =
| | |z˜ z1 · · · zr−1
| | |
 ∈ Rn×r and form A = V · V T ∈ Rn×n;
(d) Then A := V · V T is an orthogonal projector of rank r with w as its kth col-
umn.
Remark 1
(a) MATLAB’s null command finds an ONB of the null space via the QR factor-
ization of a matrix. The ONB could likewise be obtained, though with more
effort, from a complete SVD of the matrix.
(b) The orthogonal projector A of rank r with the prescribed feasible column w
is unique precisely for r = 1 and for r = n, if r = n is attainable. In all other
cases there are infinitely many sets of ONBs for the subspace in Algorithm
2(b), and even if one ONB has been singled out, there are combinatorially
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many choices of a subset of r vectors in it. Hence there are infinitely many
solutions A for our orthogonal projector completion problem if and only if
1 < r < n.
Here is a detailed MATLAB program that starts with an arbitrary nonzero vector
x whose kth component is nonnegative. The program scales x to w that satisfies (7)
in makew. It then computes an orthogonal projector A of the desired rank r that has
w as its kth column according to Algorithm 2.
function [A, w] = orthwmatrix(x,k,r)
% [A, w] = orthwmatrix(x,k,r)
% Input : an n vector x /= 0, two integers 1 <= k <= length(x),
% 1 <= r <= n-1;
% Note : the k-th component of x must be nonnegative.
% Output: An orthogonal projector (n by n matrix) A with k-th column
% proportional to x of rank r.
% Aux function used : makew, which adjusts the given x to a feasible
% w vector
[n,m] = size(x); e = zeros(n,1); e(k) = 1;
% form k-th unit vector e_k
w = makew(x,k); z = w/norm(w); % scale given x to be on proper k-th sphere
T = null([e’;w’]); % find basis for span(e_k,w)\perp
[d, R] = size(T); % R + 1 is the max possible rank of A
if R < r-1, % warning if we ask for too high a rank
fprintf(’ Orth projection of desired rank %d does not exist: \n’,r)
fprintf(’ ==> Instead we compute A with maximal possible rank %d.\n’,R+1);
r = R+1; end % warning if desired rank r is impossible and use
% max poss rank
V = [z, T(:,1:r-1)]; A = V*V’; % form orth proj from z and T of proper
% rank in fact any r-1 columns of T can be selected
% and arbitrarily ordered in V
function w = makew(x,k) % decides whether entry k of x is nonnegative and
% if so, scales x to lie on the proper k-th sphere
if x(k) < 0, disp(’x(k) is negative, no solution’), break, end
% make sure k-th component of x is nonnegative
Sum = sum(x.∧2); al = x(k)/Sum; w = al*x;
% scale x to lie on proper k-th sphere
Here are two orthogonal projectors computed by orthwmatrix from x = (1, . . . ,
1)T ∈ R6, with prescribed third column (and third row) entries that are all equal due
to the choice of x and with rank 2 and rank 4, respectively:
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>> x = ones(6,1); k = 3; [A, w] = orthwmatrix(x,k,2); A, Error = norm(A∧2-A)
A =
0.90937 -0.21874 0.16667 0.047568 0.047568 0.047568
-0.21874 0.36667 0.16667 0.22847 0.22847 0.22847
0.16667 0.16667 0.16667 0.16667 0.16667 0.16667
0.047568 0.22847 0.16667 0.18576 0.18576 0.18576
0.047568 0.22847 0.16667 0.18576 0.18576 0.18576
0.047568 0.22847 0.16667 0.18576 0.18576 0.18576
Error =
2.7733e-16
>> x = ones(6,1); k = 3; [A, w] = orthwmatrix(x,k,4); A, Error = norm(A∧2-A)
A =
0.94757 -0.095137 0.16667 -0.052432 -0.052432 0.085765
-0.095137 0.76667 0.16667 -0.095137 -0.095137 0.35208
0.16667 0.16667 0.16667 0.16667 0.16667 0.16667
-0.052432 -0.095137 0.16667 0.94757 -0.052432 0.085765
-0.052432 -0.095137 0.16667 -0.052432 0.94757 0.085765
0.085765 0.35208 0.16667 0.085765 0.085765 0.22396
Error =
3.4453e-16
MATLAB uses the matrix 2-norm in these computations.
3. Construction of an orthonormal projector from two or more prescribed
columns and the related inverse problem
We start with the following matrix inverse problem.
(H) For which vectors x1, x2 and y1, y2 ∈ Rn does an orthogonal projector A exist
with Ax1 = y1 and Ax2 = y2?
Let X = (x1, x2) and Y = (y1, y2) denote the n by 2 matrices with columns xi
and yi , respectively. We want to solve AX = Y for A ∈ OPRn×n.
Since according to (2) A = AT and A2 = A for an orthogonal projector A, we
have
XTY = XTAX = XTATAX = Y TY (8)
and
XTY = XTAX = XTATX = Y TX. (9)
Thus the conditions (8) and (9) are necessary for X and Y in order that problem (H)
is solvable. Furthermore
A(X − Y ) = AX − AY = AX − AAX = AX − AX = 0. (10)
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In other words, R(X − Y ) must belong to the null space of the projector A and R(Y )
must lie in the range of A.
Remark 2. Note that in case of two vectors, i.e., if X = x ∈ Rn×1 and Y = y ∈
Rn×1, condition (8) is identical to our earlier condition (4) for x and y and condition
(9) is trivial.
Our aim is to show that the conditions (8) and (9) on X and Y are also sufficient
to construct an orthogonal projector A with (10).
By rephrasing (H) via matrices, this question becomes:
(H)′ Given X and Y ∈ Rn×2, does there exist an orthogonal projector A with AX =
Y ? And if so, how can we find one?
First we consider three special cases.
1. x1 = x2 = 0:
Here clearly y1 = y2 = 0 and any orthogonal projector A will do.
2. x1 = 0, but x2 /= 0, or x2 = 0, but x1 /= 0:
In this case y1 = 0 or y2 = 0 and the situation is reduced to the previous problems
(C) and (D), that is, whether for the given x and y there exists an orthogonal
projector A with Ax = y.
3. x1 = kx2 /= 0 for some a real constant k:
If x1 = kx2, then y1 = Ax1 = kAx2 = ky2. Thus this case also reduces to (C) and
(D).
Thus we only need to discuss the following problem.
(I) For given X = (x1, x2) ∈ Rn×2 of rank 2 and Y = (y1, y2) ∈ Rn×2 that satisfy
(8) and (9), when and how can we find an orthogonal projector A with AX = Y ?
Assume that X has the SVD
X = U
(

0
)
V T, (11)
where both U and V are orthogonal matrices with U n by n and V 2 by 2, and 
is a positive diagonal 2 by 2 matrix. Partition U as U = (U1 U2) with U1 ∈ Rn×2.
Clearly R(X) = R(U1) and N(XT) = R(U2). With these partitions, the requirement
(10) that AX = Y is equivalent to
UTAU
(

0
)
= UTYV. (12)
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Let UTAU = (A1 A2) with A1 ∈ Rn×2. Then by (12) we have
A1 = UTYV−1. (13)
With A1 thus determined completely by X and Y and the factors of the SVD of X,
we only need to consider the following completion problem.
(J) Given the first two columns of an n by n orthogonal projector A, how can one
find the remaining n − 2 columns of the orthogonal projector A?
Equivalently, we can describe the above problem in block matrix form.
(J′) Suppose A =
(
A11 A
T
21
A21 P
)
∈ Rn×n with A11 ∈ SR2×2 and A21 ∈ R(n−2)×2
both known. Is there an n − 2 by n − 2 matrix P such that P completes the
matrix A to an orthogonal projector?
As an orthogonal projector the matrix A is symmetric. Therefore its principal
unknown block P must also be symmetric. Besides, A is idempotent according to
(2). Therefore the symmetric block P must also make A idempotent if we want to
succeed.
We note that A is an orthogonal projector precisely when the following three
equations hold for the blocks of A in (J′):
A211 + AT21A21 = A11, (14)
A21A11 + PA21 = A21, (15)
A21A
T
21 + P 2 = P. (16)
Thus for the first block column A1 =
(
A11
A21
)
of A = (A1 A2), Eq. (14) must
hold for A1. Writing out (14) in detail for A1 gives us
A211 + AT21A21 =
(
AT11 A
T
21
) (A11
A21
)
= AT1A1 = A11 =
(
eT1
eT2
)
A1, (17)
where ei denotes the ith unit vector in Rn and A11 is symmetric.
Next we show that if two matrices X = U
(

0
)
V T and Y satisfy (8) and (9), then
AT1A1 =
(
eT1
eT2
)
A1 holds for the blocks of the orthogonal projector A =
(
A1 A2
)
.
Namely by (13):
AT1A1 = −1V TY TUUTYV−1 = −1V TY TYV−1 = −1V TXTYV−1
= −1 ( 0)UTYV−1 = (eT1
eT2
)
A1.
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Finally from (9) we have XTY = VUT1 Y = Y TU1V T = Y TX so that A11 =
UT1 YV
−1 = −1V TY TU1 = AT11 is symmetric. Therefore, precisely when the
given matrices X and Y satisfy (8) and (9), then the block matrix A1 = UTYV−1
can form the first two columns for an orthogonal projector A with AX = Y .
The only remaining task is to solve problem (J′). We consider three cases.
1. A21 = 0:
In this case we can pick P as any n − 2 by n − 2 orthogonal projector.
2. rank(A21) = 1:
Let the SVD of A21 ∈ R(n−2)×2 be
A21 = Q
(
σ 0
0 0
)
RT ∈ R(n−2)×2, (18)
where Q is n − 2 by n − 2 orthogonal, R is 2 by 2 orthogonal, and σ is the sin-
gle nonzero singular value of A21. Partition Q as Q =
(
q Q2
)
and R = (r1, r2)
where q is a unit column vector in Rn−2, Q2 ∈ R(n−2)×(n−3), and the ri are unit
column vectors in R2.
From (15) and (18) we have
A21A11 + PA21 =
(
q Q2
) (σ 0
0 0
)(
rT1
rT2
)
A11
+P (q Q2) (σ 00 0
)(
rT1
rT2
)
= A21. (19)
By multiplying both triple matrix products out in Eq. (19) and then looking at the
(1, 1) block, we obtain
σqrT1 A11 + PσqrT1 = σqrT1 . (20)
Cancelling σ /= 0 in (20) and multiplying on the right by r1 with rT1 r1 = 1 gives
us
Pq = qrT1 (I2 − A11)r1, (21)
which implies
QT2Pq = 0 and qTPQ2 = 0 (22)
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since the matrix Q = (q Q2) is orthogonal and therefore QT2q = 0. Multiplying
(21) on the left by qT, noting that qTq = 1, we have
qTPq = rT1 (I2 − A11)r1. (23)
Next from (16) and (18) we get
A21A
T
21 + P 2 =
(
q Q2
) (σ 0
0 0
)
RTR
(
σ 0
0 0
)(
qT
QT2
)
+ P 2 = P,
or upon simplification
σ 2qqT + P 2 = P. (24)
By multiplying (24) on the right by Q2 and noting again that q is orthogonal to
all columns of Q2 since Q =
(
q Q2
) ∈ OR(n−2)×(n−2), we see that
P 2Q2 = PQ2. (25)
Set D = QT2PQ2 with DT = D. Using (22) and (25) we have
D2 = QT2PQ2QT2PQ2 = QT2P
(
I(n−2) − qqT
)
PQ2
= QT2P 2Q2 = QT2PQ2 = D, (26)
since In−2 = QQT =
(
q Q2
) (qT
QT2
)
= qqT + Q2QT2 .
Hence we get from (22), (23), and (26) that
QTPQ =
(
qTPq qTPQ2
QT2Pq Q
T
2PQ2
)
=
(
rT1 (I2 − A11)r1 0
0 D
)
.
Therefore we have obtained the following formula for P which satisfies the con-
ditions (15) and (16), as well as the fact that P T = P , namely
P = Q
(
rT1 (I − A11)r1 0
0 D
)
QT, (27)
where Q is as above and D = QT2PQ2 is an orthogonal projector as proved in
(26). Alternatively, one can pick any orthogonal projector D of size n − 3 by
n − 3 in (27), such as the zero matrix On−3 (for the lowest rank projector) or
D = diag(1, 1, 0, . . . , 0) for example.
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3. rank(A21) = 2:
Suppose the SVD of the matrix A21 is
A21 = Q
(

0
)
RT = Q1RT, (28)
where Q is an n − 2 by n − 2 orthogonal matrix, R is 2 by 2 orthogonal, and
 is a positive diagonal matrix. Let Q = (Q1 Q2) with Q1 ∈ R(n−2)×2, then
R(A21) = R(Q1) and N(AT21) = R(Q2).
Notice that (15) is equivalent to PA21 = A21(I2 − A11), which makes the sub-
space R(A21) invariant under P [5]. Substituting (28) into (15) and multiplying
on the right by R−1, we get
PQ1 = Q1RT(I2 − A11)R−1. (29)
By multiplying (29) on the left by QT1 we obtain
QT1PQ1 = RT(I2 − A11)R−1 (30)
in which QT1PQ1 is symmetric if P is. We defer the study of symmetry of the
right hand side matrix until later.
Multiplication of (29) on the left by QT2 gives us
QT2PQ1 = 0, as well as QT1PQ2 = 0 (31)
since clearly QT2Q1 = 0.
Furthermore Eq. (16) implies that the restriction of P to N(AT21) is an orthogonal
projector [8]. This in turn makes the restriction of P to R(Q2) also an orthogonal
projector and therefore
P 2Q2 = PQ2. (32)
For D = QT2PQ2 we have DT = D. And we conclude from (31) and (32) that
D2 = QT2PQ2QT2PQ2 = QT2P
(
I(n−2) − Q1QT1
)
PQ2
= QT2PPQ2 = QT2PQ2 = D. (33)
By applying (30), (31), and (33) we finally obtain
QTPQ =
(
QT1PQ1 Q
T
1PQ2
QT2PQ1 Q
T
2PQ2
)
=
(
RT(I2 − A11)R−1 0
0 D
)
. (34)
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We are left to establish that the matrix RT(I2 − A11)R−1 on the right hand
side of Eq. (30) is indeed symmetric. Eq. (14) can be rewritten as AT21A21 =
A11 − A211 from which we see that
AT21A21A11 = A211 − A311 = A11
(
A11 − A211
) = A11AT21A21. (35)
Using (28) we find AT21A21 = R2RT; and substituting this into (35), we obtain
R2RTA11 = A11R2RT.
Multiplying the above equation on the left by −1RT and on the right by its
transpose R−1 we have
RTA11R
−1 = −1RTA11R. (36)
Thus the matrix RTA11R−1 is symmetric from which we conclude that the
matrix RT(I2 − A11)R−1 is also symmetric since RT(I2 − A11)R−1 =
I2 − RTA11R−1 is.
Summing up, we have obtained the following expression for P :
P = Q
(
RT(I2 − A11)R−1 0
0 D
)
QT. (37)
It is not to difficult to verify that P in (37) satisfies both (15) and (16). Note that
D in (37) denotes any n − 4 by n − 4 orthogonal projector.
Next we revisit the equivalent inverse matrix problem.
(K) For given vectors xi, yi, i = 1, . . . , k, and k  3, is there an orthogonal pro-
jector A with Axi = yi?
We first investigate the case k = 3. If x1, x2, and x3 are linearly dependent, then
WLOG we may assume that x3 = k1x1 + k2x2. Then Ax3 = y3 = k1y1 + k2y2 by
linearity. This converts the two triples of vectors xi and yi into two pairs, which
has been dealt with before. Therefore by induction, for any two k-tuples xi and yi
we only need to discuss the case of linearly independent vectors x1, . . . , xk . Setting
X = (x1, . . . , xk) ∈ Rn×k and Y = (y1, . . . , yk), problem (K) becomes
(K)′ Given X, Y ∈ Rn×k with rank(X) = k, what conditions must X and Y satisfy
such that there exists an orthogonal projector A with AX = Y ? If such a pro-
jector exists, how can we obtain it?
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Clearly X and Y must satisfy Eqs. (8) and (9). And the problem (K′) is equivalent
to the following completion problem:
(L) Suppose A =
(
A11 A
T
21
A21 P
)
∈ Rn×n with A11 ∈ SRk×k and A21 ∈ R(n−k)×k
given. Is there an n − k by n − k matrix P that completes A to an orthogonal
projector?
Our answer again relies on the SVD of A21
A21 = Q
(
 0
0 0
)
RT, (38)
where  ∈ Rr×r is a nonnegative diagonal matrix with r leading positive entries if
r = rank(A21), Q =
(
Q1 Q2
) ∈ OR(n−k)×(n−k), Q1 ∈ R(n−k)×r , R = (R1 R2) ∈
ORk×k , and R1 ∈ Rk×r . By replicating the earlier proof for k = 2, one readily ob-
tains the following analogous form for P :
P = Q
(
RT1 (Ik − A11)R1−1 0
0 D
)
QT, (39)
where D ∈ OPR(n−k−r)×(n−k−r) is any orthogonal projector.
We now sum up our results.
Theorem 2. Given X and Y ∈ Rn×k with rank(X) = k and k  n, then there exists
an orthogonal projector A with AX = Y if and only if X and Y satisfy Eqs. (8) and
(9).
Assume that the SVD of X has the form (11), that A1 =
(
A11
A21
)
has the form (13)
where A11 ∈ SRk×k, and that the SVD of A21 has the form (38).
Then the desired orthogonal projector A with AX = Y can be expressed as
A = U
(
A11 A
T
21
A21 P
)
UT, (40)
where the matrix P has the form (39) and U is given in (11).
Finally we describe and test an algorithm that calculates an orthogonal projector
A of order n with AX = Y for given matrices X and Y ∈ Rn×k and X of rank k.
Algorithm 3. Given X and Y ∈ Rn×k with X of full rank, that satisfy (8) and (9),
find an orthogonal projector A with AX = Y .
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(a) Compute the SVD of X in the form of (11), thereby finding U for part (e).
(b) Compute A1 according to (13) and obtain A11 ∈ SRk×k and A21 ∈ R(n−k)×k
with A1 =
(
A11
A21
)
.
(c) Compute the SVD of A21 as in (38).
(d) Compute the matrix P as given in (39), where the matrix D may be any n −
k − r by n − k − r orthogonal projector and r = rank(A21).
(e) Then A = U
(
A11 A
T
21
A21 P
)
UT is an orthogonal projector with AX = Y for the
matrix U that was obtained from X in (11).
Here is a MATLAB program that produces an orthogonal projector A ∈ OPRn×n
with AX = Y provided that X and Y ∈ Rn×k satisfy the two conditions (8) and (9)
and rank(X) = k.
function [A, e1, e2, e3] = orthproj(X,Y)
% Sample call :
% orthproj([1;0;0;0;0],[.98311;-.092666;-.050666;.072727;.012662])
% Input : two n by k matrices X and Y; k <= n; rank(X) = k.
% Output: An orthogonal projector A with AX = Y, if possible from the input
% (for the given tolerance err = 10∧-5) and the associated errors
% e1 = ||AX-Y||, e2 = ||A∧2-A||, and e3 = ||A∧T-A||.
% check whether the given matrices satisfy the solvability conditions or not:
[n,k] = size(X); [m,l] = size(Y); err = 1e-5; A=[]; e1=[]; e2=[]; e3=[];
if norm(Y’*Y-Y’*X,’fro’) >= err | norm(X’*Y-Y’*X,’fro’) >= err | n˜=m | ...
k ˜= l | k > n,
fprintf(’ no orthogonal projector for given X and Y \n’); return, end
% construct the matrices A_{11}, A_{21}, A_1 according to (13):
[U,S,V] = svd(X); S1 = S(1:k,:);
A1 = U’*Y*V*inv(S1); A11 = A1(1:k,:); A21 = A1(k+1:n,:);
% construct the matrix P according to (38):
[Q,W,R] = svd(A21); r = rank(W); W1 = W(1:r,1:r); R1 = R(:,1:r);
P11 = W1*R1’*(eye(k)-A11)*R1*inv(W1); D = eye(n-k-r); % or choose D randomly
P = Q*[P11,zeros(r,n-k-r);zeros(n-k-r,r),D]*Q’;
% find one solution A:
A = U*[A11,A21’;A21, P]*U’;
% compute the errors
e1 = norm(A*X-Y,’fro’); e2 = norm(A∧2-A,’fro’); e3 = norm(A’-A,’fro’);
Example 1. Given X and Y ∈ R6×2 as follows:
X =
(
2.7878 −2.8150 −0.0463 −0.3669 −3.7552 0.6023
−2.4732 3.3128 −1.8847 1.2378 0.5134 −2.1582
)T
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Y =
(
2.6379 −3.6876 0.6713 0.0304 −2.0153 0.8310
−2.7345 2.7714 −0.7838 −0.2737 1.7471 −1.5735
)T
.
One can readily verify that X and Y satisfy (8) and (9) . Using the above MAT-
LAB program that follows Algorithm 2, we compute the following:
A =

0.9579 −0.0722 −0.0885 −0.0904 0.0896 0.1052
−0.0722 0.7652 −0.0748 0.0517 0.3759 0.1576
−0.0885 −0.0748 0.1350 0.1095 −0.1596 0.2567
−0.0904 0.0517 0.1095 0.1063 −0.0848 0.2549
0.0896 0.3759 −0.1596 −0.0848 0.3040 −0.1721
0.1052 0.1576 0.2567 0.2549 −0.1721 0.7316
 ,
with the Frobenius norms of the respective errors
‖AX − Y‖F = 2.8048e−015,
‖A2 − A‖F = 4.5084e−015,
‖AT − A‖F = 1.7774e−015.
Next we add another column x = (−0.7492 −2.8848 0.2171 0.4983 −1.9857
2.0627
)T to X, and another column y = (−0.7492 −2.8848 0.2171 0.4983
−1.9857 2.0627)T to Y and denote the new 3 by 6 matrices by X˜ and Y˜ . Again
X˜ and Y˜ satisfy (8) and (9) . Here is one solution of A˜ with A˜X˜ = Y˜ obtained via
our MATLAB code:
A˜ =

0.9880 −0.0274 0.0509 −0.0636 0.0614 0.0264
−0.0274 0.8319 0.1327 0.0915 0.3339 0.0403
0.0509 0.1327 0.7812 0.2336 −0.2903 −0.1088
−0.0636 0.0915 0.2336 0.1301 −0.1099 0.1847
0.0614 0.3339 −0.2903 −0.1099 0.3305 −0.0981
0.0264 0.0403 −0.1088 0.1847 −0.0981 0.9383
 ,
A˜ carries small errors, again computed for the Frobenius norms
‖A˜X˜ − Y˜‖F = 4.4353e−015,
‖A˜2 − A˜‖F = 9.7886e−015,
‖A˜T − A˜‖F = 1.7118e−014.
Remark 3
1. Algorithm 3 is stable when we use any of the stable methods to calculate the SVD
of a matrix, see for instance [3].
2. The desired orthogonal projector A is generally not unique. First the SVD of a
matrix is not unique, i.e., there are various orthogonal matrices Q and R that can
appear in (38). Secondly, the matrix D in (39) is only specified as an n − k − r
by n − k − r orthogonal projector, of which there are arbitrarily many.
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