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Abstract. Hidden Markov Models are widely used in classical computer
science to model stochastic processes with a wide range of applications.
This paper concerns the quantum analogues of these machines — so-
called Hidden Quantum Markov Models (HQMMs). Using the proper-
ties of Quantum Physics, HQMMs are able to generate more complex
random output sequences than their classical counterparts, even when
using the same number of internal states. They are therefore expected to
find applications as quantum simulators of stochastic processes. Here, we
emphasise that open quantum systems with instantaneous feedback are
examples of HQMMs, thereby identifying a novel application of quantum
feedback control.
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1 Introduction
In classical computer science, a Markov chain is a memoryless stochastic ma-
chine, which progresses from one state to another on a discrete time scale.
Since their introduction in 1906 by Andrey Markov, the properties of Markov
chains have been studied in great detail by mathematicians, computer scientists,
and physicists alike [1]. In the meantime, more complex versions of stochas-
tic machines, like Hidden Markov Models (HMMs), have been introduced. These
progress randomly from one internal state to another, which remains unobserved
(hidden), while producing a stochastic output sequence. HMMs are widely used
for the simulation of stochastic processes [2,3,4]. Applications include speech
recognition, image analysis and the modelling of biological systems.
Over recent years, several attempts have been made to extend the definition
of HMMs into the quantum world and to utilise the properties of quantum
systems to generate more complex stochastic output sequences [5,6,7,8,9]. For
example, in 2011, Monras et al. [6] introduced so-called Hidden Quantum Markov
Models (HQMMs). These are machines that progress from one quantum state
to another, while generating classical output symbols. To produce an output
symbol, a so-called generalised measurement or Kraus operation [10] is performed
on the internal state of the machine. One way of implementing a Kraus operation
is to use an auxiliary quantum system — a so-called ancilla. In every time step,
the internal state of the HQMM interacts with its ancilla, which is then read out
by a projective measurement. After every measurement, the ancilla is reset into
its initial state, while the internal state of the HQMM remains hidden.
A Kraus operation is the most general operation that a quantum system can
experience, which is why Kraus operations are a vital part of the definition of
a HQMM given by Monras et al. [6]. In a previous attempt to introduce quan-
tum analogues of HMMs, Wiesner and Crutchfield [5] defined so-called quantum
finite-state generators, which only involved unitary operations and projective
measurements. This is the most basic way in which a quantum system may be
evolved and measured. The state evolves according to the given unitary opera-
tor and is then measured, collapsing the state onto the measurement outcome.
In this way, they only obtained a subset of HQMMs, which are less powerful
than their classical analogues. Different from quantum finite-state generators,
HQMMs are able to produce more complex output sequences than HMMs with
the same number of internal states.
Several ways of implementing HQMMs have already been identified:
1. As pointed out in Ref. [6], one way of implementing HQMMs is the successive,
non-adaptive read-out of entangled many-body states.
2. Another example of a HQMM is the time evolution of an open quantum
system on a coarse grained time scale, ∆t, which produces a random se-
quence of classical output symbols. Indeed, in Ref. [9], Sweke, Sinayskiy, and
Petruccione use the language of HMMs to model open quantum systems.
3. The purpose of this paper is to highlight the connection between HQMMs
and open quantum systems with instantaneous feedback [11]. In this way, we
identify a way of implementing an even wider set of HQMMs.
Like HQMMs, open quantum systems evolve randomly in time. Taking this
perspective, the open quantum system itself provides the internal states of a
HQMM, while its surrounding bath plays the role of the ancilla, which is con-
stantly reset into an environmentally preferred, or einselected, state [12]. By this,
we mean the state that the environment would naturally evolve into if left alone.
The continuous interaction between the internal states and the bath moves the
bath away from its einselected state, thereby usually producing a measurable
response that manifests itself as a random classical symbol. The effective dy-
namics of such a machine, when averaged over all possible trajectories, can be
described by a Markovian master equation [13,14,15]. When describing an open
quantum system in this way, its accompanying output sequence is ignored. Here
we suggest not to do so and to use the output sequences of open quantum sys-
tems to simulate stochastic processes. Like HMMs, we expect HQMMs to find a
wide range of applications [6,16,17].
Quantum feedback is a process in which the classical output symbols pro-
duced by an open quantum system are used to change its internal dynamics.
Applications of quantum feedback control can be found, for example, in Quan-
tum Information Processing [11], where it is especially used to control state
preparation [18] and quantum transport [19]. In these applications, the feedback
is used to guide the internal dynamics of a quantum system. In contrast to this,
this paper proposes to use quantum feedback to manipulate the classical output
sequences of open quantum systems.
There are five sections in this paper. Sect. 2 shortly reviews HQMMs. After-
wards, in Sect. 3, we review the master equations of Markovian open quantum
systems with and without instantaneous feedback. Sect. 4 shows that open quan-
tum systems with instantaneous feedback are examples of HQMMs. Finally, we
summarise our findings in Sect. 5.
2 Hidden Quantum Markov Models
Hidden Markov Models (HMMs) are machines that evolve randomly from one
internal state to another. In every time step, an output symbol is produced. Only
the output symbol is detected externally, while the internal state of the machine
remains hidden. Consequently, the time evolution of a HMM is characterised
through a set of transition matrices Tm, where m denotes the output symbol
generated during the respective time step. For example, if the initial probability
distribution of the internal states of the HMM is given by a vector p0, then
the probability to obtain the outputs abc . . . def , where a is the first symbol
produced and f is the last, is given by (see eg. Ref. [6])
p(abc . . . def) = η TfTeTd . . . TcTbTa p0 . (1)
Here, η is a vector with all of its coefficients equal to 1.
Analogously, a Hidden Quantum Markov Model (HQMM) with a certain
probability distribution of its internal state populations can be described by
a density matrix, ρS. In every time step, the system evolves and produces an
output symbol. Again, only the output symbol is detected externally, while the
internal state of the machine remains hidden. In contrast to HMMs, the time
evolution of a HQMM is governed by a set of Kraus operators Km, where the
subscripts m coincide again with the output symbols of the machine. Using the
same example as above, the probability of the output abc . . . def occurring is
now given by
p(abc . . . def) = Tr
(
KfKeKd . . .KcKbKa ρSK
†
aK
†
bK
†
c . . .K
†
dK
†
eK
†
f
)
. (2)
If the output symbol is ignored, then the density matrix ρS(t) of a HQMM
evolves within a time step (t, t+∆t) such that
ρS(t+∆t) =
∞∑
m=0
Km ρS(t)K
†
m . (3)
The above Kraus operators Km should form a complete set. This means they
need to obey the condition
∞∑
m=0
K†mKm = 1 (4)
for the density matrix ρS(t +∆t) to be normalised. More details can be found
in Ref. [6].
3 Open quantum systems
In the following, we describe how master equations can be used to model the time
evolution of open quantum systems with linear couplings between the quantum
system and its surrounding bath. Adopting the ideas of Zurek and others [12,20],
we assume that the bath possesses an environmentally preferred state, a so-
called einselected or pointer state. While the internal states of the open quantum
system evolve on a relatively slow time scale, the bath relaxes rapidly back into its
preferred state whenever its state is perturbed by the system-bath interaction.
The more microscopic approach to the derivation of master equations, which
we review here, makes it easy to incorporate instantaneous feedback into the
dynamics of the open quantum system.
Our starting point is the Hamiltonian, H , for system and bath, which can
be split into four parts,
H = HS +Hint +HB +HSB . (5)
Here,HS describes the free energy of the system andHint allows for some internal
system dynamics. Moreover, HB represents the free energy of the bath and HSB
accounts for the system-bath interaction. When denoting the energy eigenstates
of system and bath by |n〉S and |m〉B, respectively, and assuming a linear coupling
between system and bath, HS, HB, and HSB can be written as
HS =
N∑
n=1
h¯ωn|n〉SS〈n| ,
HB =
∞∑
m=0
h¯ωm|m〉BB〈m| ,
HSB =
∞∑
m,m′=0
N∑
n,n′=1
h¯gnm,n′m′ |n′m′〉SBSB〈nm|+H.c. (6)
without loss of generality. Because of being a bath, an infinite number of highly
degenerate energy levels h¯ωm may occur. Finally, the g’s are system-bath cou-
pling constants. Here, we assume for simplicity that these are time independent,
though this is not always the case.
Since we are interested in identifying the relatively slow, effective internal
dynamics of the open quantum system, we now move into the interaction picture
with respect to the free systemH0 = HB+HS, giving the interaction Hamiltonian
HI (t) =
∞∑
m,m′=0
N∑
n,n′=1
h¯gnm,n′m′ |n′m′〉SBSB〈nm| e−i(ωm−ωm′+ωn−ωn′)t
+H.c. +Hint I (t) (7)
with Hint I (t) describing the internal dynamics of the system in the interaction
picture. The Hamiltonian HI no longer contains free energy terms. The time
evolution of system and environment in the interaction picture is hence much
slower than in the Schro¨dinger picture.
Suppose the environment, which the bath couples to, thermalises very rapidly,
thereby relaxing the bath into an environmentally preferred state — a so-called
pointer state. This state minimises the entropy of the bath and does not evolve
in time unless there is a very strong system-bath interaction. In the following,
we denote the corresponding bath state by |0〉B. Without restrictions, the above
introduced notation can indeed be chosen such that the pointer state corresponds
to m = 0. Moreover, we can choose the free energy of the pointer state such that
ω0 = 0, again without loss of generality.
Next we assume that the initial state of the open quantum system at a time t
is given by the density matrix ρS (t), while the bath is in |0〉B. Over a short time
∆t, the system and bath then evolve in the interaction picture into the density
matrix ρSB(t+∆t) with
ρSB(t+∆t) = UI (t+∆t, t) |0〉B ρS(t)B〈0|U †I (t+∆t, t) . (8)
Subsequently, on a time scale that is fast compared to ∆t, the surrounding
bath thermalises again, which transforms it back into its pointer state. Due to
locality, this process should only affect the bath and not the quantum system
itself. All the expectation values of the system should remain the same during the
relaxation process. Consequently, the time evolution of system and bath within
∆t can be summarised as
ρSB(t+∆t) −→ |0〉BρS(t+∆t)B〈0| (9)
with
ρS (t+∆t) = TrB (ρSB(t+∆t)) . (10)
This equation describes an effective Markovian system dynamics within the time
interval (t, t+∆t). To summarise the effective time evolution of the open quantum
system in a more compact form, i.e. in form of a master equation, we now
calculate the time derivative of ρS(t),
ρ˙S = lim
∆t→0
1
∆t
(ρS (t+∆t)− ρS (t)) . (11)
Using the above mentioned time scale separation between the internal and ex-
ternal dynamics of the open quantum system allows us to evaluate equation (10)
using second order perturbation theory, which implies
UI(∆t, 0) = 1− i
h¯
∫ ∆t
0
dtHI (t)− 1
h¯2
∫ ∆t
0
dt
∫ t
0
dt′HI (t)HI (t
′) . (12)
Substituting Eqs. (7), (10) and (12) into equation (11) eventually yields a master
equation of the general form (see e.g. Refs. [13,14,15,20] for more details)
ρ˙S = − i
h¯
[Hint I, ρS]− 1
2
N∑
n,n′,n′′,n′′′=1
ξnn′ξ
∗
n′′n′′′
[
L
†
n′′n′′′Lnn′ , ρS
]
+
+
N∑
n,n′,n′′,n′′′=1
ξnn′ξ
∗
n′′n′′′ Lnn′ ρS L
†
n′′n′′′ . (13)
The L’s in this equation are operators that act on the internal states of the
open quantum system and the ξ’s are constants. In addition, one can show that
the above equation is of Lindblad form [21], which is the most general way of
expressing the master equation for a Markovian quantum system.
Equation (13) describes open quantum systems without feedback. These are
quantum systems, where the environment does nothing else but constantly resets
the bath that surrounds the system back into its pointer state. However, this is
not necessarily the case. Open quantum systems can be designed such that the
population of a state |m〉B that is not environmentally preferred, triggers a back
action, which changes the density matrix ρS(t) by a certain unitary operation
Rm. Such a back action is known as feedback. If the feedback is so fast such that
its time scale is short compared to the time scale on which ρS(t) evolves, then we
talk about instantaneous feedback. Using the same arguments as above, one can
show that the open quantum system evolves in this case according to a master
equation of the general form
ρ˙S = − i
h¯
[Hint I, ρS]
−1
2
∞∑
m=1
N∑
n,n′,n′′,n′′′=1
ξnn′,mξ
∗
n′′n′′′,m
[
L
†
n′′n′′′,mLnn′,m, ρS
]
+
+∞∑
m=1
N∑
n,n′,n′′,n′′′=1
ξnn′,mξ
∗
n′′n′′′,m Lnn′,m ρS L
†
n′′n′′′,m (14)
with the Lnn′,m operators defined such that
Lnn′,m = Rm Lnn′ . (15)
This equation is of exactly the same form as the master equation for open quan-
tum systems with instantaneous feedback in Ref. [11].
4 Open quantum systems as HQMMs
Comparing the above description of open quantum systems with the definition
of the HQMM in Sect. 2, it becomes relatively straightforward to see that open
quantum systems with instantaneous feedback are concrete examples of HQMMs.
To illustrate this in more detail, we notice that ρS(t+∆t) in equation (10) is a
statistical mixture of different subensembles and distinguish two cases.
4.1 Energy exchange with bath and environment
The first case is the one, where the bath has been reset into its pointer state, |0〉B,
within (t, t+∆t) after having evolved into |m〉B and experiencing the feedback
operation Rm. The above equations and their given interpretation tell us that
the density matrix of the corresponding subensemble equals
ρS(t+∆t|m ≥ 1) = Km ρS(t)K†m (16)
in this case, with the operator Km given by
Km =
N∑
n,n′=1
ξnn′,m Lnn′m
√
∆t (17)
for m ≥ 1. As we shall see below, Km is a Kraus operator, which acts on the
internal state of the open quantum system.
4.2 No energy exchange between bath and environment
The remaining terms in the above master equation correspond to m = 0 and
describe the time evolution of the open quantum system under the condition
that the surrounding bath remains in its environmentally preferred state |0〉B.
In this case, ρS(t) evolves within ∆t into
ρS(t+∆t|m = 0) = K0 ρS(t)K†0 . (18)
Up to first order in ∆t, the corresponding operator K0 can be written as
K0 = exp
(
− i
h¯
Hcond∆t
)
(19)
with the non-Hermitian Hamiltonian Hcond given by
Hcond = Hint I − i
2
h¯
∞∑
m=1
N∑
n,n′,n′′,n′′′=1
ξnn′,mξ
∗
n′′n′′′,m L
†
n′′n′′′,mLnn′,m . (20)
The last term in this equation is crucial for the density matrix ρS(t + ∆t) in
equation (14) to remain normalised.
4.3 Comparison of Kraus operators
To show that open quantum systems with instantaneous feedback are examples
of HQMMs, we now only need to identify the operators Km in Eqs. (17) and
(19) with the Kraus operators in equation (3). Summing over all of the above
described subensembles with their respective output symbols given by m =
0, 1, ..., we immediately see that equation (3) applies. Since a density matrix
ρS(t), which evolves according to the master equation of an open quantum system
in Lindblad form remains normalised, we moreover have
TrS
(
∞∑
m=0
Km ρSK
†
m
)
= TrS
(
∞∑
m=0
K†mKm ρS
)
= 1 . (21)
This means, equation (4) too is satisfied. Open quantum systems with instanta-
neous feedback are indeed examples of HQMMs.
5 Conclusions
Motivated by the popularity of Hidden Markov Models (HMMs) in classical com-
puter science, this paper has a closer look at the quantum analogues of these
machines — so-called Hidden Quantum Markov Models (HQMMs) [6]. Sect. 2
defines HQMMs in terms of Kraus operators. Sect. 3 gives an overview of how
to model open quantum systems with and without instantaneous feedback with
the help of master equations in Lindblad form [11,13,14,15,21]. When comparing
Sects. 2 and 3 in Sect. 4, it becomes obvious open quantum systems with ran-
dom classical output sequences are examples of HQMMs. This paper proposes
not to ignore the random classical output sequences of open quantum systems,
since they could find interesting applications as quantum simulators of stochastic
processes.
Finally, it might be worth noting that the above analysis of open quantum
systems with instantaneous feedback only allows for an environmental back ac-
tion when the system-bath interaction changes the bath into a state that is
different from its environmentally preferred state, |0〉B. This need not be the
case. Physically, it is possible to design open quantum systems, which experi-
ence feedback also, when no exchange of energy occurs between system and bath.
In this case, the open quantum system can no longer be modelled by a master
equation. However, the effective system dynamics would remain Markovian and
could be described using the language of HQMMs.
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