ABSTRACT
INTRODUCTION
A number of mobile applications may benefit from the enhancements that 3-D video can bring including messaging services and e-commerce. Despite the possible advantages of such technology, the effect of the mobile link on 3-D video has not been considered in the design of its syntax. Furthermore, there have been no studies published that evaluate the effects of the mobile link on existing 3-D standards using realistic channel models.
The MPEG-4 Systems standard (1) contains a method of representing and encoding 3-D scenes, called Binary Information For Scenes (BIFS) (2) . This standard is based on the Virtual Reality Modelling Language (VRML), which specifies a language for describing 3-D scenes (3) . BIFS provides a method for compressing VRML type data, and animating the 3-D objects in a scene.
Within BIFS, MPEG-4 provides Facial Animation Parameter (FAP) encoding, which is described by Tekalp and Ostermann (4) . FAP encoding specifically allows the representation, animation, and binary encoding of facial models. This can be performed using techniques of varying complexity, and can result in bit rates as low as 0.5 kbit/s. Such low bit rates mean that there should be no bandwidth limitation problems involved with delivering FAP video, combined with speech, over existing and future mobile networks. This paper will examine the performance of FAP encoded animation sequences with respect to GPRS and EGPRS type mobile networks, which are not suited to real-time communication applications. Therefore, the tests conducted here are aimed at determining the feasibility of streaming FAP data. The next section gives an overview of some relevant parts of the FAP technology, and discusses some of the issues involved in delivering FAP's over mobile networks. This is followed by a description of the simulations, and presentation of the results. The results section also discusses the feasibility of delivering BIFS encoded data over GPRS and EGPRS networks given the obtained results.
FACIAL ANIMATION
Like the VRML standard (3), MPEG-4 BIFS describes 3-D scenes using a series of nodes. Nodes can describe various scene aspects including object shape, rotation, and translation. They can also contain other nodes; it is common for scenes to contain hierarchical node trees.
Although scenes are described using VRML type structures, BIFS includes a number of features that are not present in VRML:
• Data streaming • Scene updates • Compression of scene data A combination of the first two features allows elements within scenes to be animated. BIFS also allows scenes to be displayed as the data arrives at the client, while VRML requires the whole scene to be downloaded before anything is shown.
BIFS and FAP Encoding
BIFS scene components are encoded using a context dependent scheme. Certain nodes are only allowed to have certain children node types. Thus, codeword lengths can be reduced by taking into account previously encoded node types. For example, if a parent node can only have five types of children nodes, then it is only necessary to code those children nodes using 3 bits. This gives much better compression ratios than simply allocating the same number of bits to every node. Entropy coding is not implemented to minimise complexity, and because there are no statistics available on the frequency of usage of the various nodes. Further compression is achieved by quantising node parameter fields using the QuantizationParameter node.
Animation is encoded using non-predictive frames (Iframes) and frames predicted from previous frames (Pframes). For I-frames, full animation values are encoded, while for P-frames, the differences between frames are encoded. P-frames also undergo entropy encoding, which can take two forms when encoding FAP's. The first scheme, arithmetic coding, is appropriate for low delay communications. The second scheme, DCT coding, is applied over 16 frames, which introduces significant delay, but also gives improved compression ratios.
Exploitation of FAP Technology
One key issue in making use of FAP technology is how FAP parameters are obtained ready for encoding. The standard MPEG-4 FAP encoder software uses text based FAP files as input. These text-based files contain various parameters specifying how the face moves, and how the binary encoded FAP should be produced. Generation of these FAP files may be achieved in two ways: manually, or automatically by employing image processing algorithms.
A number of image processing techniques have been proposed, which are capable of identifying and tracking facial features. One such technique has been proposed by Ahlberg (5) . This particular example produces FAP compatible data as output, and could therefore be employed in a real-time system, as shown in figure 1.
Another issue is the generation of 3-D face models that resemble the speaker. FAP data can be decoded and applied either to default facial models on the end user's terminal, or can be applied to models downloaded for a particular session that more accurately represent the speaker. Various methods have been proposed to produce 3-D models of human faces from camera images, including the technique proposed by Cheng and Lai (6). Girod et al. give a more general discussion of 3-D model acquisition (7).
Mobile Communications Issues
One of the most significant issues for delivering multimedia over mobile links is how the multimedia copes with the data loss inherent in such links. Coded FAP streams are susceptible to errors due to a number of techniques used in the encoding process:
The first technique, predictive coding, means that errors encountered in one P-frame propagate to following Pframes. This makes the regular insertion of I-frames vital for combating the effects of channel errors. The other two techniques mean that channel errors cause loss of synchronisation. The effects of synchronisation loss are commonly limited through the insertion of resynchronisation codewords. For MPEG-4 natural video coding, resync codewords are inserted at the beginning of every frame, and also at regular locations within each frame when the error resilience modes are used. However, because FAP's can be compressed down to such low bit rates, it would be inappropriate to insert lengthy resync codewords at such a frequency.
In the experiments conducted in this paper, resync codewords were inserted before every I-frame. This scenario is appropriate when there is no effective error detection and concealment algorithm. Undetected errors can often cause very serious problems in the displayed output. P-frames following such serious errors would not improve the quality, and can therefore be skipped.
A further barrier to the introduction of FAP technology to mobile devices is computational complexity. This is an issue for both the encoding and decoding terminals. At the decoder, the 3-D model must be reconstructed and rendered. Fortunately, MPEG-4 FAP models are relatively simple compared to many modern 3-D applications, and can be rendered on relatively cheap, low power hardware.
Producing a compressed FAP bitstream from a textbased FAP file consumes very little processing power. However, some of the image processing algorithms required to produce the FAP file parameters are often complex. This does not necessarily prohibit the use of FAP encoding in mobile devices. If the application is not real-time (e.g. a messaging service), then the processing could be performed in the background by the mobile device. Alternatively, accuracy of facial feature tracking could be traded for computational complexity.
SIMULATIONS
Simulations were performed using the ISTFace software originally written by Instituto Superior Técnico, Portugal. This is part of the official reference software provided for MPEG-4 version 1 (8) , and is capable of acting as both an encoder and decoder. As shown in figure 2, it runs under Microsoft Windows and displays the 3-D face using OpenGL (9).
To perform the tests, it was necessary for the authors of this paper to integrate additional functionality into the software:
• Error resilient decoding. When errors are detected, the decoder freezes the display, and searches for the next resync code. There is no error concealment built in, as this aspect has not been investigated for 3-D video.
• Regular insertion of resync codes. A 32-bit resync code -specified in the MPEG-4 standard -is inserted before every I-frame to limit the effects of synchronisation loss.
• Output of decoded visual data to file. The displayed output is written to a series of bitmap files, to aid quality evaluation and comparison of test results.
• GPRS/EGPRS channel simulation. Channel models described in the following section are integrated into the decoder.
Most of the simulations were performed using a bitstream coded with 1 I-frame per second. However, some bitstreams were encoded using different frequencies of I-frame insertion. The bit rates of the different bitstreams are shown in table 1. Even with a high frequency of I-frame insertion, the FAP coder achieves bit rates lower than many speech coders. 
Channel Models
Corruption of the video data was performed using error patterns derived from models for a GPRS channel and for an EDGE (Enhanced Data rates for GSM and TDMA/136 Evolution) channel (i.e. an EGPRS For the GPRS channel model, the propagation conditions were those specified in GSM 05.05 as TU50 Ideal Frequency Hopping at 900MHz. The TU50 channel model represents multi-path propagation conditions found in typical urban conditions, with a mobile terminal velocity of 50 km/hr. Four channel coding schemes are specified for GPRS, three of which were employed in the tests here. The schemes are labelled CS-1, CS-2, CS-3, and respectively correspond to convolutional code rates of 1/2, 2/3, and 3/4.
For the EDGE channel model, the propagation conditions were again those specified in GSM 05.05 with ideal frequency hopping. However, for this model the mobile terminal speed is set to 3 km/hr. Nine joint modulation-coding schemes are specified, which make use of two different modulation schemes and various convolutional coding rates. Modulation is either GMSK, as used in GSM and GPRS, or 8-PSK, which gives higher data rates. Two GMSK schemes are used in the simulations described here: MCS-1 and MCS-2, which have convolutional code rates of 0.53 and 0.66 respectively. Two 8-PSK schemes are also tested: MCS-5 and MCS-6, which have coding rates of 0.37 and 0.49 respectively. The other modulation-coding schemes resulted in the transmitted data being subjected to error rates that are too high to consider for transmission of FAP's.
Evaluation of Quality
Quality evaluation of 3-D models is not straightforward, as there is no universal method of indicating visual quality. In the simulations carried out here, the error free output is compared with the corrupted output of the FAP decoder. A numerical indication of quality is obtained by taking the PSNR values for each frame, and averaging them over the whole of the decoded sequence. However, because the error free output is often exactly the same as the corrupted output (where no errors are present), the PSNR is infinite. To circumvent this issue, the maximum PSNR is clamped to 50 dB. Although this method is non-standard, it does facilitate a comparison between FAP sequences subjected to different channel conditions.
RESULTS
During the simulations, two basic types of visible error effects occurred:
• Freezing of the animation. Corrupted data is detected before it is displayed. The display freezes while the decoder searches for the next resync code.
• Catastrophic display of corrupted data.
Corrupted data is not detected before it is displayed. This leads to highly obvious, "catastrophic" errors being visible in the decoder display (see figure 3) . Note that the display is usually frozen following a catastrophic error.
Higher channel error rates appear to have little effect on the type of error, but do affect the frequency at which such errors occur. The output at high error rates is characterised by very frequent freezing of the animation. For all simulations, 300 frames were processed at 30 frames per second, which implies a 10 second clip. Figure 4 shows the results of GPRS simulations performed using various channel coding schemes, at a number of C/I ratios. PSNR values above 45 dB generally indicate very infrequent error bursts. Values between 40 and 45 dB indicate more frequent errors, but overall quality is likely to be acceptable to many users. Taking this as a guide, it is clear that acceptable quality is achievable using all of the channel coding schemes tested. However, relatively high C/I ratios are required using CS-3, making the use of this scheme undesirable.
GPRS Simulations

EDGE Simulations
Results of simulations with the EDGE channel model are shown in figure 5 . The results show that transmission of FAP's using the 8-PSK modulation scheme is likely to result in unacceptable quality unless the C/I ratio is greater than 18 dB. Even with GMSK modulation, acceptable quality decoding of FAP's may only realistically be possible using MCS-1, unless a C/I ratio greater than 15 dB can be guaranteed. In terms of error rates, EDGE provides a more hostile environment to multimedia than GPRS.
CONCLUSION
FAP coding provides a method of supplying animated 3-D representations of speakers at very low bandwidths. Although the processing power involved in acquiring FAP information appropriate for encoding may be challenging for mobile terminals, trading quality for complexity may produce feasible solutions. The tests carried out using the GPRS and EDGE channel models revealed that FAP coded streams are reasonably robust to error when compared to normal MPEG-4 coded video. However, certain channel errors produce highly disturbing effects that indicate the need for efficient error detection and concealment schemes. Investigation of more advanced resynchronisation code insertion schemes is also recommended.
