The Douglas-Rachford algorithm is a classical and very successful splitting method for finding the zeros of the sums of monotone operators. When the underlying operators are normal cone operators, the algorithm solves a convex feasibility problem. In this paper, we provide a detailed study of the Douglas-Rachford iterates and the corresponding shadow sequence when the sets are affine subspaces that do not necessarily intersect. We prove strong convergence of the shadows to the nearest generalized solution. Our results extend recent work from the consistent to the inconsistent case. Various examples are provided to illustrates the results.
Introduction
Throughout this paper X is a real Hilbert space, with inner product ·, · and induced norm · . A (possibly) set-valued operator A : X ⇒ X is monotone if any two pairs (x, u) and (y, v) in the graph of A satisfy x − y, u − v ≥ 0, and is maximally monotone if it is monotone and any proper enlargement of the graph of A (in terms of set inclusion) destroys the monotonicity of A. Monotone operators play an important role in modern optimization and nonlinear analysis; see, e.g., the books [5] , [9] , [10] , [12] , [25] , [26] , [28] , [29] , and [30] .
Let A : X ⇒ X be maximally monotone and let Id : X → X be the identity operator. The resolvent of A is J A := (Id +A) −1 and the reflected resolvent is R A := 2J A − Id. It is well-known that J A is single-valued, maximally monotone and firmly nonexpansive.
The sum problem for two maximally monotone operators A and B is to find x ∈ X such that 0 ∈ Ax + Bx. When (A + B) −1 (0) = ∅ one approach to solve the problem is the Douglas-Rachford splitting technique. Recall that the Douglas-Rachford splitting operator [21] for the ordered pair of operators (A, B) is defined by Let x 0 ∈ X. When (A + B) −1 (0) = ∅ the "governing sequence" (T n (A,B) x 0 ) n∈N produced by the Douglas-Rachford operator converges weakly to a point in Fix T (A,B)
1 (see [21] ) and the "shadow sequence" (J A T n (A,B) x 0 ) n∈N converges weakly to a point in (A + B) −1 0. For further information on the Douglas-Rachford algorithm, we refer the reader to [17] , [21] , [27] , and also [5] .
When A := N U and B := N V 2 , where U and V are nonempty closed convex subsets of X, the sum problem is equivalent to the convex feasibility problem: Find x ∈ U ∩ V. In this case, using [5, Example 23.4 ], (2) T := T (N U ,N V ) = Id −P U + P V R U , where R U = 2P U − Id. In the inconsistent case, when U ∩ V = ∅, the governing sequence is proved to satisfy that T n x → +∞ and the shadow sequence (P U T n x) n∈N remains bounded with the weak cluster points being the best approximation pairs relative to U and V provided they exist (see [6] ). 1 Fix T = x ∈ X x = Tx is the set of fixed points of T. 2 Throughout the paper we use N C and P C to denote the normal cone and projector associated with a nonempty closed convex subset C of X, respectively.
Unlike the method of alternating projections, which employs the operator P V P U , the Douglas-Rachford method is not fully understood in the inconsistent case. Nonetheless, the Douglas-Rachford operator is used in [8] to define the "normal problem" when the original problem is possibly inconsistent. In this case the set of best approximation solutions relative to U (which are also known as the normal solutions, see [8] ) is U ∩ (v +V), where v = P ran(Id −T) 0. It is natural to ask what can we learn about the algorithm in the highlight of the new concept of the normal problem.
The goal of this paper is to study the case when U and V are closed affine subspaces that do not necessarily intersect. The Douglas-Rachford method for two closed affine subspaces has recently shown to be very useful in many applications, for instance, the nonconvex sparse affine feasibility problem (see [18] and [19] ) and basis pursuit problem (see [14] ). Our results show that the shadow sequence will always converge strongly to a best approximation solution in U ∩ (v +V) and therefore we generalize the main results in [3] . This is remarkable because we do not have to have prior knowledge about the gap vector v; the shadow sequence is simply (P U T n x 0 ) n∈N . Our proofs critically rely on the well-developed results in the consistent case in [3] and the structure of the normal problem studied in [8] .
has normal solutions 6 . This illustrates that normal cone operators have additional structure that makes R2 possible.
Organization
The remainder of this paper is organized as follows. Section 2 contains a collection of new results concerning nonexpansive and firmly nonexpansive operators whose fixed point sets could possibly be empty. Section 3 focuses on affine nonexpansive operators and their corresponding inner and outer "normal" shifts. Various examples that illustrate our theory are provided. Section 4 is devoted to present the main results. We prove strong convergence of the shadows of the Douglas-Rachford iterates of two (not necessarily intersecting) affine subspaces.
Notation
Let C be a nonempty closed convex subset of X. The recession cone of C is rec C := {x ∈ X | x + C ⊆ C}, the polar cone of C is C := {u ∈ X | sup C, U ≤ 0} and the dual cone of C is C ⊕ = −C . When C is an affine subspace the linear space parallel to C is par C = C − C. Otherwise, the notation we utilize is standard and follows, e.g., [5] and [24] .
Nonexpansive and firmly nonexpansive operators
In this section, we collect various results on (firmly) nonexpansive operators that will be useful later. Let w ∈ X. Recall that for a single-valued or set-valued operator T we define the inner shift and outer shift by w at x ∈ X by (3)
T w x := T(x − w) and w Tx := −w + Tx, respectively.
Lemma 2.1. Let T : X → X and let w ∈ X. Then the following hold:
(ii) w ∈ ran(Id −T) ⇐⇒ Fix(w + T) = ∅ ⇐⇒ Fix(T −w ) = ∅. 6 The normal solutions are the counterpart of the best approximation solutions in the context of the normal problem [8] when the operators are not normal cone operators (see Section 4 for details).
(ii): w ∈ ran(Id −T) ⇐⇒ (∃x ∈ X) such that w = x − Tx ⇐⇒ (∃x ∈ X) such that x = w + Tx ⇐⇒ Fix(w + T) = ∅. Now combine with (i).
(iii): We proceed by induction. The conclusion is clear when n = 0. Now assume that for some n ∈ N it holds that (T −w ) n x = −w + (w + T) n (x + w).
We recall the following important fact.
Fact 2.2 (Infimal displacement vector).
(See, e.g., [2] , [11] and [22] .) Let T : X → X be nonexpansive. Then ran(Id −T) is convex; consequently, the infimal displacement vector
is the unique and well-defined element in
Unless stated otherwise, throughout this paper we assume that (5) T is a nonexpansive operator on X, and that
In view of (6) and Lemma 2.1(ii) we have
We start with the following useful result.
Lemma 2.3. Let C be a nonempty closed convex subset of X and let c ∈ C satisfies that c = P C 0 . Then c = P C 0.
Proof. See Appendix A.
Proposition 2.4. Let y 0 ∈ Fix(v +T). Then the following hold:
(vi) For every x ∈ X, the sequence (T n x + n v) n∈N is Féjer monotone with respect to both Fix(v +T) and Fix(T − v ).
Proof. (i): First we use induction to show that
Clearly when n = 0 the base case holds true. Now suppose that for some n ∈ N it holds that
Using (6) and (9) we have
Consequently all the inequalities above are equalities and we conclude that v = y 0 − (n + 1) v −T(y 0 − (n + 1) v) . It follows from (6) and Lemma 2.3 that
That is,
, which proves (8). Now using [5, Corollary 4.15] we learn that Fix(v +T) is convex, which when combined with (8) yields (i).
(ii): On the one hand it follows from (i) that Fix(v +T)
(iii): This follows directly from (ii).
(iv): We use induction. Clearly y 0 − 0 v = y 0 = T 0 y 0 . Now suppose that for some n ∈ N it holds T n y 0 = y 0 − n v. Using (i) we have
(vi): Let x ∈ X and let y ∈ Fix(v +T). Then using (iv) we have for every n ∈ N,
The statement for Fix T − v follows from (v).
(vii): Combine (v) and (iv) to get that
The next example is readily verified.
Example 2.5. Let C be a nonempty closed convex subset of X and suppose that T = Id −P C . Then T is firmly nonexpansive 7 
Proposition 2.6. Suppose that X = R, and that Fix T = ∅. Let x ∈ R and set (∀n ∈ N) y n = T n x + n v. Then the following hold:
Proof. (ii): Let y ∈ R. Then
(iii): It follows from [5, Proposition 4.2(iv)] that an operator is firmly nonexpansive if and only if it is nonexpansive and monotone. Therefore, in view of (ii), we need to check monotonicity. Without loss of generality let y ∈ R such that x ≤ y. Since T is firmly nonexpansive, hence monotone, one can verify that (∀n ∈ N) T n x ≤ T n y and therefore (∀n ∈ N) T n x + n v ≤ T n y + n v. Now take the limit as n → ∞.
When X = R, it follows from Proposition 2.6(i) that the sequence (T n x + n v) n∈N converges. In view of Proposition 2.4(vi) the sequence (T n x + n v) n∈N is Féjer monotone with respect to Fix(v +T) which might suggest that the limit lies in Fix(v +T). We show in the following example that this is not true in general.
Example 2.7. Suppose that X = R and that
, and
lim
Therefore for every x 0 ∈ R the sequence (T n x 0 + n v) n∈N is eventually constant. However, if the starting point x 0 lies in the interval ]β,
Proof. See Appendix B.
Affine nonexpansive operators
In this section, we investigate properties of affine nonexpansive operators. This additional assumption allows for stronger results than those obtained in the previous section. We recall the following fact. (∀x ∈ X) P y+S x = y + P S (x − y).
Theorem 3.2. Let L : X → X be linear and nonexpansive, let b ∈ X, and suppose that T : X → X : x → Lx + b. Suppose also that v ∈ ran(Id −T), and let x ∈ X. Then the following hold: 
(ii): We prove this by induction. When n = 0 the conclusion is obviously true. Now suppose that for some n ∈ N it holds that 8 For the definition and a detailed discussion of the lineality space, we refer the reader to [23, page 65 ].
(iii): Note that b = P ran(Id −L) b + P Fix L b. Using (i) and (ii) yields
(iv): We prove this by induction. Note that by
(v) We use induction again. The base case is obviously true. Now suppose that for some n ∈ N it holds that (v +T) n x = T n x + n v . Since the opposite inclusion is obviously true we conclude that (vii) holds.
Suppose T is nonexpansive but not affine. Theorem 3.2 might suggest that, for every x ∈ X, the sequences (T n x + n v) n∈N , (T n − v x) n∈N and ((v +T) n x) n∈N coincide, and consequently (T n x + n v) n∈N is a sequence of iterates of a nonexpansive operator. Interestingly, this is not the case as we illustrate now. Example 3.3. Suppose that X = R and let β > 0. Suppose that
(v +T) n : R → R : x → α n max {x − β, 0} + min {x, β} , and
and
Moreover, there is no operator S : R → R such that for every x ∈ R and for every n ∈ N we have S n x = T n x + n v.
Proof. See Appendix C. (22), (23) and (24) that illustrates that they are pairwise distinct.
The Douglas-Rachford operator for two affine subspaces
Unless otherwise stated we assume from now on that A and B are maximally monotone operators on X.
The Attouch-Théra dual pair of (A, B) (see [1] ) is the pair (A, B) * := (A −1 , B − ), where
We shall use
to denote the primal and dual solutions respectively (see e.g. [4] ).
The normal problem associated with the ordered pair (A, B) (see [8] ) is to find x ∈ X such that (27) 0 
The set of normal solutions is Z v := Z ( v A,B v ) and the set of dual normal solutions is
Lemma 4.1. The following hold:
Proof. In the following we assume that 
where
The normal problem now is to find x ∈ X such that
Lemma 4.2. Let w ∈ X. Then the following hold:
(iv) Suppose that U is an affine subspace and and that w ∈ (par U) ⊥ . Then (∀α ∈ R)(∀x ∈ X) P U (x + αw) = P U x.
Proof. 
Proposition 4.3. Suppose that U and V are closed affine subspaces of X and that T = T U,V . Then the following hold:
(i) T is affine and 
Since the class of affine operators is closed under addition, subtraction and composition we deduce that T is affine. (vii): Let z ∈ U ∩ (v +V) = Z v and note that, as subdifferential operators, N U and N V are paramonotone (see, e.g., [20] ) and so are the translated operators − v +N U and N V (· − v). Therefore, in view of [4, Remark 5.4] and (ii) we have 
Now combine with (vi) and (vii).
We are now ready for our main result. It illustrates that, even in the inconsistent case, the "shadow sequence" (P U T n x) n∈N behaves extremely well because it converges to a normal solution without prior knowledge of the infimal displacement vector. The proof of Theorem 4.4 relies on the work leading up to this point as well as the convergence analysis of the consistent case in [3] . Theorem 4.4 (Douglas-Rachford algorithm for two affine subspaces). Let x ∈ X. Then (∀n ∈ N) we have
Moreover, if par U + par V is closed (as is always the case when X is finite-dimensional) then the convergence is linear 9 with rate being the cosine of the Friedrichs angle
where W = par U ∩ par V and ball(0; 1) is the closed unit ball.
Proof. Let n ∈ N. Using 4.3(iii) with (x, α) replaced by (T n x, n) we learn that P U T n x = P U (T n x + n v). Now combine with Theorem 3.2(iv) to get the second identity. The third identity follows from applying Proposition 4.3(v). Finally note that using the first identity, 4.3(iii) with (x, α) replaced by ((T − v ) n x, 1) and Lemma 4.2(i) we learn that Shown are also the first few iterates of (T n x 0 ) n∈N (green points) and (P U T n x 0 ) n∈N (red points). Figure 2 shows a Geogebra snapshot [15] of the Douglas-Rachford iterates and its shadows for two nonintersecting nonparallel lines U and V in R 3 .
The following result is known (see e.g., [11, Corollary 1.5] and [2, Corollary 2.3]). We include a simple proof for completeness in Appendix D.
Proposition 4.5. Suppose that T : X → X be firmly nonexpansive, and that v = P ran(Id −T) 0 ∈ ran(Id −T). Then
Proposition 4.6 (When only one set is an affine subspace). Suppose that U is an affine subspace of X, and that T = T U,V . Then for every x ∈ X the sequence (P U T n x) n∈N is asymptotically regular, i.e., P U T n x − P U T n+1 x → 0.
Proof. Using [6, Remark 2.8(ii)] we have v ∈ (par U) ⊥ . It follows from Lemma 4.2(iv) applied with (x, α) replaced by (T n+1 x, 1) and Proposition 4.5 that
as claimed. 14]) implies that (∀x ∈ X) J A T n x = (Id −P U )T n x = T n x − P U T n x. Note that K = U ∩ V = ∅, hence by (29) and (30) Fix T ( A, B) = ∅. Using [22, Corollary 6(a)] we learn that for every x ∈ X we have T n x → ∞. Moreover, in view of (32), using [6, Theorem 3.13(iii)] we know that for every x ∈ X we have (P U T n x) n∈N is a bounded sequence. Therefore, J A T n x = T n x − P U T n x ≥ T n x − P U T n x → ∞.
We conclude with the following example which shows that for two affine (but not normal cone) operators the shadows need not converge. and note that x = Kβ + r, K ∈ {1, 2, 3, . . .} and 0 ≤ r < β. In view of (47), if n ∈ {0, 1, 2, 3, . . . , K} we get T n x = x − nβ = (K − n)β + r. In particular, (51) T K x = x − x/β β = r.
If n > K we examine two cases. Case 1: 0 ≤ r ≤ α. It follows from (51) and (12) that (∀n ≥ K) T n x = r + (K − n)α. Case 2: α < r < β. Note that T K+1 x = 0, therefore using (51) and (12) we have (∀n > K) T n x = (K + 1 − n)α = α + (K − n)α, which proves (49). Now (13) follows from (49) because v = α. Letting n → ∞ in (13) yields (14) . Note that min{α, x − x β β} ≥ 0 and 
