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Abstract 
 
A new method has been applied to the determination of neutron nonelastic 
cross sections for iron 
56
Fe and lead 
208
Pb for energies between 5 and 26 
MeV.  These data have estimated errors of only a few percent and do not 
suffer from the ambiguities encountered in earlier nonelastic data.  We 
attempt to fit these high precision data using both a semiclassical single 
phase shift model (nuclear Ramsauer model) as well as a recent global 
optical model that well reproduces a wide body of neutron scattering 
observables. At the 5% uncertainty level, both models produce satisfactory 
fits. However, neither model gives satisfactory fits to these new precise 
data. We conclude that fitting precise data, i.e., data with errors of 
approximately 2% or less, may require a nuclear mass dependence of radii 
that reflects structure effects such as shell closures.   
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I.  Introduction 
 
Almost five decades ago the nonelastic neutron cross section was thought to be an 
important measurement since the nonelastic process is the principal term that removes neutron 
flux in a transport calculation.  It was also thought to be useful in determining the imaginary part 
of the optical model potential.
1  
 Several measurements were reported 
2,3
 with estimated 
uncertainties as small as a few percent.  These measurements used the technique of absorption in 
a spherical shell of the sample material surrounding the neutron source.  However, often the 
data
4
 from various measurements using this technique showed a scatter of at least five percent.   
The nucleus appears to be so strongly absorbing that data with five percent uncertainties can be 
adequately fit with the “black” nucleus approximation, i.e., nonelastic cross section equal to   
π(R + D)2  where  R is the nuclear radius and  D  the reduced wavelength of the incident neutron.  
The major difficulties in the sphere-absorption technique, which can lead to errors in the data if 
not accurately corrected for, are: 1) contributions to the forward elastic scattering due to direct 
inelastic scattering to the low-lying collective states, and  2) corrections for the contributions to 
the apparent absorption due to large angle elastic scattering. 
 
            A new method for determining the nonelastic cross section that does not suffer from 
these ambiguities has been proposed by Dietrich et al.,
5
 and values with approximately 2% 
uncertainty are now available for iron  from 5 MeV to  25 MeV  as well as for 
208
Pb from  6 
MeV to 26 MeV.
5,6
   In this paper we analyze these data using two distinct methods.  Since the 
nonelastic cross section is close to the “black” nucleus value, we use the nuclear Ramsauer 
model
7,8
 (a semiclassical calculation) to estimate a small correction factor.  We also compare the 
new data to the recent excellent optical model calculations of Koning and Delaroche (K & D)
9
 
who, in determining their parameters, have fit a large body of total cross sections and elastic 
scattering angular-distribution data, as well as the currently available nonelastic cross section 
data. 
 
Neither of these calculations yields agreement with the nonelastic cross sections 
simultaneously for both Fe and Pb, within the statistical accuracy of the measurements.  We 
point out some other observations are consistent with this finding.   Many of the most precise of 
the older nonelastic data
2,3
 and the latest total cross section data
10,11
 show fluctuations from 
nucleus to nucleus in the mass region around  closed shells when compared with global optical 
calculations (such as K & D).  Also, we reexamined the K & D optical model calculations for the 
total cross sections in the range Ti through Cu and noted similar nucleus-to-nucleus 
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discrepancies.  From these results we conjecture that smoothly A-dependent radii are not 
adequate to fit nonelastic cross sections at the two percent level and that Hartree-Fock
12
 
calculations or experimental information from electron scattering and other electromagnetic 
probes may be necessary to obtain better estimates of radii used in optical potentials than those 
provided by a simple, smooth A dependence.  We also conclude that additional information on 
nonelastic cross sections obtained using the methods of Ref. 5 would be useful in clarifying the 
physical quantities required to achieve an accuracy better than 2% in nonelastic cross sections. 
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II.  Ramsauer and Optical Models 
 
The nuclear Ramsauer model
7,8 
is a semiclassical model in which all partial waves are 
assumed to have the same phase shift.  This phase shift corresponds to an average
13
 of the actual 
phase shifts from   l = 0  to the maximum given by kinematics.  A brief summary of the relevant 
expressions for the model and their derivation is given in the Appendix.  The Ramsauer model 
has been used very successfully in fitting high-precision total cross section data (errors <2%) for 
elements heavier than calcium in the energy region 6 – 60 MeV.  The model yields a total cross 
section given by 
 σT = 2 π (R + D)2 (1 – α cos β)                     (1) 
 
where R is the equivalent nuclear square well radius,  α corresponds to an average over partial 
waves of the absolute values of the scattering amplitudes, and  β  is the phase difference between 
a wave passing through the nucleus and one going around the nucleus
7
.  We note that the 
quantity βα cos
,
 may be considered as the real part of an effective S-matrix element 
exp βα iS =  and we show the connection between this and the S-matrix elements for the 
individual partial waves in the Appendix.  In fitting the total cross sections, it was found 
sufficient to take α as a constant. 
 
            For the nonelastic cross section one obtains 
 
 σNE = π (R + D)2 ( 1 –  α2 )                     (2) 
        −−>  π (R + D)2 ( 1 –  αm2 ), 
 
in which αm  is an empirical modification of  α  that will be discussed shortly.  In the Appendix 
it is shown that because of ambiguities in the model, the alpha parameter in the expression for 
the nonelastic cross section is not necessarily identical to that in the total cross section.  The 
above expression for σNE is the “black nucleus” cross section with a small correction term given 
by the Ramsauer model.  From the total cross section analysis
8
 one obtains the result that α is 
approximately 0.1, which would seem to yield only a 1% correction.  We argue in the following 
that αm2, the quantity that should be used in calculating the nonelastic cross section, is in fact 
larger than α2 by as much as a factor of 2.  
 
            We first point out two conditions that must be valid for the same value of α to be used in 
the expressions for both σT and σNE, and then discuss the implications if they are not satisfied.  
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(a)  The Argand diagram of  S=α eiβ  plotted as a function of energy, which is circular when α is 
a constant (as is the case for the fits that have been made to the total cross sections), must be a 
correct representation of the true effective S-matrix.  Since, as can be seen from Eq. (1), the total 
cross section only constrains the real part )cos( βα of the S-matrix, we must allow for the 
possibility that the true Argand diagram is not circular (i.e. α is energy dependent and different 
from the value obtained from the total cross section fitting), but still provides a good 
reproduction of the total cross sections. 
(b)  For a given energy, there must be no variation of αl values as a function of l, the orbital 
angular momentum, where αl is the absolute value of the S-matrix element for the l ‘th partial 
wave, Sl =αl exp iβl. This requirement follows from the lower of Eqs. (A5). 
 
            To study the effects of a noncircular Argand diagram, let us consider stretching the 
circular Argand diagram along the y (i.e., imaginary) axis, yielding an upright ellipse with its 
projection along the x (real) axis unchanged.  The S matrix in this case may be parameterized as 
 S=αm eiβ, where now αm is energy dependent.  Where the ellipse intercepts the real axis we 
require αm2=α2, whereas the value of αm2 where the trajectory crosses the imaginary axis may 
be written as αm2=λα2.  The quantity λ is a stretching factor corresponding to the square of the 
ratio of the two principal axes. The shapes of the trajectories are actually more complicated than 
a simple ellipse, as will be illustrated later for a realistic optical potential for 208Pb.  This result, 
along with similar results for other nuclei, shows that the trajectory in the relevant energy range 
(roughly 4 to 60 MeV) is confined within an ellipse with λ approximately 2 in the above 
description.  We therefore take αm2=2α2 as a reasonable limit on the effect of not satisfying 
condition (a). 
 
           The quantity α results from a sum over partial waves that have slightly different phase 
shifts βl, as seen in the upper member of Eq. (A5) for total cross sections.  As noted in (b) 
above, the angular momentum variation of the various αl causes further deviations of αm2 from 
α2, where we associate  αm with the value of the alpha parameter on the left-hand side of the 
lower of Eq. (A5). Franco
13 
has shown that, for the Ramsauer model to be valid, it is not 
necessary that all phase shifts be equal, but rather that their average varies smoothly with energy.  
For partial waves whose phase varies uniformly from 0
o
 to 180
o
, the effect on α differs from 
that for αm and makes αm2 approximately equal to 2.5 α2.  An example of a  more realistic 
distribution of the set of partial wave shifts βl would be 0o, 10o, 20o, 30o, 40o, plus a surface 
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vector (i.e. for a partial wave with l approximately kR) at 135o. This model yields an 
enhancement factor of 1.8. 
 
From the preceding discussion it appears safe to assume that αm2 is contained within a 
band described by  (2 ± 2) α2. Since α2 is only about 1%, this leads to a correction factor to the 
“black” nucleus of (2 ± 2)%.  Thus we should be able to reproduce the measured data to this 
level of accuracy. 
 
In Fig. 1 we present a comparison of our Ramsauer model with the new data
6
 for iron, 
assumed here to be 
56
Fe.  The data presented come from fitting the elastic angular distribution 
measurements (Refs. 14-18).  Also included is the sphere-transmission nonelastic measurement 
by MacGregor (Ref. 2).  This measurement is included because the data were corrected for both 
the contributions from inelastic scattering and for large angle elastic scattering.  The Ramsauer 
model well reproduces the data, both in absolute magnitude and in the energy dependence, above 
7 MeV.  In Fig. 2 we show a similar comparison for nuclei close to 
208
Pb (Refs. 2, 5, 6, 19) and 
note that neither the absolute magnitude of the cross section nor the energy dependence is 
correctly given by the Ramsauer model.  We have also included the direct nonelastic 
measurements19 of Ball, MacGregor, and Booth as substantiating the strong energy dependence 
found by the new method.  The reason for this discrepancy will be discussed in Section III and 
from that discussion we also find that the excellent fit to the 
56
Fe data is probably fortuitous. 
 
For comparison with the Ramsauer-model results, we have chosen the recent optical 
model study of Koning and Delaroche (K & D).
9
 This work has resulted in the development of a 
global optical potential parameterization for protons and neutrons between 0.001 and 200 MeV.  
This analysis included elastic cross sections, total cross sections and strength functions (for 
neutrons), nonelastic cross sections and analyzing powers over this range.  The focus was on 
obtaining parameters for a spherical optical model, so deformed nuclei were not included. 
 
There are a number of reasons why the K & D optical potential provides a better 
representation of data than previous global potentials.  Foremost among these is the volume of 
data included in the fit.  Most alternative global optical model parameterizations were made 
before the recent measurements of total cross section data10,11 at the Los Alamos LANSCE/WNR 
facility were available, and in most cases are poorer in matching these data.  Koning and 
Delaroche also allowed a more complicated energy dependence for the potential (through E
3
)  
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and were more careful about calculating compound elastic corrections to the elastic scattering 
data, although they used a relatively old density compilation to obtain level density parameters. 
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 III.  Model Comparison 
 
Since we have an excellent optical model evaluation9 of global total and elastic cross 
sections, one may wonder why we continue to employ the semiclassical nuclear Ramsauer 
model.  Because of its simplicity the Ramsauer model often yields physical insights that are 
hidden in the complexity of the optical model parameterization.  This has been demonstrated for 
isospin effects20 around mass number 140 and for the difference in the total cross sections for the 
tungsten isotopes21.  To compare the two models we refer to Fig. 3, where in the left panel we 
see a plot of the Argand diagram for the effective S-matrix generated from a Ramsauer 
calculation for 
208
Pb.   The corresponding diagram for the exact optical model calculation using 
the K & D potential is shown in the right panel.  The relation between the plotted S-matrix and 
the scattering amplitude calculated from the optical potential is given by Eq. (A3) and the 
discussion following it in the Appendix.  This figure is similar to Fig. 2 of Ref. 5. 
 
We restrict our interest in the figure to the 6 to 60 MeV region, where the Ramsauer 
parameters were obtained from the total cross sections.  We immediately observe what appear to 
be significant differences between the Ramsauer and optical-model treatments.  The increased 
vertical extent of the pattern for the realistic optical potential, manifested by the “corkscrew” 
pattern in the right panel, alters our correction term for the nonelastic cross section αm2 by 
about 2%, as discussed in Section II.  There is another important difference, which is a slight 
shift of the centroid of the pattern toward the left (i.e., to smaller values of βα cos=SRe ) by 
approximately 0.03 for the optical-model curve relative to that for the Ramsauer model. To 
reproduce this effect within the Ramsauer model, we could add a correction term to the 
Ramsauer-model total cross section formula, 
 
 σT = 2 π (R + D)2 (1 – α cos β + κ),                     (3) 
 
where the correction term κ is 0.03 in the present case.  Since this term is lacking from our 
simple (unmodified) Ramsauer model, the radius R extracted from fitting the total cross section 
is 1.5% too large, which leads to a 3% overestimate of our predicted nonelastic cross section.  In 
other words, if we had fit Eq. 3 instead of Eq. 1, we would have obtained a 1.5% smaller radius. 
 
To understand the differences between the models that have been identified above, we 
could add a surface term to the  square well description used in the Ramsauer model, since this is 
the most obvious difference between the Ramsauer and optical models.  If we add a surface 
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potential of one-third the value of the central potential, then the appropriate phase shift β′  is 
approximately   β / 3.  Also it is clear that   α′ >  α  since the path length through the surface will 
be smaller due to the reduced refraction.  We choose α′ =  2 α.  These ad hoc values for β′  and 
α′ qualitatively reproduce the  “corkscrew”  structure in the Argand diagram and the centroid 
shift.  However, such an ad hoc correction gives us no quantitative correction factor, although it 
strongly indicates that we have correctly identified the difference in the two models as due to the 
absence of a surface term in the semiclassical model. 
 
        The K & D optical potential9 matches the high-precision total cross section data10,11 well, 
but not quite within the errors.  Of particular note is the fact that in the mass region near A = 55 
there seems to be a difference in how well neighboring isotopes are fit.  In Fig. 4 we compare the 
measured Fe total cross section with the K & D calculation for 
56
Fe, where both have been 
normalized to the “black nucleus” cross section. 
 
          It is obvious that the K & D calculations for Fe are a few percent higher than the measured 
total cross sections, just as they are a few percent larger than the measured nonelastic cross 
sections.  The reduction of the radius parameter by 1 to 2% would produce excellent agreement 
with the experimental data, but would be inconsistent with the smooth A dependence of the 
nuclear radius incorporated in the global optical model.  For comparison, we show the results for 
Bi in Fig. 4b and find excellent agreement with the K & D calculation for  
208
Pb  (not shown) 
and good agreement with Bi.  We show the Bi data because the  
208
Pb data are thought22 to have 
a possible normalization uncertainty approaching 1%, due to subtractions required to determine 
the cross section for 
208
Pb from measurements on polyisotopic targets, whereas several 
measurements of Bi (which is monoisotopic) agree to better than 1%.  In determining R the 
height of the oscillation is what is important whereas the slight phase difference does not affect 
the magnitude of the average cross section. 
 
       As a final point, we note that the K & D potential has a mass dependence for the reduced 
radius of the real potential of the form  r = ro – r1/ A
1/3
.  This increases as A  increases.  The 
Ramsauer model provides a good description of the total cross section with a radius of the form  
R = ror A
1/3
 + r1r.  This radius increases less rapidly than A
1/3
 and is therefore characterized by 
different systematics than the corresponding  K & D  radius.  We note, however, that the 
Ramsauer model is based on a square well, for which the r.m.s. radius is proportional to  R..  The 
real potential in the  K & D model assumes a Woods-Saxon well, for which the r.m.s. radius 
depends on both the radius and diffuseness.  For the values specified in K & D, the r.m.s. radii 
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are close to those for the Ramsauer model, despite the different sign of the constant in the 
expression for the radius. 
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IV.  Conclusions 
 
       The new high-precision data on the nonelastic cross sections could not be adequately fit by 
either a semiclassical model or by a recent global optical model.  The deficiency of the 
semiclassical model of not including a nuclear surface could be shown to be a plausible 
explanation of the disagreement between this model and the measured data.  Although the 
modeling of this process had some deficiencies in determining αm2, the ambiguity of extracting 
an appropriate radius parameter is responsible for the largest uncertainty, because of the apparent 
renormalization caused by the surface. 
 
         For the optical model the deficiencies appear to be just as severe.  From a simplistic 
viewpoint one only needs to decrease the radius parameter as one goes to mass 60.  This is 
intolerable when we compare the total cross section predicted by the K & D versus the measured 
data over a wider mass region.  Although we could improve the fit to Fe by lowering the nuclear 
radius, it is clear that such a modification would worsen the agreement with Co, Cr and Ti.  One 
might then conjecture that the data normalization is not reliable.  This has been reviewed by one 
of the authors22 and with the exception of Mn, the absolute normalization appears to be accurate 
to 1%.  Thus we are left with a 1% change in average radius plus a fluctuation of ±1% from a 
simple A dependence.  This implies an uncertainty of 4% in cross section between adjacent 
nuclei.  It should be expected that a regional rather that a global set of optical model parameters 
will provide a better source of data for neutron transport calculations.  
 
              From our analysis of the new nonelastic data and from our re-examination of the total 
cross section data, it is clear that our modeling accuracy is only of the order of 5%.  This is 
surprising since the deviation from the black nucleus value is only about 10 – 12%.      
Additional high precision nonelastic cross section measurements, e.g. around masses 50 - 60 and 
around 90, would be very helpful in trying to pinpoint the source of the deficiencies in our 
modeling process.  We conclude that additional information on the variation of radii will be 
necessary to allow accurate calculations of nonelastic cross sections at the ±2% level.  This 
information can possibly come from Hartree-Fock calculations12, electron scattering data, or 
other precision determinations of the charge density radii. 
 
            It is likely that as issues involving radii for adjacent isotopes are resolved, the results 
from the Ramsauer and optical model methods will converge, greatly improving the predictions 
for nonelastic cross sections.    
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Appendix 
 
In this appendix we provide a short summary of the Ramsauer-model expressions used in 
this paper and their connection to the general expression for the quantum-mechanical scattering 
amplitude. The scattering amplitude for neutrons (with spin-orbit coupling neglected) can be 
written 
                                   ∑∞
=
−+=
0
)(cos)1)(12(
2
)(
l
l
i
l Pelk
if l θαθ β . (A1) 
The quantity (withlile
βα lα and lβ  real) is often referred to as the S-matrix element and 
parameterized by a complex phase shift lδ  as .   ll ilil eSe δβα 2==
 
            In the Ramsauer approximation we assume the phase shifts are constant up to a 
maximum orbital angular momentum l and are zero beyond this value.  The Ramsauer 
approximation to the scattering amplitude is then 
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                                       ∑
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The angular momentum l is given by where R is the nuclear radius parameter.  The 
forward scattering amplitude in the Ramsauer approximation is given by 
max ,kR
                                              
).1()(
2
1
)12()1(
2
)0(
2
0
o
max
β
β
α
α
i
l
l
i
eRik
le
k
if
−+=
+−= ∑
=
D
 (A3) 
The results for the K & D optical potential plotted in the Argand diagram of Fig. 3 were obtained 
by calculating using the optical potential, and then using the above equation to define the 
S-matrix element .  In carrying out this procedure a radius fm was used. 
)0( of
S = βα ie 3/135.1 AR =
 
            The quantities used in this paper are easily derived from the Ramsauer scattering 
amplitude.  The total cross section is gotten from the 0o scattering amplitude using the optical 
theorem; the elastic cross section is gotten by integrating the differential cross section 
over solid angle; and the nonelastic cross section results from subtraction of these two 
quantities.  The results are 
2|)(| θf
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            The values of α and β  may be viewed as weighted averages over the lα and lβ for the 
individual partial waves.  This can be seen by equating the Ramsauer-approximation values for 
Tσ  and NEσ  in the above equations with the same cross sections derived from the scattering 
amplitude without making the single-phase-shift approximation: 
                              (A5) 
∑
∑
∞
=
∞
=
−++=−
−++=−
0
222
0
2
).1)(12()]/([1
)cos1)(12()]/([cos1
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l
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lR
αα
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DD
DD
Total cross sections have been successfully fitted over a wide mass and energy range using the 
Ramsauer approximation (see, for example, Refs. 7-8).  From the first of the above equations, 
we see that the values of α and β  determined in this way are related to an average of the 
projections )cos( ll βα  of the S-matrix elements on the real axis.  However, the value of α in the 
second equation (for the nonelastic cross section) is determined by an average of the squares of 
the lengths of the S-matrix elements.  Therefore, there is an inconsistency in the values of α  that 
appear in these two equations, since they will be the same only if the Ramsauer approximation of 
using a constant S-matrix is exact, which is never the case.  This observation motivates our 
procedure in Section II, where we assume that the α  parameter in the expression for NEσ  need 
not be identical to that in the expression for Tσ , and consequently we replace it by an 
empirically modified parameter mα . 
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Figure Captions 
 
Fig. 1. Neutron nonelastic cross sections σNE  for  56Fe inferred by Dietrich et al. (Ref. 6), 
normalized to the “black” nucleus cross section   π(R+D)2.  The normalized cross 
section is compared to the Ramsauer model and the optical model calculations.  The 
experimental data are from Refs. 14-18. The Ramsauer model calculation is shown with 
its estimated uncertainty of ±2%. 
 
Fig. 2 Neutron nonelastic cross sections σNE  for  208Pb  inferred by Dietrich et al. (Refs. 5, 6).  
These cross sections are compared to the Ramsauer model and the optical model 
calculations.  The experimental data are from Refs. 2 and 19.  The estimated 
uncertainties in the Ramsauer model calculation are also shown. 
 
Fig. 3  The Argand diagram:  Behavior of the quantity  S = α exp(iβ)  as defined in Eq. 5 of Ref. 
5 employing (a) the simple analytic model (Ramsauer model) and (b) an optical model 
calculation using the Koning-Delaroche potential (Ref. 9).  The labels on the trajectories 
are the incident neutron energies in MeV.   
 
Fig. 4 Comparison of the experimental data for total neutron cross (a) for Fe and (b) for Bi 
with the results from the K & D optical model calculations, with both the experimental 
and the calculated cross sections normalized to the same “black nucleus” cross section   
π(R+D)2. The experimental data are from Refs. 10 and 11. 
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