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Abstract
Context-free grammars and languages with inﬁnite ambiguity can be distinguished by the growth
rate of their ambiguity with respect to the length of the words. So far the least growth rate known for a
divergent inherent ambiguity function was logarithmic. Roughly speaking we show that it is possible
to stay below any computable function. More precisely let f : N → N be an arbitrary computable
divergent total non-decreasing function. Then there is a context-free language L with a divergent
inherent ambiguity function g below f , i.e., g(n)f (n) for each n ∈ N. This result is an immediate
consequence of two other results which are of independent interest. The ﬁrst result says that there is
a linear context-free grammar G with so called unambiguous turn position whose ambiguity function
is below f . The second one states that any ambiguity function of a cycle-free context-free grammar
is an inherent ambiguity function of some context-free language.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Acontext-free grammarG is unambiguous if it does not have two different derivation trees
for any word.A context-free language is unambiguous if it is generated by an unambiguous
context-free grammar. Context-free grammars and languages are ambiguous if they are not
unambiguous.Ambiguous context-free languages are also called inherently ambiguous. The
existence of ambiguous context-free languages is shown in [16,17]. Ambiguous context-
free grammars and languages can be distinguished by their degree of ambiguity, that is, by
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the least upper bound for the number of derivation trees which a word can have. There are
examples for k-ambiguous languages for each k ∈ N [13]. But even languages with inﬁnite
degree of ambiguity exist [7,20]. They can be distinguished by the asymptotic behaviour of
their ambiguity with respect to the length of the words.
The ambiguity of each cycle-free context-free grammar G lies either within 2(n) or
O(nkG) where kG is the pumping constant of G [21]. However, which alternative is the
case is undecidable. In [23] it is shown that productions which cannot occur more than kG
times in any derivation tree are crucial for the ambiguity of a context-free grammar G with
polynomially bounded ambiguity. Inmost of the cases this helps to prove a polynomial upper
bound for the ambiguity function with a degree far below kG. Languages with ambiguity
2(n) and with ambiguity (nkG) for each k ∈ N are presented in [14].
The class of languages with polynomially bounded ambiguity (PCFL) has some interest-
ing properties. For instance [23] shows that PCFL is the closure of the class of unambiguous
context-free language under a restricted form of projection. Combined with [18, Theorem
3] one easily obtains that each language L ∈ PCFL can be recognised in O(log n) time on
a CREW PRAM. Polynomially bounded ambiguity is also important in the ﬁeld of random
generation [6].
Inﬁnite sublinear ambiguity is interesting for two reasons:
• From the theoretical point of view it is interesting to knowwhether there is a gap between
constant ambiguity and the “lowest” possible divergent ambiguity as is the case between
polynomially bounded and exponential ambiguity.
• It is well known that the parsing algorithm of Early [1,8] parses general context-free
grammars inO(n3) time while unambiguous context-free grammars are parsed inO(n2)
time. The proof which shows the speed up for unambiguous grammars can easily be
generalised to O(n2 · dˆG(n + kG)) time for an arbitrary reduced context-free grammar
G where dˆG is the ambiguity function of G and kG ∈ N is a constant only depending
on G. Thus Earley’s algorithm parses languages with sublogarithmic ambiguity within
O(n2 · log n).
Languages with inherent square-root and logarithmic ambiguity can be found in [22], re-
spectively.
The proof of the existence of inﬁnite but sublogarithmic inherent ambiguity is divided
into two parts:
In Section 3, we show that for each computable divergent total non-decreasing function
f : N→ N there is a context-free grammarGwith a divergent ambiguity function g below
f . This proves that extremely slowly growing ambiguity functions exist. Moreover it is
shown that we can achieve these low ambiguity functions for linear context-free grammars
with a so called unique turn position.
In Section 4 it is shown that the set of ambiguity functions for cycle-free context-free
grammars and the set of inherent ambiguity functions coincide.
Preliminary versions of Sections 3 and 4 appeared in [24,25], respectively.
2. Preliminaries
Let A be a set. Then |A| denotes the cardinality of A and 2A the power set of A. For
arbitrary i, j ∈ N the interval from i to j is [i, j ] := {k ∈ N | ikj}. We generally
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assume alphabets to be ﬁnite and non-empty. Let be an alphabet in the sequel. The symbol
# is not in. Let u := a1 · · · an ∈ ∗ be a word, where ai ∈  for all i ∈ [1, n]. The symbol
at position i isu[i] := ai . The length ofu is |u| = n. TheworduR := an · · · a1 is the reversal
of u. The words over  of length at most n are denoted by n := {w ∈ ∗ | |w|n}. The
sets <n, n, >n are deﬁned analogously. The empty word  is the unique word with
length 0. For all i ∈ [1, n + 1] and j ∈ [0, n] we deﬁne the factor of u from position i to
position j as u[i, j ] := ai · · · aj . If j < i then u[i, j ] = . The word u[1, j ] is a preﬁx of u, it
is a proper preﬁx if j < n. The word u[i, n] is a sufﬁx of u. A homomorphism h : ∗ → ∗
is length preserving if |h(a)| = 1 for all a ∈ . The projection on a subalphabet  ⊆ 
is the homomorphism  : ∗ → ∗ given by (a) = a for a ∈  and (a) =  for
a ∈  \ . If  and  are two alphabets then we call a homomorphism h : ∗ → 2∗
a substitution, where the operation on 2∗ is the concatenation of languages deﬁned by
L1 · L2 := {uv | u ∈ L1 and v ∈ L2}.
A context free grammar is a tuple G = (N,, P , S) where N and  are two disjoint
alphabets of non-terminals and terminals, respectively, P ⊆ N × (N ∪ )∗ is a ﬁnite
set of productions, and S ∈ N is the start symbol. Let G = (N,, P , S) be a context-free
grammar. For a productionp = (A, ) ∈ P we callA the left-hand side and  the right-hand
side of p, respectively.
The usual way to continue at this point is to introduce a derivation relation and sentential
forms. A sentential form can be considered as the sequence of leaves obtained from the
preorder traversal of a derivation tree. But for ambiguity considerationswe need a formalism
which describes derivation trees completely. The well-known left parse of a derivation tree
can be used for this purpose if we restrict ourselves to trees without non-terminal leaves. The
left parse of a tree can be seen as the result of a preorder traversal of a derivation tree, where
the internal nodes are represented by the productions applied to them, while the leaves are
omitted. Thus sentential forms and left parses are complementary parts of derivation trees.
It is useful to shufﬂe both according to the preorder thus forming a single more general tree
derivation formalism.
The tree alphabet of G is TG := N ∪  ∪ P . The tree derivation for G is deﬁned by
∀(A, ) ∈ P, 1, 2 ∈ T ∗G : 1A2 →G 1(A, )2.
The subscript G is dropped when the used grammar is clear from the context. A string
 ∈ T ∗ is a tree over T if there is an X ∈ N ∪  such that X ∗→ . In this case X is
called the root of . The root of  is denoted by ↑(). It can be easily seen that each tree
has a unique root. (Note that a tree either consist of the root only or of a string which
begins with a production. In the latter case this production is the ﬁrst production applied
which uniquely determines the root.) The frontier of a string  ∈ TG is ↓() := N∪().
The arrows for the root and the frontier of trees point into the direction where they are
usually displayed in a diagram. A node of a tree  over T is an element of [1, ||]. A node
i is a leaf if [i] ∈ N ∪ , it is an internal node if [i] ∈ P . The label of a node i is
[i] if i is a leaf and it is the left-hand side of the production [i] if i is an internal node,
i.e., it is X ∈ N if [i] ∈ {X} × (N ∪ )∗. An element of 	G := { ∈ T ∗G | ↑() =
S and ↓() ∈ ∗} is called a derivation tree. The context-free language generated by G is
L(G)={↓() |  ∈ 	G}. Let L ⊆ 	T where 	T := { ∈ T ∗ | ∃X ∈ N ∪  : X ∗→ } and
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let w ∈ ∗. We deﬁne:
L(w) := { ∈ L | ↓() = w},
subtree(L) := { ∈ 	T | ∃1, 2 ∈ T ∗ : 12 ∈ L},
cut(L) := { ∈ 	T | ∃
 ∈ L :  ∗→
},
embedded(L) := cut(subtree(L)).
Note that cut (subtree(L)) = subtree(cut(L)). A single tree  over T is treated as the
singleton set {}, e.g., we write cut() for cut({}). Elements of subtree(L), cut(L), and
embedded(L) are called subtrees, cuts, and embedded trees, respectively.
It is easily seen that trees cannot overlap, i.e., no non-empty sufﬁx of a tree is a proper
preﬁx of a tree. Moreover, each position in a tree  over T is the beginning of a uniquely
determined tree. That is, for each i ∈ [1, ||] there is a uniquely deﬁned j ∈ [i, ||]
such that [i, j ] is a subtree of . In this case we call [i, j ] a phrase of  and the cut
[1, i − 1] · ↑([i, j ]) · [j + 1, ||] is called the remainder tree obtained by truncation of
the phrase [i, j ].
A sentential form is the frontier of the cut of a derivation tree, i.e., an element of
↓(cut(	G)). The grammar G is -free if P ⊆ N × (N ∪ )+. It is cycle-free if for all
 ∈ embedded(	G) the equation ↑() = ↓() implies  ∈ N ∪ , otherwise it is called
cyclic. Finally, it is reduced if it does not contain useless symbols, i.e., symbols which does
not occur as the label of a node in any derivation tree. Obviously G is reduced if and only
if each tree over TG is embedded in a derivation tree. The ambiguity of a word w is its
number of derivation trees. The elimination of useless symbols preserves the ambiguity of
each word. Therefore, we do not need to consider non-reduced context-free grammars. It is
easily seen that a reduced context-free grammar has a ﬁnite ambiguity for each word if and
only if it is cycle-free. LetG = (N,, P , S) be a reduced cycle-free context-free grammar.
The ambiguity power series ofG is the function dG : ∗ → Nwhich maps each word to its
ambiguity. The ambiguity function dˆG : N→ N ofG is dˆG(n) = max{dG(w) | w ∈ n},
i.e., it maps each n ∈ N to the ambiguity of the most ambiguous word of length up to n. The
grammar G is dˆG-ambiguous. The grammar G is unambiguous if its ambiguity function is
bounded by 1. We say that G is k-ambiguous for a k ∈ N if dˆG is bounded by k but not
by k − 1.
A context-free language is unambiguous if it is generated by some unambiguous context-
free grammar. It is ambiguous otherwise. Let f : N → N be a non-decreasing function.
A context-free language L is O(f )-ambiguous if it is generated by a context-free gram-
mar G such that dˆG ∈ O(f ), it is (f )-ambiguous if it is only generated by context-
free grammars G′ such that dˆG′ ∈ (f ), and it is (f )-ambiguous if it is O(f )- and
(f )-ambiguous.
For an ambiguous context-free language L we cannot ﬁx a single word which requires
ambiguous generation for each context-free grammar generating L. But for a given ambi-
guity d ∈ N it is often possible to present a lower bound for the quotients nG,d/kG whereG
is an arbitrary context-free grammar generating L, nG,d is the length of the shortest at least
d ambiguous word according to G and kG is the pumping constant of G. This consideration
leads us to the following deﬁnition taken from [24]:
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Deﬁnition 1. Let L be a context-free language and f : N→ N a function. The language
L is f -ambiguous if
(1) there is a context-free grammar G such that L = L(G) and f = dˆG and
(2) for each context-free grammar G′ such that L = L(G′) there exists a c ∈ N such that
f (n) dˆG′(c · n) for all n ∈ N \ {0}.
We implicitly identify the constant k ∈ N with the corresponding constant function.
A language is unambiguous if it is 1-ambiguous or 0-ambiguous.
A function f : N → N is an inherent ambiguity function if there is a context-free
language L such that L is f -ambiguous. Note that the question whether each context-free
language has an inherent ambiguity function is open.
Restricted to trees not consisting of a single terminal the projection P∪N is injective.
Therefore, we deﬁne the parse of a tree  ∈ embedded(	G) \ , as a more compact tree
representation, by parseG() := P∪N(). The reader familiar with the notion of left parses
may note that parse() and the left parse of coincides for all derivation trees. But in contrast
to the left parse, which is not deﬁned for each cut of a derivation tree our parse notion is a
unique representation for all trees, but those in . We extend the parse notion in the natural
way to sets and observe:
Lemma 2. For each context-free grammar G the languages 	G, parseG(	G), embedded
(	G), and parseG(embedded(	G) are unambiguous context-free languages.
We take Ogden’s iteration lemma for context-free grammars and for context-free lan-
guages presented in [3, Lemmas 2.3 and 2.5] and combine them to:
Lemma 3. For each context-free grammar G = (N,, P , S) there is an integer n∈N
such that for each  ∈ 	G and any choice of at least n marked positions in  there are
, , , ,  ∈ T ∗G and a non-terminal X ∈ N such that:
(1)  = .
(2) ( and  and ) or ( and  and ) contain at least one marked position.
(3)  contains at most n marked positions.
(4) ii ∈ 	G and iXi, ii , iXi ∈ embedded(	G) for all i ∈ N.
A tuple ϑ = (|| + 1, ||, || + 1, ||) satisfying the conditions above is called a
pumping phrase and  the subtree corresponding to ϑ. Note that ∈	G implies ↓() ∈
L(G). Therefore, if we onlymark leaves inwe obtainOgden’s iteration lemma for context-
free languages. The advantage of pumping derivation trees instead of their frontiers is that
they have a unique phrase structure even if the generated words are ambiguous. As we will
see this additional information can be useful if we generate a sequence of derivation trees by
applications of Ogden’s iteration lemma with intermediate shifts of the marked positions.
The reader is assumed to be familiar with single tape Turing machines as deﬁned in
[11]. Whenever we refer to a Turing machine in this article we mean this type. Whether
the Turing machine is deterministic or non-deterministic or whether the tape is single or
both sided inﬁnite does not matter here. But it may help to think of deterministic machines.
A conﬁguration of a Turing machine consists of the tape content, the state of the Turing
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machine and the position of the head. It is denoted by a word consisting of the shortest
string which represents the coherent portion of the tape which covers all the non-blank
cells and the position of the tape head. The head is denoted immediately to the left of
the tape cell the machine reads in the next step. For each Turing machine M the corre-
sponding set of conﬁgurations is denoted by IDM . The relation M contains all the pairs
of conﬁgurations (ida, idb) ∈ IDM × IDM where idb is obtained from ida by a single
step ofM .
3. Grammars with sublogarithmic ambiguity
In this section it is shown that for each computable divergent total non-decreasing function
f : N→ N there is a context-free grammarGwith a divergent ambiguity function g below
f . This proves that extremely slowly growing ambiguity functions exist.
3.1. The idea of the construction
It is well known that for each Turing machine M the corresponding set of valid com-
putations can be represented as the intersection of two context-free languages. These two
languages are of the Form I(#R)∗ and (L#)∗F , respectively. Here I is the set of initial
conﬁgurations and F the set of ﬁnal conﬁgurations. The languages L andR generate pairs
of conﬁgurations separated by a “#” symbol, such that the right conﬁguration is obtained
in one step of M from the left one. Moreover, exactly one of the conﬁgurations of such
a pair is written in reverse. In case of L the right conﬁguration is reversed, while for R
it is the left one. Essentially this representation of valid computations is usually used to
prove that each recursively enumerable language is the homomorphic image of the inter-
section of two context-free languages [2,9,11]. In this article we use similar ingredients.
For each Turing machine M we construct context-free grammars generating languages of
the form (L{#})∗F({#}R)∗, where F is an unambiguous context-free subset of M’s con-
ﬁgurations. It turns out that the ambiguity function of these grammars is dominated by
the ambiguity of the words which lie in F(#R)∗ ∩ (L#)∗F . A word w within this set
represents a segment of a computation of the Turing machine M which starts and ends in
a conﬁguration belonging to F . Moreover, the ambiguity of w is the number of times a
conﬁguration which belongs to F and which is preceded by an even number of conﬁg-
urations occurs in w. Since we are free in the choice of the underlying Turing machine
M and the unambiguous context-free set F , we have a strong tool to design very slowly
growing divergent ambiguity functions. Roughly speaking, it is sufﬁcient to ﬁnd candidates
forM and F , such that computations ofM containing many conﬁgurations in F cannot be
too short.
3.2. Block correlation languages
Our aim is to ﬁnd for each computable divergent non-decreasing function f an inher-
ent ambiguity function g which falls below f . As a tool to design divergent ambiguity
functions with a very low growth rate we introduce block correlation languages.
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Deﬁnition 4. Let R ⊆ ∗ × ∗ be a relation. Then
L(R) := {u#vR | (u, v) ∈ R} and R(R) := {uR#v | (u, v) ∈ R}.1
The relation R is (unambiguous) context-free if L(R) and R(R) are both (unambiguous)
context-free languages.
It can be shown that L(R) is (unambiguous) context-free if and only if R(R) is (unam-
biguous) context-free. But instead of proving this statement for arbitrary R it is easier to
check both languages for the relations considered below.
Deﬁnition 5. Let R ⊆ ∗ × ∗ be an unambiguous context-free relation, and F ⊆ ∗
an unambiguous context-free language. The block correlation language over the relation R
and the set F is deﬁned by
L(R,F) := (L(R)#)∗F(#R(R))∗.
If L(R,F) is a block-correlation language then F is called the corresponding language of
free blocks.
It is hard or impossible to analyse the ambiguity of a block correlation language L over
an unambiguous context free relation R and an unambiguous context free language F in
general. Things become easier if we only consider context-free grammars generating L ac-
cording to a certain modular generation strategy. To ﬁx such a strategy, canonical grammars
for block correlation languages are deﬁned next. The basic idea is to take unambiguous
context-free grammars generating the languages (SL#)∗SF (#SR)∗, L(R), R(R), and F ,
respectively. We chose grammars with pairwise disjoint sets of non-terminals. Moreover
SL, SF , and SR are the start symbols of the context-free grammars generatingL(R),R(R),
and F , respectively. These components are than glued to a single grammar generating L.
Deﬁnition 6. Acanonical grammar for a block correlation languageL(R,F)over a relation
R ⊆ ∗ × ∗ and a set F ⊆ ∗ is a context-free grammar:
G := ({S,A} ∪˙NL ∪˙NR ∪˙NF ,  ∪ {#}, P ∪ PL ∪ PR ∪ PF , S).
whereGL := (NL,∪{#}, PL, SL),GR := (NR,∪{#}, PR, SR), andGF := (NF ,,
PF , SF ) are unambiguous context-free grammars generating L(R),R(R), and F , respec-
tively. Moreover, P is deﬁned by
P := {S → SL#S, S → SFA, A → A#SR, A → }.
Note that GL, GR, and GF have pairwise disjoint sets of non-terminals. Moreover, these
non-terminal sets do not contain the symbols S and A. This is expressed by the dot on the
union symbols.
1 Note that the letter R is used here with two meanings. As a superscript it denotes the reversal of the
corresponding word. Otherwise it represents the relation R. This situation will occur frequently throughout
this chapter.
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Let G be a canonical grammar which generates a block correlation language L(R,F)
with all the sets and symbols named as above. Now we consider the context-free grammar
G′ := ({S,A}, {SL, SR, SF , #}, P , S). Obviously, G′ is unambiguous and generates the
regular language (SL#)∗SF (#SR)∗. A given derivation tree  of G generating a word w
can always be trimmed in a unique way to obtain a derivation tree ′ of G′. Let  be the
frontier of ′. If we know  we can retrieve ′ since G′ is unambiguous. Moreover, except
for the ﬁrst and last symbol, each occurrence of SL, SR and SF in  is immediately preceded
and followed by a “#” symbol. Furthermore, each string of terminals generated by SL or SR
contains exactly one “#” symbol and a terminal string generated by SF never generates a
“#” symbol. Therefore, each occurrence of the symbols SL, SR and SF in  can be uniquely
matched with the inﬁx of w it generates. This is sufﬁcient to complete the remainder of 
uniquely since the grammarsGL,GR, andGF are unambiguous. Thus, if we know w and
 we can uniquely retrieve the whole derivation tree . But this does not mean that G is
necessarily unambiguous since w does not determine  in general. We can only deduce the
length of  ∈ (SL#)∗SF (#SR)∗, but there may be several permissible position for SF . We
consider the “#” symbols as markers factorising w into blocks. Thus, SF generates exactly
one block which will be called the free block in the sequel. The free block is preceded
and followed by strings of the form
(L(R)#)∗ and (#R(R))∗, respectively. (In particular
this implies that the free block is preceded and followed by an even number of blocks.)
The number of derivation trees for w coincides with the number of decompositions of w
satisfying the requirements stated above. This number of decompositions is the canonical
ambiguity of w in L(R, F ). More formally we deﬁne it as follows:
Deﬁnition 7. Let L be a block correlation language over a relation R ⊆ ∗ ×∗ and a set
F ⊆ ∗. Then the canonical ambiguity series d : ∗ → N is deﬁned by
dL(w) := |{i ∈ N | w ∈
(L(R)#)iF(#R(R))∗}|.
With this deﬁnition we can summarise the previous considerations by the following
lemma:
Lemma 8. LetG be a canonical grammar generating a block correlation languageL over
a relation R ⊆ ∗ × ∗ and a set F ⊆ ∗. Then the ambiguity function of G and the
canonical ambiguity function of L are equal, i.e. dˆG = dL.
Example 9. Let  = {a} and R := {(ai, a2i ) | i ∈ N}. Here L(R) = R(R) since 
is unary. To compute the ambiguity of a word w in a canonical grammar for the block
correlation language L(R,∗) we consider each pair of consecutive blocks in w separated
by a “#” symbol. From left to right we draw alternating arcs below and above consecutive
pairs of blocks starting with an arc below the leftmost pair. An arc is drawn with a solid
line if the pair is in relation, i.e., the number of a’s in the right block is twice the number of
a’s in the left one. Otherwise the arc is dotted. Let us consider the word depicted in Fig. 1.
By deﬁnition the free block is preceded and followed by an even number of blocks. Such
a block is a candidate for the free block if all the arcs below the word to its left and all
the arcs above the word to its right are solid. These criteria are satisﬁed for exactly those
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Fig. 1. A word in the block correlation language of Example 9.
blocks of w written in boxes. Therefore, the word w has exactly two derivation trees for
any canonical grammar generating L(R,∗).
Note that there are unambiguous block correlation languages whose canonical ambiguity
series is larger than 1 for some words:
Example 10. Consider the unambiguous context-free relation R := {(ai, a) | i ∈ N}
over the unary alphabet ={a}. Then it is easily seen that L:=L(R,∗)=(a∗#a#)∗a∗
(#a∗#a)∗, which is regular, and therefore unambiguous context-free. Despite that,
dL((a#)2ia) = i + 1 for each i ∈ N.
Deﬁnition 11. Let G be a context-free grammar over . Then the support of dˆG is the set:
supportG := {w ∈ L(G) | ∀u ∈ <|w| : dG(u) < dG(w)}.
Thus, a wordw is in the support of the ambiguity function of a context-free grammarG if
it is a shortest word with ambiguity at least dG(w). To determine the ambiguity function dˆG
of G it is sufﬁcient to consider the words in supportG and their corresponding ambiguities.
More precisely, the ambiguity function dˆG is uniquely determined by the set:
{(|w|, dG(w)) ∈ N×N | w ∈ support(G)}.
But how do thewords in the support of a canonical grammar for a block correlation language
look like? It turns out to be necessary for them that each pair of consecutive blocks is
correlated. In the notation of Example 9 this means that a word in the support of a canonical
grammar never has a “dotted” arc connecting consecutive blocks. Before showing this
formally, we deﬁne:
Deﬁnition 12. Let R ⊆ ∗ × ∗ be a relation and F ⊆ ∗ a formal language. Then
val(R,F) :=
{
w0#wR1 # · · · #w2n
∣∣∣∣ w0, w2n ∈ F∧∀ i ∈ {0, . . . , 2n− 1} : (wi, wi+1) ∈ R
}
.
It is easily seen that val(R,F) = (L(R)#)∗F ∩F(#R(R))∗ for each relation R and each
language F over .
Theorem 13. LetG be a canonical grammar of some block correlation languageL(R,F).
Then
supportG ⊆ val(R,F).
482 K. Wich / Theoretical Computer Science 345 (2005) 473–504
Proof. Letw ∈ L(R,F)\val(R,F). Bydeﬁnitionw is an element of (L(R)#)∗F(#R(R))∗.
Since val(R,F) = (L(R)#)∗F ∩ F(#R(R))∗ we know that w /∈ (L(R)#)∗F or w /∈
F(#R(R))∗. If w /∈ F(#R(R))∗ then w ∈ (L(R)#)+F(#R(R))∗. But then cancellation
of the ﬁrst two blocks inw yields a shorterwordw′ ∈ L(R,F).Moreover, dL(w) = dL(w′).
According to Lemma 8 this implies dG(w′) = dG(w). Thus, w is not in the support of dG.
Analogously if w /∈ (L(R)#)∗F we can cancel the last two blocks to obtain a shorter word
w′ with the same ambiguity aswwhich implies thatw is not in the support of dG in this case
either. Thus, (L(R,F) \ val(R,F)) ∩ supportG = ∅. But supportG ⊆ L(R,F). Hence,
supportG ⊆ val(R,F). 
Note that in the proof above we do neither state that the word w′ obtained from the
cancellation of a block pair is in supportG nor that it is in val(R,F). But sincew′ ∈ L(R,F)
we can iterate the cancellation of block pairs either from left or right until eventually a word
in val(R,F) with the same ambiguity as the original word is reached. (For the word w in
Example 9 this procedure would yield a7#a14#a28.) Since w has a ﬁnite number of blocks
such an iteration terminates.
If we apply Theorem 13 to the language L(R,∗) of Example 9 we see that the support
of each canonical grammar G for this language only contains words where the number
of a’s is doubled from block to block. That is the shortest word with ambiguity i + 1 is
a2
0#a21# · · · #a22i for an arbitrary i ∈ N. Since the length grows exponentially with the
ambiguity we see that dˆG is logarithmic for each canonical context-free grammar generating
L(R,∗).
In fact, L(R,∗) is even inherently ambiguous of logarithmic degree. For a similar
language logarithmic ambiguity has been shown in [22]. The language there is even a linear
context-free language. In Section 3.5 we will introduce a block permutation spiral which
transforms suitable block correlation languages in linear context-free languages. Up to a
renaming of the symbols and a block separator symbol (here #) behind the last block the
example in [22] is spiral(L(R,∗)).
For sublogarithmic ambiguity we need a new idea, since the blocks cannot be forced to
grow faster than exponential [25, Lemma 3.11].
3.3. Valid computations
In Example 9 the language for the free blocks is ∗. Therefore, no candidate for the
free block can be excluded in this case. As we have seen there is no hope to achieve
sublogarithmic ambiguity just by increasing the growth rate of the blocks any further.
The new idea is to ﬁnd an unambiguous context-free relation R and an unambiguous
context-free language F such that in an inﬁnite chain of words w0, w1, . . . such that
(wi, wi+1) ∈ R for each i ∈ N there are inﬁnitely many words with even index be-
longing to the free block language F . But with rising index the blocks in F occur less
frequently.
Let M be a Turing machine. For each F ⊆ IDM the words in val(M,F) represent
computations which start and end in conﬁgurations belonging to F . It is easily seen that
M is an unambiguous context-free relation for each Turing machine M (even if M is
K. Wich / Theoretical Computer Science 345 (2005) 473–504 483
non-deterministic). In fact, L(M) and R(M) are even deterministic and linear context-
free languages. Therefore, by application of Theorem 13 we obtain:
Corollary 14. LetM be a Turing machine and let F ⊆ IDM be an unambiguous context-
free language. ThenL(M,F) is a block correlation language.Moreover, ifG is a canonical
grammar generating L(M,F) then
supportG ⊆ val(M,F).
Even though L(M,F) is a large superset of val(M,F) we do not need to care for the
words inL(M,F)\val(M,F) since they do not contribute to the ambiguity function ofG.
Therefore, Corollary 14 provides a strong tool to design ambiguity functions. For instance
let M be a Turing machine and F ⊆ IDM the set of conﬁgurations of M where M is in
the initial state. Let G be a canonical grammar generating L(M,F). Then only the words
in val(M,F) are relevant for the computation of the ambiguity function, i.e., the words
representing computations which start and end in conﬁgurations containing the initial state
ofM . The ambiguity of such a word is just the number of occurrences of the initial state in
w at positions preceded by an even number of conﬁgurations. By the choice of F we can
induce an additional unambiguous context-free constraint on the initial conﬁguration.
3.4. The design of slowly growing divergent ambiguity functions
At the end of Section 3.3 we presented an idea for the construction of a block correlation
languageLM whose deﬁnition depends on an underlyingTuringmachineM . The ambiguity
of a canonical grammar for LM becomes small if M waits very long until it re-enters the
initial state. (Here waiting means that the machine enters a ﬁnite loop with the sole purpose
of inducing a long computation.) Thus, the frequency of the occurrences of the initial state
in a computation is roughly speaking inverse to the ambiguity of a canonical grammar for
the resulting block correlation language.
Unfortunately, the inverse of a divergent non-decreasing function f : N → N is never
a function if f is total and sublinear. Instead it is a relation. Before we develop a Turing
machine construction in Section 3.4.2 in Section 3.4.1 we deﬁne the pseudo-inverse of
f in order to handle the inverse relationship between the initial state frequency and the
resulting ambiguity. The pseudo-inverse of f can be seen as the best possible divergent
non-decreasing function which approximates the relation f−1.
3.4.1. Pseudo-inversion of ambiguity functions
Deﬁnition 15. Let f : N→ N be a divergent non-decreasing function. Then the pseudo-
inverse of f is the divergent non-decreasing function f−1 : N→ N deﬁned by
f−1(n) := min{j ∈ N | n < f (j)}.
The deﬁnition above has a very simple graphical interpretation. In Fig. 2 there are three
graphs depicted. The ﬁlled circles of the leftmost one represent a divergent non-decreasing
function f . Two consecutive plateaus are connected by a chain of vertical circles which are
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Fig. 2. Example of a divergent non-decreasing function and its pseudo-inverse.
not ﬁlled. The chain starts immediately and strictly underneath the left end of the higher
plateau and ends on the level of the lower plateau.
The graph in the middle is the transposition of the ﬁrst one and the ﬁlled circles represent
the inverse of f when we consider f as a relation. But the inverse relation is not a function.
Finally, empty circles are changed into ﬁlled ones and vice versa which yields the right-
most graph. The ﬁlled circles in this graph represent the pseudo-inverse f−1 of f according
to Deﬁnition 15. Thus, the pseudo-inverse is a divergent non-decreasing function which
preserves the shape of the inverse relation of f as good as possible. If f is the ambiguity
function of some cycle-free context-free grammar then for each n ∈ N the value f−1(n) is
the length of a shortest word whose ambiguity exceeds n.
Let f, g : N→ N be two divergent non-decreasing functions. Then one can easily verify
the following properties of the pseudo-inverse:
(i) (f−1)−1 = f ,
(ii) (∀n ∈ N : f (n)g(n)) ⇒ (∀n ∈ N : g−1(n)f−1(n)).
Lemma 16. Let f, g : N→ N be two divergent non-decreasing functions. Then(∀n ∈ N : f (n)g(n)) ⇒ (∀n ∈ N : g−1(n)f−1(n)).
3.4.2. Turing machine construction
Now we construct suitable Turing machines by the use of Corollary 14.
Lemma 17. Let f : N → N be a computable divergent total non-decreasing function.
Then there is a Turing machineM and an unambiguous context-free set F ⊆ IDM with the
following properties: For each n ∈ N \ {0} there is a wordw ∈ val(M,F) which contains
n occurrences of conﬁgurations in F , and the shortest word with this property has a length
of at least f (n − 1) + 1. Moreover, each occurrence of a conﬁguration in F is preceded
by an even number of conﬁgurations.
Proof. Let g : N→ N be deﬁned by g(n) := f (n+1) for each n ∈ N. Then g is obviously
a computable divergent total non-decreasing function. Let M ′ be a Turing machine which
computes g. Without loss of generality we assume that {0, 1} is the input alphabet of M ′
and that non-negative integers are encoded in binary. Let q0 be the initial state of M . We
further assume that the state sets of M and M ′ are disjoint. The set F contains all the
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conﬁgurations of the form q0q ′0n$nR . Here $ is a tape symbol of M which is not a tape
symbol of M ′ and q ′0 is the initial state of M ′ and at the same time a tape symbol of M .
Finally, n is a binary encoded non-negative integer. For convenience we identify binary
encodings and the corresponding non-negative integers. Note that F is an unambiguous
context-free language. The machineM never corrupts the initial format, i.e., if  ∈ IDM is
reached from a conﬁguration in F then by erasing the state ofM from  we obtain a string
of the form u1$u2 ∈ IDM ′$N, here N means the set of binary encodings of non-negative
integers. We refer to u1 and u2 by calling them the ﬁrst or second segment of . Note that
u1 contains a state ofM ′. The string obtained from u1 by erasing this state is called the tape
of the ﬁrst segment. LetM be in the conﬁguration q0q ′0n1$nR1 ∈ F . ThenM goes through
the following inﬁnite loop:
(1) Switch to a state q1 = qo which starts the simulation ofM ′.
(2) SimulateM ′ on the ﬁrst segment until it halts.This eventually happens since the function
g computed byM ′ is total.
(3) Wait one step and then decrement the tape of the ﬁrst segment stepwise until it is 0.
This is an idle loop (which loops g(n1) times when step (3) is called for the ﬁrst time.
With the wait steps the Turing machine requires at least g(n1)+ 1 steps to do that).
(4) Increment the second segment in its reverse coding (which yields (n1 + 1)R when
step 4 is called for the ﬁrst time).
(5) Overwrite the ﬁrst segment by q ′0n, where n is the reversal of the second segment,
(q ′0n = q ′0(n1 + 1) when step 5 is called for the ﬁrst time), place the head at the
position of q ′0. If the last time the machine M was in q0 is an odd number of steps
ago enter q0 immediately, otherwise wait one step before entering q0. The parity of
a step can easily be stored within the ﬁnite control of the Turing machine M . This
action returns M into the initial situation. Thus, it performs a kind of “goto (1)”
command.
Moreover, we require that the Turing machineM is programmed in such a way that it does
not enter the state q0 except for the cases where this is explicitly mentioned above.
If a word w ∈ val(M,F)containsn occurrences of conﬁgurations in F for some n ∈
N \ {0} then steps 1–5 have been called at least n − 1 times each. The value computed in
the last call of step 2 was g(n1+ n− 2), where n1 is the argument for which g is computed
the ﬁrst time. Since g is non-decreasing we have g(n1+n−2)g(n−2) = f (n−1), and
the machine needs at least g(n1 + n− 2)f (n− 1) steps in the idle loop executed in the
last call of point (3) which is denoted in w. Hence, w contain at least f (n − 1) + 1 many
conﬁgurations each of which requires at least one symbol to be denoted.
Finally, since the ﬁrst conﬁguration of a word in val(M,F) is inF andM always makes
an even number of steps before reentering a conﬁguration inF , each of these conﬁgurations
is preceded by an even number of conﬁgurations. This completes the proof. 
Note thatM , started on a conﬁguration in F runs forever and passes an inﬁnite number
of times through a conﬁguration in F . The set val(M,F) contains ﬁnite inﬁxes of inﬁnite
runs ofM .
The estimation in the previous proof is rather wasteful, but simple to understand. Since
we are not looking for a result on the density of ambiguity functions here, we can afford to
use such a rough estimation.
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Theorem 18. Let f : N → N be a computable divergent total non-decreasing function.
Then there is a context-free grammar G such that dˆG(n)f−1(n) for each n ∈ N.
Proof. By Lemma 17 there is a Turing machineM and an unambiguous context-free lan-
guage F such that a shortest word in val(M,F) with n occurrences of a conﬁguration
in F has length at least f (n − 1) + 1 for n ∈ N \ {0}. Moreover, each of these occur-
rences is preceded by an even number of conﬁgurations. Therefore, according to Lemma
8 these words have n derivation trees in a canonical grammar G generating L(M,F) and
by Corollary 14 we do not need to consider other words in L(M,F). In other words, the
shortest words generated by G whose ambiguity exceeds n have length at least f (n) + 1.
Thus dˆG(n)f−1(n) for each n ∈ N. 
Theorem 19. If f is a computable divergent total non-decreasing function then there
is a cycle-free context-free grammar G such that dˆG is a divergent function satisfying
dˆG(n)f (n) for all n ∈ N.
Proof. Let f be a computable divergent total non-decreasing function. Let g := f−1.
Obviously g is also a computable divergent total non-decreasing function. According to
Theorem 18 and since the pseudo-inverse is an involution there is a context-free grammar
G such that dˆG(n)g−1(n) = ((f−1)−1)(n) = f (n) for each n ∈ N. 
3.5. Linearisation
A context-free grammar G = (N,, P , S) is linear if P ⊆ N × ∗(N ∪ )∗.
A linear context-free grammar G = (N,, P , S) has unambiguous turn position if
P ⊆N × (∗N∗ ∪ {}) and each word w ∈L(G) has a unique decomposition
w = w1w2 such that S ∗⇒w1Aw2⇒w for some A ∈ N . The stringw1 is called the left and
w2 the right portion ofw with respect toG. The name “turn” is motivated by one-turn push
down automata, which are a machine model for linear context-free languages. One-turn
pushdown automata work in two phases. In the ﬁrst phase the content of the pushdown does
not shrink, in the second phase the content does not grow. For a formal deﬁnition see [10].
For each context-free grammar with an unambiguous turn position one can construct a one-
turn pushdown automaton reading the left portion of a word before, and the right portion
after the turn. We can obtain the result of Theorem 19 even for context-free grammars with
unambiguous turn position.
3.5.1. Linear grammar with unambiguous turn position
As we have seen in Example 10 there are special cases of block correlation languages
which are regular. But typically a block correlation language L(R,F) over R ⊆ ∗ × ∗
and F ⊆ ∗ is not non-terminal bounded and hence in particular not linear context-free.
But if R and F are not too complicated then the non-linearity is often just due to the
fact that L(R,F) is deﬁned by a concatenation of languages. This is problematic since
linear languages are not closed under concatenation. But if we have a linear context-free
grammar G with an unambiguous turn position, we can insert a second linear language
between the left and right portions of all the words in L(G) and the resulting language will
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Fig. 3. Linearisation of the word in Fig. 1.
again be linear. Thus, provided the relation R is not too complicated we can often obtain a
linear context-free language generated by a context-free grammar with unambiguous turn
position 2 just by an appropriate permutation of the blocks in L(R,F). The corresponding
permutation spiral is deﬁned as follows.
Deﬁnition 20. Let L := (∗#∗#∗)∗. Then the function spiral : L → L is deﬁned
by spiral(w) := w for each w ∈ ∗ and spiral(w0#w1#w) := w0#spiral(w)#w1 for
w0, w1 ∈ ∗ and w ∈ L.
Note that each word inL is uniquely separated by the “#” symbols into an odd number of
blocks. Hence, spiral is well deﬁned and total. Moreover, it is easily seen to be a bijection
on L.
The mapping spiral sorts one parity with ascending block numbers to the left and the
other parity with descending block numbers to the right:
Example 21. Let n ∈ N,wi ∈ ∗ for each i ∈ [0, 2n]. Then for awordw := w0#w1# · · · #
w2n we have:
spiral(w) = w0#w2# · · · #w2n#w2n−1# · · · #w3#w1.
The mapping spiral permutes blocks in such a way that a line connecting neighbouring
blocks from left to right is transformed into a spiral from the outside to the centre. One can
see that by comparing Fig. 1 and Fig. 3. This behaviour of spiral motivates its name. Note
that the correlation between blocks which are connected by a solid line on top of the word
is from right to left, e.g., the second block in Fig. 3 is connected with a dotted line to the
rightmost block, since the left block is not twice as long as the right one. Instead it is the
opposite way round. One can also see that all the correlations on top of a word and below
the word can be checked by a single linear language, respectively.
As earlier mentioned, it is well known that each recursively enumerable set is the ho-
momorphic image of the intersection of two context-free language. In the corresponding
proofs the intersection of the two languages is essentially the set of valid computations of a
Turing machine. At the beginning of Section 3.1 an informal description of the set of valid
computations for an arbitrary Turing machineM has been provided. Let us denote this set
2 There are linear languages which cannot be generated by a linear grammar with unambiguous turn position
for instance {aibj ck | i = j or j = k}.
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by valM . This characterisation of recursively enumerable sets has been strengthened in [2]
by showing that it is sufﬁcient to use linear context-free grammars. The essential idea is to
show that spiral(valM) is the intersectionof two linear context-free languages. If the relation
R ⊆ ∗×∗ is simple enough andF ⊆ ∗ is a regular set then spiral(L(R,F) is generated
by a linear context-free grammarwith unambiguous turn positionwhose ambiguity function
is the canonical ambiguity of L(R,F). The transition relation M of an arbitrary Turing
machineM turns out to be “simple enough”. But we still have to specify when a relation is
simple enough.
3.5.2. Linear block correlation languages
Deﬁnition 22. A relation R ⊂ ∗ × ∗ is simple if there is an unambiguous context-free
grammar G = (N,, P , S) such that L(G) = L(R) and P ⊆ N × (∗N∗ ∪ {#}).
Deﬁnition 23. Let R ⊆ ∗ ×∗ be a simple relation and F ⊆ ∗ a regular language. The
linear block correlation language over the relation R and the set F is spiral(L(R,F)). If
spiral(L(R,F)) is a block-correlation language thenF is called the corresponding language
of free blocks.
It is possible to adapt all our proofs for block correlation languages and prove analogous
facts for linear block correlation languages. Typically we just have to apply the spiral
mapping to our constructions and adjust our argumentation accordingly. Except for the
proof of Lemma 17 the adjustments are completely straightforward but somewhat awkward
to write down. LetR ⊆ ∗×∗ be a simple relation andF ⊆ ∗ a regular set. Furthermore,
letG be a canonical grammar for the block correlation language overR andF and letGspiral
be a linear canonical grammar over R and F . Then for each word w ∈ ∗ we have:
dG(w) = dGspiral (spiral(w)).
This is due to the fact that a ﬁxed permutation of blocks cannot change the number of
choices for the position of the free block. The candidates for a free block are those blocks to
the left of the inner end of the spiral drawn in Fig. 3 which have only solid lines below pairs
which lie closer to the outside of the spiral and which have only solid lines on top of pairs
which are close to the middle. In the proof of Theorem 13 the cancellation of the leftmost
and rightmost pairs of blocks translates into cancellations of the outermost and innermost
pairs of blocks, respectively. Since the transition relation M of an arbitrary Turing machine
is simple we can also do our Turing machine construction. There is only one obstacle in the
proof of Lemma 17. There we have used conﬁgurations of the form q0q ′0n$nR as the free
block language, which form a non-regular set. But linear block correlation languages only
allow regular languages for the free block language.We can solve this problem by the use of
a regular language F ′ which contains the preﬁxes of F until the $ symbol. Fortunately the
erased segment is redundant. It is easy to modify the Turing machineM such that it starts by
appending a reversed copy of the integer which is found to the left of the $ symbol. ThenM
works as described in the proof of Lemma 17. But before re-entering the state q0 the second
segment is erased. The remaining statements can be transformed in a straightforward way.
Thus, we get:
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Theorem 24. If f is a computable divergent total non-decreasing function then there is a
cycle-free linear context-free grammar G with unambiguous turn position such that dˆG is
a divergent function satisfying dˆG(n)f (n) for all n ∈ N.
3.6. Rational trace language generation
In the introduction of [4] the authors observe that the results on sublinear ambiguity in
[22] can be transferred to the ambiguity of the generation of rational trace languages. The
same is true for our result on sublogarithmic ambiguity. This section indicates how this can
be done.
3.6.1. Preliminaries
Weessentially adopt the deﬁnitions of [5,Chapter 5]. For the sake of self containednesswe
repeat them here with slight notational differences. Note that we use the word “ambiguity”
instead of “multiplicity”. An independence alphabet is a pair (, I) such that  is a ﬁnite
alphabet and I ⊆ 2 is a symmetric and irreﬂexive relation on . The trace monoid
M(, I) deﬁned by an independence alphabet (, I) is the quotient ∗/≡I of the free
monoid ∗ with the smallest congruence ≡I such that ab ≡I ba for each pair (a, b) ∈ I.
A trace language is a subset of a trace monoid. Let  : ∗ →M(, I) be the canonical
homomorphism. For each w ∈ ∗ we denote (w) by [w]I . For a language L ⊆ ∗ we
deﬁne the trace language [L]I := {[w]I | w ∈ L}.We say that a wordw ∈ L generates the
trace [w]I and that [L]I is generated by L. A trace language is rational if it is generated
by some regular set.
Let M := M(, I) for some independence alphabet (, I) and let L ⊆ ∗ be some
language. The ambiguity of a trace t ∈ M is the number of its representatives in L, i.e.,
|{w ∈ L | t = [w]I}|. The ambiguity power series dL,M of L with respect to the trace
monoid M is a function mapping traces to their ambiguity. Formally, it is deﬁned as the
mapping dL,M : M → N determined by dL,M(t) := |{w ∈ L | t = [w]I}|. Note
that [L]I = {t ∈ M | dL,M(t)1}. The length of a trace t ∈ T denoted by |t | is the
length of a word in w ∈ ∗ which represents t , i.e., it is |w| for a word w ∈ ∗ satis-
fying t = [w]I . Note that the length of a trace is well deﬁned, since the commutation of
letters does not change the length of a word. The ambiguity function of L with respect
to M is the mapping dˆL,M : N→N deﬁned by dˆL,M(n) := max{dL,M(t) | t ∈M and
|t |n}.
3.6.2. Sublogarithmic ambiguity of trace language generation
LetG = (N,, P , S) be an arbitrary canonical linear grammar for a linear block corre-
lation language over a simple relation R ⊆ + × +. Let ¯ := {a¯ | a ∈ } be a disjoint
copy of the symbols in . For a word w ∈ ∗ we deﬁne w¯ in the natural way as h(w),
where h : ∗ → ¯∗ is the homomorphism deﬁned by h(a) := a¯ for each a ∈ . Let
G′ := (N, ∪ ¯, P ′, S) where P ′ := {A → uv¯RB | A → uBv ∈ P } ∪ (P ∩ (N × {})).
Obviously, L(G′) is regular. The deﬁnition of P ′ induces a natural one to one correspon-
dence between productions in P and P ′, that is a production of the form A → uv¯RB ∈ P ′
corresponds to the productionA → uBv ∈ P . Moreover, an -production in P corresponds
to the identical production in P ′. A derivation of a linear grammar is given by the sequence
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of applied productions. Hence there is a one to one correspondence between derivations in
G and G′.
Let u, v ∈ ∗ be words such that uv ∈ L(G) and u and v are the left and right portions
of uv, respectively. (Remember G has a unique turn position.) For each derivation of uv
the word generated by the corresponding derivation in G′ is a shufﬂe of u and v¯R . Let
I :=  × ¯ ∪ ¯ ×  and let M :=M(, I). Then each word w generated by G′ with a
derivation corresponding to a derivation for uv with G generates the trace [uv¯R]I ∈ M ,
i.e., [w]I = [uv¯R]I .
Obviously, two derivations of G′ corresponding to two derivations in G generating
different words in L(G) cannot yield words representing the same trace in M . Hence,
dL,M([uv¯R]I)dG(uv). To show that dL,M([uv¯R]I) = dG(uv) it remains to show that
G′ is unambiguous, because then different derivations of uv must correspond to different
representatives for the trace [uv¯R].
Letw ∈ L(G′). Thenw can be split in blocks separated by the string ##¯. Each derivation
ofw corresponds to the generation of some word v ∈ L(G). A block inw is generated by a
part of a derivation of w if the corresponding part of the derivation of v generates a pair of
blocks or the free block. The generation of the free block in v corresponds to the generation
of the only block in w not containing a letter in ¯. (Note that R ⊆ + × + and hence no
block can ever be empty.) Thus the position of the free block is coded in w.
Since the ambiguity of G is only due to the fact that the free block is not uniquely
determined by a generated word, this means that different derivations of one word in L(G)
correspond to derivations of different words in L(G′) Hence G′ is unambiguous.
Since Turing machine conﬁgurations contain at least one symbol our construction for
a grammars with sublogarithmic ambiguity does not require empty blocks. Therefore,
we obtain:
Theorem 25. If f is a computable divergent total non-decreasing function then there is a
regular language L ⊆ ( ∪ ¯) where ¯ is a disjoint copy of , I := × ¯ ∪ ¯× , and
M := M(, I) such that dˆL,M is a divergent function satisfying dˆL,M(n)f (n) for all
n ∈ N.
4. Universal inherence
At the beginning of [11, 4.7] one can read: “It is easy to exhibit ambiguous context-free
grammars [. . .]. What is not so easy to do is to exhibit a context-free language for which
every CFG is ambiguous.” 3
In this section we will see that for each cycle-free context-free grammar G there is
a context-free language L having the same ambiguity as G. The proof is constructive.
Hence, this result turns the “not so easy” part into the easier one. Therefore, to prove that
a context-free language with a certain ambiguity function f exists it is sufﬁcient to ﬁnd a
cycle-free context-free grammar with ambiguity function f . Since each ambiguity function
3 The notion CFG means context-free grammar here.
K. Wich / Theoretical Computer Science 345 (2005) 473–504 491
for a context-free language is by deﬁnition an ambiguity function for some context-free
grammar we can formulate the main result of this article as follows:
Theorem 26. The set of ambiguity functions for cycle-free context-free grammars and the
set of inherent ambiguity functions coincide.
4.1. Sketch
Section 4 is rather technical. Therefore, it is important to start with a sketch of the main
ideas. Let us ﬁrst recall how pumping lemmas are used to prove inherent ambiguity. The
reader is assumed to be familiar with Ogden’s Lemma [15]. In most textbooks pumping
lemmas are presented as a property of context-free languages. This is sufﬁcient to show
that several languages cannot be context-free. However, the statement that a language L
is inherently ambiguous is about tree structures shared by all the context-free grammars
generating L. In fact Ogden’s lemma does not only tell us that in a long enough word a pair
of inﬁxes can be pumped, but it also tells us that this pumping is due to a duplication of tree
structures. Thus, import tree structures are preserved.
Example 27. Let
L1 := {ai#aj#ak | i = j and k1}, L2 := {ai#aj#ak | i = k and j1}.
The inherent ambiguity of L := L1 ∪ L2 is proved as follows: Let us consider an arbitrary
context-free grammarG generatingL. Letp be the pumping constant ofG, and q := p+p!.
Now we consider the two words w1 := ap#ap#aq and w2 := ap#aq#ap. We can obtain
the word w := aq#aq#aq in two ways: We mark the ﬁrst block of a’s in the words w1
and w2, respectively, and pump according to Ogden’s lemma. If we have obtained w by
pumping upw1 the resulting derivation tree 1 allows to pump the ﬁrst and the second block
of a’s jointly. If we have obtained it from w2 the corresponding derivation tree 2 allows
to pump the ﬁrst and third block of a’s jointly. Now let us assume that G is unambiguous
then 1 = 2 and we deﬁne  := 1. Since  allows to pump the ﬁrst and second block of
a’s jointly we can pump it up to generate a tree ′ with the frontierw′ := aq+p!#aq+p!#aq .
From  the tree ′ inherits the ability to pump the ﬁrst and third block of a’s jointly. Hence
we can create a derivation tree for the word aq+2p!#aq+p!#aq+p! which is not in L. Hence,
the assumption that G is unambiguous is false.
Note that we have pumped up the tree  not just the word w in the previous example. It
was crucial that ′ inherits structural aspects of .
Example 28. Let L := (L1 ∪L2)#(L1 ∪L2), where L1 and L2 are deﬁned as in Example
27. LetG be an arbitrary context-free grammar generating L. We show that L is inherently
ambiguous of degree 4 as follows: Let p be the pumping constant of G, and q := p + p!.
Now we consider the following four words:
w1,1 := ap#ap#aq#ap#ap#aq, w1,2 := ap#ap#aq#ap#aq#ap,
w2,1 := ap#aq#ap#ap#ap#aq, w2,2 := ap#aq#ap#ap#aq#ap,
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In a similar way as in Example 27 we can pump each of the four words above to obtain the
word w := (aq#)5aq . If we take care about inherited tree structures we can show that none
of the four trees obtained for w coincides with any other. It is easy to present a grammarG
generating L such that no word has more derivation trees than four. Hence L is inherently
ambiguous of degree four.
Note that the language L21 ∪ L22 is only ambiguous of degree two. Since w1,2 and w2,1
does not belong to the language we can only proof the existence of two different trees for
w. And there is a grammar showing that more than two derivation trees are never required.
Instead of two unambiguous languages L1 and L2, for any k ∈ Nwe can deﬁne a system
of k languagesL1, . . . , Lk , such that for each index set I ⊆ {1, . . . , k} the language∪i∈ILi
is inherently |I |-ambiguous. Again this is shown by pumping |I | many words into a single
one. An appropriate choice for such a language system is:
Example 29. For arbitrary k ∈ N and i ∈ {1, . . . , k} we deﬁne:
Li,k := {aj0#aj1# . . . #ajk | j0, . . . , jk ∈ N and j0 = ji}.
Let  := {a1, . . . , ak} be an alphabet and let L ⊆ ∗ be an unambiguous context-free
language. We can deﬁne a substitution  such that for each i ∈ {1, . . . , k} the symbol ai is
substituted by the language Li,k . Let G be a context-free grammar generating (L). Then
for each n ∈ N the language (L∩n) contains |L∩n|many different words which can
be pumped into a single word as in the examples above. The length of the resulting word,
which is at least |L∩n|-ambiguous, is inO(n). With this technique it is possible to show
Theorem 45.
But Theorem 45 is not sufﬁcient to show the main result. Merging all the words of the
same length is too much loss of information. We need to merge some letters and keep
other separate. A length preserving homomorphism h is suitable for this task. Now we can
substitute for each i ∈ {1, . . . , k} the symbol ai by h(a1)(a1). We call this substitution h.
If h is the identity then h(L) is unambiguous. If h maps all the symbols in  in the same
symbol then h(L) and (L) have, roughly speaking, the same ambiguity. Thus the choice
of h provides some control on the ambiguity.
For an arbitrary context-free grammarG there is an unambiguous context-free grammar
G	 such that L(G	) is the set of G’s leftmost derivations. But the Greibach normal form
guarantees that thenth step of a leftmost derivation generates thenth symbol of the generated
word. Hence L(G) can be obtained from L(G	) by a length preserving homomorphism h.
Intuitively, each word  ∈ L(G	) represents a derivation tree of G and h() is the word
generated by this tree. Thus h cancels the internal structure of derivation trees an preserves
the generated word. Therefore, h(L(G	)) has inherently the same ambiguity as G.
To obtain our ﬁnal result we just need to transform arbitrary cycle-free context free
grammars into Greibach normal form grammars in an (almost) ambiguity preserving way.
4.2. The hiding theorem
In this section it is shown how the loss of information induced by a length preserving
homomorphism can be turned into inherent ambiguity.
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For the remainder of this section we deﬁne  := {b1, . . . , bk} for some k1, and let 
and {a, #} be two alphabets such that all three alphabets are pairwise disjoint. Furthermore,
let L ⊆ ∗ be an unambiguous context-free language and h : ∗ → ∗ be a length
preserving homomorphism. Each time a p ∈ N is used in the sequel we implicitly deﬁne
q := p! + p.
Next we deﬁne a system of languages which has an “inherent capacity” to hide
information:
Deﬁnition 30. For arbitrary j ∈ N we write 〈j〉 := aj#. For i ∈ [1, k] we deﬁne:
Li := {} ∪ {〈j0〉 · · · 〈jk〉 | j0, . . . , jk ∈ N and j0 = ji}.
All the languages deﬁned in the previous deﬁnition are unambiguous.
Deﬁnition 31. We deﬁne:
• The formal power series sh,L(w) := |h−1(w) ∩ L|. 4
• The substitution h : ∗ → 2(∪{a,#})∗ given by
h(bi) := {h(bi)}Li for all i ∈ [1, k].
• The homomorphism ﬁllp : ∗ → ( ∪ {a, #})∗ deﬁned by
ﬁllp(X) := X〈q〉k+1 for all X ∈ .
• The homomorphism codeh,p : ∗ → ( ∪ {a, #})∗ deﬁned by
codeh,p(bi) := h(bi)〈q〉i−1〈p〉〈q〉k−1〈p〉〈q〉k−i for all i ∈ [1, k].
Words in h(L) can be broken into blocks and subblocks. A block is an element of h(bi)
for some i ∈ [1, k]. They are numbered from left to right beginning with 1. The blocks
are uniquely determined since they have the form (a∗#)k+1. A subblock is a word of a∗#
not immediately preceded by an a-symbol. The subblocks are numbered from left to right
beginning with 0.
The main idea of the previous deﬁnition is outlined as follows: For each w ∈ ∗ the
coefﬁcient sh,L(w) is the number of words in L which are mapped by h onto w. Thus, it
can be seen as the degree of information hiding induced by h on L. The mapping codeh,p
is injective since the mapped symbol is coded in the blocks of a- and #-symbols following
the image under h. Now for each u ∈ ∗ both codeh,p(u) and (ﬁllp ◦ h)(u) are elements
of h(u). Thus, h(u) contains at the same time word which allow to retrieve u and words
which hide all information about u but h(u). Let G be an arbitrary context-free grammar
generating h(L) and let u ∈ L. We will see that for large enough p ∈ N the set 	G
contains a derivation tree with frontier (ﬁllp ◦ h)(u) obtained by pumping a derivation tree
with frontier codeh,p(u). Assume w = h(u1) = h(u2) for two different words u1, u2 ∈ L.
4 Formal power series are often denoted as formal sums. In this notation we would write: sh,L :=∑
w∈∗ |h−1(w) ∩ L| · w.
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Then there are derivation trees 
1 and 
2, both having the frontier ﬁllp(w) obtained by
pumping up trees with frontiers codeh,p(u1) and codeh,p(u2), respectively. Therefore, the
words in codeh,p(h−1(w) ∩ L) can be pumped into pairwise different trees for the word
ﬁllp(w). The main point of Theorem 34 is to show that these trees cannot coincide. Thus,
the “information hiding” which h induces from the “outside” of L is an inherent feature of
h(L) “carried out” by the “internal pumping structure” of h(L).
As an immediate consequence of the deﬁnition we observe:
Lemma 32.
(1) ∀u ∈ ∗ : h(u) ∩ ∗ = {h(u)} and
(2) {h(bi)}Li = h(bi) is an unambiguous context-free language for all i ∈ [1, k].
For each i ∈ [1, k] let Gi = (Ni, ∪ {a, #}, Pi, bi) be an unambiguous context-free
grammar generating h(bi). Further letGL = (NL,, PL, S) be an unambiguous context-
free grammar generating L, such that N1, . . . , Nk , and NL are pairwise disjoint. Now we
deﬁne the following grammar:
Deﬁnition 33.
G(h,L) :=
(
NL ∪
(
∪
i∈[1,k] Ni
)
,  ∪ {a, #}, PL ∪
(
∪
i∈[1,k] Pi
)
, S
)
.
Note that L(G(h,L)) = h(L).
Theorem 34. The substitution h has the following properties:
(1) For all v ∈ ( ∪ {a, #})∗ we have sh,L((v)) = dG(h,L)((v))dG(h,L)(v).
(2) For each context-free grammarG′ such that h(L) = L(G′) there is a constant p ∈ N
such that sh,L(w)dG′(ﬁllp(w)) for all w ∈ ∗.
The proof of Theorem 34 contains all the deﬁnitions and lemmas until Theorem 43.
Proof of Theorem 34(1). Each derivation tree  ∈ 	G(h,L) consists of a tree ′ ∈ 	GL ⊆
cut(	G(h,L)) appended by subtrees belonging to ∪i∈[1,k]	Gi ⊆ subtree(	G(h,L)). In fact,
′ is uniquely determined by  and plays a crucial role in the sequel. Therefore, we deﬁne:
Deﬁnition 35. The GL remainder of a derivation tree  ∈ 	G(h,L), denoted by rem(), is
the uniquely deﬁned derivation tree in 	GL obtained from  by truncation of all phrases
[j, j ′] which have the property [j, j ′] ∈ ∪i∈[1,k]	Gi .
Lemma 36. For all  ∈ 	G(h,L) the statement ↓() ∈ h((↓ ◦ rem)()) is true.
Proof. The expression h((↓ ◦ rem)()) describes the set of words in h(L) which are
frontiers of those derivation trees in 	G(h,L) having the GL remainder rem(). Obviously,
 is such a tree. Therefore, ↓() ∈ h((↓ ◦ rem)()). 
Lemma 37. For each w ∈ ∗ we have (↓ ◦ rem)(	G(h,L)(w)) ⊆ h−1(w) ∩ L.
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Proof. Let  ∈ 	G(h,L)(w) for some w ∈ ∗. By deﬁnition rem() ∈ 	GL . Thus, u :=
(↓◦rem)() ∈ L. It remains to show that u ∈ h−1(w). By Lemma 36we obtainw = ↓() ∈
h((↓ ◦ rem)()) = h(u). Since w ∈ ∗ we obtain w ∈ h(u) ∩ ∗. Then w = h(u)
follows by Lemma 32. This implies h−1(w) = (h−1 ◦ h)(u) & u. 
Lemma 38. For arbitrary v ∈ ( ∪ {a, #})∗ the restriction of rem to the set 	G(h,L)(v) is
injective.
Proof. Let rem() = rem(′) for some , ′ ∈ 	G(h,L)(v) and let n = |rem()|. We
can retrieve rem() from  and ′ by truncation of all those phrases which correspond to
subtrees with roots in . Let 1, . . . , n ∈ ∪i∈[1,k]	Gi and ′1, . . . , ′n ∈ ∪i∈[1,k]	Gi be
these subtrees for  and ′ in a left to right order, respectively. For all i ∈ [1, n] we observe
↑(i ) = ↑(′i ). Thus, i and ′i both must be generated by the same grammarGji for some
ji ∈ [1, k]. Since i and ′i generate the ith block of v we have ↓(i ) = ↓(′i ) as well.
Then i = ′i since Gji is unambiguous. Since rem() = rem(′) and i = ′i for each
i ∈ [1, n] we obtain  = ′. 
Deﬁnition 39. For each i ∈ [1, k] we deﬁne the unique derivation tree 
i ∈ 	Gi with the
frontier ↓(
i ) = h(bi). This tree exists, since h(bi) ∈ h(bi) = L(Gi). Moreover, it is
unique sinceGi is unambiguous. The homomorphism append : 	GL → 	G(h,L) is deﬁned
by append(p) = p if p ∈ PL and append(bi) = 
i for i ∈ [1, k].
Note that for all  ∈ 	GL we have (↓ ◦ append)() = (h ◦ ↓)(). Since  = rem() and
the GL remainder is invariant under appending trees we observe that append is injective.
Lemma 40. For each w ∈ ∗ we have h−1(w) ∩ L = (↓ ◦ rem)(	G(h,L)(w)).
Proof. According to Lemma 37 we have h−1(w) ∩ L ⊇ (↓ ◦ rem)(	G(h,L)(w)) for each
w ∈ ∗. Let u ∈ h−1(w) ∩ L for some w ∈ ∗. Since u ∈ L there is a  ∈ 	GL with
u = ↓(). Since all the symbols and productions ofGL are contained inG(h,L)we obtain
 ∈ cut(	G(h,L)). Let ′ := append() ∈ 	G(h,L). Obviously,  = rem(′). Therefore,
u = ↓() = ↓(rem(′)) = (↓ ◦ rem)(′). It remains to show that ↓(′) = w. Since u ∈
h−1(w) we have h(u) = w and eventually ↓(′) = ↓(append()) = (↓ ◦ append)() =
(h ◦ ↓)() = h(↓()) = h(u) = w. 
Lemma 41. The equation sh,L(w) = dG(h,L)(w) holds for all w ∈ ∗.
Proof. Since sh,L(w) = |h−1(w) ∩ L| and dG(h,L)(w) = |	G(h,L)(w)| it is sufﬁcient to
show that the restriction of (↓◦rem) to	G(h,L)(w) is a bijection ontoh−1(w)∩L. ByLemma
40 we already know that it is onto h−1(w) ∩ L. It remains to show that it is injective. Let
(↓ ◦ rem)() = (↓ ◦ rem)(′) for some , ′ ∈ 	G(h,L)(w). Since rem(), rem(′) ∈ 	GL
and GL is unambiguous, rem() = rem(′) follows. By Lemma 38 this implies  = ′.
Hence, the restriction of (↓ ◦ rem) to 	G(h,L)(w) is injective. 
Nowwe only have to investigate the inﬂuence of the projection  on the ambiguity function
to ﬁnish the proof of Theorem 34(1).
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Lemma 42. The inequality dG(h,L)((v))dG(h,L)(v) holds for all v ∈ ( ∪ {a, #})∗.
Proof. Since the equations dG(h,L)(v) = |	G(h,L)(v)| and dG(h,L)((v)) = |	G(h,L)(
(v))| hold, it sufﬁces to show that the restriction of (append◦rem) to the set	G(h,L)(v) is an
injection into the set	G(h,L)((v)). Firstwe show that thismapping is into	G(h,L)((v)).
If 	G(h,L)(v) = ∅ this is trivial, otherwise let  ∈ 	G(h,L)(v). Since rem() ∈ 	GL we
obtain (↓ ◦ rem)() ∈ L ⊆ ∗. Thus, we can write (↓ ◦ rem)() = bj1 · · · bjn for some
j1, . . . , jn ∈ [1, k] and some n ∈ N. By Lemma 36 we obtain:
(↓()) ∈ (h((↓ ◦ rem)())) ⊆ (h(bj1 · · · bjn))
⊆ (h(bj1){a, #}∗ · · ·h(bjn){a, #}∗) = {h(bj1 · · · bjn)}.
By the use of v = ↓() this implies:
(v)= (↓()) = h(bj1 · · · bjn) = h((↓ ◦ rem)())
= (h ◦ ↓)(rem()) = (↓ ◦ append)(rem()) = ↓((append ◦ rem)()).
Therefore, (append ◦ rem)() ∈ 	G(h,L)((v)). It remains to show that the restriction of
(append ◦ rem) to 	G(h,L)(v) is injective. This follows by Lemma 38 and the observation
that append is injective. 
Lemmas 41 and 42 immediately imply Theorem 34 (1). 
Proof of Theorem 34(2). AssumeG′ is a context-free grammar such thatL(G′) = h(L),
p is themaximumof 3 and the pumping constant ofG′, q := p!+p, andw ∈ ∗. Obviously,
codeh,p(h−1(w)∩L) ⊆ h(L). In case h−1(w)∩L = ∅ the inequality of Theorem 34 (2)
is trivially satisﬁed. Now assume h−1(w) ∩ L = ∅. Let u ∈ h−1(w) ∩ L, n := |u| and let
j1, . . . , jn ∈ [1, k] be deﬁned such that u = bj1 · · · bjn . Then we have:
codeh,p(u) = h(bj1)〈p〉〈q〉j1−1〈p〉〈q〉k−j1
...
h(bjn)〈p〉〈q〉jn−1〈p〉〈q〉k−jn .
We say that an interval of a derivation tree lieswithin a subblock (block) if the corresponding
nodes do not contain any leaf belonging to another subblock (block).We prove by induction
that for each i ∈ [0, n] there is a derivation tree i ∈ 	G′ such that
↓(i ) = (ﬁllp ◦ h)(u[1, i]) · codeh,p(u[i + 1, n])
and for each m ∈ [1, i] the derivation tree i has a pumping phrase allowing to pump the
same number of a-symbols into the 0th subblock and the jmth subblock of blockm jointly.
For i = 0 we only have to show that codeh,p(u) = ↓(0) for some 0 ∈ 	G′ . This follows
by codeh,p(u) ∈ h(L) = L(G′). Assume the statement is true for i − 1. Then there is a
derivation tree i−1 ∈ 	G′ with the required phrase structure and the sentential form:
↓(i−1) = (ﬁllp ◦ h)(u[1, i − 1]) · codeh,p(u[i, n]).
The ith block of this word has the form
codeh,p(u[i]) = h(bji )〈p〉〈q〉ji−1〈p〉〈q〉k−ji .
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The 0th subblock of the ith block in ↓(i−1) is underlined to indicate that the leaves of i−1
forming the a-symbols of this subblock are marked. According to Ogden’s Lemma 3 we
have i−1 =  for some , , , ,  ∈ T ∗G′ such that ll ∈ 	G′ for each l ∈ N.
Moreover,  must contain at least one marked position and at least one of the intervals
 := [|| + 1, ||] and  := [|| + 1, ||] lies within the 0th subblock of block i.
Let  :=  if  has this property and  :=  otherwise.
By the choice of p and q, the insertion of at most p many a-symbols into a subblock 〈p〉
yields a subblock shorter than 〈q〉. We will implicitly apply this argument in the sequel.
Assume  is not within the ith block, i.e., it is outside or it overlaps with block i and some
neighbouring blocks. Let i′ = i + c where c is the number of  symbols in  if  = 
and i′ := i otherwise. Then block i′ of ↓(22) equals block i of ↓(), except for
a proper insertion of at most p many a-symbols in the 0th subblock of block i′. Therefore,
within block i′ the 0th subblock does not agree with any other subblock.
Now assume  lies within block i. Then it cannot contain a #-symbol because otherwise
the ith block of ↓(22) would contain more than k + 1 subblocks. Hence, each of
 and  lie within one subblock of the ith block, respectively. We can easily verify that
↓(22) does not contain more than 2p occurrences of a-symbols in the 0th subblock
of block i in this case. This implies that  lies within the 0th subblock and  within the
ji th subblock of block i and 1 |↓()| = |↓()|p. Thus, l = p! · |↓()|−1 + 1 is an
integer and the derivation tree i := ll has the property ↓(i ) = (ﬁllp ◦ h)(u[1, i]) ·
codeh,p(u[i+1, k]). Now i contains a pumping phrase allowing to pump the same number
of a-symbols into the 0th subblock and into the ji th subblock of block i jointly. Moreover,
the pumping phrases of i to the left of block i are the same as in i−1, which completes the
induction.
Eventually for i = n we obtain a derivation tree n with the frontier ↓(n) = (ﬁllp ◦ h)
(u) = ﬁllp(w) and the claimed phrase structure starting from an arbitrary word of codeh,p
(h−1(w) ∩ L).
It remains to show that two trees obtained in this way beginning with different words in
h−1(w) ∩ L cannot coincide. Let u1, u2 ∈ h−1(w) ∩ L be two different words and let 
1
and 
2 be the corresponding derivation trees obtained by the pumping sequence described
above. Then 
1 and 
2 both generate ﬁllp(w).
Assume 
1 = 
2. Since the two trees are equal we drop the index and deﬁne 
 := 
1.
Sinceh is length preservingweobserve |u1| = |u2|.Therefore,u1 andu2 differ in at least one
position i ∈ [1, |u1|]. Then bj = u1[i] = u2[i] = bj ′ for some j, j ′ ∈ [1, k]. W.l.o.g. we
assume j > j ′. The tree
 contains a pumping phrase ϑ1 allowing to pump the 0th subblock
and the j th subblock of block i jointly and it contains a pumping phraseϑ2 allowing to pump
the 0th subblock and the j ′th subblock of block i jointly. Pumping ϑ1 once within 
 we
obtain a derivation tree
′ with a word  ∈ (P ∪{a})∗ inserted to the left of ϑ2. Since  does
only contain leaves labelled with a-symbols ϑ2 is shifted to the right, but remains within
the same subblock as in 
. Thus in 
′ it is still possible to pump the 0th subblock and the
j ′th subblock of block i jointly, but now in ↓(
′). This pumping yields a derivation tree
′′
for which the 0th subblock of block i does no longer agree with any other subblock of block
i, which is a contradiction. Hence, 
1 = 
2. This implies that ﬁllp(w) can be generated
by at least |codeh,p(h−1(w)∩L)|many different derivation trees. Moreover, since codeh,p
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is injective we ﬁnally obtain dG′(ﬁllp(w)) |codeh,p(h−1(w) ∩ L)| = |h−1(w) ∩ L| =
sh,L(w). 
Theorem 43. The context-free language h(L) is sˆh,L-ambiguous.
Proof. Recall that L(G(h,L)) = h(L). Now Theorem 34(1) implies:
max{dG(h,L)(v) | v ∈ ( ∪ {a, #})n}
 max{dG(h,L)(w) | w ∈ n}
= max{dG(h,L)((v)) | v ∈ ( ∪ {a, #})n}
34 (1)
 max{dG(h,L)(v) | v ∈ ( ∪ {a, #})n}.
Hence, all the expressions above are equal and again by Theorem 34(1) we obtain:
sˆh,L(n) = max{sh,L(w) | w ∈ n} 34 (1)= max{dG(h,L)(w) | w ∈ n}
= max{dG(h,L)(v) | v ∈ ( ∪ {a, #})n} = dˆG(h,L)(n).
Thus, G(h,L) is appropriate to satisfy property 1 of Deﬁnition 1. By Theorem 34(2)
we obtain that for each context-free grammar G′ such that L(G′) = h(L) there is a
p ∈ N such that for all words w ∈ ∗ we have sh,L(w)dG′(ﬁllp(w)). This implies
sˆh,L(|w|) dˆG′(|ﬁllp(w)|) = dˆG′(c · |w|) where c = 1+ (k+ 1)(p! +p+ 1). Thus, h(L)
and sˆh,L also satisﬁes property (2) of Deﬁnition 1. Hence, h(L) is sˆh,L-ambiguous. 
4.3. Applications
4.3.1. Census functions
Deﬁnition 44. Let L ⊆ ∗ be a formal language. The census function L : N → N is
deﬁned by L(n) := |n ∩ L|, and the function ˆL : N → N is deﬁned by ˆL(n) :=
max{L(i) | in}. The homomorphism hide : ∗ → {$} is deﬁned by hide(X) := $ for all
X ∈ .
Theorem 45. Let L ⊆ ∗ be an unambiguous context-free language. Then
hide(L) is ˆL-ambiguous.
Proof. By Theorem 43 the language hide(L) is sˆhide,L-ambiguous. We obtain sˆhide,L
(n) = max{shide,L(w) | w ∈ n} = max{|hide−1(w) ∩ L| | w ∈ n} = max
{||w| ∩
L|
∣∣∣w ∈ n} = max {|j ∩ L| ∣∣∣ j n} = max {L(j) ∣∣∣ j n} = ˆL(n). 
Corollary 46. There is an unambiguous context-free language L such that L+ is exponen-
tially ambiguous and Lk is (nk−1)-ambiguous for each k ∈ N \ {0}.
Proof. Let {a, b} be an alphabet. We observe that ˆ(a+b)∗b(n) = (2n−1) and ˆ(a∗b)k (n) =(
n−1
k−1
)
for each k ∈ N \ {0}. Using Theorem 45 we obtain that hide((a + b)∗b) is (2n−1)-
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ambiguous and hide((a∗b)k) is
(
n−1
k−1
)
-ambiguous. Thus, hide((a∗b)1) is unambiguous.
Finally, sincehide is a homomorphismwe immediately gethide((a+b)∗b)=hide((a∗b)+)
= (hide(a∗b))+ and hide((a∗b)k) = (hide(a∗b))k . Thus, L := hide(a∗b) is a language
with the required properties. 
4.3.2. Grammars in Greibach normal form
In this section we show that the ambiguity function of each context-free grammar is
inherent for some context-free language.
For context-free grammars in Greibach normal form the parse of each derivation tree
has the same length as its frontier. Moreover, the ith symbol of the frontier is uniquely
determined by the ith symbol of the parse. This implies the following lemma:
Lemma 47. Let G = (N,, P , S) be a context-free grammar in Greibach normal form
and hG : P ∗ → ∗ the length preserving homomorphism deﬁned by hG(p) := Xp for
each p ∈ P whereXp is the terminal at the beginning of p’s right-hand side. Then ↓() =
hG(parse()) for all  ∈ 	G.
Theorem 48. Let G = (N,, P , S) be a context-free grammar in Greibach normal form,
and hG deﬁned as in Lemma 47. Then the context-free language hG(parseG(	G)) is
dˆG-ambiguous.
Proof. Let L := parseG(	G) and h := hG.
sˆh,L(n) = max
{|h−1(w) ∩ L| ∣∣ w ∈ n }
= max {∣∣{ ∈ 	G ∣∣ ↓() = w} ∣∣ ∣∣ w ∈ n }
= max {dG(w) ∣∣ w ∈ n } = dˆG(n).
ByLemma2 the context-free language parseG(	G) is unambiguous.Moreover,hG is length
preserving. Thus, the claim follows by Theorem 43. 
4.3.3. Cycle-free context-free grammars
Here we complete the proof of Theorem 26. stating that the set of ambiguity functions
for cycle-free context-free grammars and the set of inherent ambiguity functions coincide.
By deﬁnition each inherent ambiguity function is the ambiguity function of a context-free
grammar. It is easily seen that there is also a cycle-free context-free grammar with this
property. To show that each ambiguity function of a cycle-free context-free grammar G is
inherent for some context-free languagewe generate a grammarG′ inGreibach normal form
such that all but ﬁnitely many words preserve there ambiguity. Using Theorem 48 it can
be shown that dˆG is an inherent ambiguity function. Ref. [12, Corollary 5.12.] claims that
any cycle-free context-free grammarG = (N,, P , S) can be transformed into a grammar
G′ in Greibach normal form such that dG(w) = dG′(w) for each w ∈ +. Unfortunately,
this cannot be true in general, since a word of length one may be generated ambiguously
by a cycle-free context-free grammar. To the contrary it is impossible to generate a word of
length one ambiguouslywith a grammar inGreibach normal form.This is due to the fact that
the Greibach normal form does not permit chain productions. Fortunately, the author of [12]
just drew a wrong conclusion from the correct statements [12, Theorems 3.9, 5.4, 5.10; 19,
500 K. Wich / Theoretical Computer Science 345 (2005) 473–504
Lemma IV.2.5]. In particular, he has overlooked that [19, Lemma IV.2.5] introduces terms
consisting of a single variable. These terms correspond to chain productions. Nevertheless,
the cited results imply:
Lemma 49. For each cycle-free context-free grammarG = (N,, P , S) there is a context-
free grammar G′ = (N1 ∪N2,, P ′, S) where N1 ∩N2 = ∅ and
P ′ ⊆ (N1 × ((N1 ∪N2)2 ∪N2)) ∪ (N2 × ).
Moreover, L(G′) = L(G) \ {} and for each w ∈ + the equation dG(w) = dG′(w) is
satisﬁed.
A grammar of the form obtained in the previous lemma can be transformed into Greibach
normal form such that the ambiguity is preserved for all but the words consisting of at most
two letters, i.e.,
Lemma 50. Let G = (N1 ∪ N2,, P , S) be a cycle-free context-free grammar, where
N1 ∩N2 = ∅ and
P ⊆ (N1 × ((N1 ∪N2)∗ ∪N2)) ∪ (N2 × ).
Then there is a context-free grammar G′ = (N ′,, P ′, S) in Greibach normal form, such
that L(G′) = L(G) \ {} and dG(w) = dG′(w) for each w ∈ 2.
Proof. It sufﬁces to construct G′ such that the tree manipulation described in Fig. 4 gives
rise to a bijection between the embedded trees of G and G′. Thus chain productions of G
are non-terminals ofG′. Whenever a non-terminal A is generated on the right-hand side of
a production p ∈ P and [A,B] is a chain production then there is a copy of p generating
the nonterminal [A,B] instead of A. Let P ′′ := (N1 × N2) ∩ P , i.e., P ′′ is the set of
chain productions in P . Let G′ := (N ′,, P ′, S), where N ′ := N1 ∪ P ′′. The mapping
h : N ′∗ → N∗1 is the homomorphism deﬁned by
h(X) =
{
X if X ∈ N1,
*(X) if X ∈ P ′′.
Finally:
P ′ := {[[A,B], a] | [A,B] ∈ P ′′ and [B, a] ∈ P }
∪ {[A, ] ∈ N1 × N ′∗ | [A, h()] ∈ P }.
The ﬁrst set in the deﬁnition of P ′ compresses chain productions, the second deﬁne when
the new non-terminals occur on right-hand sides of productions. It is easily seen that the
construction has the desired properties. 
Note that the result can easily be strengthened to allow at most two non-terminals on a
right-hand side, but we do not need that.
Lemmas 49 and 50 immediately imply:
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Fig. 4. Chain production [A,B] compressed into non-terminal [A,B].
Lemma 51. For each cycle-free context-free grammarG = (N,, P , S) there is a context-
free grammarG′ = (N ′,, P ′, S) in Greibach normal form, such that L(G′) = L(G)\ {}
and dG(w) = dG′(w) for each w ∈ 2.
We can eliminate short words from a grammar without effecting the ambiguity of the
others in the following sense:
Lemma 52. Let G = (N,, P , S) be a cycle-free context-free grammar. Then there is a
cycle-free context-free grammar G′ such that
dG′(u) =
{
dG(u) if u ∈ 2,
0 if u ∈ 1.
The proof of Lemma 52 is straightforward. It can be found in [26, Lemma 8.27]. The basic
idea is to introduce a new non-terminal for each left-sentential form capable to produce a
terminal consisting of at most one letter. 5 Let S denote the set of these left sentential forms.
(Since the considered grammar is cycle-free the set S is ﬁnite.) The set of productions
is extended by chain productions such that the new grammar allows the same leftmost
derivation as the original one, with the difference that the left-sentential forms in S are
represented by a single nonterminal. Note that terminal words consisting of at most one
letter are represented by a useless non-terminal.
Lemma 53. Each ambiguity function of a cycle-free context-free grammar is inherent for
some context-free language.
Proof. LetG1 be a cycle-free context-free grammar. By Lemma 51 there is a grammarG2
in Greibach normal form such that L(G2) = L(G1) \ {} and dG2(w) = dG1(w) for each
w ∈ 2. If necessary, we add some nonterminals and productions such that for some
u ∈ 2 the resulting Greibach normal form grammar G3 has the properties:
(1) dˆG2(2) = dG3(u),
(2) ∀v ∈ ∗ \ {u} : dG3(v) = dG2(v).
Then L(G2) ⊆ L(G3) ⊆ L(G2) ∪ {u}. This modiﬁcation may change the generated
language but it guarantees that dG3(n) = dG1(n) for all n2. Moreover dG3(n)dG1(n)
for all n ∈ N. By Theorem 48 there is an inherently dˆG3 -ambiguous context-free language
L. Thus there is a cycle-free context-free grammarG4 such thatL = L(G4) and dˆG4 = dˆG3 .
If dˆG1 = dˆG4 then we add some non-terminals, chain productions and -productions only
5A sentential form is a left-sentential form if it is generated by a leftmost derivation, i.e., by a derivation where
the leftmost occurrence of a non-terminal is replaced in each step.
502 K. Wich / Theoretical Computer Science 345 (2005) 473–504
changing the ambiguity of words of length at most one.We do this such that we get a cycle-
free context-free grammar G5 with the property dˆG1 = dˆG5 . Moreover, dG5(w) = dG4(w)
for all w ∈ 2. This implies L(G5) \ 1 = L \ 1. Now we show that L(G5) is
inherently dˆG1 -ambiguous. We have already shown that L(G5) is generated by a context-
free grammar with the ambiguity-function dˆG1 , namelyG5. It remains to show that for each
context-free grammar G′ generating L(G5) there is a constant c ∈ N such that for each
n ∈ N \ {0} the relation dˆG′(cn) dˆG1(n). Now assume thatG′ is an arbitrary context-free
grammar generating L(G5). By Lemma 52 there is a cycle-free context-free grammar G′′
such that:
dG′′(u) =
{
dG′(u) if u ∈ 2,
0 if u ∈ 1.
We have:
L(G′′) = L(G′) \ 1 = L(G5) \ 1 = L \ 1.
By adding some non-terminals, chain-productions, and -productions be obtain a grammar
G′′′ such that
dG′′′(u) =
{
dG′(u) if u ∈ 2,
1 if u ∈ 1 and u ∈ L,
0 if u ∈ 1 and u /∈ L.
Now we have L(G′′′) = L. Since L is inherently dˆG3 -ambiguous there is a constant c ∈ N
such that dˆG′′′(cn) dˆG3(n) for each n ∈ N \ {0}. For a c ∈ N with this property and each
n ∈ N \ {0} we have
dˆG′(2cn) = dˆG′′′(2cn) dˆG3(2n) = dˆG1(2n) dˆG1(n).
Hence for c′ := 2c we have dˆG′(c′n) dˆG1(n) for each n ∈ N \ {0}. Thus, L(G5) is
inherently dˆG1 -ambiguous. 
Finally, Lemma 53 implies Theorem 26.
4.3.4. Sublinear ambiguity functions
In the last section we have completed the proof of Theorem 26. Thus, the set of ambiguity
functions for cycle-free context-free grammars and the set of inherent ambiguity functions
coincide. This result allows to transfer our results on sublinear ambiguity functions in
Theorem 19 to context-free languages. Hence, we ﬁnally obtain:
Theorem 54. If f : N→ N is a computable divergent total non-decreasing function then
there is a context-free language L such that L has a divergent inherent ambiguity function
dˆL with the property dˆL(n)f (n) for all n ∈ N.
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5. Conclusion
We have seen that for each computable divergent total non-decreasing function there is
a divergent inherent ambiguity functions which fall below f . We have not examined which
functions are indeed ambiguity functions. Seemingly there are no substantial gaps below
linear ambiguity, in contrast to the gap between exponential and polynomially bounded
ambiguity. But how can we characterise the “density” of ambiguity functions formally? To
examine this question one should improve the estimation in this article. There is no need
to use single steps of Turing machines as a means of computation. Instead we can allow
unambiguous context-free relations to perform single steps. Clearly for the computational
power this is unimportant but it provides more control over the length of the computations,
which is crucial to control the ambiguity in our construction.
A characterisation of the set of inherent ambiguity functions is still a challenging problem,
not only for sublogarithmic, but also for the whole class of context-free languages with
polynomially bounded ambiguity.
By the result of this article it is obvious that for each context-free grammar G1 with a
divergent ambiguity function we can ﬁnd a not necessarily equivalent context-free grammar
G2 with a substantially lower ambiguity function. Substantially lower here means that for
any c ∈ Nwe have dG1(n)dG2(cn) for all but ﬁnitely many n ∈ N. Is there a context-free
language L such that a similar property holds for all the context-free grammars generating
L? In this case L would not have an inherent ambiguity function. Are there in fact context-
free languages which do not have an inherent ambiguity function?
We have seen that Theorem 19 could also be obtained for linear grammars with un-
ambiguous turn position. But the construction for Theorem 26 does not preserve linearity.
Hencewe do not knowwhether there are linear context-free languageswith inherent sublog-
arithmic ambiguity. Note that the ambiguity function of a linear context-free language L
is not necessarily the ambiguity function of any linear context-free grammar. For instance
L = {aibj ambn | i = j or m = n} is an unambiguous and linear context-free language,
but no linear context-free grammar for L is unambiguous. Hence it might be meaningful
to deﬁne a linear version of inherent ambiguity functions analogously to Deﬁnition 1, but
with context-free grammars replaced by linear grammars. Then we can ask whether there
are sublogarithmic inherent ambiguity functions in the linear version.
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