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Sum m ary
This thesis is an investigation of the properties of Bernoulli free boundaries, 
in particular those related to  the presence of singularities.
A Bernoulli free-boundary problem is one of finding domains in the plane on 
which a harmonic function simultaneously satisfies linear homogeneous Dirichlet 
and non-homogeneous Neumann boundary conditions. The boundary of such 
a domain is called a free boundary because it is not prescribed a priori. The 
motivating example for the study of Bernoulli problems occurs in the theory of 
steady hydrodynamic waves.
In this thesis we show that, for a large class of Bernoulli problems, a free 
boundary which is symmetric with respect to a vertical line through an isolated 
singular point must necessarily have a corner at th a t point, and we give a formula 
for the contained angle. We also show that, even in the presence of singularities, 
a geometrically simple Bernoulli free boundary is necessarily symmetric.
Other results of the thesis refer to regularity and geometric properties of 
Bernoulli free boundaries, bounds satisfied by solutions, analytic continuation of 
solutions in the complex domain and, for the water-wave problem, the existence 
of singular solutions and Gibbs Phenomenon.
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1.1 D escrip tion  o f th e  Problem
The Stokes-wave problem is one of the classical problems of nonlinear hydrody­
namics. In recent years there have been significant developments in the rigorous 
analysis of this problem, some of which are summarized in the survey paper [33] 
and the book [2]. Most recently, a substantial paper of Shargorodsky and Toland 
[27] has laid the foundations for extensions of these methods to a general class of 
geometric problems, called Bernoulli problems, in which the Stokes-wave problem 
appears as a member of a much wider class.
This thesis continues the programme initiated in [27], by addressing some 
questions concerning the properties of Bernoulli free boundaries, in particular 
those related to the presence of singularities.
We start with the definition of a Bernoulli free-boundary problem, as system­
atized by Shargorodsky and Toland [27]. Given a curve S  in the (X, y)-plane, 
where
S  := {(u(s),v(s))  : s G R},
(u, v ) is injective and absolutely continuous, 
u'(s)2 +  v'(s)2 > 0 for almost all s, 
s i—► (u(s) — s, v(s)) is 27r-periodic,





let 0  denote the domain below <S, and consider the problem of finding ip with
^ G C 2( f i)n C (f i) ,  ( l.le )
Aip =  0 in Cl, (1. I f )
ip is 27r-periodic in X , ( l.lg )
Vip(X,  Y )  —> (0,1) as Y  —> — oo, uniformly in X , (1.11a)
ip =  0 on S.  ( l .l i)
Classical theory ensures the existence of a unique solution which, as shown in [27],
satisfies ip < 0 in fi. It follows that the normal derivative of ip is non-negative at 
points on S  where it exists.
Figure 1- 1 : Possible profile of a free boundary
Let h be a given continuous function. A Bernoulli problem is one of determin­
ing those curves S  with the additional property tha t the solution of this Dirichlet
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problem satisfies the inhomogeneous Neumann boundary condition
d'ib
—  = h(Y)  almost everywhere on S.  ( l . l j  ')
Here n  denotes the outward normal to  Q, at points of S.  There is no loss of 
generality in assuming th a t h >  0. Note that, in the presence of ( l.li) , ( l . l j ') is 
formally equivalent to
|VV>|2 =  A(Y)  almost everywhere on S,  ( l .l j)
where X = h2. As in [27], the object of investigation here will be the system of 
equations ( l .la ) - ( l . l j ) .  Since the curve <5 is not prescribed a priori, it is called a 
free boundary.
The motivating example for the study of Bernoulli problems occurs in steady 
hydrodynamic-wave theory, where A(r) =  —2gr, for some positive constant g. 
In this context, the free boundary represents the profile of a Stokes wave, i.e. 
a steady periodic irrotational water wave of infinite depth, with a free surface 
under gravity and without surface tension, see [33], ^  is a stream function and 
(ipYi—ipx) is a steady velocity field. Then ( l.li)  and ( l. l j)  mean tha t <S is a 
streamline at which the pressure in the flow is a constant. In hydrodynamics, a 
point on S  where the velocity is zero is called a stagnation point.
In his 1847 paper [30], Stokes discussed nonlinear waves with small amplitudes 
using power series, but he did not show the convergence of these series. In an 
1880 note [31], he also conjectured the existence of a large amplitude wave with 
a stagnation point and a corner containing an angle of 120  degrees at its highest 
point. He further speculated th a t this wave of extreme form marks the limit of 
steady periodic water waves in terms of amplitude (the Stokes wave of greatest 
height).
The first rigorous m athematical treatm ent of this free-boundary problem is 
the local existence theory due to Levi-Civita [13] and Nekrasov [16]. They both 
used conformal mappings to reduce the question to one of existence of a harmonic 
function satisfying nonlinear Neumann boundary conditions on a fixed domain. 
These nonlinear Neumann problems were in turn  formulated as nonlinear integral 
equations.
The first global mathematical treatm ent is due to Krasovskii [12], who used
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the Levi-Civita formulation to obtain the existence of wave of all slopes from 
zero up to, but not including, 7r /6 . However, he did not show that they form a 
connected set.
That contribution was due to Keady and Norbury [9], who obtained the ex­
istence of a global connected set of Stokes waves. The Nekrasov formulation and 
global bifurcation theory led to the conclusion tha t this set contains waves with 
flow speeds at the wave crest, relative to the wave speed, arbitrarily close to zero. 
Toland [32] and McLeod [15] showed tha t in the closure of the continuum found 
by Keady and Norbury there exists a solution which corresponds to a wave with 
a stagnation point at its crest. That this wave has indeed a corner at its crest, as 
Stokes had predicted, was proved independently by Amick, Fraenkel and Toland 
[1], and by Plotnikov [19].
One can therefore draw the conclusion tha t in the water-wave problem the 
free boundary need not be smooth at stagnation points and, in certain situations, 
it must necessarily have a corner at such a point. On the other hand, Lewy [14] 
showed tha t away from stagnation points the profile of a Stokes wave is a real- 
analytic curve. But many problems concerning Stokes waves with stagnation 
points remain open: for example it is not known whether a Stokes wave can have 
uncountably many stagnation points, or even whether there can be more than one 
stagnation point per (minimal) wavelength. On the positive side, the existence of 
a Stokes wave with a convex profile between stagnation points has recently been 
established [21].
For a solution (<S, if>) of (1.1), a point (X , Y ) on <S is called a stagnation point 
if A(Y) = 0. We assume throughout tha t
A : (—oo,0] —> [0, oo) is continuous, (1.2a)
A(0) =  0 and A(r) ^  0 for all r  6  (—oo, 0). (1 .2b)
Nonlinearities A of this type are a natural generalization of th a t in the water-wave 
problem. (However, certain aspects of the theory of Bernoulli free boundaries [27] 
can be developed for a wider class of nonlinearities than tha t considered here.) 
Throughout the thesis the functions A and h are related by
h  =  V X . (1.3)
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Since (1.2) holds, it follows tha t
h : (—oo,0] —► [0, oo) is continuous, (1.4a)
h(0) — 0 and h(r) ^  0 for all r  G (—oo, 0). (l-4b)
Under the assumption (1.2), stagnation points, if they exist, are located on the 
line Y  = 0, and are necessarily points of maximum height on S.
It is required here th a t ( l . l j)  is satisfied in the following sense
| V*0| is bounded in fi, (1.5a)
lim \V ip (X,y ) | 2 — X(v(s)) for almost all s G M, (1.5b)
where the limit in (1.5b) is considered as ( X , Y )  approaches S  from within Ct in 
non-tangential directions at points where the tangent to the boundary is well- 
defined (which is the case for almost all s by (1.1b)-(1.1c)). This interpretation 
of ( l .l j)  might appear at first to be slightly less general than tha t in [27], however 
a careful analysis of the results there shows that, for the type of nonlinearities 
considered here, the two interpretations are equivalent.
Since it was required th a t ( l . l j)  is satisfied in the weak sense (1.5), there arises 
a question about how smooth free boundaries may be. Let Sj /  denote the set of 
stagnation points. It is proved in [27] tha t «Sjv, which is obviously a closed set, 
has zero measure on S.  The local regularity of S  away from stagnation points is 
now well understood. For example, if A is real-analytic on (—oo,0), it is shown 
in [27] tha t <S \  Sj^r is a union of real-analytic curves, and ip has a real-analytic 
extension across S  \  6 V, an extension which satisfies (1 . If) pointwise. The case 
when A has only a finite degree of differentiability on (—oo, 0) and its derivatives 
are locally Holder continuous was studied in [18], leading to  the conclusion tha t 
free boundaries are essentially as smooth away from stagnation points as the 
nonlinearity A allows.
This thesis can be seen as a further development on [27], in th a t we investigate 
the nature of the singularities of free boundaries at stagnation points, a question 
which was left open there. Of equal interest here is the investigation of geometric 
properties of free boundaries, whether singular or not. There follows a brief 
description of the main results obtained.
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1.2 T he M ain R esu lts o f th e  T hesis
This chapter continues with background material, mainly on harmonic analysis 
in the unit disc. We then describe, following [27], how (1.1) can be studied by 
means of certain nonlinear pseudo-differential equations for periodic real-valued 
functions of one real variable. The equations in question involve the conjuga­
tion operator C, also known (up to a sign convention) as the periodic Hilbert 
transform.
In Chapter 2 we first study the local regularity, in Holder spaces, of solutions 
to these equations. The results are due to Pichler-Tennenberg [18], but the proof 
given here is simpler, and independent of [18]. They yield the regularity of S \ S m , 
from which the degree of smoothness of -0 in Q U (S \  S m ) can be deduced.
Then we study geometric properties of free boundaries. We show that, at 
the highest point of S  one has tha t h(Y)  < 1 and, at the lowest point of <S, 
h(Y)  >  1. This shows th a t there exists Yq with h(Y0) =  1 such tha t <5 intersects 
the horizontal line Y  = Y0. Typically we assume tha t h is a strictly decreasing 
function, hence Yq w ith this property is unique. Note th a t <So =  {(X, Y0) : X  G R} 
and 'ipoiX, Y )  = Y  — lo  is a solution of (1.1), which we call a trivial solution.
Under the assumption tha t h is decreasing and log/i is concave, we derive 
some special properties of free boundaries. First, S  must be globally the graph 
of a function, irrespective of the number of stagnation points on <S. This was 
previously known [27] only when there were at most countably many stagnation 
points on <S (the result in [27] is different and more general in some other respects). 
Thus, let <S :=  {(A, 77(A )) : X  G R}, where 77 : R —► R is continuous and 2ir- 
periodic. We prove th a t 77 is a convex function of X  on any interval on which 
77 <  To, where Yo is such th a t h(Y0) = 1. We also prove tha t, if A i, X 2 are such 
th a t rj'(Xi) =  77^ X 2) =  0 and rf (X)  0 for all X  G (X i,X 2), then
I W - K x , , ^ ) )  +  \vi>\(x2, v ( x 2)) <  2 .
In particular, |Vip\ < 2 everywhere on 5 , and hence everywhere in Q,. We empha­
size tha t this estimate is independent of the log-concave decreasing function h.
We also give some new results in the case when h is decreasing and log h is 
convex. If S  is the graph of a function 77 and X \ ,  X 2 are such tha t t7'(A i) =
6
r f{X2) = 0  and r f (X)  ±  0 for all X  € ( X u X 2), then
|V1>\(Xu r,(Xi)) +  |V ^ |(X 2,77(X2)) >  2.
Also, 7] does not have any strict local minimum on any interval on which 77 >  Yd> 
where Yo is such th a t h(Yo) = 1. Another result, of a different nature, provides a 
condition which ensures that a solution of a certain nonlinear pseudo-differential 
equation can be used to construct a free boundary.
We then prove a symmetry result. We show that, for any function A in 
( l.l j) , a free boundary which is globally the graph of a continuous function with 
exactly one local maximum per period is necessarily symmetric with respect to 
vertical lines passing through any of its highest points. This result includes the 
situation when the highest points of the free boundary are stagnation points; in 
this case, no assumption, apart from continuity, is made on the smoothness of S  
and rp at these points. For smooth solutions of the Stokes-wave problem, such a 
symmetry result was proved recently by Okamoto and Shoji [17, Theorem 3.6, p. 
74], improving on earlier results of Garabedian [7]; see also [34]. However, their 
method would fail for singular solutions, since there is not enough smoothness of 
the boundary at stagnation points for their application of the Serrin Corner-Point 
Lemma. Nevertheless, as in [17], our proof uses the Maximum Principle combined 
with reflections in vertical lines, in the spirit of the method of moving planes of 
Alexandrov and Serrin. Other works using this method to  prove symmetry of 
hydrodynamic waves are [3] and [4].
In Chapter 3 we study the behaviour of free boundaries at stagnation points. 
In the water-wave problem, a profile which is the graph of a continuous even func­
tion 77, strictly decreasing on (0 ,7r] and with 77(0 ) =  0, corresponds to  a ‘Stokes 
wave of extreme form’, whose existence was predicted by Stokes [31] and rigor­
ously established by Toland [32] and McLeod [15]. The first Stokes conjecture, 
which concerns the behaviour of 77' at X  = 0, was elucidated independently by 
Amick, Fraenkel and Toland [1], and Plotnikov [19], where it was proved tha t 
\\mx-,±o'r],(X)  exists and is equal to =f1/\/3. Thus the free boundary has a cor­
ner with an included angle of 27r/3. Other examples of singular free boundaries 
were studied in passing in [2 1].
One of the main problems th a t we investigate here is to  what extent singular
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free boundaries must have corners at isolated stagnation points.
We consider first the case when the free boundary is symmetric with respect 
to the vertical line passing through the stagnation point, assumed to be located 
at the origin (0,0). We also assume that, in a neighbourhood of the origin, S  
is the graph of a continuous function 77, which is monotone locally on each side 
of 0. Under a weak additional assumption on A, see (1.8) below, we prove the 
existence of limx->o+ V P O j and determine its value.
Our approach is based on studying a generalized Nekrasov’s equation, see 
(1.42), satisfied by a 27r-periodic real-valued function 0 which, in a suitable 
param etrization of the free boundary, gives the angle between the tangent to 
S  and the horizontal. The symmetry of S  implies th a t 0 is an odd function, 
and the question of interest is the existence of limt_*0+ 0(t). Suppose tha t the 
restriction of h to (—<5,0) is of class C 1, for some S > 0. Let /  : [0,0 0 ) —* [0,0 0 ) 
be given by f ( r )  = h(—r), for all r  £ [0,0 0 ). Our analysis involves the function 
E  : (0 ,5) —» E  given by
rv a /'M  Jo f ( u ) d u
E M O r  t i t  \  t (  w  > r  G ° > ( 1*6) 2 Jo f \ u ) f { u ) d u
An im portant family of examples is when h(r) = c(—r ) “ , for all r  £ (—0 0 ,0), 
with c and a  positive constants. In this case, if 0 is odd and satisfies 0 <  9 < 7t / 2  
on (0 ,7r], it can be seen by an integration by parts tha t (1.42) is equivalent to
sin0(s)
r n c , s j j s
Jo
where fi := a./{a +  1), and
0{t) = [i f  K( t ,  ) ds, t  £ (0 ,7r], (1.7)
Jo Jo sin 6(v) dv
K ( t , s )  = — log 
7r
sin +  s)
sin h t  — s)
t , s  £ (0 ,7r].
In particular, in the water-wave problem /i = 1/3 and (1.7) is Nekrasov’s integral 
equation, for which it was proved in [1] tha t any solution with 0 <  6 < 7t/2 
on (0 ,7r] satisfies lim*_+0+ 0(t) =  7t/6. Under a less restrictive assumption on 0, a 
similar result was proved, by completely different methods, in [19]. More recently, 
equation (1.7) with fi £ [1/3,1) was studied by Plotnikov and Toland [21], where 
they proved the second Stokes conjecture, on the existence of a convex Stokes
wave of extreme form. As part of tha t proof, it was shown tha t any solution of 
(1.7) with 0 <  9 <  7t / 2  on (0, tt] satisfies limt_»0+ 9{t) =  //7t / 2 , using the same 
method as in [1]. Notice that, in this family of examples, the function E  in (1.6) 
is identically equal to fi.
Here we give a substantial generalization of these results, in which we require 
only tha t 6 is odd and there exists to G (0 ,7r] such tha t 6 is continuous on (0, t0) 
and 0 <  6 <  7r/ 2  on (0,to), conditions more general than those implied by the 
symmetry of S  and the local monotonicity of 77. The key assumption is tha t the 
function E  defined in (1.6) satisfies
there exists fi G (0,1) such tha t lim E(r)  = fi. (1.8)
r —>0+
The main result is that, if (1.8) holds, then any such solution of (1.42) satisfies 
limt_>0+ 0(t) — /x7r /2 , which means that, for the corresponding free boundary, 
limx->o+ rf{X) — — tan(//7r / 2 ). Our assumptions admit the possibility of other 
stagnation points, even uncountably many, on the free boundary. For periodic 
water waves, our result has the same generality as [19]. However, the proof in 
[19] is both difficult and specific to the special case of water waves, and does not 
extend to other situations, for example for non-real-analytic nonlinearities A in 
( l.lj) . The proof here follows the lines of [1] and [21], but with some significant 
simplification. It is shown first tha t the existence of limf_*o+ 0(t) can be reduced 
to  a uniqueness question for an integral equation on (0 ,0 0 ). This equation does 
not depend on the function A, but only on the value of fi associated to  it in (1 .8 ). 
The proof of the required uniqueness then simplifies and extends the proofs in 
[1] and [21 ].
We then construct an example, inspired by [1, Appendix], of a symmetric 
singular Bernoulli free boundary 5 , for a function A with reasonable smoothness 
properties, such tha t S  does not have a corner at the singular point. The only 
possible explanation for this happening is tha t (1 .8 ) fails, although we have not 
been able to  check this directly.
To end Chapter 3, we investigate the shape of free boundaries close to isolated 
asymmetric stagnation points, if such exist. We show that, if there exist lateral 
tangents at such a point, then these are symmetric with respect to the vertical 
line passing through tha t point, and the angle enclosed has the same size as for a
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symmetric stagnation point corresponding to the same nonlinearity h. It remains 
an open question whether there exist asymmetric stagnation points where the free 
boundary does not have a corner, but instead has a more complicated shape. To 
describe the geometry of Bernoulli free boundaries with infinitely many singular 
points on a period, if such exist, would be a more formidable task.
In Chapter 4 we restrict attention to the water-wave problem and show, using 
modern methods, how the existence of a singular solution of Nekrasov’s equation 
can be deduced from the existence of a suitable sequence of smooth solutions, 
under more general assumptions than those used by Toland [32] and McLeod 
[15]. We also show tha t a Gibbs Phenomenon, originally exhibited in [15], which 
occurs as smooth solutions approach a singular solution, is still displayed in the 
present wider setting. We also prove a new result on the asymptotic behaviour 
of solutions of McLeod’s ‘boundary layer equation’ [15].
Chapter 5 is devoted to extending the argument of Plotnikov and Toland [20] 
on the existence of an extension to a whole strip of a harmonic function originally 
defined on a half-strip, using complex ODE. Whilst this result requires strong 
assumptions on the nonlinearity h , it is quite important, since it has proved to be 
one of the essential ingredients in the recent proof of the convexity of the Stokes 
wave of extreme form [21]. A consequence of this approach is tha t the Fourier 
coefficients of 6 form a log-convex sequence, where 0 is the angle between the 
tangent to S  and the horizontal.
The results of Section 2.1, Section 2.3 and Section 3.2 have been included in 
the paper [37] which has been submitted for publication.
1.3 Background M aterial
We start by collecting notation and recalling some notions and classical results, 
mainly from harmonic analysis in the unit disc, see [5] and [10].
We denote by L^., 0 < p < oo, the space of 27r-periodic locally pth-power 
summable real-valued ‘functions’, and by L §£ the space of 27r-periodic essentially 
bounded real-valued ‘functions’. For 1 <  p <  oo, Lpn is a Banach space when 
endowed with the norm
' M k - ( s £
\  1IV
\u(t)\p dt j if 1 <  p  <  oo,
10
and
||u ||Loo =  esssup{|u(t)| : t  G R}.
For u G L\„, let
M = ^ :/  (L9)
For 1 <  p <  oo, let be the Sobolev space of absolutely continuous 2ir-
periodic functions u with weak first derivatives u' G L 27r.
Let D  denote the open unit disc centred at 0 in the complex plane. For any
function W  : D  —► C, let
Wr(t) = W{rext) for t G R and r G (0,1).
Let also W*(t)  := limry i  W (re lt), whenever this limit exists.
For any z  G D, z  = relt, let us consider the Poisson kernel
1 -1- 2: 1 — r2
Pr(t) =  Re til = -------------  . ( l . io )
1 — z  1 -f r2 — 2r cos t
Then, for any u  G the function U : D  —► C given by Poisson formula
U(relt) =  [  Pr(t — s)u(s) ds , (1-H)
2tt J  _ 7r
is harmonic in D, U* is well-defined a.e., and U* =  u a.e..
A harmonic conjugate V  of U in D , normalized so that V(0) =  0 , is obtained 
by the formula
V(relt) = J  Qr(t -  s)u(s) ds, (1 .12)
where Qr{t) is the conjugate Poisson kernel
N T 1 +  z  2r sint
Q J t )  =  Im  ------- = ---------—  -------- . (1-13)
1 - z  1 +  r2 — 2r cos t v '
Then V* exists a.e., and the conjugate function Cu is defined a.e. by Cu := V*.
It is a basic result of harmonic analysis that, for any u G L\.n, the conjugate 
function Cu can be calculated almost everywhere as a Cauchy Principal Value
11
Integral
Cu(x) = J  cot f y x  -  y f ju (y )  dy. (1.14)
As an operator acting on L^n, C does not map L \n into itself but, if u  G Z^.,
then Cu G Z ^  for all p  G (0,1). However, we have
T h e o re m  1.1 (M . R iesz , [10, Chapter V, §B]). For any p G (l,oo ), C is a 
bounded linear operator from L^  into itself.
The real Hardy space Tig is the set of functions u G L \ K with Cu G It is
a Banach space with the norm ||u ||wi =  ||u ||i +  ||Cu||i.
We consider also the space :=  {u G W ^  : u' G Wjjj}, which is a Banach 
space with the norm =  |M |h i +  |M |wi.
For a n y  u  G C(Cu) = —u +  [it].
For 0 <  p < oo, the Hardy class 7ZJ is the set of holomorphic functions
W  : D  —> C such th a t
sup ||Wr ||L^ < oo.
re(0 ,l)
If W  G Hq,  0 <  p  <  oo, then W*(t) := limr// i  W (re lt) is well defined almost 
everywhere, satisfies W* G Z ^ , an<^  1°6 |W*I e  ^ 2 n if W  ^  0.
If W  G Tic an(i u  ~  Im W*, then u G Ti\  and W * =  — ( 7  +  Cu) +  iu , where 
7  := —ReW(O). Conversely, if u G Tig and 7  G 1 , there exists W G Tic such 
tha t W* =  — ( 7  +  Cu) +  iu.
An outer function G is a holomorphic function on D  which can be written in 
the form G = a  O(g) where q g C  with |o:| =  1 and
0(g) (z )  =  e x p j - ^ y  ^ T T “ l o g l z G D > (115)
for some 27r-periodic function g : R —► C with log |^| G Z^..
Outer functions have the following properties [23, Theorems 17.16 Sz 17.7]:
\(0(g))*\ = \g\ for any g with log \g\ G Z jff, and, for p  G (0 ,0 0 ],
\g\ G Lp2n if and only if 0{g)  G Tfc ;
for W  G H pc , p G (0 ,0 0 ] and z  G D, \0(W*){z)\  >  |W”(^)|;
12
for W  G TCq, p  > 0, W  is an outer function if and only if
*7T
log|W "|ds =  log|W (0)|;
—7r
if W  and 1 / W  are in H p, p > 0, then W  is an outer function.
Let II be a subset of Rm, m  G { 1, 2}. For any a  G (0 , 1), the Holder space 
C°’a(n) is the set of functions v  : n  —► R which satisfy
Such functions v  are called Holder continuous with exponent a  in n .
Let 3  be an open set in Rm, m  G {1,2}. For n  G N U {0} and a  G (0,1), the 
space C n,a(E) is the set of functions v  : 3  —► R which are n  times continuously 
differentiable in 3,  and v  and all its partial derivatives up to order n  are in 
C°’a(3). The space CJJ’*(S) is the set of functions v  : 3  —> R such tha t v  and its 
derivatives are Holder continuous with exponent a  on any compact subset of 3.
Let 0  be an open set in R2, and T  be a subset of the boundary of © which 
is open in the relative topology of dQ. For n  G N U {0} and a  G (0,1), let 
C g { e  U T) denote the space of functions v  in CJJ£“(0 ) with the additional 
property th a t v  and all its partial derivatives up to order n  have continuous 
extensions to M  := 0 U T ,  and every point in T  has a neighbourhood (relative to 
M )  in which v  and its derivatives are Holder continuous with exponent a. (We
say th a t a holomorphic function W  : 0  —► C is in C ^ ( Q  U T) if its real and
imaginary part are in C ^ ( Q  U T).)
Let be the space of 27r-periodic functions in Cj"’“ (R).
T h e o re m  1 .2  (P riv a lo v , [10, Chapter V, §E]). C is a bounded linear operator 
from Cjjr® into itself, for all a  G (0,1).
The following result is a local version of Privalov’s Theorem. A hint for the 
proof is given in [27, Remark A.2, Appendix].
L em m a 1.3. Let a  G (0,1), and suppose that [c,d] C  (a, b), where a,b,c,d  G R. 
Then Cw|[C)tq G C 0,a([c,d]) for any u G L\^ with u\[a,b] £ C 0,a([a,&]), and there
v||c°.“(n) :=  sup |u(x)| +
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exists a constant K ,  independent of u, such that
\\Cu\\c^{Xc,d\) < K ( \ \ u \\l iw +  |M |c ° . “([a,&]))-
If I  is any open interval of the real line, let Tj :=  {elt : t £ 1} be the 
corresponding open arc on the unit circle.
L em m a 1.4. Let I  C  M be an open interval, and u £ H ^  fl C ^ ( I ) ,  where 
k £ NU{0} and 0 <  a  <  1. Then Cu £ C ^ ( I ) .  Furthermore, i f  the holomorphic 
function W  £ H ^  is such that W* = —Cu +  iu, then W  £ C ^ ( D  U T/).
Proof of Lemma 1 .4 . If the length of I  is greater than 2ir, then u  is actually in 
and the result follows by induction on k. Indeed, for k = 0 the result 
is immediate from Privalov’s Theorem and the fact tha t the Poisson integral of 
a function is in C 0,a(D ), see [6 , Theorem B.30, p. 260]; alternatively, see 
[22, Proposition 3.4, p. 47]. For k > 1, one uses the fact tha t C commutes with 
differentiation on C \£ ,  see [35, Appendix], and also the result in [5, Theorem 3.11,
p. 42] which shows the connection between the boundary values of a holomorphic
function in D  and those of its complex derivative.
Suppose now th a t the length of I  does not exceed 27T, and let J  be any open 
interval whose closure is contained in I.  Then one can write u = u\ +  U2 , where 
u\ £ and u<i =  0 on J . Clearly u\  £ and hence U2  £ also. Let 
Wi, W 2  £ H e  be such th a t W f  = —Cuj +  iuj, j  = 1,2, so th a t W  = W\ + W 2 ■ 
Then Cu\ £  and W\  £ C k,a(D). Also, the fact tha t U2  =  0 on J  implies by 
[10, Chapter III, §E] th a t W 2  has an holomorphic extension to D U T j U (C \  D) 
and, as a consequence, CU2  is real-analytic on J. Since this holds for all J  C / ,  
the result follows. □
L em m a 1.5. Let u £ H \  and suppose that there exists 6 £ (0, n) and e > 0 such 
that
u ( s ) —u (—s ) > £  for all s £ (0,6). (1*16)
Then Cu is unbounded on any interval (—7 , 7 ), 7  > 0. The same conclusion holds 
i f  (1.16) is replaced by
u(s) — u (—s) < —e for all s £ (0 , 6). (1-17)
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Proof of Lemma 1.5. Let U be the Poisson integral of u , and V  be a harmonic 
conjugate of U, normalized so tha t 1^(0) =  0. Then (1.12) applied with t = 0 
yields
i0 1 f s (u ( - s )  -  u ( s ) ) r sm s  d s + l  f*  ( „ ( - , )  -  u ( s ) ) r z m s  ^  
7t JQ 1 — 2 r  cos s +  r2 7t J6 1 — 2r  cos s +  r2
The second integral in (1.18) tends to a finite limit as r  /*  1 . Since
I
rSmS ds = l m ( l  — ?— d s ) =  log
o 1 — 2r  cos s +  r 2 \ J 0 eis — r
ei<5 _  r
1 — r
(1.19)
it follows that, as r  /*  1 , the first integral in (1.18) tends to —oo if (1.16) holds, 
and it tends to +oo if (1.17) holds. In either case, we conclude tha t V(rel°) is 
unbounded as r  /  1 .
On the other hand, V  is the Poisson integral of Cu. If Cu were bounded on 
some interval (—7 , 7 ), it would be immediate from Poisson formula (1.11) tha t 
V(re l°) is bounded as r /*  1, a contradiction. This concludes the proof of the 
Lemma. □
The following result is a slightly more general version of [27, Lemma 3.2], with 
the same proof.
L em m a 1 .6 . Let T  = { (u(t),u(t)) : t £ R} be a non-self-intersecting continuous 
curve such that
u(t)2 +  v (t)2 —► 00 as t —► ±00,
and let E be one of the two connected components of C \ T .  Suppose ^  0 is 
harmonic and bounded above in E, continuous i n E l l T  and xjj = 0 on T . Let 
dp be a harmonic conjugate of —'ip- Then <p + iip is a conformal bijection from 
E onto the lower half-plane C_ which maps 00 onto 00. Moreover ( f > +  iip can 
be extended as a homeomorphism from the closure E U T  of  E onto the closure 
MuC_ of C_.
We now recall a version of the notion of equicontinuity for a family of contin­
uous function on a metric space, and the classical Ascoli-Arzela Theorem.
Let (X, d) be a metric space, and let C (X )  be the space of real-valued con­
tinuous function on X .  Let T  be a subset of C(X) .  We say th a t th a t T  is (or
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its elements are) equicontinuous a t Xo G X  if, for every e > 0, there exists 8 > 0 
such tha t, whenever x  G X  and d{x ,xo) < 8, then
|u(x)  — u(xo)|  < e for all
We say th a t F  is equicontinous on X  if it is equicontinuous at every point of X .
W hen (X , d) is a compact metric space, C{X)  endowed with the supremum 
norm is a Banach space.
T h e o re m  1.7 (A sco li-A rze la ). Let (X ,d)  be a compact metric space, and let 
T  be a subset of C (X ) .  Then T  is relatively compact in C (X )  i f  and only if T  
is uniformly bounded and equicontinuous on X .
1.4 B asic T heory o f B ernoulli Free B oundaries
We now recall how the study of the free-boundary problem (1.1) is equivalent to 
the study of certain nonlinear pseudo-differential equations for periodic functions 
of one real variable. We just sketch the derivation of these equations which will be 
used throughout the thesis. More details and full proofs are to be found in [27]. 
However the presentation here is specifically designed so as to suit the purposes 
of the later work in the thesis, and in some respects is different from tha t in [27].
Let {S,ip) be a solution ( l.la ) - ( l . lj) .  Let be a harmonic conjugate of —'ip 
in fi, so th a t u  := +  iifr is a holomorphic function, where the (X , T)-plane
is identified with the complex plane of generic variable Z  = X  +  iY .  Then u  
is an injective conformal mapping of fi onto the open lower half-plane C_ := 
{z =  a: +  iy : x G 1 , ? / < 0 }, which maps oo onto oo, and can be extended as 
a homeomorphism of Cl U S  onto the closed lower half-plane. Moreover, u ( X  +  
iY )  — ( X  -f- iY )  is 27r-periodic in X .
Let Z  be the inverse conformal mapping, a homeomorphism of the closed 
lower half-plane onto fi, with Z(z)  — z  a 27r-periodic function of 2 . It follows 
from M orera’s Theorem tha t the holomorphic function V  : D \ [ —1,0] —> C 
defined by
1 (^0 =  Z(i log C ) - t  log C (1.20)
has a holomorphic extension to D \  {0}. (Note tha t the mapping £ 1—► i log£ is 
a conformal bijection from D  \  [—1,0] to the half-strip {z = x  +  iy : —7r < x <
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7r, y < 0}.) The condition ( l .lh )  can be used to  show th a t the singularity of 
V  a t 0 is removable, so tha t V  has an extension as an analytic function in D. 
Furthermore, V  extends continuously to D. Let
w(t) :=  Im V*(t) for a l l t  E R, (1-21)
where V*(t) = limr /»i V(relt). Then
—(7  4- Cw(t)) +  iw(t) — V*(t) = Z ( —t) + 1 for all t  E R, (1 .2 2 )
where 7  G R  is a constant. It is clear tha t S  = { Z ( —t) : t G R}, which means
tha t
S  = { ( - ( 7  + 1 +  Cw(t)), w(t)) : t G R}, (1-23)
and hence
t (—(t +  Cw(t)),w(t))  is injective on R. (1-24)
The local rectifiability of S  yields tha t w G and, if W  E is such that
W* = w' + z(l +  Cu/), (1.25a)
then, by (1.5),
1 / W  £ (1.25b)
A(w){w/2 +  (1 +Cw')2} = 1 almost everywhere, (1.25c)
where h(w) ^  0 almost everywhere and l /h (w)  G L\^.  Let
Af  := {t G R : h(w(t)) = 0} =  {t  G R : w(t) = 0}. (1-26)
Then the set of stagnation points on <S is given by
=  { ( - ( 7  + 1 +  Cw(t)), w(t)) : t  G Af}.
In what follows, the elements of Af  will also be referred to as stagnation points. 
As we have seen, Af  has zero measure and, since h and w are continuous functions, 
A f  is a closed set.
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We have therefore just explained how solutions (S,ip)  of (1.1) give rise to 
solutions w E Ti^1 of (1.25), and such tha t (1.24) holds.
Conversely, suppose tha t w  E H jf1 satisfies (1.25) and tha t (1.24) holds. Let 
S  be defined by (1.23), where 7  E R, and Cl be the domain below <5. Then there 
exists a conformal mapping u  of ft, onto C_ such that, if ip = Imcj, then (S,'ip) 
is a solution of (1 .1).
Let us mention in passing tha t an equivalent form of (1.25) is, see [27],
A(w)(l + Cw') +  C(A(u/)u/) =  1 almost everywhere, (1-27)
which generalizes Babenko’s equation in the theory of water waves. However, in 
this thesis we shall make no use of the equation in this form.
We now explain how the study of (1.25) is equivalent to th a t of a system of 
equations which provides a natural generalization of Nekrasov’s equation from 
water-wave theory.
Let w E Tijj1 satisfy (1.25). Since W  E H c and 1 j W  E H™, it follows tha t 
W  is an outer function, and
W  = iO{l/h{w)) ,  (1.28)
where l /h (w)  E L \v and h(w) E Let r, $ be defined by
r  : =  — \ogh(w),  (1.29a)
i? : =  —C t . (1.29b)
Then r  E L^  for all p  E (1 ,0 0 ), and M. Riesz’ Theorem shows th a t 1? E for 
all p E (1 ,0 0 ). Since W(0) =  i , it follows that
[r] =  0. (1.29c)
We deduce from (1.28) tha t
zexp{—iC(\ogh(w))} sint? .cos-tf
h(w) h(w) 1 h(w) ’
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from where we conclude using (1.25a) that, almost everywhere,
h(w)w' = sind,  (1.30a)
h(w)( l  +  Cw') = cos'd. (1.30b)
Observe now from (1.30) that, if S  represents a free boundary parametrized by 
(1.23) then, for almost all t £ R, — d(t) represents the angle which the tangent
to S  a t the point ( —( 7  +1 +  Cw(t)), w(t)) makes with the horizontal.
Let H  : (—00,0] —► (—00,0] be given by
H(r) = — f  h(u)du , r  £ (—00,0]. (1-31)
J V
It follows from integrating (1.30a) tha t
H (w ( t )) — H (w(0)) =  f  s in ,#(i>) dv for all t 6  R.
J o
Since H  is invertible, it follows tha t
w{t) =  H ~ l {^ — v  +  J  sin^(?;) dv'j for all t £ R, (1-32)
where v —H{w(0)), v  >  0. Clearly — v  +  f* sind(v) dv <  0 for all t £ R, and
—v  +  / 0 sin d(v) dv =  0 if and only if t £ Af.
Hence, from (1.32) and (1.29) we get tha t r , d  satisfy the system of equations
d = - Ct , (1.33a)
r(s) = — log — v  +  J  smd(v) dv' j)},  s £ R, (1.33b)
[r] =  0. (1.33c)
and the integrability condition 
r 1
I h iH ~ l {—v +  f “ sin d(v) dv)) 
where, in (1.33b), u > 0  and — v  £ 71(H).
} € L l ,  (1.33d)
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Conversely, let r , $  satisfy (1.33), where h and H  are related by (1.31). Now 
let u  G be given by
u(s) = H  1 ^ — v + J  sintffy) dv'j for all s G l ,  (1-34)
so tha t l /h (u)  G and let an outer function W  be given by
W  = iO(l /h (u)) .  (1.35)
Moreover, W  6  Hq  and 1 / W  G Since W  G Hq  and W(0) =  i, there exists 
w G 'H r1, w determined up to an additive constant, such tha t
W* = w' + i ( l  + Cw'). (1.36)
It follows from (1.35) and (1.36) tha t
/ ^ is sin$  . c o s ..
W  +  z(l +  Cw ) =  - r - r r  +  I . . , (1-37)
h[u) h{u)
so tha t
h(u)w'  =  sint? almost everywhere.
Now differentiating the formula for u gives
h{u)u' = sin i? almost everywhere.
Hence v! =  w' almost everywhere, and we may now fix u; by putting w = u. We 
get from (1.37) that
/ ./- ^ sini? . cost?
W  +  l{ \  +  Cw ) =  —r +  I —r ,  (1.38)
h(w) h{w)
from where it is obvious th a t (1.25c) holds. We have therefore shown how solu­
tions of (1.33) give rise to solutions of (1.25).
It is sometimes more convenient in the system (1.33) to work with
6 := - 0 .  (1.39)
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instead of d. To this end, let / ,  F  : [0, oo) —*• [0, oo) be defined, for all r  G [0, oo), 
by
f {r )  ■= h { - r ), (1.40)
and
F(r)  := [  f (u )du ,  (1.41)
Jo
so th a t F(r)  = —H ( —r).
It is immediate from (1.33) tha t
6 = Ct , (1.42a)
r(s ) = —log { / ( F -1 ^  +  J  sin6(v) dv'j) }, s G M, (1.42b)
[r] -  0, (1.42c)
where v  >  0, v  G F .(F), and
r 1
/ ( F - V  +  /o s in 0 (v)di/)) } 6  i i r -  (1.42d)
Obviously the above derivation of (1.42) from (1.33) can be reversed, in the 
sense that, if (r, 6) is a solution of (1.42) for some given / ,  F  : [0 , oo) —> [0, oo) 
related by (1.41), then, with d  given by (1.39), (r, d) is a solution of (1.33), for 
h : (—oo,0] —> [0, oo) given by (1.40).
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Chapter 2 
Regularity and Geometric 
Properties of Free Boundaries
This chapter starts with a straightforward derivation of a regularity theory, in 
Holder spaces, of free boundaries away from stagnation points. We then study 
geometric properties of free boundaries. When h is decreasing and log-concave, 
we show th a t any free boundary must necessarily be globally the graph of a 
function, even if there are uncountably many stagnation points, and tha t the 
function in question is convex on any interval on which its graph lies below a 
certain line. For the same class of problems, we exhibit the bound |V ^ | <  2 in 
f2, which is derived from a result relating the values of |V ^ | at consecutive local 
extrema of the height of the free boundary. Results of a related type are shown 
to  hold when h is decreasing and log-convex. We conclude the chapter with a 
result showing that, even in the presence of singularities, a geometrically simple 
Bernoulli free boundary is necessarily symmetric.
2.1 Local R egularity
We now present a local regularity theory for solutions of (1.29)-(1.30) in spaces 
of functions with finitely many derivatives which are locally Holder continuous. 
Then we seek to  infer from this, in certain situations, the smoothness of S  \  S^r 
and the regularity of tjj in Cl U (<S \  S ^ ) .  Whilst many of the arguments in the 
rest of this section are reasonably standard, they are included for completeness. 
The following result is similar in some respects to [18, Theorem 2.1].
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T h e o re m  2.1. Let w  E Wj,’1 and r, $ E L ^  /o r  all p  E (l,oo ) satisfy (1.29)- 
(1.30). Let I  C (—oo,0) 6e an open interval such that h E C ^ ( I ) ,  where n  E 
N U {0} and a  E (0,1), and let I  c R  be an open interval such that w(I)  C I .
Then w E C£+1,a(L) and r, 0 E C ^ W -
Proof of Theorem 2.1. We use a simple bootstrap argument. It follows from 
(1.30a) tha t w E and hence logL(u;) E Cjoc CO, so th a t r  E
By the first part of Lemma 1.4, $ E C'1°’“ (/) and hence, by (1.30a), w E C ^ ( I ) .  
Suppose now tha t r , #  E Cjo~1,a(/) and w E C ^ ( I )  for some k with 1 <  k < n.
Since h E C ^ ( I )  by hypothesis, it follows tha t logh(io) E 0 ^ ( 1 ) ,  so tha t
t  E (7 ^ (7 ). By the first part of Lemma 1.4, i9 E C ^ ( I )  and therefore, by 
(1.30a), w E C ^ 1,a(I). The conclusion of Theorem 2.1 is immediate.
□
Consider now a solution {S,ip) of (1.1), where h E (% £(—oo,0) for some 
n  E N u{0} and a  E (0,1). This gives rise to a solution of (1.29)-(1.30). Theorem
2.1 and Lemma 1.4 show tha t w, Cw E C™*1,a(I) for all open intervals I  contained 
in R \  Af. Moreover, by (1.22) and Lemma 1.4, the holomorphic function V  is 
in CjoJ 1,Q(D U T/) for all such intervals I.  Since w ' and Cw' are continuous away 
from stagnation points, it follows tha t (1.25c) must hold everywhere on R\ Af ,  
and in particular
w'(t)2 +  (1 +  Cw'(t))2 ^  0 for all t E R \  Af. (2.1)
It is clear from this and (1.23) that, in a neighbourhood of any point of <5 \  S/s, 
S  is a curve of class C n+1,a\ for brevity we say tha t S  \  S V is a C J^1,a curve.
Note also that, if Af :=  {— t : t E Af},  then (1.20) shows th a t the holomorphic 
function Z  is in C1o*1,a(C_U(R\Af)). Let X  and Y  denote the real and imaginary 
parts of Z,  so th a t X ,  Y  E C£*1,a(R?. U (R \  Af)). A standard higher-order 
reflection, see e.g. [8 , Lemma 6.37, p. 136], yields extensions of X ,  Y  as functions 
X , Y  E CjJg1,a(R2 \  Af). Let Z  denote the mapping on R2 \  Af given by (x , y) >—> 
( X ( x , y ) ,Y ( x , y ) ) .  Since, for any t E R \  Af,
(det J%)(—t, 0) =  w'(t)2 +  (1 +  Cw'(t))2 7  ^0,
where is the Jacobian m atrix associated to  Z,  the Inverse Function Theorem
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shows tha t the restriction of Z, to any sufficiently small neighbourhood II* of 
(—i, 0 ) is a diffeomorphism of class Cn+1,a onto a neighbourhood Et of the point 
( —(7  +  t  +  Cw(t)),w(t)) on S \  Stf.  Since Z  is a global bijection from Ml onto 
Q, it is not difficult to  see tha t 11* and Et can be chosen so tha t Z  maps II* fl Ml 
onto Et fl LI and II* fl M2 onto Et fl (M2 \  Ll). If we consider on Et the inverse 
&t = (fit, fit) of Z, then clearly fit is a local Cn+1,a extension of fi across S.  This 
shows tha t fi G <7j^1,a(f2 U (S  \  Sj/))  and th a t ( l . l j)  holds in the form
|L7fi\2 = A(Y)  everywhere on S  \  (2 .2 )
It is now legitimate to differentiate ( l.li)  with respect to t to  get tha t the tan­
gential derivative of fi is zero on S \ S m , and hence to conclude th a t ( l . l j ') holds 
in the form
^  =  h(Y)  everywhere on <S \  S'j/. (2 .3 )
The preceding considerations can be summarized in the following result.
T h e o re m  2 . 2 .  Let (S, fi) satisfy ( 1 .1 ) ,  where h € C ^ ( —00, 0 )  for some n  G 
N U  { 0 }  and a  G ( 0 , 1 ) . Then S  \  S V  is a C |"J1,a curve, fi G 1,a( n  U  (S \  6V)) 
and ( 2 .2 ) ,  ( 2 .3 )  hold.
2.2 G eom etric P roperties
2.2.1 Prelim inaries
P ro p o s itio n  2.3. Let (S , f i ) be a solution of ( l . la ) - ( l .l i ) .  Then there exists 
d G M such that
f i ( X , Y )  — Y  — d —» 0  a s Y  —> —00, uniformly in X .  (2 .4 )
Proof of Proposition 2.3. W ith u  and Z  as in the previous chapter, it was proved 
in [27] tha t the function V  given by (1 .2 0 )  has a removable singularity at 0 .  Let 
V  (0 )  =  — c — id. It follows tha t
Z (x  -f iy) — (x + iy) —► —c — id as y —► —0 0 , uniformly in x.
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Therefore
u ( X  +  i Y ) — (X  +  iY )  —> c + id as Y  —> —oo, uniformly in X ,
and hence, in particular, (2.4) holds. □
Note tha t, if there exists Yo G (—oo,0) such tha t h(Y0) — 1> then So := 
{(X, y0) : X  G M} and ipo(X,Y) := Y  — Y0 in the domain below <So yields a 
solution of (1.1), which we call a trivial solution.
P ro p o s itio n  2.4. Let h G C j^ (—oo,0), and let (5 ,^0  be a non-trivial solution 
of (1.1). Let Yc :=  max{u(s) : s G M} and Yt := min{v(s) : s G R}. Then 
h(Yc) < 1 and h(Yt) > 1.
C o ro lla ry  2.5. 7n t/ie notation of Proposition 2.4, there exists Yq G (Yt,Yc) such 
that h(Yo) =  1.
Proo/ o/ Proposition 2-4- Consider the function £ in given by
£(X, Y )  :=  y ) -  y  for all (X, y )  G ft.
Then ^ is a harmonic function which, by Proposition 2.3, is bounded in ft . Since 
if) = 0 on S ,  we conclude tha t — y. <  ^ <  — y  on S  and therefore, by the 
Maximum Principle, — Yc < £ < —Yt in ft.
Let X c and X t be such tha t (Xc, Yc) G S  and (.X t , Yt) G S.  Then £ attains its 
extrema in ft at these points. S  has a horizontal tangent at the point (X t ,Y t), 
and the same is true at (X c, Yc) if Yc < 0. Moreover, by Theorem 2.2, S  and £ 
are smooth enough at these points so tha t Hopf Boundary-Point Lemma can be 
applied. We conclude tha t
0 < £ r (X t ,Y t) = il>r (X t ,Y t) - l ,
and, if Yc < 0, then
0 > t y { X c,Yc) = ^ y {Xc,Yc) -  1.
Hence (2.3) yields th a t h(Yt) > 1, and h(Yc) < 1 if Yc < 0.
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Note also that, if Yc = 0, then one can see directly th a t h(Yc) = 0 < 1. This 
completes the proof of Proposition 2.4. □
2.2.2 A Collection of R elated R esults
Throughout the rest of this section we assume that
h G C fc^ -o o , 0) for some a  G (0,1). (2.5)
As seen in Chapter 1, solutions w of (1.25) give rise to solutions (<S, ip) of
(1.1) only if (1.24) holds, and then S  is given in parametric form by (1.23). It is 
therefore of interest to exhibit situations when (1.24) follows automatically from
(1.25). Recall tha t if (1.25) holds, then functions r, d  can be defined by (1.29), 
and (1.30) holds.
Under the assumption tha t
h is decreasing and logh is concave on (—oo,0), (2.6)
it was proved in [27, Theorem 2.4] tha t solutions w of (1.25) for which A f  is at
most denumerable satisfy
d(t ) G (—tt/2, 7t / 2 ) for almost all t G M, (2.7)
and hence
1 +  Cw'(t) > 0 for almost all t G M. (2.8)
By (1.30), (2.8) ensures th a t (1.24) holds and, moreover, <S is globally a graph, 
in the sense tha t there exists a continuous 27r-periodic function 77 : M —► M such 
tha t
5  =  p , # ) ) : X e l } .  (2 .9)
Here the main result is that, under the assumption (2.6), free boundaries must 
necessarily be global graphs, irrespective of the number of stagnation points.
T h e o re m  2.6. Suppose that h satisfies (2.6), and let (S,ip) be a solution of (1.1). 
Then S  is of the form  (2.9), for some continuous 2tt-periodic function 77: R —► R.
Theorem 2.6 is an immediate consequence of the following result.
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T h e o re m  2.7. Suppose that h satisfies (2.6). Let w be a solution of (1.25) such 
that (1.24) holds. Then w satisfies (2.8).
The im portant point to  note is tha t the assumptions of Theorem 2.6 and 
Theorem 2.7 admit the possibility tha t the set of stagnation points might be 
non-denumerable. This was not the case in [27, Theorem 2.4], where the denu- 
merability of Af  was crucial. On the other hand, in [27, Theorem 2.4], the fact 
th a t (1.24) holds is not an assumption, but a conclusion. One can therefore say 
th a t Theorem 2.7 is neither weaker nor stronger than, but rather complementary 
to, [27, Theorem 2.4].
The next result is a local version of Theorem 2.7.
T h e o re m  2 . 8 .  Suppose that there exists 8 G ( —o o ,  0 )  such that
Let w be a solution of (1.25) which satisfies (1.24) and for which J\f ^  0. Then 
there exists (3 G [5,0) which depends only on min7£(tt;); such that i f  w(t) G [/?, 0] 
for  all t G [ti,t 2 ], where t\, t<i G Af  and (£1,^2) C  R \ A f ,  then
Theorem 2.8 is particularly relevant when there are infinitely many stagnation 
points on a period of w. Indeed, if a G Af  and if [a, a +  27r] \ A f  = &*),
with (a*, b{) D (cij, bj) = 0 for i ^  j ,  then the fact tha t w is a function of bounded 
variation shows tha t Theorem 2.8 is applicable on all but finitely many intervals 
(<ii, bf).
The next result can be used to  deduce another geometric property of free 
boundaries.
P ro p o s itio n  2 . 9 .  Suppose that h satisfies (2.6) and w satisfies (1.25). Let s i,S 2 
with s i < S2 be such that h(w(si)) = h(w(s 2 )) = 1 and h(w(s)) > 1 for all 
s G (si, S2 ). Then d' > 0 on (si, S2).
Indeed, suppose tha t S  is of the form (2.9). Let Yq G {Yt ,Y c) be such tha t 
h(Y0) — 1 , which exists by Corollary 2.5. Proposition 2.9 shows that, if X i,
h is decreasing and log h is concave on [5,0). (2 .10)
1 +  Cw'(t) > 0 for all t G ( t i ,  £2)- (2 .11)
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X 2  with X \  < X 2  are such tha t 7](Xi) = r}(X2) = Yo and rj(X) < Y0 for all
X  G ( X i , X 2 ) then 77 is a convex function on the interval (X i, X 2 ).
The following result provides bounds for solutions of (1.25) when (2.6) holds.
T h e o re m  2.10. Suppose that h satisfies (2.6), and let w be a solution of (1.25) 
fo r  which (2.7) holds. Let t\, t 2  be such that (£1,^2) C R \  Af.
(i) Suppose that t\, t 2 € R \  Af, w'(t\) = w'{t2 ) =  0 , and either 0 ^  w' > 0  on
( t i , t 2 ), or 0 ^  w' < 0 on (ti, ^2 ) - Then
h(w(ti)) +  h(w(t2 )) <  2 . (2 -12)
(ii) Suppose that t\ G R \ A f ,  ^2 € Af, w'(ti) = 0, 0 ^  w' > 0 on (ti, 2^)- Then 
h(w(ti)) <  2 .
(Hi) Suppose that t\ G Af, t 2  G R \ A f  , w'(ti) =  0, 0 ^  w' < 0 on (£1, t 2). Then 
h(w(t2)) < 2 .
Note tha t in Theorem 2.10 the requirement th a t (2.7) holds is an extremely 
weak restriction when h is decreasing and log h is concave, since by [27, Theorem
2.4] and Theorem 2.7 it is satisfied automatically for all solutions w of (1.25) with 
at most countably many stagnation points, as well as for those, with any number 
of stagnation points, which give rise to free boundaries.
C o ro lla ry  2 .1 1 . Suppose that h satisfies (2 .6 ), and let w be a solution of (1.25) 
for which (2.7) holds. Then h(w(t)) < 2 for all t G R.
In terms of free boundaries, Theorem 2.10 can be interpreted as follows. Let 
S  := {(X ,rj(X )) : X  G R}, where 77 : R —> R is continuous and 27r-periodic. If 
X i ,  X 2 are such tha t t/(X i) =  7/ (X 2) = 0 and r]'(X) ^  0 for all X  G ( X i , ^ ) ,  
then
|W -KXj, t fX ,) )  +  I W | ( * 2 ,  T ) ( X 2) )  <  2. (2.13)
Corollary 2.11 shows tha t | V^ />| <  2 everywhere on S , and hence by the Maximum 
Principle
|V-0| <  2 everywhere in O. (2-14)
It is remarkable tha t the estimates (2.13) and (2.14) are independent of the 
nonlinearity h, provided tha t it satisfies (2.6). For a restricted class of solutions
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of the water-wave problem, the estimate (2.13) was noted in passing by Toland 
[33, (x), p. 15], by developing some arguments of Spielvogel [28].
We now give some new results in the case when there exists a compact interval 
J  C  (—oo, 0) such tha t
h is decreasing and log h is convex on J. (2.15)
The following result is an analogue of Theorem 2.10 when (2.15) holds instead of 
(2 .6).
T h e o r e m  2 . 1 2 .  Suppose that h satisfies (2 . 1 5 ) ,  and let w be a solution of {1 .2 5 )  
with 7Z(w) C J , and for which (2 .7 )  holds. Let ti, t 2  with t\ <  ^  be such that
w'(ti) = w 'fa )  — 0 , and either 0  ^  w' > 0  on ( t i ,^ ) ,  or 0  ^  w' <  0  on (fy,^)-
Then
h(w(ti)) +  h(w{t2)) > 2 . (2.16)
C o ro lla ry  2.13. Suppose that h satisfies (2.15), and let w be a solution of (1.25) 
with 7Z(w) C  J , and for which (2.7) holds. Let si, S2  with Si < S2  be such that
h(w(si)) = h(w(s 2 )) = 1 and h(w(s)) < 1 for all s G (51 , 52)- Then w does not
have any strict local minima in (s1? S2)-
The interpretation of Theorem 2.12 and Corollary 2.13 in terms of free bound­
aries is obvious.
We now show, by means of a family of examples of explicit solutions of (1.25), 
th a t the results of Theorem 2.10, Corollary 2.11 and Theorem 2.12 are sharp, at 
least for non-singular solutions. Indeed, it is shown in [27, Subsection 1.6.1] that, 
if A5 : M —> (0 ,0 0 ), where 0 <  b <  1, is given by At(r) =  (1 +  62)e_2r for all r  G R, 
and if
1 , / 1  +  6 + 2 5 s in t \
«*(*) = - 2  log ( — :i + j i — ) .  (2-17)
then Wb is a non-singular solution of (1.25) with A =  A*,. Note tha t A& is de­
creasing and log At is affine on E, but At does not satisfy (1.2). To overcome 
this inconvenience, let a > m ax7Z(w) and let At : (—00, 0 ] —► [0 ,oo) be such that
(1.2) holds, At G 00, 0), and
At(r) — At(r +  a) for all r  G (—0 0 , max77.(u)) — a],
At is decreasing and log At is concave on (—0 0 , 0 ).
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Let also Wb := Wb — a. It is straightforward tha t Wb is a non-singular solution of
(1.25) with A -- Afe. W ith hb := \J~Xb and J  := [minlZ(wb) — a ,m&x7l(wb) — a], 
hb satisfies the assumptions of both Theorem 2.10 and Theorem 2.12. Note that, 
for all t e  R,
A b{wb{t)) = A b(wb{t)) = 1 +  b2 +  2b sin t, (2-18)
and Wb '(t) =  0 if and only if t = mr +  7r/2 for some n  € Z. It is immediate from 
(2.18) that, for all n  £ Z,
hb(wb{nit -  7t/ 2 ) )  +  hb{wb{nir +  7 r /2 ) )  =  2,
hence the results of Theorem 2.10 and Theorem 2.12 are sharp. Also, since
max{hb(wb(t) : t G R} =  1 +  b for all b E [0,1),
it follows th a t the result of Corollary 2.11 is also sharp.
We conclude this Subsection with a result giving a sufficient condition for 
solutions of (1.25) to give rise to free boundaries when h satisfies (2.15).
T h e o re m  2.14. Suppose that h satisfies ( 2 .1 5 ) ,  and let w be a solution of {1 .2 5 )  
with IZiw) C  J ,  and such that h(w(t)) < 2 for all t E E. Then (2 .7 )  holds, and 
hence so does (2 .8).
2.2.3 Proofs of the R esults in Subsection 2.2.2
We now give the proofs of the results in the previous subsection. We start with 
general consideration which are relevant for all the proofs.
If I  is any open interval contained in R \  Af  then, since (2.5) holds, it follows 
from Theorem 2.1 th a t w €E C ^ ( I ) .  It is proved in [27] tha t
^ h ^ - W § ) Cw'{t)
=  J _  r  iogh(w(t))  +  (h '(w(t)/h(w(t))(w(s) -  w(t)) -  logh(w(s))
4?r sin2 if
The formula (2.19), which is just an identity based on the definition of a conjugate 
function, is valid for all t € I  under the present regularity assumptions on h and
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w. Since /  c l \ J V ’ was arbitrary, ( 2 .1 9 )  is valid everywhere on M \  Af.
One can now see that, if w  is a solution of ( 1 .2 5 ) ,  then 0  G C ^ ( R \ A f )  and, 
for all t  G R \  Af,
-  T7~f7W (  - 1)  > °  if log h is concave, (2.20)h(w(t)) \h (w (t))  J
and
_  ^ 2  f  _  l )  <  0 if log h is convex. (2.21)
v > h(w(t)) \h(w( t ) )  J ~
The estimate (2.20) is one of the key ingredients in the proof of [27, Theorem
2.4]. See also [36] for smooth solutions of the water-wave problem.
Proof of Proposition 2.9. Since h is decreasing and, for s G (si,S 2), cos t9(s) < 
h(w(s)), it is immediate from (2.20) tha t O' >  0 on (si, S2 ). □
At the heart of the proofs of Theorem 2.10, Theorem 2.12 and Theorem 2.14 
lies the following new identity satisfied by solutions of (1-25) everywhere on R \A f:
d ( h  (w) _ f l^w ^ CQS1g Sj  _  fi(w)h'(w)w' — h '(w)w 'cos9  +  h(w) smO O'
no ,  s ( n, h'(w) ( cos'd \  1 /n
( 2 ' 2 2 )
d t \  2
Proof of Theorem 2.10. Suppose first tha t we are in the situation (i), and with 
0 ^  11/  >  0, on ( t i , t2). It follows from (2.22), using (2.20), that
t 1—► ( ^ cos^(t)^  is increasing on (ti, £2). (2.23)





- h ( w ( t i ) )  < -----   h{w{t2)),
— h(w(t2))) (h(w(ti)) +  h(w(t2)) — 2) <  0. (2.24)
But w(ti) < w(t2) by assumption, and hence, since h is strictly decreasing,
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w. Since /  C l \ J V ’ was arbitrary, (2.19) is valid everywhere on R \  Af.
One can now see tha t, if w is a solution of (1.25), then d  E ^ ’“ (R \  Af) and, 
for alH  E R \  Af,
# ( t ) _  ( E 2 E M  _  i )  >  o if log h is concave, (2.20)
and
_  ( £ 2 i M  _  A  < 0 if log h is convex. (2.21)
v > h{w{t)) \h (w (t ) )  J -  y >
The estimate (2.20) is one of the key ingredients in the proof of [27, Theorem
2.4]. See also [36] for smooth solutions of the water-wave problem.
Proof of Proposition 2.9. Since h is decreasing and, for s E ( s i , S 2) ,  cos9(s) <  
h(w(s)), it is immediate from (2.20) tha t ^  >  0 on (51 , 52)- D
At the heart of the proofs of Theorem 2.10, Theorem 2.12 and Theorem 2.14 
lies the following new identity satisfied by solutions of (1.25) everywhere on M\A/”:
d ( h  {w) _ ^ iyj C0S1^  _  Ji(w)h'(w)w' — h'(w)w'costf +  h(w) sm d  9'
(!!2>
dt V 2
Proof of Theorem 2.10. Suppose first tha t we are in the situation (i), and with 
0 ^  w' > 0, on (^1,^2)- It follows from (2.22), using (2.20), tha t
I _  h{w{t)) cosi9(t)^ is increasing on ( t i ,<2)- (2.23)





h(w(ti)) <  ----- ----------h(w{t2)),
(h(w(ti)) — h(w(t2 (’ [w(ti)) +  h(w(t2)) — 2) < 0 .  (2.24)
But w(ti) < w(t2) by assumption, and hence, since h is strictly decreasing,
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h(w(ti)) > h(w(t 2 )). The required conclusion follows from (2.24).
Suppose now th a t we are in the situation (i), but with 0 ^  w' < 0 on 
Instead of (2.23) we now have
£ 1—> ^  (^W ) _  h(w(t)) cos^(t)^  is decreasing on (£i,£2), (2.25)
and the required conclusion follows by an argument similar to tha t of the previous 
case.
Suppose now th a t we are in situation (i i). It follows as above that, for all
£ E
_  h(w{tl)) <  -  h(w(t))coSm- (2 -2 6 )
The required conclusion is obtained by passing to the limit in (2.26) as £ f  £2, 
using the fact th a t h(w(t)) —* 0 as £ /*  £2 , since £2 £ Af.
The analysis in the situation (in) is entirely analogous. This completes the 
proof of Theorem 2.10. □
Proof of Corollary 2.11. Recall tha t [r] =  0, where r  = — log h(w). If h(w) = c, 
where c > 0 is a constant, then necessarily c =  1. Suppose th a t h(w) ^  c. Let 
ti  E M be such tha t
w(ti) = min{u;(£) : t E R}. (2.27)
Then w'(ti) = 0 and h(w(ti)) > 1. Since h is decreasing, it suffices to prove 
th a t h(w(ti)) < 2. Let t > t\  be such tha t h(w(t)) =  1 and h(w(t)) > 1 for 
all t E (£i,£). By Proposition 2 .9 ,  i?'(£) >  0 for all t  E (£i,£). Since $(£1) =  0, 
it follows tha t d(t) >  0 for all £ E (£i,£), and therefore 0 ^  w' > 0 on (£i,£). 
There exists £2 >  £1 with (£1, £2) C R \ f f  such th a t w' > 0 on (£1, £2), and either 
£2 E R \  A f  and w'(t2) =  0, or £2 E Af. In either case we conclude from Theorem 
2.10 tha t h(w(ti)) < 2, which is the required result. □
Proof of Theorem 2.12. It suffices to consider the case when 0 ^  w' > 0 on 
(£1,£2)^  since the other case can be treated in an entirely similar way. It follows 
from (2 .2 2 ) using (2 .2 1 ) that
£ ^ _  Ji(w (t)) cos $ ( t ) \  is decreasing on (£1, £2),
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so that
h2{w(ti)) ( ( h2(w(t2)) , , (
—^ --------- K w ^ ) )  >--—^ -------- h{w{t2)),
or, equivalently,
(h(w{ti)) -  h(w(t2))) (/i(^(ti)) +  h(w(t2)) -  2) >  0.
Since w(t{) < w(t2) and h is strictly decreasing, the required conclusion follows.
□
Proof of Corollary 2.13. Suppose for a contradiction th a t so G { s \ ,s2) a strict 
local minimum of w. Then w'(so) = 0 .  Let s G (so> s2) be such that
w(s) = max{u;(s) : s G [s0, S2]}.
Then there exist t\ ,  t 2 with so <  ti  < t2 < s , such tha t w'(t \ ) =  w'(t2) =  0 and 
0 ^  w' >  0 on ( t i , t2). Now Theorem 2.12 yields tha t h(w(ti)) +  h(w(t2)) > 2, 
which contradicts the fact tha t h(w(ti)) <  1 and h(w(t2)) < 1. Hence no strict 
local minima of w on (si, S2) exist. □
Proof of Theorem 2. I f-  Since $  is continuous, 27r-periodic, and has zero mean, 
7Z($) is a compact interval which contains 0. We shall prove tha t 7r/ 2  ^ 
and —7r/ 2  ^  7Z(i9).
Suppose tha t 7r/ 2  G 7Z(i9). Then there exist ti, t 2 with t\ < t2 such that 
= 0, $(£2) =  7r / 2 , and 0 < fi < 7r/ 2  on ( t i , t2). It follows from (2.22) using
(2 .2 1 ) that
ft _  h(w(t)) co si^ t)^  is decreasing on ( t \ , t2),
so tha t
_ Kw(tl)) > >  0 .
Z Z
But this contradicts the assumption tha t h(w(t)) <  2 for all t G R. Hence 
tt/ 2  i  n{$ ).
Suppose now tha t —7r/ 2  E H ^ ) .  Then there exist ti, t 2 with t\ < t2 such 
th a t $ (ti) — — 7t / 2 , $(£2) = 0, and — t t /2  < $ <  0 on ( t i , t 2). It follows from
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(2.22) using (2.21) that
1 1—> _  h(w(t)) cosi)(t) \  is increasing on ( t i , t2),
Hence 
□
The following Lemma will be used in the proof of Theorem 2.7.
L em m a 2.15. Let T  :=  {(u(s),u(s)) : s g R }  be a non-self-intersecting curve, 
where u, v : R  —► R  are continuous functions, v(s) <  0 for all s G K, and
s i—> (u(s) — s, u(s)) is 2‘K-periodic.
Let N  := {5  6 R  : u(s) =  0}. TTien ufyi) <  14(^2) /o r  every s\, S2  G Af  with 
si < s2.
Proof of Lemma 2.15. It suffices to prove the required result when Si, S2 satisfy 
the additional assumption tha t $2 < si+27t, for then the general case would follow 
immediately. For every a, b E R  with a < b, let us denote Ta> :=  {(u(s),u(s)) : 
5 G [a, 6 ]} .
We argue by contradiction and assume tha t there exist si, s2 £ N  with si < 
S2  < Si +  27r such th a t u(si) > u(s2). Then TS2:S1+2n is a non-self-intersecting 
curve contained in the closed lower half-plane, with endpoints at (u(s2), 0) and 
(u(si) +  27r, 0). Note also tha t
u(s2) < u(si) < u(si) +  27r =  u(si +  27r).
Let B  be the continuous curve obtained as the union of the following curves: 
the vertical line segment joining the points (ufyi) +  27T, 0) and (u(«i) +  
27r, 1), the horizontal line segment joining (u(si) -f 27T, 1) and (u(s2), 1), the verti­
cal line segment joining {u(s2), 1) and (u(s2), 0). Then B is a non-self-intersecting 
closed curve, i.e. a Jordan curve. By the Jordan Curve Theorem, the complement 
of B has exactly two connected components, one bounded and one unbounded.
so that
h2(w(t 1)) h2{w{t2))
0 < — j—  -  — 2---------"W ^)).
which again contradicts the assumption that h(w(t)) < 2 for all t  E 
—7r/2 ^ 7Z(i9). This completes the proof of Theorem 2.14.
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Since the point (u(si), 0) does not belong to B  and is the limit of the sequence 
of points {(u(si), l /n )} n>i, all of which clearly belong to the bounded component 
of C \B ,  we deduce tha t (u(si), 0) belongs to the bounded component of C \B .  But 
for k  G N sufficiently large, the point (w(si) — 2&7T, 0) belongs to the unbounded 
component of C \ B ,  and can be joined to (u(si),0) by the curve Tsi- 2 kn,si• It 
follows th a t Tsi- 2 kn,ai must intersect B. But this is impossible, since on the one 
hand 7 ^ _ 2jbr.si is contained in the closed lower half-plane, and on the other hand 
X i - 2fc7r,si and 7^2)Sl+27r do not intersect, as [si — 2&7T, Si] fl [s2, s\ +  27t] =  0 and T  
was assumed non-self-intersecting. The required conclusion follows. □
We also recall for easy reference some results of [27] which are valid under the 
assumptions of Theorem 2.7. Lemma 2.16 below is a restatement of [27, Lemma 
3.11], while Lemma 2.17 is [27, Lenmma 3.12].
L em m a 2.16. Suppose that c G (a, b) C  M \  J\f and let l \ , i 2  £ Z be such that 
Iyk  +  7t/2 <  $(c) <  £27t +  7t/2. Then
$(t) > £iir +  7r/2 for t G (c, b) and t ) <  ^27r +  7r/2 for t  G (a, c).
L em m a 2.17. Suppose that a,b G A f and (a, 6) C M\A f.  Then either ^ ( t)  —* +oo 
as t Z ' b or there exists q > 0  such that
cos $(£) > 0 for t G (b — q,  b).
Similarly, either $(t) —> —oo as t \  a or there exists q > 0 such that
cos $(£) >  0 for t G (a, a +  q) .
The proof of Theorem 2.7 ultimately rests on an application of the following 
classical theorem in plane topology, see e.g. Krasnoselskii and al. [11, Theorem 
2.3, p .16], to  a suitably devised Jordan curve.
T h e o re m  2.18. Let a : [a,b] —► C be a parametrization of a Jordan curve, 
where a is a function of class C 1, with a'(a) =  cr'(&) and |cr'| >  0 on [a,b]. Let 
4>: [a,b] —> R  be a continuous function such that
a'(t) =  |o-'(t)| exp{i(f)(t)} for all t  G [a, b\.
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Then <f)(b) — <f)(a) equals either 2tt or —2tt.
Proof of Theorem 2.7. Let w be a solution of (1.25) for which (1.24) holds. We 
only consider the more interesting and difficult case when M  ^  0. We aim to 
prove that, for every £i, t2 £ AA with (£i, t 2) C R \  Af, one has tha t
1 +  Cw'{t) > 0 for all t G (£i, £2)- (2.28)
Fix £1, £2 £ A/” with (£1, £2) C R \A A . Let
<S := {(£ +  Cw(t),w(t)) : t  G R}, (2.29)
which by assumption is a non-self-intersecting curve. (The curve S  is obtained 
from the curve <S given by (1.23) by reflection with respect to a vertical line.) 
Observe tha t, for all £ G (£1, £2), fl(t) is the angle between the tangent to S  at 
(£ +  Cw(t), w(t))  and the horizontal. It follows from Lemma 2.15 tha t
£1 +Cit;(£i) < £2 + Cw(t2).
Let T\ := £1 -(- Cw{t\), T2 £2 Cwitf), so tha t T\ < T2.
To prove (2.29) we argue by contradiction and assume th a t there exists to G 
(£1, £2) with cos$(£o) <  0 , which means
i9(t0) G [2 &7T -I- 7r /2 , 2kir +  37t / 2] for some fcG Z. (2.30)
By Lemma 2.16 and Lemma 2.17, there exist £i,£ 2 E (£1^ 2) with £1 <  £0 <  £2
such tha t
$(£1) =  2k/K +  7r / 2 , $(£2) =  T.k'K +  37r /2 ,
t?(£i) <  $(£) < $(£2) for all £ G (£1,^2)
$(£) < #(£1) for all £ G (£i,£i), $(£) >  $(£2) for all £ G (£2 ,£2). (2.31)
Let 7  : R —> C be given by
7 (£) :=  £ +  Cw(t) +  «u;(£) for all £ G l .
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Fix e >  0 with e <  (T2 — T\)/2. Let si, s2 with si G ( ti,ti]  and s2 G [£2, £2) be 
such tha t
|7 ( s ) —T i |< e  for all s G (ti,s i] , |7 ( 5 ) - T 2| < e  for all s G [s2, £2)- (2.32) 
Let D  < 0 be given by
D  := max{w(t)  : t  6 [si, s2]}, 
and let p\ G (t\, si] and p2 G [52^ 2) be such that
w(pi) — w(p2) = D/2, w(t) < D /2  for all t G {jPi.Pi)- 
It follows th a t w'(pi) < 0 and w'(p2) >  0. Hence there exist k\, k2 G Z such that 
$(pi) G [(2fci -  l)7r,2fci7r], tf fe )  € [2/c27r, (2/c2 +  l)7r]. (2.33)
It follows from (2.31) tha t
ki < k, k2 ^  k 4" 1) (2.34)
where fc is as in (2.30). Let Pi := pi+C w (pi),  P2 \= P 2 + Cw(p2). It follows from 
(2.32) th a t P\ < P2. Note also tha t both the points 7 (^1) and 7 (^2) lie on the 
horizontal line Y  — D/2.
Let 7  : \pi,p2\ —*■ C be the restriction of 7  to \pi,p^\. Fix e > 0 with 
e < (P2 — P\)/2,  and fix A  G R with A  > D/2.  Recall the definition of the 
function sgn : IR —► {—1 , 0 , 1}, which is
sgna; =  x/\x \  if x ^  0 , sgn 0  =  0 .
It is obvious that, for some <71, q2 G R with q\ < P i,P 2  < Q2 , one can construct 
a function 7  : [qi,q2\ —> C, where
7 (t) := u(q) +  iv(q) for all q G [qu q2\,
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such th a t 7  is an extension of 7 , and it has the following additional properties:
u , v : [q\, <72] —► E  are of class C 1, 
u'(g ) 2 +  u'(g) 2 > 0 for all q e  [qi, q2],
v ( q i )  -  v f a )  =
u(gi) =  it(pi) -  e sgn (1 +  Cu/(pi)), 









v'(qi) = - 1 , v' <  0 on [qu pi],
v ' fa )  =  1 , >  0 on [p2,g2],
u 'f e )  =  0, sgn it' =  sgn (1 +  Cw'(pi)) on (quPi],
u 'f e )  =  0, sgn it' =  sgn (1 +  Cw'(p2)) on (p2, 92].
If we denote Qi := u(qi), Q2 := u(q2), then Q\ < Q2. Now consider, on the circle 
having the segment joining (Q i,A )  and (Q2,A)  as a diameter, the semi-circle B 
joining these two points and containing the point ({Qi + Q2) /2 ,A  + (Q2 — Qi)/2).
Let 77, r2 with 77 < qi, r2 > q2 and consider a C l function 7 * : [ r i ,r2] —> C 
which is an extension of 7 , such tha t
7 *l[ri,gi] is an injective parametrization of the arc of B  joining Z 0 and 7 (91),
7*I[92,7-2] is an injective parametrization of the arc of B joining 7 (77) and Z0.
It is very easy to prove that 7* : [77, r2] —► E constructed above provides a 
parametrization of a Jordan curve which has a continuously varying tangent. Let 
us write
7*W =  |7*(r)l exp{«$*(r)} for all r  6 [77, r 2], 
where : [77, 77] —> E  is a continuous function which extends $  : [pi,p2] —* E.
Let Zq :— (Qi +  Q2) / 2  +  i[A -1- (Q2 — Q\)/2\.
7 * (77) =  7*(r 2) =  Zo,
7*(n) =  i*{r2) = —1 +  iO, 






It follows from (2.33) and (2.35) that
$ * { q i )  =  2&i7r -  7r/2, #*(32) =  2fc27r +  t t / 2.
Using (2.36) we deduce that
#*(ri) =  2fci7T — 7T, $*(r2) — 2fc27T +  7T.
Therefore
^*(^2) -  $*(r i) =  2(fc2 -  /ci)7T +  2-7T, (2.37)
where, by (2.34),
k2 - k 1 > 1. (2.38)
But the validity of (2.37) with (2.38) is in contradiction to Theorem 2.18. This 
shows tha t necessarily (2.28) holds, a fact which completes the proof of Theorem 
2.7. □
The following Lemma will be used in the proof of Theorem 2.8.
L em m a 2.19. Let j  : (—0 0 ,0) —► E  be a function of class C 1 with j ( x ) —> 00  as 
x  /*  0, and for which there exists 6 <  0 such that j  is convex on [J, 0). Then for  
every a  G (—0 0 , J] there exists /3 G [£, 0) such that
j (x )  +  j '(x )(y  -  x) < j(y )  for all x  G [/?, 0) and y  G [a, 0). (2.39)
Proof of Lemma 2.19. If y, x  G [<5,0), then (2.39) holds automatically since j  is 
convex on [(5,0). It suffices therefore to consider the case
a < y  < 5 < x  < 0 .
In this case (2.39) can be rewritten as
x - y
< j ' (x),  (2.40)
and it remains to prove that this holds for all x  sufficiently small.
By Lagrange’s Mean Value Theorem, for every y < 8 < x  there exists £ViX G
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(?/, x) such that
(2.41)
Since j ( z )  —* oo as z f  0, it is possible to choose (3 sufficiently small so that, for 
all x  E [(3,0 ) ,
and therefore in (2.41) one must necessarily have tha t £y)X E (£, x). But z  > j '(z)  
is increasing on (<$, 0) since j  is convex there, and hence j'{£y,x) <  Together
Proof of Theorem 2.8. Let 5 be as in the statement of the Theorem. Applying 
Lemma 2.19 with j  := — log h and a  :=  minTZ(w) yields (3 E [5,0) such that, for 
all t with w(t) E [/?, 0) and for all s E l ,
log h(w(t)) +  (ht(w(t)/h(w(t))(w(s) — w(t)) — log h(w(s)) > 0. (2.43)
Fix ti, t 2  E J\f with (ti, £2) C R \ A f  such tha t w(t) E [/?,0] for all t E (ti,^)*  
It follows from (2.19) and (2.43) that
An examination of the proofs given in [27] of Lemma 2.16 and Lemma 2.17 
reveals tha t their conclusion continues to hold on a particular interval (a, b) if the
j{x )  > s\ip{j(z) : z  E [a, <$]} +  asup{ /(;z ) : z  E [a, 6]} (2.42)
Then, for y E [a, 8) and x  E [/?, 0)
— — 3^ ~  >  su p { /(2 ) : z  E [a,  J ]}  
x - y
with (2.41), this proves (2.40). This completes the proof of the Lemma. □
for all t  E (^1,^2)- (2.44)
assumption tha t h satisfies (2 .6 ) is replaced by the weaker requirements tha t
for all t E (a, b),
and
h'(w(t)) <  0 for all t E (a, b).
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This observation, combined with the fact tha t (2.44) holds, enables us to use the 
same arguments as in the proof of Theorem 2.7 to get to the required result. □
2.3 S ym m etry
Consider a free boundary of the form S  {(X, rj(X)) : X  G R}, where 77: R —> 
R is continuous, with minimal period 2ir and exactly one local maximum per 
period. There is no loss of generality in assuming tha t X  = ± n  are consecutive 
minimizers of 77, since this can always be achieved by a horizontal translation. 
Let X c be a maximizer of 77, where —7r < X c < tt.
T h e o re m  2.20. Suppose that h G C ^ ( —0 0 ,0) for some a  G (0,1). Let (S,ip) 
be a solution of (1.1), with S  := {(X,r](X)) : X  G R}, where rj is continuous 
and 27x-periodic, strictly increasing on [—7r ,X c] and strictly decreasing on [Xc, 7r], 
for some X c with —7r < X c < 1r. Then X c = 0, r)(—X )  = rj(X) for all I g R ,  
and ip ( -X ,  Y )  = ip(X, Y )  for all (X, T ) G f i .
Proof of Theorem 2.20. Theorem 2.2 shows tha t S \ S m  is a C 2 curve, ip G C 2 ( f i U  
(S  \<SV)), and (2.2), (2.3) hold. Let Yt :=  77(± 7r) and Yc := rj(Xc). Note tha t 
7^  0 if and only if Yc =  0, in which case 6 V =  {(X, Yf) : X  =  X c +  2kn, k G 
Z}. All the subsequent arguments in this proof apply irrespective of whether this 
is the case or not.
Since the harmonic conjugate ip of —ip in fi is determined only up to an 
additive constant, it can be assumed tha t u  maps the points ± 7r +  iYt onto the 
points ± 7r +  z0, and hence w (± 7r) =  Yt . Since ± 7r are global minima for w , it 
follows th a t w'(±7r) = 0, and therefore, by (2.1), 1 +  Cw'(±7r) ^  0. This implies 
that, on sufficiently small neighbourhoods of X  =  ± 7r, 77 is a C 2 function. For 
every A , B e R  with A < B, let
Va,b :=  { (X ,y )  G fi : A  < X  < B}.
Note th a t it is enough to show tha t X c =  0 and tha t 77 is an even function. 
Then the fact th a t ip(—X , Y )  = ip(X , Y )  for all (X, Y )  G fi is immediate. Indeed, 
if r}(—X )  = rj(X) for all X  G R, then consider the function
f ( X ,y )  :=  ip(X, Y )  — ip(—X , Y ),
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which is harmonic in f i - ^  and continuous on its closure. Notice tha t £ =  0 on 
the finite boundary of f i - ^  and, since
,Y )  = f X ipx  (T, Y )  dT  for all (X, Y )  G 
J - x
and ( l.lh )  holds, then £(A, Y )  —* 0 as Y  —► —oo within this domain, so it follows 
from the Maximum Principle th a t £ =  0; hence the desired conclusion.
We now prove th a t X c — 0, and rj(—X )  = r](X) for all l e i .  Since each 
of the restrictions of 77 to [—7r ,X c] and [Xc, 7r] is a continuous bijection onto 
[Ft , y c], let gi and gr denote their inverses, and consider the continuous function 
g : [YUYC] -> R  given by g :== (gt +  gr) / 2. Note tha t g(Yt) =  0 and g(Yc) = X Ci 
and th a t symmetry of S  is equivalent to g =  0 on [Y*, Yc]. Let
min(flf) : =  m i n { # ( y )  : Y  G [Yt iYc]}, m a x(g) : =  m ax{g(Y)  : Y  G \YUYJ[}.
We say th a t a free boundary S  has property (L ) if m in(g) ^  X c and property 
(R ) if max(g) ^  X c. Observe that, for any non-symmetric S , at least one of the 
properties (L) and (R) must hold.
If (S,ip) is any solution of (1.1), then it is possible to associate with it a new 
domain fi obtained by reflection in the vertical line X  = 0, i.e. fi :=  {(—X , Y )  : 
( X ,  Y )  G f i } ,  on which a function ip can be defined by 4>(X,  Y )  : =  ^ ( — X ,  Y ) ,  for 
( X ,  y )  G fi. Denoting by S  the boundary of fi, it is straightforward to confirm 
th a t (<S, ip) is also a solution of (1.1). W ith X c and g having the obvious meaning, 
it is very easy to  check that
X c =  - X c and g = - g .
If S  does not satisfy (L ), then it necessarily satisfies (R ), and since
m in ®  =  m m (-g )  = -  m a x ®  ^  - X c = X c,
it follows th a t (L ) holds for <S.
Hence, if non-symmetric free boundaries exist, then there exists a non-sym­
metric free boundary satisfying (L). We now show tha t this is not possible. 
Assume, for definiteness of notation, tha t (<S, ip) is a solution of (1 .1) such that
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(L) holds for <5. Then exactly one of the following two situations must occur: 
(Li) m in(g) X c and min(g) < 0;
(L2) min(p) 7  ^X c and min(g) =  0.
Suppose th a t (L \ ) occurs. Let X q := min(p), where —7r <  X 0 <  0 and X q < 
X c, and let Y0 be such tha t g(Y0) = X q, where Yt < Yq < Yc. Let Xi := gi(Yo) 
and X r :=  gr(Yo), so tha t Xi < X c < X r and rj(Xi) = 7](Xr) = Yo. Let f i - 7r,x0Xo 
denote the reflection of Cl-^Xo in the line X  — X q by means of the mapping 
{ X ,Y )  1—> (2Xo — X ,  Y ) .  Note tha t £l-Wtx 0 can be written as a union of open 
horizontal line segments. It is clear from the definition of X 0 th a t the reflection 
of each of these segments is contained in hence is a subset of ft. Let
X \  :=  2X 0 + 7r, so th a t Xq < X \  < 7r, and let X 2  :=  ( X i+ 7r ) /2 . Since 77 is strictly 
decreasing on the interval (X i,7r), the domain Q,x2,-k-,x2 obtained by reflecting 
Ctx2,n in the line X  = X 2  by means of the mapping (X , Y )  1—> (2X2 — X ,  Y )  is a 
subset of Q. Let
I 77(2X 0 -  X ) ,  for X 0 <  X  <  X 1}
r}{X) :=  <
[ 77(2X 2 -  X ), for X i < X  < X 2.
Moreover, if S  :=  { (X ,77(X)) : X 0 < X  < X 2}, then S  is a C 2 curve. Since Q, is
included in Cl, it follows tha t fj(X) < rj(X) for all X  6  (X o,X 2). Together with
Since the harmonic function 'ijj is 27r-periodic in X , it follows tha t £ is smooth 
across the line X  =  X i, and harmonic in fi. In addition, £ is continuous on the 
closure of Cl, £ =  0  on the lateral boundaries of this domain and, from (l.lh ) ,
Cl := Cl-nyx o;X0 U {(Xi, Y )  : —00  <  Y  < Yt} U Clx2,n-,x2
so tha t =  {(X, Y )  : Xo < X  < X 2 , —00  <  Y  < fj(X)},  where 77 is a continuous 
function on the interval (Xq,X 2), given by
the fact th a t fj(Xr) = r](Xr), this ensures tha t the curves <5 and S  have the same 
tangent at (Xr ,Yb)- Consider now the function £ defined in Cl by
^ (X , Y )  -  -0 (2X 0 ~ X , Y ) ,  X 0 <  X  <  X i, - 0 0  < Y  < fj(X), 
0 ( x , y ) - 0 (2X 2 - x , y ), x 1 < x < x 2, - o o < y  < 77(x ) .
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£ (X ,Y )  —► 0 as Y  —► — oo within Q. Moreover, since %Jj = 0 on S  and tJj <  0 in 
Q, it follows tha t £ < 0 on S  and £ < 0 at the point (X c,fj(X c)) on <S. Thus, 
the Maximum Principle shows tha t £ <  0 in f2. Since £ =  0 at (X r,Yo) and 
Q satisfies the interior sphere condition at this point (since <S is a C 2 curve), it 
follows from Hopf Boundary-Point Lemma tha t d £ /d n (X r,Yo) > 0, where n  is 
the outward normal to  S.  On the other hand, it is clear from the definition of <S, 
the tangency of S  to S  at (Xr ,Yo), and using also (2.3), tha t
| ( X , y 0) =  g ( x , y o ) - g ( x !,yo) =  °.
The contradiction obtained shows tha t (L\) cannot occur.
Suppose now tha t (L2) occurs. Since min(^) =  0 < X c, it follows tha t the 
domain Q, :=  fi_W|o;o obtained by reflecting Q-^o in the line X  = 0 is a subset of 
f2. Clearly Q = {(X, Y )  : 0 <  X  < 7r, —00  <  Y  < 7)(X)}, where fj(X) := rj(—X ), 
for all 0 < X  < 7r. Let £ be defined in Q by
£ (X ,Y )  := il> {X ,Y )- i l> (-X ,Y ) .
Then £ is harmonic in and continuous on its closure. In addition, £ =  0 on 
the lateral boundaries of this domain, and £(X, Y )  —► 0 as Y  —► —00  within Q. 
Moreover, since -0 =  0 on S  and tjj < 0 in Q,, it follows tha t £ <  0 on «S and 
£ < 0 at the point (X c,fj(X c) on S.  Thus, the Maximum Principle shows that 
£ < 0 in 0 . Note also tha t £(7r, Yt) = 0. Let us now calculate the first and second 
order partial derivatives of £ at (7r ,Y t). Since 77 is a C 2 function for X  close to 
± 7 r, and i/j can be extended as a C 2 function in a neighbourhood of (±7r, Yt), the 
following calculations are valid. Differentiating with respect to X  the relation 
tp(X,rj(X)) = 0 at X  = ± 7r leads to
'Ipx +  </W =  °>
and since r)'(±7r) = 0, it follows tha t ipx (±7r,Yt) = 0, and hence £x (7r,Y t) = 
0. The periodicity of ip shows tha t £y (?r, Yt) =  £x x (tt, Yt) =  £yy(7r ,y t) =  0. 
Differentiating now with respect to X  the relation |V ^ |2 (X, r](X)) — X(rj(X)) = 0
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at X  =  ± 7r leads to
Wxi^xx  +  ''PxyV') +  2VvWw + ^yyV') -  X(r)W =  0,
and, since r)'(±ir) =  0 , 'ipx (±ir, Yt) = 0, and ^ ( ± ^ ,1 ^ )  =  h(Yt) ^  0 , it follows 
th a t ipXY(±Tr,Yt) =  0, and hence £xy (7r ,Y t) = 0. Thus, all first and second order 
partial derivatives of £ vanish at the point (7r, Yt). But this is in contradiction with 
the following version of Serrin Corner-Point Lemma [24], applied to Q := {7r,Yt), 
0  Q U {(7r, Y )  : —00  <  Y  < Yt} U ^ , 2^ and ©0 :=  fL
L em m a 2 .2 1 . Let 0  be a domain in R2, Q a point on dO and assume that, 
locally in neighbourhood of Q, the boundary of © is a C 2 curve. Let ©o denote 
the portion of © lying on some particular side of the line containing the normal 
to dO at Q. Suppose that £ G C 2(©o) is harmonic in ©0, with £ <  0 in ©o and 
£(Q) =  0. I f  m  is any direction which enters ©0 non-tangentially, then either 
d£ /d m  < 0 , or <92£/<9ra2 <  0 , unless £ =  0  in ©o-
This shows tha t (Lf) cannot occur either. In conclusion, no non-symmetric 
free boundaries exist, and the proof of Theorem 2.20 is completed. □
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Chapter 3
Behaviour of Free Boundaries at 
Singular Points
In this chapter we study the existence of lateral tangents to free boundaries at 
isolated stagnation points. We show that, for a large class of Bernoulli problems, a 
free boundary which is symmetric with respect to a vertical line through a singular 
point must necessarily have a corner at tha t point, and we give a formula for the 
contained angle. This result extends the first Stokes conjecture in the theory of 
hydrodynamic waves, which was originally proved by Amick, Fraenkel and Toland 
[1] and Plotnikov [21]. By means of an example we show tha t free boundaries 
need not always have a corner at a singular point. We also show that, for a large 
class of problems, if a free boundary has a corner at an asymmetric stagnation 
point, then the lateral tangents must be symmetric with respect to the vertical 
line passing through tha t point, and enclose an angle of the expected size. The 
proofs are based on hard analytic estimates for nonlinear pseudo-differential and 
integral operator equations.
3.1 E stim ates on Singular Integral O perators
Many of the equations studied in the thesis involve singular integral operators 
associated to the kernels
K ( t ,s )  =  -  log
7r
sin^(t +  s)
sin — s)
t , s e  (0 , 7r], (3.1)
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and
, / \ 1 1 X +  V tr, \k{x,y) = log -j---------- r> x , y e  (0 ,oo).
7r \x — y |
(3.2)
It is natural to s ta rt by collecting some estimates on these operators. These 
estimates will be extensively used in this chapter and the next.
An equivalent expression for K  is
K ( t , s )  =  — log
7T
tan |  +  tan  |
tan  |  — tan  |
for all t , s G  (0 , ir). (3.3)
We will need the following explicit evaluations of integrals:
f 1 1 +  it 1 1 +  u l  . 7r2
/  lo g -  j-- d u =  /  lo g -  — du = — .
J0 \ l - u \ u  1 - u \ u  4
(3.4)
Indeed, the equality of the integrals in (3.4) can be seen by making the change of 
variables u *-+ u~l . To evaluate the first integral, we expand the integrand into a 
power series, for u G (0,1),
m= 1
log(l +  u) =  ] T ( - l ) m 1— , log(l ~ u )  = ~ ^ 2  —  z—• m  z '  rnm= 1
This shows tha t, for u  G (0,1),
1 , 1 +  tt u2k
u l0Sl - u  f - ' 2 k  + l
and hence
f 1 1 +  u l  1 7r2
I  = = T-
(3.5)
k=0
NOOwhere we have used the known fact tha t Xlm=i I / 7™2 =  tt2/ 6 .
It follows tha t, for any x  G (0, oo),
r k ( x , y ) - d y  = -  r i ogTi ± ^ i d u  =  | ,  (3.6)
7o 2/ n Jo \ l - u \ u  2
where we have used the change of variables y — xu  and the homogeneity of k.
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Another consequence of (3.5) is that
log(l +  u) — log(l — u ) > 2 u  for all u £ (0,1). (3.7)
It is also easy to  see tha t
k ( l ,u )  > for an u ^  [1/2,2]. (3.8)
7T
Note also tha t
K ( t ,s )  < k(t,s)  for all t, s E (0 ,7r], t ^  s, (3.9)
since this is equivalent to
s in ( |( t  +  s)) < s in ( ||i  — s|)
t +  s ~~ \t — s|
which is true because the mapping u  (s inu )/u  is decreasing on (0 , 7r].
For each a  6  (0,1), let ua be the unique root of the equation u = o; tan  u  in 
the interval (0 ,7r / 2 ). The function ga : (0, ua] —► R given by ga(u) := (sinu ) /u a, 
is increasing on (0 ,u a], since
. . . COS U (  \  . _ ,
9oku) =  ”  at& nu)  ^  0 on (0 , uQJ.
Hence
so th a t
s in ( | |t  — s|) sin(^(t +  s))
<  —  r  for all t, s G (0, ua], t  ^  s,
\t — s |a (t +  s)a
a  k ( t , s) <  K ( t , 5) for all t, s G (0, ua\, t  ^  s.
In particular, if or :=  7r/4, it follows that
k(t, s) < K (t,  s) for all t, s G (0, tt/4], t ^  s. (3.10)
L em m a 3.1. Let w  : [l,oo) —* [0,0 0 ) be given by
Then 1*7(7 ) =  4 k( 1, z)^ dz, and therefore lim1,_>i+ zu(7 ) =  0.
Proof of Lemma 3.1. For 7  > 1, we claim tha t the set of values of 2 G (0 ,0 0 ) for 
which k{7 , z) > fc(l, z) coincides with the interval [y/y,0 0 ). Indeed, the claim is 
proved by the following chain of equivalences:
fc(7, z) > fc(l, z) <=* ( 7  + z)2(l -  ^ )2 > ( 7  -  2 ) 2 (1 + z )2 
<=$> (7 2 + 2 2 + 2 7 2 ) (1 + z2 -  2z) > (7 2 + z 2 -  2r)z){ l + z 2 + 2 z)
2 7 2 (1  +  z 2) -  2z(,y2 +  z 2) >  - 2 7 2 (1  +  z 2) +  2z('y2 +  z 2)
7 ( 1  +  2 2) >  7 2 +  z 2 (z2 — 7 ) (7  — 1) >  0 4$ z 2 >  7 .
Hence
,  1 ™  H i , . ) * *  r  r * < i . * ) -Jo ^ 70 U J 1/v^ u J^y z
rV^ r 1 1
= 2 fc(l, z ) — dz =  4 / /c ( l ,z )-d z ,
./lA/v z  J 1 2
where the change of variables formula has been used several times in obvious
ways. It is now immediate tha t lim7_>1+ £*7(7 ) =  0. □
L em m a 3.2. Le£ £> 6  L°°(0,0 0 ) and let q : (0 ,0 0 ) —> M be defined, for all 
x  e  (0 , 0 0 ), by foo 1
q(x) =  /  k (x ,y ) -g (y )d y .
J o  V
Then q G C t(0 ,0 0 ) and, for all X\,X 2  G (0 ,0 0 ) with X\ < X2 ,
k f e )  ~  c(®i)| <  ^ ( x 2/x i )  |k | |  L°°(0,oo) j (3.12)
where w  is given by (3.11).
Proof of Lemma 3.2. Note first tha t c is a bounded function since, by (3.6),
fo° 1 7r
k (z ) | <  /  k { x , y ) - d y  11^ >|Uoo(0>Oo) =  « ||e||L«(o|0o), (3.13)
Jo y  z
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for every x  G (0 ,  oo). Let x\, x 2 G ( 0 , 00) with x\ < X2 . It follows by the change 
of variables y = x \ z  th a t
C o ro lla ry  3.3. Let {pn}n>i be a uniformly bounded sequence of functions on 
( 0 , 00) ; and let sn : ( 0 , 00) —> M. be defined, for all x  G ( 0 , 00) , by
Proof of Corollary 3.3. The uniform boundedness of {cn}n>i, is clear from (3.13). 
The equicontinuity of the sequence {cn}n>i follows from (3.12) and Lemma 3.1.
□
C o ro lla ry  3 .4 . Under the assumptions of Lemma 3.2, the following holds: for  
every sequence {en}n>i with en > 0  for all n, the sequence of functions {cn}n>i, 
defined by Cn(^) :=  c ( e nz )  for all x  G ( 0 , 00) ; is uniformly bounded and equicon- 
tinuous on ( 0 , 00) .
Proof of Corollary 3.4• This can be seen either directly from (3.13) and (3.12), 
or as a particular case of Corollary 3.3 since, for all n > 1 and x  G ( 0 , 00),
L em m a 3.5. Under the assumptions of Lemma 3.2, suppose in addition that 
limy_»o+ g(y) = a. Then limI_>0+ c(®) — an/2.
/  \k(x2, y ) - k ( x i , y ) \ - d y  11^ |U~(0,oo)
Jo y
f°° 1
/  \k(x2/ x i , z ) - k ( l , z ) \ - d z
Jo Z
which proves (3.12). The continuity of c is immediate from Lemma 3.1. □
Then the sequence of functions {cn}n>i is uniformly bounded and equicontinuous 
on ( 0 , 00) .
where gn(y) :== g(enx), for all y G (0 ,00). □
Proof of Lemma 3.5. By Lemma 3.2, c is a bounded function. Fix e > 0. Let
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b G (0, oo) be such that
a — e < g(y) < a +  s  for all y G (0, b).
Then one can write, for x  G (0, oo),
f b 1 f°° 1
s(x) =  /  k ( x , y ) —g(y) dy + /  k (x ,y ) -g (y )  dy =: P(x)  +  Q(z)- (3-14)
Jo y  Jb y
Clearly, fo r  a; G ( 0 , o o ) ,
f b 1 f b 1
( a - s )  k { x , y ) - d y  < P(x)  <  (a +  e) /  k ( x , y ) - d y ,
Jo y  Jo y
so that, using the change of variables ?/ =  xu,
/•b/x /»b/x
(a — e) /  fc(l,w)— du < P(x) < (a +  e) /  fc(l,u)— du.
Jo u  Jo u
As a; —> 0+ , it follows using (3.6) tha t
(a — e) ^  <  lim inf P (x) <  lim sup P{x) < (a +  e) ^ . (3.15)
2 x->o+ x—+o+ 2
Note also tha t, for x  G (0, oo),
f°° l  1
\Q (x) \<  /  fc(z,2/)-Gfr/| |0 || L°°(0,oo) — I fc(l, ti) di/.| |^| |i,°°(0,oo) j
7b y  Jb/x u
so tha t
lim Q(x) = 0. (3.16)
x —*0+
Using (3.15) and (3.16) in (3.14) yields
7T 7T
(a — e)—■ <  lim inf q(x) <  limsupc(:r) <  (a +  e) — . (3-17)
2 x^o+  x—>o+ 2
Since (3.17) holds for all e > 0, it follows th a t limx_>0+ s(x) = air/2, as required.
□
The following lemma deals with a situation which will be frequently encoun­
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tered in this and the next Chapter. The result is essentially [15, Lemma 1], (see 
also [2, Lemma 10.4.3]), with a slightly simplified proof.
L em m a 3.6. Let k  > 0. Let I  :=  (0, oo) or I  := (0, a] for some a > 0, and let 
I  {2x : x £ I} .  Let 0 : I  —► M be a continuous function with 0 <  0 < 7r/ 2  on 
I ,  such that, for all x  £ I,
<Kx) > k [  k(x, y) ' w  dV, (3-18)
Jo v + J* s in <p(u) du
where v  >  0. Then there exists m \ > 0, independent of I ,  v and 0 , such that
px
v +  I sin (f){u) du > m \x  for all x  £ I.  (3.19)
Jo
Moreover, if  v = 0, then there exists m 2  > 0, independent of I  and 0 , such that 
4>(x) > m 2  for all x  £ I.
Proof. Fix x £ I. For every z £ [x, 2x], it follows from (3.18) tha t
(f>(z) > k [  k { z ,y )— —S r ^ l T T l - dy 
J x   ^+  Jo “ “ " ■sin (f>(u) du
/clog 3
——— { log J  s in 0 (u) duj — log (i> +  J  s in <f)(u)du^}, (3.20)
where we have used the fact that, for y , z  £ [x,2x], one has z / y  £  [1/ 2 , 2], and 
hence k(y ,z )  = k ( l , z / y )  > log3 / 7r, by (3.8). Integrating (3.20) yields
1 f 2x k log 3 f f 2x sin M u ) du 1
-  4> {z)dz>— * - ] o g { l +  J x rX \  >• (3.21)x Jx 7r I v  +  J0 sm (p(u) du I
Since 0 <  0 < 7r/ 2  implies tha t
2 ,— 0  < sm 0  <  0 ,
7T
it follows from (3.21) tha t
7r2 1 f 2x f f 2x sin 4>(u) du 1
——— - -  /  sin (j){u) du >  log < 1  . > . (3.22)
2 k  log 3 x Jx 1 v  +  f Q sm 0 (u) du J
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Since the left-hand side is bounded by c := 7r2/(/tlog3), it follows tha t
Jx2x sin (j)(u) du 
v + Jq sin (f)(u) du
is bounded, by M  say, independently of £, 0 and v. Since there exists C > 0 
such th a t log(l +  N ) > C N  for all N  E [0, M], it follows from (3.22) tha t
'2l C f 2x sin <f)(u) du
d u >  — w
1 f lx
— /  sin (j)(u)
J  X c i> +  JQX sin 0(u) du ’
and hence (3.19) holds with m i := C /c. This is true for all x  E / ,  and m i is 
independent of 7, </> and z/, as required.
Suppose now th a t v = 0. It follows from (3.18) th a t one can write, for all 
x  E 7
. . .  7X sin 0 (2/)
^(x) >  k /  fc(z, y) ry . , , dj/,
7 o J ’ sm <f>(u)du
and hence, since sin<^>(u) du < y  for all y E (0, x),
/.i 1
0 (a;) >  « /  k (x ,y )~  sm (f>(y)dy.
Jo V
Using now (3.7) and (3.19) yields
> — — [  sin <f)(y) dy > for an x  E 7,
7T X J o  7T
and this completes the proof of Lemma 3.6. □
3.2 Sym m etric  Singular Free B oundaries
Let (S ,ip ) be a  solution of (1.1) and consider an isolated symmetric stagnation 
point. There is no loss of generality in assuming tha t it is located at (0,0), since 
this can be achieved by horizontal translation. Under a weak assumption on the 
nonlinearity h, we show that S  must have a corner at tha t point, and we give a 
formula for the contained angle.
For h as in (1.4) and whose restriction to (—6,0) is of class C 1 for some
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6 > 0, let /  be given by (1.40) and F  as in (1.41), and consider the function 
E  : (0 ,5) —> K. given by
E (r) = ^ n r p -  fora11 r e ( o , S ) .  (3.23)
T h e o re m  3.7. Let h be as in (1.4) and such that, for some 6 > 0, the restriction 
of h to (—5,0) is of class C 1. With E  as in (3.23), suppose that
there exists p  £ (0,1) such that lim E(r) = p. (3-24)
r—>0+
Let (<S,V0 be a solution of  (1.1), where S  contains the point (0 ,0 )  and is sym­
metric with respect to the vertical line X  = 0. In addition, suppose that there 
exists Xq £ ( 0 ,7r], Y0 < 0 and rj : [—X o,X o] —► R a continuous even func­
tion, strictly decreasing on [0, Xo], and such that, if  TZ denotes the rectangle 
{ ( X , y )  : - X 0 <  X  <  X q, Y 0 < Y  <  0 } ,  then
snn = { ( x ,n(x)): - x 0 <  x  <  x 0}.
Thenrj is continuously differentiable on [—X i , 0 )  U ( 0 ,X i ]  for some X \  £ (0, Xo], 
and limx->±orf{X) = =Ftan(//7r / 2), where p is given by (3.24).
We start by deriving, from the geometric properties of <S in Theorem 3.7, 
additional analytic properties of the solution 0 of (1.42) associated to  S.  The 
largest part of this Section is devoted to studying the behaviour at a singular 
point for solutions of (1.42) with these additional properties. The main result is 
Theorem 3.9, from where the conclusion of Theorem 3.7 is immediate.
The following considerations, which will also be useful in Section 4, are rele­
vant to a more general context than tha t in Theorem 3.7, since symmetry of S  
is not required.
Suppose th a t h is as in Theorem 3.7 and (<S, ip) is a solution of (1.1) such that 
the following holds: there exists X 0 £ ( 0 , 7r], Yo < 0 and 77 : [—X 0, X 0] —> R a 
continuous function, strictly increasing on [—Xo, 0], strictly decreasing on [0 , Xo], 
with 77(0 ) =  0 , and such that
S n  n =  { ( X ,  rj(X)) : - X o  <  X  <  X o } ,
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where TZ denotes the rectangle {(X, Y )  : — X q < X  < X 0, Yo <  T  <  0}. We 
may assume tha t <£>, a harmonic conjugate of —'ip satisfies <^(0,0) =  0. W ith w 
as in Chapter 1, one obtains th a t S  can be parametrized by (1.23), with the 
origin in the (X,  F)-plane corresponding to t = 0, a stagnation point. Moreover, 
'd satisfies
The assumptions on the regularity of h and on the geometry of S  close to the 
origin imply, using (1.23) and (1.30), tha t there exists to E (0 ,7r] such tha t
$  =  —Cr,
t ( s )  =  — log {h(i7 -1 f  f  sin$(u) d v \ ) } ,  s G R ,






$ is continuous on (—to, 0) U (0, to), (3.25e)
for all t E (—£o,0) U (0,£o)- (3.25f)
and
cos$(t) >  0 on (—£o,0) U (0 ,to),
s in $ ( t ) > 0  on (—£o,0), s in $ ( t ) < 0  on (0,to)-
It follows tha t there exist fci,fc2 E Z  such that, for all t E (0, t0),
We now recall for easy reference the result in [27, Lemma 3.10]. 
L em m a 3.8. Suppose that f o r t  E (0, to), to > 0,
m +7r <  $(t) <  M +7r and m  n < < M  ir.
Then
m + < M  and m  < M + +  1.
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It is now immediate from Lemma 3.8 tha t necessarily k\ = k2 —: k, so that, 





# (—t) G 2/c7t, 2kir -f —
Z -
(3.25g)
We therefore deduce th a t the following holds for 9 :=  — d, with n  :=  —fc. 
6 = Ct ,
T(s) =  — log { f ( F _1 ^ J  s in 9(v) d v ) ) } ,
[r] =  0,






and there exists to € (0 ,7r] such that 
0 is continuous on ( —to, 0) U ( 0 , to ) ,
fJo
sin 6{y) dv > 0 for all t  G ( —to, 0) U (0, t 0),
0(t) e 7T2n7r, 2n7r +  —
Z -
, 6(— t) G
7r




for all t  G (0, t0). (3.26g)
We now specialize the preceding considerations to the setting of Theorem 3.7. 
Since S  is symmetric, a simple argument similar to tha t used at the beginning 
of the proof of Theorem 2.20 shows tha t ip is necessarily an even function with 
respect to the X  variable. We may suppose tha t <p, a harmonic conjugate of 
—ip, in addition to  satisfying <p(0,0) =  0, is odd in X .  It follows tha t w is an 
even function, 7  =  0 in (1.23), and the function 9 satisfying (3.26) is odd. This 
implies th a t necessarily n = 0 in (3.26g). Now Theorem 3.9 below shows that 
limt_>o+ 9{t) =  /i7 r /2 , which implies the result claimed by Theorem 3.7.
T h e o re m  3.9. Let f  : [0,00) —► [0 ,00) be continuous, such that / ( 0) =  0, /  > 0 
on (0, oo), and f  G C 1(0, J) for some 6 > 0. With E  as in (3.23), suppose that 
(3.24) holds. Let 9 be an odd function which satisfies (3.26) with n =  0. Then 
limt_>o+ 0{t) = 1 ^ /2 ,  where p is given by (3.24).
We remark th a t the proof of Theorem 3.9 which will be given here does not use 
the assumption (3.26c), and only requires tha t r  G L\.K rather than the stronger
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assumption (3.26d). The proof would also be valid if it were assumed in (3.24) 
th a t f i  E (0,1] rather than f i  E (0,1) .
The proof of Theorem 3.9 is quite long and elaborate, and consists of several 
steps. We start with an outline of the strategy.
The first step is the following result, which shows th a t 6 is necessarily discon­
tinuous at the origin.
P ro p o s itio n  3.10. Under the assumptions of Theorem 3.9, lim inft_>0+ 0(t) > 0.
Then, to prove tha t limt_>0+ 0(t) = un/2 ,  we study the limit points of 6{t) as 
t —► 0+ . As in [1], our analysis involves the integral equation
where k is given by (3.2). Solutions of (3.27) are required to belong to the space 
C&(0, oo) of bounded continuous functions on (0, oo), to satisfy the relation (3.27a) 
at every point, and the bounds (3.27b). The connection between the limit points 
of 6(t) as t —> 0+ and the solutions of (3.27) is given by the following result.
T h e o re m  3.11. Under the assumptions of Theorem 3.9, suppose that there exists 
a sequence en —> 0+ such that 6{en) —> a, where 0 <  a < n/2 . Then a > 0 and 
there exists a solution (f>* of (3.27), with fi given by (3.24), such that </>*(l) =  a.
It is straightforward tha t Theorem 3.9 now follows from Theorem 3.11 and 
the following theorem.
T h eo re m  3.12. Let fi E (0,1]. The only solution (f)* of (3.27) is the constant 
function pn/2 .
We now give the proofs of Proposition 3.10, Theorem 3.11 and Theorem 3.12.
3.2.1 Prelim inary Estim ate - Proof of Proposition  3.10
Let so G (0, to) be chosen sufficiently small so th a t i ?_1( /0s sin0(u) dv) < 6 for all 
s G (0, so). Then r  is a continuously differentiable function on ( 0 , s q )  and
(3.27a)
x £ (0,oo)
inf (f>*(x) > 0 and sup 4>*{x) < 7t/2,
;( , ) x £ (0,oo)
(3.27b)
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It follows from (3.24) tha t there exists si with 0 < Si <  s0 such tha t r  is a 
decreasing function on (0, si) and, moreover,
- r ' ( s )  >  f  r*SmeJ(S\ j  for a11 s G (°>5l)' (3>28)2 J0 smv(v) dv
Since r  G the monotonicity of r  shows tha t f*  r(v) dv > sr(s) > 0 for all 
s G (0, si), which implies tha t lims_>0+ sr(s) = 0.
Since r  is an even function, the definition of a conjugate function shows that, 
for any S2 with 0 < S2 <  si, and for all t G (0 ,52),
0(0 = ^ J Q { cot ~  s )) +  cot +  0 )  H r (0  ~  r (s2)} ds
= 5tt Jo  ^COt ( ^ S +  ”  COt ( ^ S “  dS
+ h  j s  ^COt (^ S ~ ~~ COt (^ S + *0 “ T^  ds
—: -PS2(t) +  Qs2(t).
We now show that, if 52 is suitably chosen, then QS2(t) is non-negative for all 
t sufficiently small. It is clear tha t
£& ^ =£sv h  L 2 cot G(s"t] )  ~ cot S(s+0 }{r(S2)"r(s)} ds 
= h i ^ l {T(S2)- T{s)}ds 
- i i ^ j {T{S2)- T{s)}ds’
since r is a decreasing function on the interval (S2,5 i). It follows that
2w Um «aW > T( j r ds _ r  z w  ds
*-0+ t -  v l) Jtl sin21 JSI sin2 §
Si 1
> 2r(s2)cot — -  llT lltn o ,,)^ -^ .
2
Since lims_>o+ t(s )  =  + 00, it follows that there exists S2 G (0, si) such that 
"^(^ 2) > (sin si)_1||r ||ii(o)7r). Fix S2 with this property. It can be assumed with
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no loss of generality tha t 0 < s2 < 7t/4. It is a consequence of limt_> 0+ Qs2 ^  0 
tha t there exists t \  with 0 < t\ < s2 such th a t QS2(t) >  0 for all t G (0 ,ti).
For any t G (0, s2), let us write PS2(t) in a different form. We have tha t
Pa2( t ) = ] i m - ^ J  {cot (^ (5  +  0 )  “ cot ( ^ ( 5 - ^ ) ) } { r ( s ) - T ( s 2)}ds. (3.29)
Integrate by parts on the interval (e, s2), and then let e —► 0, to conclude tha t
P S2 W  =  ~  [  K (f ’ S) T'( S) d S 1Jo
where K  is given by (3.1). In justifying the validity of this formula, one uses the 
fact that, for any t G (0, s2),
lim (r(e ) - r ( s 2)} log 
£-►0+
sin U t  +  e)
sin \ { t  — e)
=  0 ,
which is itself a consequence of
lim £t (e) =  0 and lim -  log 
£^0+ £-0+ £
sin \{ t  + £)
sin A(i -  e)
=  cot - .  
2
One also has to  take into account tha t the integral in (3.29) is one in the sense 
of a Cauchy Principal Value at t , but this fact does not create difficulties.
We have thus proved that, for all t G (0, ti),
6(t) > — f  K (t,  s )t '(s)  ds,
Jo
and therefore, by (3.28),
2 Jo  J0 si
sin 9(s) 
nflfy) dv
ds , for all £ G (0, fy). (3.30)
Since s2 was assumed to satisfy 0 < s2 <  7r/4, it follows from (3.10) and (3.30) 
tha t
sin0(s)
m > ds, for all t  G (0,fy).sin9(v) dv
Let t2 := fy/2. Lemma 3.6 applied with I  := (0, t 2] and v  := 0 yields the
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existence of ra2 > 0 such tha t 6(t) > m 2 for all t G (O,^)- This completes the 
proof of Proposition 3.10.
3.2.2 Lim iting Equation - Proof of Theorem  3.11
Let en —> 0+ be such tha t 9{en) —► a as n  —► 0 0 . Proposition 3.10 shows that 
a > 0. Let m 2 >  0 and t2 > 0 be as in the proof of Proposition 3.10, so that 
0(t) > m 2 for all t  G (O,^)- Since (3.24) holds, there exists S3 with 0 < S3 < t2 
such that
J  sin 0 (v)dv^) <  2 /z, for all s G (0 , S3) .  (3.31)
As in the proof of Proposition 3.10, one can write, for all t G (0, S3) ,
0 ( t)=  [  K ( t , s ) E ( F ~ 1( f  sin 6{v) dv) ) Sm ^  ds 
Jo  Wo '  J0 sm 0(v)dv
+ r^ /  ^COt (^ S_^) _COt + ~ T(s)}ds
=: P(t) + Q(t).
Let yo \= tan (s3/ 2 ), and <j>, R , 5  : (0 ,2/0) —* M be given by <j)(x) :=  0(2arctan:r), 
i2(:r) := P(2 arctan :c) and 5'(a;) :=  Q(2 arctana;) for all x  G (0 ,2/0), so that
(j)(x) = R(x)  +  S(x)  for all x  G (0, yo). (3.32)
It is clear th a t limf_>0+ Q(t) = 0, hence limx_>0+ S(x) = 0 .
Using the identity (3.3), the change of variables s =  2arctan?/ in the integral 
defining R  leads to
R(x) = /  k (x ,y ) -p (y )d y  for all x  G (0,j/0),
Jo V
with
/ x \ s in 0 (2 arctan?/) 2y . .
p(y) := *(2arctany) 2a T T 3  » lM)(i>),
J0 s in % )  dv 1 +  2/
where *,(2 ) := £ ,(F _1( s in ^ f - y )  di;)) for z G (0, s3), and XM) denotes the char­
acteristic function of the interval (c,d), for 0 <  c <  d <  0 0 . Since 6 > m 2 on
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(0, s3) and (3.31) holds, it follows that, for all y G (0 ,0 0 )
2 sin m 2 arctan y 1 4- y‘
where M  does not depend on y G (0 ,0 0 ). Hence p G L°°(0,0 0 ).
Note also tha t
p(y) = l(2 arctan?/) X(0,yo){y)
I  sin
du
Let a  : (0 ,0 0 ) —> R be defined by
a(x) = / k (x ,y ) -p (y )  dy for all x  G (0 ,0 0 ), (3.33)
1
0 2/
so tha t a is an extension of R , and let en := tan(en/2), so tha t 0(en) —» a. 
Lemma 3.2 and Corollary 3.4 show tha t a  G Cb{0 ,0 0 ) and the sequence of func­
tions {crn}n>i given by crn(x) := a(enx) for all x G (0 ,0 0 ) is uniformly bounded 
and equicontinuous on (0 ,0 0 ). By considering an expanding sequence of compact 
intervals whose union is (0 ,0 0 ), the Ascoli-Arzela Theorem and a diagonaliza- 
tion argument yield a subsequence of {<Jn}n>i which converges uniformly on any 
compact subset of (0 ,0 0 ) to a function <j>* G C&(0,0 0 ). For convenience, we use 
for this convergent subsequence the same notation as for the original sequence. 
Hence, for all x G (0 ,0 0 ),
Let cf)n : (0, yo/cn) —► R be defined by <j>n(x) := <j){enx) for all x  G (0,j/o/en), 
and pn : (0 ,0 0 ) —> R, pn(x) :=  p(enx) for all x  G (0 ,0 0 ). Since R(z) = a(z)  for all 
z  G (0,7/o) and limz^ 0+ S(z) = 0, it follows from (3.32) that, for all x  G (0 ,0 0 ),
Fix x  G (0 ,0 0 ). A change of variables in (3.33) shows that, for all n > 1,
4>*(x) =  lim <Tn(x) =  lim a(enx). (3.34)
lim <j>n{x) =  lim (R(enx) +  S(enx)) = lim &{enx) = 4>*{x). (3.35)
(3.36)
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We now want to pass to the limit in (3.36) using the Dominated Convergence 
Theorem. It is clear that
\ H x , y ) ^ p n(y)\ <  k(x ^y)~\\p\\L°°(o,oo), Vn >  1.
Since, by (3.6),
/  k ( x , y ) - d y  < oo,
J o  y
it remains to examine the pointwise convergence of the integrands. For each 
y G (0, oo) and each n >  1, we have
Pn(y) ■■= i(2arctan(e„y))—  s m M v ) ---------  X(o,w»„)(*/)■
/  sin^ ( “ ) T T ^ duJO 1 “r  e n U
It follows from (3.24) and (3.35) tha t
/ \ y sin 6*(y) r /rt .lim pn(y) = p y ■ ■-  for all y G (0, oo).n->oo j o sm qf (u) du
Hence, passing to the limit in (3.36) taking also into account (3.34) yields that 
</>* satisfies (3.27a). It is obvious tha t (3.27b) also holds, and (3.35) shows that 
0*(1) =  lim ^oo 4>{en) =  a. This completes the proof of Theorem 3.11.
3.2.3 Uniqueness R esult - P roof of Theorem  3.12
Note first that, by (3.6), the function <f>* = fiir/2 is indeed a solution of (3.27). To 
show tha t it is the only solution, let (f>* satisfy (3.27), and consider the following 
quantities
1 f x I
I •= inf cf)*(x), m  := sup — /  <f)*(u)du, and p  —. (3.37)
x€(0,oo) xC(0,cx>) % JO m
Clearly 0 < p < 1, and <f>* is a constant function if and only if p =  1. If this is the 
case, then it follows from the equation tha t <j)*(x) = i in /2, for all x  G (0, oo). To 
prove tha t p  =  1, we use the same strategy as in [1]. We derive from the integral 
equation (3.27) a certain inequality, see (3.45), which must be satisfied by p, and 
then we prove directly, in Lemma 3.13, tha t the only possible value of p  in the
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interval (0,1] for which this inequality holds is p = 1.
In addition to I, m  and p defined in (3.37), let
1 f x 1 f x
J  :=  inf — / s in 6*(u)du, and K  = sup — / s in <b*(u)du. (3.38)
x € (0,oo) X J q xe(0, oo)XJo
Clearly
J > s in Z , (3.39)
and it follows from Jensen’s inequality for the sine function on (0 ,7r/2], combined 
with the monotonicity of the mapping x  ► (sinic)/a; on the same interval, that
K  sin m m  1 .
< - z r r < - r  =  r -  (3-40)sin I sin I I p 
As in [1], an integration in (3.27) leads to
[  </>*(%) dz = fi f  q(x, dy, X e  (0, oo),
Jo Jo Jo sm (f>*(u)du
where
„2 , . 2 1q(x,y) = k(z,y)dz = ^ jzlog ^ + y lo g  ^  0V ' } , x ^ y .
y 2
Using (3.6), it follows tha t
J  4>*(z)dz =  ^ x  + p j  q ( z ,y ) ^ lo g  j i y  s in^* (u )dw | dy, 
and, upon integrating by parts, we find
J  <j>*{u)du = ^ - x  -  /j, J  qy( x , y ) \ o g ^ J  sin 4>*(u) du^ dy,
where
. 1 \x2 — y2\
Qy{x,  y) = -  log--------2-----’ x t y-7r y2
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Since (x — y/2y)qv(x,y)  >  0, for y ^  x, we get the estimate
1 f X i*/ \ ^  ^  ar/v^) , K- j f  ^ ( Ti)d ti < £ - + Ai^  J  lo g - j
=  +  —  log(l +  \/2) log ^  for all x  G (0, oo).
2 7T J
It follows from (3.39) and (3.40) tha t
r2
m  < ~ { ~ A ~  loSP  los (1 +  ^ ) |
Observe now tha t (3.27) can also be written in the form
(j)*(x) = fi [  k(x, y)-j-  log < f  sin<f)*(u) d u \  dy, a: G (0 ,oo),
Jo dy l^o J
and an integration by parts, as in [1], leads to
* • ( * ) = £  r ~
7T 7 o  U
log <
sin (f)*(v) dv
1 +  .------------------} du, x  e  (0 , oo).
J0 sin 4>*(v) dv (
It is clear from (3.37), (3.38) and (3.40) tha t
’»x(l+‘u)
, . , Ix(i-u) sm^*(«)d« 2n sin / 2pa
for u <  1 : —77—\  >    —  >    ,
Jo' sin <f)*(y)dv 1 — u K  1 — u
u > y Jxfc-Vsin(l>, (v) dv >  2 sin I >  2p
J X ( U - I )  g -n  U ~  l  K  U —  l
for
A substitution of these estimates into (3.42) gives, for all x  G (0,oo),
^ * W > r ( /  r>og(i + S } d“ + /  S k* { 1 +  S 3 l } duy7T V ,/n  U
Since the two integrals above are equal, it follows that
t > 2±  r ^ 0j 1 + ^ L \ du.





Combining (3.41) and (3.43) gives
- l o g p iog(i +  \ /2 )j  > J  “ i ° g j i  +  y " i~ j  du- (3-44)
But for every a  > 0, the change of variables formula shows tha t
/ ' I l o g / l +  _ £ ! ! _ ) * ,=  f 11° {^1 + (a ~ 1)M>
Jo u  [  l - u j  Jo u  Jo U
=  r HoS{1 + V). dy +  f  ^ ± *  =  r ^ r d s .
Jo V Jo S -  1 Jo 8 - 1
Thus, (3.44) is equivalent to
*2pf  Iogt S /— 7r
/  ----- - ds +  p logp  log(l +  a /2 )— —p <  0. (3.45)
7o s “  1 4
The following lemma shows th a t this is true only if p = 1, and this completes the 
uniqueness proof.
L em m a 3.13. Let g : (0,1] —> R be defined by
r2x l 2
9(x ) =  /  ° S i ds + x  logx log(l +  y/2) -  ^ - x ,  x  e  (0 ,1]. i o  s - 1  4
Then g(l) = 0 and g(x) > 0 for all x  E (0,1).
Proof of Lemma 3.13. To show tha t g( 1) =  0, we use the change of variables
formula to get
f 2 } s i i d s =  f ' h n d s +  f h n ds
Jo s - l  Jo s - l  J i  s - l
=  _ | 1 l o g ( l - i ) d4+  f 1 log{l + t ) d t =  +  t
J o  t  J o  t  J o  t  1 —  t
dt.
It follows from (3.4) tha t g( 1) =  0. Note also tha t lima._>0+ 9(x ) — 0-
We now prove tha t g(x) > 0 for all x  E ( 0 , 1). Since the singularity at s = 1 
of the function
log(l +  (s -  1))
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Figure 3-1: Graph of g on the interval [0,1]
is removable, it follows tha t g is a real-analytic function on (0,1]. Its first and
second derivative are given, for x  £ (0,1/2) U (1/2,1], by
sfix ) = +  logx log(l +  V2) +  log(l +  y/2) -zx  — 1 4
and
g"{x) = x (2x — 1)2 { 2^  4x\og{2x) +  (2x -  l ) 2 log(l + y/2)} . (3.46)
Let j  : (0,1] —*■ R be given by
j{x) = 2(2x — 1) — 4a;log(2x) +  (2x — l ) 2log(l +  y/2), x  G (0 ,1]. (3.47)
Then
j '(x )  =  —41og(2:r) + 4 (2 x  -  l) lo g ( l -I- y/2), x  £ (0,1],
j ”(x) = - -  +  81og(l +  y/2), x  £ (0,1]. x
Let xq = (21og(l +  >/2))-1 , so tha t j "  <  0 on (0, xo) and j"  >  0 on (xq, 1]. Note 
th a t xq £ (1/2,1). Since j '  is strictly decreasing on (0,xq), strictly increasing on
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Figure 3-2: Graph of g' on the interval [0 .2 , 1]
(x0, 1), and
lim j '(x )  =  -foo, j '(  1/2) =  0, / ( l )  =  - 4  log 2 +  41og(l +  V%) > 0,
x—>0+
it follows tha t there exists x\ € (xo, 1) such tha t j '  > 0 on (0,1/2) U (xi, 1) and 
j '  <  0 on (1/2, xi). Hence j  is strictly increasing on each of the intervals (0,1/2) 
and (xi, 1), and strictly decreasing on (1/2, xi). Since j ( l / 2 ) =  0,
lim j(x ) =  — 2 +  log(l +  y/2) < 0 , and j (  1) =  2 — 4 log 2 +  log(l +  y/2) > 0 ,
x—>0+
it follows tha t there exists X2  G (xi, 1) such tha t j  < 0 on (0,1/2) U (1/2, X2), 
.7(1/ 2 ) =  0 and j  > 0 on (X2 , 1).
This shows, taking into account (3.46), (3.47) and the continuity of g" on the 
interval (0 , 1), th a t cf is strictly decreasing on (0 ,^ 2) and strictly increasing on 
(x2, 1). Since
7r2
lim g'{x) = + 0 0 , and g'{ 1) =  2 log 2 +  log(l +  y/2) — — < 0 , 
x—>o+ 4
it follows tha t there exists xz G (0 ,X2) such tha t g' > 0 on (0, X3), and cf < 0 on 










Figure 3-3: Graph of g" on the interval [0.5,1]
and, since
lim g(x ) — 0 and g(l)  — 0,
x —>0+
it follows tha t g(x) > 0 for all x  G (0,1). This completes the proof of the 
lemma. □
3.2.4 On A ssum ption (3.24)
We now explore condition (3.24), which was the key ingredient for the previous 
results. In this subsection /  : [0, oo) —> [0, oo) is continuous, /(0 )  =  0, /  >  0 on 
(0, oo), /  € C^O, 8) for some 8 > 0, F' = / ,  F(0) =  0, E  := f ’F / f 2.
P ro p o s itio n  3.14. Let fi ^  0 be such that limr_>0+ E(r) = fx. Then necessarily 
P £ (0> !]•
Proof. Let {a;n}n>i be a sequence in (0,5) with xn —> 0+ as n —> oo. Since 
/(0 ) =  0 and f ( x n) > 0, the Mean Value Theorem shows that, for all n > 1, 
there exists £n 6 (0 ,£n) such tha t /'(^n) >  0. Since limr^ 0+ E(r) = fi ^  0, it 
follows tha t f i>  0.
This shows th a t f '( r )  > 0 for all r  sufficiently small, and there is no loss of 
generality in assuming tha t / '  > 0 on (0,5). Hence the function /  is strictly 
increasing on (0,5), and hence F(r) < r f ( r )  for all r  G (0,5). It follows tha t the 
function g : [0,8) —»• R given by g(0) =  0 and g = F / f  on (0 ,8) is continuous on
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[0 , (5) and differentiable on (0 , 8), with derivative given by
/ ( r )  =  M W = 1 . E (r) for all r  £ (0,(5). 
r{r)
Let {zn}n>i be a sequence in (0, £) with x n —> 0+ as n  —» oo. Since g(0) =  0
and g(xn) > 0, the Mean Value Theorem shows that, for all n  >  1, there exists
E (0, x n) such tha t g'(£n) > 0. Since lim7._>0+ gf(r) =  1 — it follows that
fjb<l.  This completes the proof. □
We now examine conditions which are either necessary or sufficient for (3.24). 
Suppose first tha t (3.24) holds. In the notation used in the proof of the 
previous Proposition one has, since limr_>0+ = 1 — /u, tha t limT._>0+ g{r ) / r = 
1 — fi. This means that
r  1lim ——rr = 1 -  fl.
r-*o+ r f ( r )
A sufficient condition for (3.24) to hold is tha t there exists c > 0 and a  > 0 
such tha t
f f(v)
lim ----- 1------=  c. (3.48)
r - . o + / i - s ( r ) v ’
Indeed, if (3.48) holds, then it follows from L’Hospital’s Theorem tha t
v  / 1 + “ ( r ) ot +  l  / 1^a ( 0 / / ( r ) ar +  1 t o  acwlim = --------  lim   v J = ---- c. (3.49)
r—>o+ F(r) a  r—>o+ / ( r )  a
Combining (3.48) and (3.49) yields (3.24) with fi := a /{ a  +  1).
In turn, a sufficient condition for (3.48) is tha t there exists C > 0 and a  > 0
such tha t limT._>0+ f ' i r f / r 01-1 = C. Indeed, if this holds, then L’Hospital Theorem 
shows tha t limr_>0+ ~ > and therefore (3.48) holds with c :=
3.2.5 An Exam ple
We now construct an example of a function A : [a, 0] —> [0, oo), for some a < 0, 
such tha t A is continuous on [a, 0] and real-analytic on (a, 0), and a solution (S, ip) 
of (1.1) such tha t S  := {(X,r](X))  : X  E R}, where 77 : R —► R is continuous, 
27r-periodic and even, with 77(0 ) =  0 , 77(77) — a and 77 strictly decreasing on [0,7r], 
but such tha t S  does not have a corner at the origin, i.e. limx->o+ r f(X )  does not
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exist.
Let a  G (0,1), 4^. :=  {C € C : Re £ <  1}, and let the holomorphic function 
V  : A  —> C be given by
V’(C) :=  “ “ (I ~C)a [l +  ecos (a lo g (l -  0)1 for all ( G i ,a  L
where k, >  0, e >  0, and we choose arg(l — 0  G (—7t/2, 7t/2) for £ € A. If we put 
V’(l) =  0, then V  becomes a continuous function in the closed unit disc D. Let 
w : R —*■ M. be a 27r-periodic function such tha t
V(elt) = w(t) +  iCw(t) for all t G R.
Then w is continuous and even, Cw is continuous and odd, and w, Cw are real- 
analytic on R \  {2 rar: n  G Z}, with classical derivatives given by
w'(t) +  i(Cw)'(t) =  {V(elt)} = ieltV'(elt) for all t  G (0 ,7r], 
at
where V'  denotes the complex derivative of V. Let W  : A  —> C be given by 
W ( 0  = 1 +  C^'(C) for all C € A  so that
W ( 0  = 1 +  _  Qp 1 +  £V^cos Q  +  a lo g (l -  0 )  ] for all CG ^4,
where (5 :=  1 — a. Let T : (0 ,7r] —► C be given by
T (t) :=  1 +  (Cw)'(t) — iw'(t) — W (elt), for all t G (0 ,7r].
Then, for all t  G (0 ,7r],
rm  1 I r cos + + *sin +
i W _ 1  +  K (2 sh T |p
(3.50)
x < l  +  £>/2 cos (— -I- a  log ^2 sin ) cosh (aV)+ 
-H sin (^  +  a;log ^2sin ) sinh
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It is clear from (3.50) that, if e and k are chosen sufficiently small, then
1 +  (Cw)'(t) > c > 0 and w'(t) < 0 for all t G (0,7r), (3.51)
|r(t)|->+oo as t -+  0+ , (3.52)
It follows from (3.51) tha t the continuous periodic functions w and Cw have 
bounded variation on [—7r, 7r]. Hence, by [5, Section 3.4, p. 42] and [35, Lemma 
2.2], w  and Cw are absolutely continuous, w  G Ti^1 and (Cw)' = Cw', W  G 7{q 
and W* = 1 + Cw' — iw' almost everywhere. Let W  :=  i W , so tha t (1.25a) holds.
Let a := w(n). Since (3.51) holds, a function A : [a, 0) —► (0, oo) can be
unambiguously defined by
AW<)) :=  W i t f  + a + C w W 2 f° r *  '  6  (° ’' ]- (3'53)
Clearly A is real-analytic on (a, 0) and continuous on [a, 0). Moreover, if we put 
A(0) :=  0, then (3.52) shows tha t A is continuous on [a , 0].
Since W  G TC^  and Re W* > c > 0 almost everywhere, it follows that 
Re W(C) >  c for all £ G D, and hence 1 /W  G Ti™. Therefore W  satisfies 
(1.25b), while the definition of A in (3.53) and the evenness and periodicity of 
w ensure tha t (1.25c) holds. As shown in Chapter 1, the functions r ,  $ defined 
by (1.29) satisfy (1.30), and hence $ satisfies the generalized Nekrasov’s equation 
(1.33). It is clear from (3.51) tha t (1.24) holds, and hence the curve
S  :=  {(—(£ +  Cw(t)), w(t)) : t G M}
describes a free boundary. If 6 := (1.30) shows tha t 9 gives the angle between
the tangent to <5 and the horizontal, and 6(t) = arg T(t) for all t G (0 ,7r], where 
T is given by (3.50).
Consider now sequences { ^ } n>i with \  0 as n  —► oo, such tha t
cos (^  +  a  log ^2 sin ~ ^ j )  +  ^sin ( ^  +  a  log ^2 sin ~ ^ j )  =  for all n > 1.
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It is then clear from (3.50) that, as n —> oo,
6{t±) = a r g r ( ^ )  — > ^  ±  arctan (ev^sinh  ( ^ - ) ) ,  
hence 6{t) does not have a limit as t \  0.
3.3 A sym m etric Singular Free B oundaries
We now consider a solution (<S, ip) of (1.1) for which (0,0) is an isolated stagnation 
point which is not necessarily symmetric. We show in Theorem 3.15 below that, 
if there are lateral tangents to the free boundary at the stagnation point then, 
under natural assumptions on h , they must be symmetric with respect to the 
vertical line passing through tha t point, and enclose an angle of the expected 
size. This result is not as strong as its counterpart, Theorem 3.7, for symmetric 
free boundaries, where the existence of lateral tangents was not assumed, but 
deduced. It remains an open problem whether, under suitable assumptions on h, 
free boundaries must necessarily have corners at isolated asymmetric stagnation 
points.
T h e o re m  3.15. Let h be as in (1.4) and such that, for some 5 > 0, the restriction 
o fh  to (—6,0) is of class C 1. With E  as in (3.23), suppose that (3.24) holds and, 
is addition, suppose that
f(r)
lim _ . . =  c for some c E (0,oo). (3.54)
r—>o+ Fi*(r) v '  v '
Let {S,ip) be a solution of (1.1), where S  contains the point (0,0). Suppose that 
there exists X q E (0,7r], Yo < 0 and rj : [—J\To,Xo] —> M a continuous function, 
strictly increasing on [—X o ,0 ] ,  strictly decreasing on [0,Xo], with rj(0) =  0, and 
such that
s n n  = {{x,rf(x)) : - x0< x < x 0},
where 7Z denotes the rectangle {(X, Y) : —Xo < X  < X 0, Yo <  Y  < 0}. In 
addition, suppose that r] is continuously differentiable on [—Xq,0) U (0, X 0\, and
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there exist
\ im r f{X )  G [ 0 , + 0 0 ] and h in  r j \X )  G [—0 0 ,0]
Then
l i m ^ ' i X )  =  =Ftan(/z7r/2),
where f i  is given by (3.24).
As seen at the beginning of Section 3.2, free boundaries S  as in Theorem 3.15 
can be described by solutions 9 of (3.26). The assumption tha t S  has lateral 
tangents at the origin means that
lim 0(t) — 2nir +  a and \im 9(t) =  2nn — b for some a, b G [0,7r/2]. (3.55)
Theorem 3.15 will be proved once we show tha t Theorem 3.16 below holds.
T h e o re m  3.16. Suppose that f  satisfies (3.24) and (3.54). Let 9 be a solution 
of (3.26) satisfying (3.55). Then a = b = pTr/2.
We observe first how, from a solution 9 of (3.26), one can construct another 
solution 9 of (3.26) by reflection.
For any 27r-periodic function u , let Ru  be the 27r-periodic function given by 
Ru(t) = u (—t ), for all f G 1R. It is easy to see from the definition of a conjugate 
function (1.14) that, if u G then C(Ru) = —R(Cu). This observation can be 
used to show that, if (9,r)  satisfy (3.26) then (9 ,f)  is another solution of (3.26), 
where
9 :=  — R9, t  := R t  and h  := —n. (3.56)
Define
Then 9 is an odd function, f  is an even function, and
(3.57)
9 = Cf. (3.58)
The first step in the proof of Theorem 3.16 is the following result.
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Proposition 3.17. Let 6 satisfy (3.26), where (3.24) holds. Then
lim inf (6(t) — 6(—t)) > 0. (3.59)
Note th a t in Proposition 3.17 we assume neither th a t /  satisfies (3.54), nor
th a t 6 satisfies (3.55). Proposition 3.17 is a full extension to the nonsymmetric 
case of Proposition 3.10.
Proof of Proposition 3.17. Let 0 , f ,  6, f  be defined as in (3.56) and (3.57). We 
aim to prove tha t l im init\ o  6(t) > 0.
Let so £ (0,£o) be sufficiently small so tha t F -1 ( /os sin0(u) dv) < 5 and 
F - \ f ° s m 0 ( v ) d v )  <  5 for all s E ( 0 , so). Then f  is a continuously differen­
tiable function on (0, So) and, for all s £ (0, so),
—2f'(s) = E (F ~ 1( [  s in 6(v) d v ) ) -r-a
W  V W o  J J f° s in 6 (v )d v
+ E ( F - ' (  r * n § ( v ) d v ) )  r; in§(s) .
W o  Jo s *n  dv
It follows from (3.24) tha t there exists Si with 0 < si <  s0 such th a t f  is a 
decreasing function on (0, si) and, moreover,
-// n /M  sin0(s) sin 6(s) \
—r  (s) >  — -js x , +  ~zz =-------  I for all s E (0 ,s A  (3.60)
4 [ fo 8 m 0 (v )d v  f 3s in0(v)dv)  K K J
Since f  G L \v1 the monotonicity of f  shows tha t f 3 f(v )  dv > s f  (s) >  0 for all 
s G (0, Si), which implies tha t lima_>o+ s f(s )  = 0.
Since f  is an even function, the definition of a conjugate function shows that, 
for any s2 with 0 < S2  <  si, and for all t £ (0, S2),
0(0 = ^ J Q { cot ( ^ s +  0 )  -  cot ( ^ ( s -  0 )  }{f  (0  -  ^(^2)} ds
+  ^  /  { cot ( ^ s “  0 )  -  cot (^ («  +  0 )  -  t(s )}  ds
=: PS2{t) +  Qs2{t).
Since f  is decreasing on (0, si), f  G L\.K and f(s )  —► 00  as s —► 0+ , we get,
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arguing as in the proof of Proposition 3.10, tha t there exist S2  sufficiently small, 
with S2 E (0 ,7r/4], and ti  with 0 <  ti < S2  such th a t Q32(t) >  0 for all t E (0, fy).
For any t E (0, S2), one can integrate by parts in the formula giving P32(t), as 
in the proof of Proposition 3.10, using now the fact th a t lims_>0+ s t ( s ) = 0, to 
conclude that
Ps2(t) = ~  f  K (t,  s)f '(s) ds,
Jo
where K  is given by (3.1).
We have thus proved that, for all t E (0, ti),
0(t) > — [  K ( t ,s ) f ' ( s )  ds,
Jo
and therefore, by (3.60), for all t  E (0, ti),
ni \ A4 f 32 rst \ I  sm6(s)  sin0(s) \  \0(t) > -  K{t,  s) . +  , ds. (3.61)
4 J o  \ J o  sin 0(v ) dv Jo sin 0(v) dv J
Since S2 was assumed to satisfy 0 < S2 <  7r/4, it follows from (3.10) and (3.61) 
that, for all t E (0 ,ti),
. ii'K f 92 . . (  sin0(s) sin0(s) \  ,
9(t) >  —  / k(t ,s )  I -73—;— +  —----- =--------  I ds. (3.62)
16 Jo \  f 0 sin9(v) dv f Q sin0(v) dv J
Recall now from (3.26g) and (3.56) tha t
9(t) E [2ri7r, 2n7r +  7r/2], 6(t) E [—2n7r, —2mr +  7r/2] for all t E (0, to)-
(3.63)
Since, for 0 < (j) < n/2, 
we deduce from (3.62) that
2
— <f> <  sin (f) < <j>, (3.64)
7r
-, N fi f 32 . . (  6(s) — 2mr 6(s) +  2n7r \
8 Jo K t ’S) { f j W )  - ' £ * ) ' +  £  m  + 2n«) d v )  dS■ (3-65)
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It follows from (3.65), using the trivial inequality
a t c ^  a +  c 
b + d b T d
tha t
0 (f) >  |  &(f, s)
6 , d > 0 , a, c >  0 , 
0(s)
ds. (3.66)
Jo e iv ) dv
Since (3.63) implies tha t 6(t) E [0,7t/2] for all f E (0 ,fo), it follows from (3.66), 
using again (3.64), tha t
0 W fc(f> s)
s in 0 (s)
JQS sin 9{v) dv
ds. (3.67)
Let t 2  := ti /2 .  Lemma 3.6 applied with I  := (0, £2] and v \ =  0 yields the existence 
of m 2 > 0 such tha t 9{t) > m 2  for all t € (0, £2)- This completes the proof of the 
Proposition. □
Proof of Theorem 3.15. It follows from Proposition 3.17 tha t in (3.55) at least 
one of a ^  0 and 6 ^ 0  holds. Suppose for a contradiction tha t a ^ b .  We apply 
Lemma 1.5 with u := r  and Cu := 6. Note that
f f ( F  ( f o  sinO(v)dv))  ]
t (s) -  t ( s) =  log —------J —  z T-
i / ( F_1(/o sin 0 (v )dv j) ^
It is an immediate consequence of (3.54) that, as s —> 0+,
/ ( F _ 1  ( f o  s in  9(v ) dv) )  / ( F _ 1  (  Jo s in  dv ) )
(3.68)
( fo  s in 0 (u) d v j (fQssin0(v)dvy
c. (3.69)
Using (3.69) and the facts tha t a ^  6 , (a, b) ^  (0,0), we conclude from (3.68) that 
either (1.16) or (1.17) holds, with u := r. Therefore, by Lemma 1.5, 9 should 
be unbounded on any interval containing 0. This contradicts the fact tha t 0 is 
bounded on (—fo,fo)- Therefore we must necessarily have a = b ^  0. It remains 
to  show tha t a = b = fi7r /2 .
Let m 2 > 0 and £2 >  0 be such tha t 0(t) > 2mr +  m 2 and 9(t) > —2mr +  m 2  
for all t E (0, t2). Since (1.8) holds, there exists S3 with 0 <  S3 <  £2 such that,
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for all s G (0, S3),
E (F ~ X( ^ J  s in9(v) dv'j) <  2p, E ( F _1( ^ J  s in9(v)dv^) < 2p .  (3.70)
As in the proof of Proposition 3.10, one can write, for all t  G (0, S3),
§{t) = H r K{t's)E{F~lUo sin^H)j;2e ^ ds
+ {  K ( t , s ) E ( F ~ l ( (  s in 0{v) d v \ ) a n
Jo v Jo J J0 sin 9(v) dv J
+ b  /   ^COt (^ S “ “ COt (^ 5 + ^  ^  dS
=: P(t)  +  Q(t).
Let yo :=  ta n (ss /2 ), and ( f ) ,  R, S  : (0,t/o) —* K be given by <j>(x) := 9(2 a rc tan r), 
R(x) := jP(2arctan:c) and S(x)  := Q (2arctan:r) for all x  G (0 ,2/0) 5 so tha t
4>(x) = R(x)  +  S(x)  for all x  G (0, yo). (3-71)
It is clear th a t limt_+0+ Q(t) = 0, hence lima._>0+ S(x) = 0.
Using the identity (3.3), the change of variables s =  2arc tany  in the integral 
defining R  leads to
R(x) =  /  k (x ,y )—p(y) dy for all x  G (0 ,2/0),
J o  V
with
\ \ sin0(2arctan?/) 2y . .
2p(y) : =  i(2 arctany) 2arctaJly- — - j  X(olW>)(y),
J0 sm 0(u) du 1 +  2/
x sin0(2arctan?/) 2?/ , . /rt
+ 1(2 arc tany) 2arcl . - — —j  X(o,„0)(») (3-72)
J0 sm 0(u) dv 1 t  V
where t(^) :=  E (F ~ 1(Jq sin 9(v) dv)) and Z(z) :=  E (F ~ 1(Jq sin0(v) dv)) for z  G 
(0, S3) ,  while X(c,d) denotes the characteristic function of the interval (c ,d), for 
0 < c < d <  0 0 .
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Using (3.24) and the fact tha t limt_>0+ 0(t) = limt_>0+ 0(t) = a ^  0, it 
is immediate from (3.72) tha t lim ^ o  p(y) = V- Now Lemma 3.5 shows that
lima;_>o+ R { % )  = f i7t/2. It follows from (3.71) tha t limI^o+ 4>(x ) — ^ 7r/2, and
hence limf_+0+ G(t) = /x7t/2, which shows tha t a = b = jx7r/2, as required. This




In this chapter we consider the water-wave problem. We show how the existence of
suitable sequence of smooth solutions, under more general assumptions than those 
used by Toland [32] and McLeod [15]. We also show tha t a Gibbs Phenomenon, 
originally exhibited in [15], which occurs as smooth solutions approach a singular 
solution, is still displayed in the present wider setting. We also prove a new result 
on the asymptotic behaviour of solutions of McLeod’s ‘boundary layer equation’.
4.1 E x isten ce  o f Singular Solutions
T h e o re m  4.1 . Let {vn}n>i be a sequence of positive numbers such that vn —> 0 
as n  oo, and let {0n}n>i, {Tn}n>i be sequences of continuous, -periodic
functions which satisfy Nekrasov’s equation
where {an}n>i is sequence of real numbers. Suppose that all the functions 6n are 
odd, and that there exists to G (0 ,7r] such that, for all n >  1,






Then there exist a G E  and functions 9, r  continuous o n t  \  {2kn  : k G Z}, with 
9 an odd function, satisfying
9 = Cr (4.3a)
t (s ) =  ~  log ^ J  sin 9(v) dv'j +  a , for all s e t ,  (4.3b)
[r] =  0, (4.3c)
such that a subsequence of {an}n>i tends to a as n  —> oo, and the corresponding
subsequences of {9n}n>\, {rn}n>i converge uniformly on any interval [5,7r], for
6 G (0 ,7r\, to 9 and r  respectively.
Since rn is an even function for all n  >  1, an integration by parts in the
definition of a conjugate functions shows tha t 9n satisfies the classical form of
Nekrasov’s equation
0n(t) = \ [  K (t,  s )—  S1an ^n(g) ds  ^ t  e  (0, tt], (4.4) 
3 Jo vn +  J0 sm 9n(v)dv
where K  is given by (3.1). The function 9 satisfies
e(t) = \ f K(t, s ) d s ’ 1 e (°>3 J0 J0 sin 9(v) dv
W ith the assumption (4.2) replaced by 0 <  9n < 7r/2 on [0,7r], Theorem 4.1 
was proved in [32], and also in [15]. The existence of a sequence of such solutions 
was known from the work of Ready and Norbury [9]. The proof in [32] makes 
use of both formulations (4.1) and (4.4), while th a t in [15] uses (4.4) only.
The present proof is based on ideas in [15], with some simplification due to 
the use of Privalov’s Theorem.
Proof of Theorem 4-1- Since vn > 0 for each n > 1, it follows th a t (rn, 9n) corre­
sponds to a solution w  of (1.25) for which A/* =  0, with a nonlinearity h which is 
real-analytic on (—oo,0). Hence rn, 9n are actually real-analytic functions. Note 
also that, by the main result of [36],
—7r/2 < 9n < 7r/2 for all n > 1. (4.5)
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For all n  >  1, the derivative of rn is given by
Tn(s) =  - I  slan(9n(s ) for all s  e  ^  0) U (0,7r]. (4.6)
3  Vn +  Jo SmQn{v) dv
Since r n — rn(to) is an even function, and 6n — C{rn — r n (£ o ) ) , the definition of a 
conjugate function yields, upon integrating by parts on (0, to), tha t
. . .  1 f to . . sin0n(s)
0n{t) =  r  /  K ( t , s )—  fS . ds
3 70 ^n +  J0 sm On(v)dv
+ 2^ Jt  ^COt (^ 5 ” *0 ” COt (^ S + ~ Tn^  dS’
-  ^  /  ^ ’s)—  sm Qn(s) ^  for ^   ^ ^
3 do ^n +  Jo sm 0n(v)dv
where we have used the consequence of (4.2) tha t rn(to) >  r n(£) for all t G (to, 7r], 
for all n > 1. There is no loss of generality to assume tha t 0 < to <  7r/4, and in 
this situation, (3.10) shows that, for all t € (0 ,to),
/, / \ fi- f to i / \ sin0n(s) ,0n(t) >  - -  k ( t , s )—  a . ds,
12 ./o z/n +  J0 sm0n(u)du
where /c is given by (3.2). Let ti :=  t0/2. Lemma 3.6 applied to I  :=  (0, ti)  yields 
a constant m \  >  0 such that, for all n  >  1,
i/n +  / sin0n(v) dv > m\S  for all s G / .
Jo
But, for s > t i ,  hypothesis (4.2) shows that
/*S f* t  1 ^  ^  ^
+  I sin0n(u) dv > vn +  /  sin0n(u) du >  m iti =  m is— >  s,
do do S 7T
and it follows th a t there exists m  > 0 such that
vn + [  sin0n(u) dv > m |s| for all s G [—7r, 0) U (0,7r]. (4.7)
Jo
For all n  >  1, let f n :=  rn — an. It follows from (4.7) th a t there exists g G L\,K
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such that
\tu\ < g everywhere on [—7r, 0) U (0 ,7r]. (4.8)
In particular, the sequence {fn}n>i is bounded in hence the sequence {an}n>i 
is bounded.
For every 6 E (0 ,7r], using (4.7) in (4.6) yields, for all n > 1,
K M  I <  3^  for all s E [ - 7r, -6 /2]  U [6/2, tr].
Hence the functions {fn}n>i are Lipschitz continuous with the same Lipschitz 
constant on [—7r, — 6/2] U [6/2 , 7r], and hence Holder continuous with the same 
constant for any exponent a  E (0,1). The local version of Privalov’s Theorem 
shows th a t {0n}n>i are also Holder continuous with the same constant for any 
exponent a  E (0,1) on the interval [—7r, — £] U [£, 7r].
Since this is true for all 6 E (0 ,7r], the Ascoli-Arzela Theorem and a diag- 
onalization argument show tha t there are subsequences of {fn}n>i and {9n}n>i 
which converge pointwise on [—7r, 0) U (0 ,7r] to functions f ,  9, the convergence 
being uniform on any interval [—7r, —<5] U [£, 7r], where 6 E (0 ,7r]. Clearly f ,  9 
are continuous on [—7r, 0) U (0 ,7r], and 9 is an odd function. For convenience, 
we use for these convergent subsequences the same notation as for the original 
sequences.
Now (4.7) shows, by passing to the limit as n  —> oo, tha t
f  sin0(v) dv > m\s\ for all s E [—7T, 0) U (0 ,7r].
J o
The definition of f n and (4.1b) show, by passing to the limit as n  —► oo, that 
necessarily
f ( s )  = — i  log  ^J  sin 9(v) dv'j for all s E [—7T, 0 ) U (0 , 7r].
Now using (4.5) and (4.8), the Dominated Convergence Theorem shows that 
Tn —> t  and 6n —► 6 in l \ v as n —► oo. This implies tha t there exists a E l  such 
tha t an —> a as n —» oo and, if r  :=  f  +  a, then r  has zero mean.
Finally note that, since (4.1a) holds and C is a continuous operator from L \v to 
L ^ ,  hence a closed operator, it follows tha t 9 = Cr. This completes the proof. □
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4.2 G ibbs P henom enon
Krasovskii [12] conjectured tha t any smooth solution 6 to Nekrasov’s equation 
satisfies maxtG[0)7r] 6(t) <  7r/6. This was disproved by McLeod [15], who showed 
tha t in any sequence of solutions to (4.4) with i/n —> 0, where 6n is continuous, 
odd and 0 <  6n < 7r/2 on [0,7r], one has maxt€[o)7r] 0n(t) >  7r/6 for all n  sufficiently 
large. Thus a Gibbs Phenomenon occurs. Here we show th a t the existence of 
solutions with maxt6[0,7r] 0(t) > 7 r /6  is ensured in a more general context.
Theorem 4.2. Let {0n}n>i be as in Theorem 4-1• Then maxt€[o)7r] 0n(t) > 7r/6 
fo r  all n sufficiently large.
As in [15], our analysis involves the integral equation
<l>*(x) = \ f  K x >y) , , r^ n \ r dy’ * € (0 ,0 0 ) ,  (4.9a)3 J0 1 +  Jq s in f ( u )  du
inf <j)*(x) > 0 and sup ) < ir/2, (4.9b)
x€(0,cx>) x£(0,oo)
where k is given by (3.2). This equation, first derived in [15], is sometimes called 
the ‘boundary layer equation’.
Theorem 4.3. Let {0n}n>i be as in Theorem 4-1- Let A n := maxte[0)7r] 0n(t). Let 
A  be any number such that A n < A  for all n  > 1. Then there exists a solution 
<f)* G <3,(0, oo) of (4.9) such that supxe(0)Oo) 4>*{x ) ^  A.
For the purposes of displaying the Gibbs Phenomenon, the relevant choice in 
Theorem 4.3 is A  := 7r/6. However, Theorem 4.3 has a more general meaning. 
If one chooses A  7r/2, this result actually means, as it will become apparent 
from the proof, tha t the sequence of functions {0n}n>i, with their arguments 
suitably rescaled, converges in a certain sense along a subsequence to  a function 
<fi* satisfying (4.9).
Theorem 4.4. Any solution (fr* of (4.9) satisfies supxG(0 oo)<^*(z) > 7r/6.
The proof of Theorem 4.2 is based on Theorem 4.3 and Theorem 4.4. To 
prove Theorem 4.2, we argue by contradiction and assume th a t there exists a 
subsequence {#ni}z>i for which A ni < 7r/6, for all I > 1. Then Theorem 4.3 can 
be applied to  the sequence {0ni}z>l (rather than to the original sequence {0n}n>i),
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with A  := 7r/6, to yield a solution <f>* of (4.9) with supxG(0)Oo) ^  7r/®- But 
this would contradict Theorem 4.4. This would prove Theorem 4.2, once Theorem 
4.3 and 4.4 had been proved.
The proofs of Theorem 4.3 and Theorem 4.4 here are simpler than in [15], in 
th a t we avoid rather awkward estimates on the derivatives of the functions 6n, 
for n > 1.
In [15], McLeod asked the question of whether solutions of (4.9) take the value 
7t/ 6 infinitely often, or only at finitely many points. Since the existence of at least 
one solution to (4.9) is known, it is therefore of interest to study its properties, 
with a view to answering McLeod’s question. Although we have not achieved 
this final goal, there follows a new result on this problem.
T h e o re m  4.5. Any solution 0* of {4.9) satisfies lim ^oo = 7r/6.
To proof of Theorem 4.5 is based the same idea as tha t of Theorem 3.9. The 
key ingredient is the following result.
T h e o re m  4.6. Suppose that there exists a sequence dn —► oo such that (f)*(dn) —► 
a , where 0 <  a < 7r/2. Then a > 0 and there exists a solution <f>* of (3.27), with 
p = 1/3, such that <^ >*(1) =  a.
Once Theorem 4.6 is proved, then Theorem 3.12 shows th a t necessarily a = 
7t/6. This proves Theorem 4.5.
There follow the proofs of Theorem 4.3, Theorem 4.4 and Theorem 4.6.
Proof of Theorem 4-3. For n  >  1, let : (0, oo) —> R defined by 4>n(x) := 
0n(2 arctan a;), for all x  G (0, oo). It follows from (4.4), using (3.3) and the 
change of variables s =  2arctan y in the integral, that, for all x  6 (0, oo),




sin 0n(2 arctan y) 2 y for all y G (0, oo).•2 a r c t a n  y  .sin^n(u) dv 1 +  V2
1 2 y 1
3 1 +  y2 2mi arctan y
(4.11)
where M  is independent of n > 1 and y G (0, oo). 
Note also tha t
(4.12)
For n  >  1, let bn :=  i/n/2, and the functions </>n, pn : (0,oo) —► R given by 
(f>n(x) :=  (f)n(bnx '), Pn0*0 pn(6na:), for all re G (0, oo), so that, by a change of
variables in (4.10),
Clearly the functions pn are uniformly bounded by M . By Corollary 3.4, the se­
quence of functions {0n}n>l is uniformly bounded and equicontinuous on (0, oo). 
By considering an expanding sequence of compact intervals whose union is (0, oo), 
the Ascoli-Arzela Theorem and a diagonalization argument yield a subsequence 
of {4>n } n > i  which converges, uniformly on compact intervals in (0, oo), to a func­
tion </>* G Cfc(0,oo). For convenience, we use for this convergent subsequence the 
same notation as for the original sequence.
Fix x  G (0, oo). We want to pass to the limit in (4.13) using the Dominated 
Convergence Theorem. It is clear tha t
it remains to examine the pointwise convergence of the integrands. For each 
y G (0, oo) and n  >  1, we have
where M  is as in (4.11). Since, by (3.6),
Since bn —> 0 as n —► oo, it follows that
/ x 1 V sin d)*(y) „ Nlim pn{y) = -  y . for all y G (0, oo).
o 1 +  J0 sm0*(u) du
Hence, passing to the limit in (4.13) yields tha t 0* satisfies (4.9a). Since, for any 
x  G (0, oo),
0*(a;) :=  lim 0n(&n^) — lim 0n(2arctan(6n:r)), (4-14)
n — >oo  n —> o o
it is obvious th a t (4.9b) also holds. Finally, if {An}n>i and A  are as in the 
statem ent of the Theorem, (4.14) shows tha t supxG(0)OO) 0* 0*0 < A, as required.
□
Proof of Theorem 4-4• Let 0* satisfy (4.9). Lemma 3.6, with I  \= (0, oo), shows 
th a t there exists m  > 0 such tha t
1 +  /  sin0*(u) dv > m x  for all x  G (0,oo). (4-15)
Jo
As in [15], we deduce that, for all zi, z2 G (0 ,0 0 ) with z\ <  z2,
/'J  Z \
1 r k{ ( i og / i + _ log / i
3 J0 v { \  z2v J \  z \v  /  J
(4.16)
Since (4.15) holds, the right-hand side of (4.16) is bounded by a constant inde­
pendent of zi, z2, for 1 <  zi < z2 <  00. Hence the left hand-side is similarly 
bounded.
Suppose now for a contradiction tha t (f)*(x) <  7r/6 for all x  G (0 ,00) .  In this 
situation, it follows from (4.16) tha t necessarily
f°°  7 r /6  — 0*(u) . .
0 <  /   du < + 0 0 . (4-17)
J 1 u
We claim tha t this implies tha t lim ^oo (j)*(x) = 7r/6. Indeed, suppose tha t this 
is not so, and let 5 > 0 and {cn}n>i be a sequence such tha t 0*(cn) <  7r/6 — 25, 
for all n  >  1. It can be assumed with no loss of generality th a t cn+\/c n >  a, for
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some a > 1. Since (4.15) holds, it follows from (4.9) that
fOO !
= /  k ( x ,y ) - p k{y)dy  for all x  £ (0,oo),
J o  V
where p* is a bounded function. The estimates in Lemma 3.2 show tha t there 
exists b with 1 < b <  a, such tha t \<j>*(x) — (f)*(xo)| <  6 for all x , xq £  (0, oo) 
such tha t 1 <  x / xq < b. This implies tha t < 7r/6 — S if cn < u <  ben, and 
therefore
f bCn i r / 6  -  6 * ( u )  f bCn 1
/  d u >  5 - d u > 5 \o g b  for all n  >  1. (4.18)
Jon U Jc^ U
Since the intervals (cn,bcn), with n > 1, are all disjoint, (4.18) contradicts (4.17).
This proves that, if <j)*(x) < 7r/6 for all x  £ (0, oo), then lim * -^  cf)*(x) =  7r/6. 
Whilst this was previously known, the above proof circumvents the estimates in
[15] on the derivative of <j>*. The rest of the proof can be carried out as in [15], 
where no further use is made of the estimates on derivatives. □
It is easy to see tha t a slight modification of the above argument yields the 
conclusion tha t lim ^oo (f>*(x) = 7r/6 for any solution 0* of (4.9) having the prop­
erty tha t (j>*(x) — 7r/6  does not change sign for x  sufficiently large. It does not 
seem to yield the full result of Theorem 4.4.
Proof of Theorem 4-6. For n > 1, let en := 1 /d n, and let 0* : (0, oo) —► R be 
given by </>*(#) =  (j)*(dnx ), for all x £  (0,oo). Since (4.15) holds, Corollary 3.4 
shows tha t the sequence {<t>^}n>l is uniformly bounded and equicontinuous on 
(0, oo). The Ascoli-Arzela Theorem shows tha t there is a subsequence which 
converges uniformly on compact intervals to a function <f>* £ Cb(0, oo). It is 
immediate from (4.15) that
P X
en + sin<^*(u) dv > m x  for all x £ (0, oo),
Jo
and hence, passing to the limit as n  —> oo yields, since en —► 0, tha t
/ sin <j)*(v) dv > m x  for all x  £ (0, oo).
J o
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Since, for all n >  1 and all y € (0, oo),
3 7o y e n +  Jo sm 0* (it) du
the Dominated Convergence Theorem yields tha t </>* satisfies (3.27a) with // := 
1/3. Obviously supxG(0oo) 0*(:r) <  7r/2 and, by Lemma 3.6, inflG(0iOO) (j)*(x) > 0. 




Analytic Continuation in the  
Complex Domain
By extending the method in [20], we show that, for a general class of Bernoulli 
problems, a certain holomorphic function originally defined in a semi-infinite 
strip has an analytic continuation to  the whole strip. As a consequence of this 
approach, we derive an interesting property of the Fourier coefficients of the 
function which gives the angle between the tangent to  the free boundary and 
the horizontal. The method, which was also used in [19] in the proof of the first 
Stokes conjecture, is to study the solution of an ordinary differential equation in 
the complex domain. Arguments of this type have also played an im portant role 
in the proof [21] of the second Stokes conjecture, on the convexity of the profile 
of a wave of extreme form.
5.1 A  C lass o f B ernoulli Free B oundaries
Consider a free boundary of the form S  := {(A, 77(A)) : A  G M}, where 77: R —> 
R is continuous, even, with minimal period 2n and exactly one local maximum 
per period, located at A  =  0 mod 2n. We assume that A is real-analytic on 
(—oo,0) and
A is decreasing on (—0 0 ,0]. (5.1)
Let Yc :=  77(0 ) and Yt := 77(71"). The regularity results in [27] show that, if Yc < 
0, then S  is a real-analytic curve, while, if Yc = 0, then S/s = {(27i7r, 0) : n  G Z}
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and S  \  S tf  is a union of real-analytic curves. Depending on whether Yc <  0 or 
Yc = 0, it will be assumed tha t the function 77 is real-analytic either on R, or on 
R \  {2n 7r : n  E Z}. We also assume that
rf(X )  <  0 for all X  E (0, tt). (5.2)
Let g : [0, 0 0 ) —► [0,0 0 ) be given by
g(r) =  A(—r) for all r  E [0,oo). (5.3)
The case g{r) =  cr, where c >  0, is the one arising in the Stokes waves problem 
as discussed in [20 ], while the case g(r) — cra_1, where c > 0  and a  > 2 , was 
considered in [2 1 ].
As noted in Chapter 1 , if ijj satisfies (1 .1) and <p is a harmonic conjugate of 
—■0 in then the analytic function u  :=  (p +  is a conformal bijection from Cl 
onto the open lower half-plane C_. In this chapter only, the mapping lj will be 
denoted instead by z := x  +  iy , and its inverse by Z  := X  +  iY .  We continue to 
identify the complex planes of generic variables Z  = X  +  iY  and z = x  +  iy  with 
the real planes of variables (X ,Y )  and (x ,y), respectively.
Let us introduce some notation. For every A , B e  R with A  < B , consider 
the sets in the (X , Y)-plane
Qa ,b := {(X, Y) E Cl : A  < X  < B },
and
S a,b -= {(X ,7 j(X )) : A  < X  < B }, 
and, for a, b E R with a < b, the sets in the (x, ?/)-plane
n a,6 :=  {(a?, y) : a < x  < 6 , y E M} and II* 6 :=  n a)6 fi R±.
Then z = x  + iy  is a bijection from fio.ir onto 11^^, and from £1^ ,2* onto n ~ 27r- 
Let U be the analytic function on C_ given by
and let p  and 9 be harmonic functions on given by
U(x +  iy) = eP(x ’ ^  ^ ( x > v) for all (x ,y )  G l? .. (5.5)
The properties of the function 9(x,y) for x  G (0 ,27 t) ,  y G (—o o ,0 ] ,  are of par­
ticular interest, since this function gives the angle between the tangent to the 
level sets of ip, including the free boundary, and the horizontal. We study the 
possibility tha t 9 has an extension as a harmonic function in the strip IIo^ Tr- 
We start by collecting properties of the partial derivatives of ip in Q, since 
these will be of importance later.
Since ip = 0 on S  and ip < 0 in Q, it follows by Hopf Boundary-Point Lemma 
th a t ipY > 0 on <S \  <SV- Therefore, by the Maximum Principle,
ipY > 0 in f2. (5.6)
Since ip is 27r-periodic and even, it follows tha t
ipx (m r,Y ) = 0 for all n  G Z, Y  < r](mr), (5.7)
and hence
ipxy{n7r,Y) = ipXYy (m r ,Y ) =  0 for all n  G Z, Y < r)(ri7r). (5.8)
Differentiating ip (X ,rj(X )) =  0 with respect to X  where possible yields
ipx +  ip y i  = 0, (5.9)
from where we conclude tha t ipx > 0 in <So)7r and therefore, by (5.7) and the
Maximum Principle,
ipx > 0 in Q0)7r- (5.10)
It follows from (5.7) and (5.10), using Hopf Boundary-Point Lemma, tha t
iP xx fa  Y ) <  0 for a11 Y  <  (5-l l a )
ipx x {0, Y ) > 0 for all Y  < Yc. (5.11b)
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Hence i/jxx (ir, Yt) <  0 and ,ipxx  (0, Yc) > 0 if Yc <  0. We now aim to prove that 
in fact 'ipxxi'KiYt) < 0 and 'ipx x (0,Yc) >  0 if Yc < 0, since these estimates will be 
crucial later on. Since, by (5.7) and (5.1),
$ ( v , Y t) =  A(yt) >  \ ( v (X ) )  > 4>2Y(X ,r i(X )) for all X  e  E,
it follows tha t the harmonic function has a maximum in Q, at (7T,Yt), and 
hence by Hopf Boundary-Point Lemma, > 0- Therefore, since ip is a,
harmonic function,
^ x x {ir,Yt) <  0. (5.12)
The preceding argument cannot be repeated to show tha t ipxx  (ir, Yc) > 0 when
Yc < 0. We now prove this by an application of Serrin Corner-Point Lemma. We
argue by contradiction and assume tha t ipx x (0,Yc) =  0. Under this assumption, 
differentiating once more with respect to X  in (5.9), and evaluating the result at 
X  = 0 yields, since 7/(0) = 0, tha t 77" (0) =  0. Differentiating now with respect 
to X  the relation \Vip\2(X ,r](X)) — X(r](X)) = 0 leads to
W x i ^ x x  +  ^XyV1) +  2'Ipy&xY +  ^Yy V') ~  A' ( v W  =  0-
Differentiating once more in the above at X  = 0 leads to, where the terms 
containing rf and rj" are not w ritten down,
t y x x ^ x x  +  W x ^ x x x  +  2^YX^XY +  W y ^XYX =  0 (0> ^c)-
This shows tha t V'xxy (0> ^c) =  0. Together with ipx x (0,Yc) =  0 and (5.8), this 
shows tha t all the first and second order partial derivatives of the function ipx 
are zero at (0, Yc). But this contradicts Lemma 2.21, since ipx harmonic in Do,tt 
and has a minimum in Do)7r at (0, Yc). We conclude tha t necessarily
^ x x (0 ,yc) > 0  i f y c < 0 . (5.13)
This argument based on Serrin’s Lemma would as well apply to give an alternative 
proof of (5.12), which would not require th a t A satisfies (5.1).
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It follows from (5.4)-(5.7) and (5.10) that
0 < 0  < 7r/2 in n 07r, (5-14)
and
0(O> v) — y) — 0 for — oo < y < 0.
Let a  be defined by a(x) := — Y {x  + iO), for all x  e  (0 ,2n). Then ( l. lj)  shows 
tha t
g2p(x) _  g ( G(^x y^  for q] \  x   ^ (o, 27r).
Since, as a consequence of (5.4)-(5.5), e~p~l9 = d Z /d z  on C_, it follows that
fin i /  \
— ( x )  =  e - " W  s m 0 ( x ) =  -  (  e2p(x) -  ^  e  (0 , 2 tt ) ,
from where we deduce tha t
~ r ( x ) =  (  ^ f \ \  ~  f ° r x  e  27t). (5 .15)d x K J 2i \ g ( a ( x ) )  U {x))  v y '
Since g was assumed real-analytic on (0, oo), it follows tha t it has a holomorphic 
extension to  a neighbourhood E in the complex plane of the interval (0, oo) of 
the real line, such tha t g ^  0 on S.
Consider now the following ODE in the complex domain
d(J ( \ _  1 (  U(Z) (K ^
dz Z 2i \g (a (z ))  U (z)J  ’
a(x  +  i0) =  — Y (x  +  zO) for x  £ (0 ,27r). (5.16b)
In (5.16a), the function U is a known holomorphic function in II^27r U T, where 
T  is a neighbourhood of the interval (0 ,2ir) of the real line. Since (5.15) holds, 
Cauchy’s Theorem in the theory of ODE in the complex domain shows th a t (5.16) 
has an unique holomorphic solution a  on a neighbourhood T  of the interval (0 ,2n) 
of the real axis, where T  C T and cr(T) C H. To ensure tha t this solution can be 
analytically continued to IIq 27r, we make further assumptions on g.
Suppose tha t g is holomorphic in C \  (—oo,0], continuous in C \  (—oo,0) 
with g(0) =  0, and real-valued on (0, oo). Let G denote a primitive of g with
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G(0) =  0. We further assume tha t there exists an even continuous function 
7  : R —> R, which is real-analytic o n l \  {0}, such that, if
T := (7(cr2) +  icr2 : cr2 G R}, T* := T D C±,
and
0  :=  {cfi -f ia 2 : <J2 G R, <J\ > 7 (cr2)}, 0 ± := 0  fl C±,
then
±  Im G > 0 in 0 ± ,
Im G =  0 on T,
and there exist c ,C ,D  > 0 such tha t
b M I  >  c in 0  n  {cr : |a | >  C},
and
±  Im g > 0 in 0^^ fl {cr : |cr| <  D}.
A possible geometry of the domain 0  is illustrated in Figure 5-1.
Note that, for the cases treated in [20] and [21 ], where G(cr) =
C > 0 and a  > 2, the set © is precisely the angular sector [ a  G C : -  7r/o!< 
arg a <  7r/a ]  and (5.19) is trivially satisfied.
We now derive some further properties of g and G in 0 . It follows from 
(5.19a), (5.19b) and Hopf Boundary-Point Lemma tha t
±  Im g > 0 on (5.20)
Lemma 1.6 shows tha t G is a conformal bijection from 0 “ onto the open lower 
half-plane, which in addition maps oo onto oo, and extends as a homeomorphism 
from the closure of 0 “ onto the closed lower half-plane. By symmetry arguments,
G is also a conformal bijection from 0 + onto the open upper half-plane, which
maps oo onto oo, and extends as a homeomorphism from the closure of 0 + onto 
the closed upper half-plane. As a consequence, g ^  0 in 0 . Moreover, we can 











Figure 5-1: A domain 0  and its boundary T
Consider now the harmonic function Im 1 /g  which, by (5.19c), is bounded
in 0 “ f) {cr : |cr| >  D /2}. Using (5.19c), (5.19d) and the fact tha t g is real on the
positive real axis, the Maximum Principle yields tha t
l m p < 0  in 0 “ D {cr : |<r| >  D /2}.
Therefore, taking also into account (5.19d), we conclude tha t
Im g < 0 in 0 ~ . (5-21)
A similar argument yields Im g > 0 in 0 + . It follows from Hopf Boundary-Point 
Lemma that, if g :=  gi + ig 2 , then <j2,y >  0 on the interval (0, oo) of the real axis, 
and therefore, by the Cauchy-Riemann equations, gijX = g' > 0 on (0, oo), a fact 
which is in agreement with (5.1).
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5.2 C om plex O D E
Since g  ^  0 in 0 , it follows th a t (5.16a) can be written in the form
^ ( z ) = F ( z , o ) ,  
where T  : (n ^ 27r U T) x © —► C given by
in (n ° > U T > x 0 ’
is a holomorphic function with respect to both its arguments.
T h e o re m  5.1. Under the assumptions (5.19), the Cauchy problem (5.16) has a 
unique holomorphic solution a in n ^ 27r. Moreover,
a ( z )  G 0 “ for all z  G 11^, cr (z )  G 0 + fo r all z  G n ~ 27r, (5.22a)
a(7r + iy) G (0,oo) for all y G (—oo, 0), (5.22b)
a n d ,  f o r  a n y  z \ ,  Z2 £ T ig2  ^ w h i c h  a re  s y m m e t r i c  w i t h  r e s p e c t  to  t h e  l i n e  x  =  i t , 
t h e  v a l u e s  o ( z \ ) a n d  cr( z 2) a re  s y m m e t r i c  w i t h  r e s p e c t  to  t h e  r e a l  a x is .
In addition, a has a continuous extension to the closure o fH ^ 2V' Let
Z  : = { y  G ( - 0 0 ,0] : cr(0 +  i y )  = 0}.
Then there exists y* < 0 such that Z  = {t/*}, and a (iy ) G 0 “ for all y G 
(—0 0 ,?/*). I f  Yc < 0 then y+ < 0 and a(iy) is real and positive on (2/*, 0]. I f  
Yc =  0 then y+ = 0. We write
<t>(y) := -  &rg g ( a ( i y ) )  f o r  a l l  y  G ( - 0 0 ,0] \  {2/*}. (5.23)
Then 0 < <f) < 1r everywhere on (—0 0 ,?/*), and =  0 on (y+, 0) if  y+ < 0.
Proof of Theorem 5.1. We consider the solution, a holomorphic function o on 
a neighbourhood T  of the interval (0 ,27r) of the real line, of (5.16) given by 
Cauchy’s Theorem. Let a := a\ +  icr2. Since <r2)J/ =  <jl x > 0 on (0,7r), there 
exists a neighbourhood T i C  T of the interval (0,7r) such tha t a ( z )  G for all 
z  G T i f l  11^  . Similarly there exists a neighbourhood T 2 C  T  of the interval
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(7r, 27r) such tha t a(z) G 0 + for all z  G T 2 n n “ 27r  Since C/(7r +  «?/) G R for ?/ <  0, 
it follows th a t c r ( t t  +  iy) G (0, oo) for y G ( —e ,  0], for some £ > 0.
Next, by working in the Z-plane, we show th a t cr can be analytically contin­
ued to n ^ 27r> and in such a way tha t (5.22) holds. Note th a t problem (5.16) is 
equivalent to the following in the Z-plane,
where cr*(Z) := a{z(Z)). We have already seen th a t (5.24) has a solution a* in 
an open set containing <So,2ttj and there exist e >  0 and neighbourhoods Ei of <So)7r 
and E 2 of such tha^t
For every (Xo,Y0) G <So,2ir, the ray {(X0,y )  o o < y < Y o } i s  contained 
in n 0t2n, and the union of all such rays covers ^ 0,2 -^ It suffices to  show that a* 
can be analytically continued along each of these rays, and tha t the continuation 
satisfies
Consider first the case Xo G (0,7r). Let (Yi,Yo) be the maximal interval of 
existence of an analytic solution a* of (5.26) with a* G O- . We want to show
(5.24a)
17*{X +  irj(X)) = -7]{X) for X  G (0, tt ) (5.24b)
cr* G 0  on S j  n  flo,7rj a*  G 0 + on E 2 D 2n
a*(n +  iY )  G (0 ,00) for Y  G (Yt — e, Yt\.
cr* e  O on fio.TT, cr* G 0 + on (5.25a)
(5.25b)c r * ( 7 r  + iV )  G (0 ,00) for all Y  G ( —00, Yt].
Along such a ray, (5.24) leads to the ordinary differential equation
(5.26)
with
a*{X0 + iYo) = -Yo.
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th a t Yi = — oo. First we claim that, for all Y  G (Yi, Yb),
<r'(X0 + i Y ) \ < C  + i (5.27)
where M  is such tha t \U\ < M  in ft, the constants c and C  are as in (5.19c), and 
it is assumed with no loss of generality tha t \Yt \ < C.
To prove the claim, fix Y  G (Yi, Yb). Then, if \<j*(Xo +  iY )\ > C , it follows, 
since \cf*{Xq -MYo)| =  |Yo| <  \Yt \ <  C, th a t there exists Y2 G (Y, Yb) such that 
\a*{XQ + iY2)\ = C a n d
which proves the claim tha t (5.27) holds.
Multiplying both sides of (5.26) by g{cr*) leads, for Y\ < Y  < Yb, to
Suppose now tha t Yi ^  —oo. It follows from (5.27) tha t a* is bounded 
on (Yi,Yo)» and so same is true for g(&*). Hence (5.28) shows tha t the
mapping Y  G (a*(X0 +  iY ))  is Lipschitz on (Yi, Yo), and therefore it has a 
finite limit, which belongs to the closed lower half-plane, as Y  \  Yi. Since G 
is a homeomorphism from ©-  onto C_ U R, it follows th a t there exists a* :=  
lim y \y 1 cr*(Xo +  iY )  in @~. It is clear from the definition of Yi tha t necessarily 
a* belongs to  the boundary of 0 “ .
a*(X0 +  iT)\ > C  for all T  e  (Y t Y2),
and hence, by (5.19c),




It now follows from (5.28) that
^ ( I m  G(cr-)) =  i ( l m  U { z f  -  Im </(<7*)), Y, < Y  < Y0. (5.29)
Note tha t Im U2(z) > 0 in tlo)7n as a consequence of (5.5) and (5.14). It follows
from this and (5.21) th a t the right-hand side of (5.29) is strictly positive on the 
interval (Yi, Yo). Hence Y  i—> Im G{(j*{XQ + iY ))  is a strictly increasing function 
on the interval (Y i,lo). On the other hand, by (5.19a)-(5.19b),
Im G (a*(Xo +  zY0)) =  0 =  \ \ m  {im G(a*{X0 +  iy ))} ,
since a*(Xo +  iY )  —> cr* G dO~ as Y  \  Yi. We have thus obtained a contradic­
tion. This shows tha t necessarily Y\ — —oo.
The case X 0 G (7r, 27r) can be treated in a very similar way.
Consider now the case when X q — 7r, and recall tha t Yt :=  77(77). Let (Y i,Y t) 
be the maximal interval of existence of a real-valued positive solution of (5.26). 
Suppose for a contradiction tha t Yi ^  —0 0 . As in the previous part of the proof, 
we get th a t a * is bounded on (Yi, Yt), and there exists a* := lim y\y i cr*(7r +  7y). 
Then necessarily a* — 0. We use the ' symbol to denote differentiation with 
respect to  the Y variable (however in (5.30) below the notation g' refers to the 
ordinary derivative of the function g). Now (5.26) gives that, for X  =  tt,
„ u(S){u(z)Y  ^ ( i O g y x '
S((T*) 2g2(a") ’
and <t*'(7r +  iYt) = 0. It is a consequence of (5.11a), (5.12) and the Cauchy- 
Riemann equations tha t
{I/(£(7r +  iY ))} ' > 0 for all Y < Yt. (5.31)
It follows tha t a* "(ir + iYt) > 0, and hence cr* '(77 + «Y) <  0 for all Y  G (Yt — e, Yt) 
for some e > 0. We claim th a t <r*'(77 +  iY )  < 0 for all Y  G (Yi, Yt). Indeed, 
suppose tha t this does not happen, so tha t there exists Y2 with cr* '(7r -H Y ) < 0 
for all Y G (Y2, Yt) and a* '(77 +  iY2) = 0. This shows tha t a * "(77 +  iY2) < 0. On 
the other hand, it follows from (5.30) using (5.31) th a t cr* "{jr +  iY2) >  0, and 
we have thus obtained a contradiction. This proves the claim. Hence cr*(7r +  7Y)
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is a decreasing function on (Yi, Y^ ], and so it is impossible tha t l i m y ^  cr*(n +  
iY )  =  0. Therefore Y\ =  —oo. Moreover, the preceding considerations show that 
a* '{ir +  iY )  <  0 for all Y G (—0 0 , Yt) and, since g' > 0 on (0 ,0 0 ), it follows from 
(5.30) th a t <7*(7t +  «Y) is a convex function on (—0 0 , Yt), and therefore necessarily 
a*(n +  iY )  —> 00  as Y  —> —0 0 .
He have thus proved the global existence in Qo,2tt of a solution of (5.24) sat­
isfying (5.25), and hence the global existence in n ^ 27r of a solution a  of (5.16) 
satisfying (5.22). Since a  is real on the line x  =  7r, the symmetry property claimed 
for a  follows from the Reflection Principle.
Let Y  < Y t and let ft := {(X, Y) G ft : 0 <  X  < 7r, Y <  Y}. The estimate
(5.27) shows th a t cr* is uniformly bounded in ft, and therefore the same is true 
for g(cr*). Using this fact in (5.28) yields tha t the complex derivative of the 
holomorphic function G(cr*) is bounded in ft. Hence Z  1—► G (a*(Z )) is a Lipschitz 
function. Let G-1 denote the inverse of the function G : 0 “ —► C_. Then G~l 
is a uniformly continuous function on bounded sets of the closed lower half­
plane. It follows tha t cr* is a uniformly continuous function on ft, and so it has a 
continuous extension to the boundary of this set. Since Y was arbitrary, we have 
thus obtained the existence of a continuous extension of a* to  the boundary of 
fto,*. The existence of a continuous extension to the boundary of ft^Tr follows 
from the symmetry of cr*. It is now clear tha t a has a continuous extension to 
the closure of n ^ 27r-
For every X  G (0 ,7r) and Y < r](X), (5.28) implies that
G (a*(X  +  irj(X))) =  G (a*(X  +  *Y))+
1 r r t X )
+  - /  U (z(X  + iT ))2 -g(<r*(X + iT ))d T . (5.32) 
^ J y
Letting X  \  0, the Dominated Convergence Theorem shows th a t (5.32) holds 
also for X  =  0 and all Y <  Yc. Hence Y i—>• G(£7*(0 +  iY)) is a C 1 function which 
satisfies (5.28) on (—oo,Yc].
Clearly cr*(0+«Y) G 0 “ for all Y <  Yc. It remains to  investigate the structure 
of the set Z .
Consider first the case when Yc <  0. Since cr*(0 +  iYc) = — Yc ^  0, let (Yi, Yc] 
be the maximal interval on which cr*(0 +  iY )  ^  0 for all Y G (Yi, Yc]. We claim 
th a t Yi is finite. Note tha t (5.26) holds on (Y1} Yc] and, since t/(5(0-M Y)) G R for
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all Y  < Y C, it follows tha t a*(0-\-iY) is real and positive on (Yi, Yy. An analysis 
based on (5.30), similar to the one used for the function -f i Y ), but using 
now the fact, which is a consequence of (5.11b), (5.13) and the Cauchy-Riemann 
equations, tha t
{tf(z(0 +  »y))}; < 0 for all Y  < Y e, (5.33)
yields th a t cr*(0 +  iY )  is increasing and concave on (Yi, Yc]. This shows that 
necessarily Yi is finite, and cr*(0 +  zYi) =  0. Now (5.28) yields th a t Re Gr(cr*(0 +  
iY ))  <  0 on (Yi — e ,  Yi) for some e  > 0. Since cr*(0 +  iY )  G 0~ for all Y  <  Yc, it 
follows th a t (7*(0-KY) G 0 - ur-  on (Yi—e, Yi), and therefore Im g(a*(0+iY)) < 
0 on (Yi — e, Yi). In the present situation, (5.29) reads as
^ ( I m  G(<t*)) =  —^ Im g(a*) Y  < Y c . (5.34)
Hence Im G(a*(0 +  iY ))  <  0 for all Y  <  Yi, so tha t cr*(0 +  iY )  G 0 “ for all 
Y  < Y \.  Then 7/* G (—0 0 ,0) defined to be such th a t iy* =  5(zYi) has the required 
properties.
Consider now the case when Yc = 0. If there exists Yi < 0 such tha t cr*(0+iYi) 
is real and non-negative, then (5.34) shows tha t a* is real and non-negative on 
(Yi,0). Therefore, in the z-plane, the function a  is holomorphic in D , the inter­
section of an open disc about zero and the fourth quadrant, and has a continuous 
extension to the closure of D , which is real on the axes. By the Reflection Princi­
ple, a  has a holomorphic extension to  an open disc centred at zero in the z-plane. 
Then necessarily a ( x  +  i 0) =  — Y ( x  +  i 0 )  for all x  G ( —£, s), for some e  >  0, and 
x  1—► Y (3?) real-analytic in (—£,£) implies tha t x  X (x )  is real-analytic there, 
and this contradicts the fact which follows from the Bernoulli condition that
d Z .
—- ( x  -M0) 
dz
00 as x  —» 0.
Therefore cr*(0 +  iY )  is never real for Y  < 0. It follows from (5.34) that 
Im G(cr*(0 +  iY ))  < 0 for all Y  < 0, and hence <j*(0 +  iY )  G 0 “ for all Y  < 0. 
Hence y+ = 0 has the required properties.
Since cr(iy) G ©~ on ( —00,7/*), it follows from (5.21) tha t 0 < 0 <  7r on 
( —00,7/*). If 7/* < 0, then 4> = 0 on (t/*,0) since a(iy) is real and positive there.
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This completes the proof of the Theorem.
□
5.3 P rop erties o f Fourier C oefficients
The following result, on the existence of a harmonic continuation of 9 to Hop*, 
can now be derived in a similar way to [20] and [21].
T h e o re m  5.2. Let 9 be given by (5.5). Then 6 has a harmonic continuation 9* 
onto the strip as an odd function with respect to the line x  = i t .
Moreover, 9* has a continuous extension to
is continuous on n 0 27r U {(a;, 0) : 0 < x  < 2ir}, and real on the real axis. Hence 
its real part
{(0,2/) : y e  R \  {-2/*}} U {(2?r, y) : y G R \  {-?/*}}, (5.35)
with
9*(0, y) =  (f){y) for y e  [0, oo) \  {—y*}},
0*(O ,y)=O for y e  (~oo,0).
(5.36a)
(5.36b)
Here <j) is defined by <j>(y) \= <f>(—y), where (f) is as in Theorem 5.1. Since 9* is 
odd with respect to the line x  =  t t ,  it follows that
Q*(n,y) = 0 for ye (-00,00). (5.36c)
Proof of Theorem 5.2. We use the Reflection Principle. Note tha t
2p = logg(cr) for 0 < x  < 2tt, y = 0.
Therefore the holomorphic function in n o 27r given by
2
9 -  i p + - log g(a)
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has an even harmonic continuation onto the strip On the other hand, the
holomorphic function logg(cr) takes real values on the real axis, and hence its 
imaginary part has an odd harmonic continuation onto n 0)27r- We conclude that 
the function
f 0(x , y) for (x, y) £ IbT 27r U {(a;, 0) : 0 <  x < 2ir},
0*(z.t/) =  { (5-37)
L 0(x, - y )  -  arg - y ) )  for (x ,y ) €
is harmonic in the whole strip IIo^ Tr- The symmetry property claimed for 6* in 
IIo,27r is straightforward from those of 8 and a  in n ^ 27r  It is clear from (5.37) that 
6* has a continuous extension to the set described in (5.35), and tha t (5.36a)- 
(5.36b) hold. This completes the proof. □
Consider now 9(x), x  £ (0.7r), extended to R as an odd, 27r-periodic function. 
Then its Fourier sine coefficients are given by
2 r
bn = — Q (x)sm nxdx , n  £ N. 
ft Jo
Theorem 5.3 below is the main result on Fourier coefficients.
Theorem 5.3. The sequence {6n}n>i is a monotonically decreasing sequence of 
positive numbers and if
N  M  1 1
K  = — + — , -  +  -  =  l, K ,N ,M  e  N, (5.38)
p q p q
then
bK < (5.39)p  q
In  other words, the sequence { & n } n > i  is log-convex, and therefore convex and 
monotonically decreasing to 0.
Proof of Theorem 5.3. We first recall a general result about harmonic functions 
in strips. If u is bounded in IIo)7r, and satisfies the boundary-value problem
A  u =  0 in IIo)7r,
u(0, y) = u0{y), u(ir, y) = un(y), for all y £ (0, oo),
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then the following representation formula holds, for all (x , y )  e  n 0)7r,
. i f  f  sin a; , .
u { x ,y )  — — \ /  — — ------ - - - - - - - - -   Uo[t)dt
2ir y  J _ oc cosh(y — t) — cos x
+  [  —  ,  V n (t)d t\.  (5.40)
./.oo cosh(y — t)  +  cos x J
The method by which this can be proved consists of relocating the problem from 
the strip to the unit disc via a conformal map. In the disc the solution is then 
expressed by Poisson formula. Finally, the solution in the disc is moved back to 
the strip using the inverse of the previous conformal map. The full details of this 
strategy are given in [29].
Now recall tha t the bounded harmonic function 6* in IIo^ satisfies the Dirich- 
let boundary conditions (5.36). By (5.40), we have tha t
o(x)=*•<*,o) = L j  cosJ ^  m  dt.
Since
sin x  sin £ x
0 <  — ; <  -^-----------=  cot - ,cosh t  — cos x  1 — cos x  2
Fubini’s Theorem gives that
r  m \ , 1 r  sin x  sin n x  ,/  6 {x) s m n x d x  =  —  /  /  — ;--------------- (p( t ) d td x
Jo 27r Jo J0 cosh t -  cos x
1 f n 2e~l sin x  sin nx .
=  —  /  /  - -------- - —   dx 4>(t) dt
2?r Jo Jo 1 +  e~2t — 2e~t cos x
2 Jo e nt(j>(t) dt  for all n > 1. (5-41)
To justify tha t last equality in (5.41), we make the substitution r  \=  e ‘, r  € (0,1) 
and s :=  x,  so th a t it remains to prove that
1 r  _
n Jo 1
2 r  sin s  sin n s  . r
ds  =  r
+  r 2 — 2r  cos s
But this follows from formula (1.12) which, for the analytic function in the unit 
disc C ► < n, expresses the value of its imaginary part at the point r  =  r e 10 in 
term s of the values of its real part on the unit circle.
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Since 0 <  <f> < t t  a.e., it follows from (5.41) tha t the Fourier sine coefficients 
of 6 are positive. If K , N , M ,p ,q  satisfy (5.38) then, by Holder’s Inequality in 
(5.41), we get
i r°° i r°°
bK =  — e~Kt(f)(t) dt  — — /  {e ~m <j)(t)}1/p{ e~ Mt(f)(t)}1/ q dt
- (* r e_^w)l/p o r e~mm m)1/q=b"’b*q’
hence the first inequality in (5.39). The second inequality in (5.39) is just Young’s 
Inequality. Since the sequence {6n}n>i is positive, convex and tends to 0 as 
n  —> oo by Riemann-Lebesgue Lemma, it is well-known (and easy to prove) that 
it is necessarily monotone. This completes the proof. □
5.4 A  Fam ily o f E xam ples
We now give a class of simple examples of nonlinearities g , G which satisfy (5.17)- 
(5.19). For convenience of notation, in this Section the functions g, G are defined 
on the complex plane of generic variable z = x  + iy, rather than <7 =  0 1 +  ia2- 
Let G : C \  (—0 0 ,0) —> C be given by
G(z) =  cza(z + a i)(z  +  a2) • • • (z +  an), (5.42)
where a  > 1 , c > 0 and a i , . . . ,a n > 0 , n € N. Then g{0) =  0 and, for all
z  € C \  ( —0 0 ,0),
! &  =  -  +  —  +  ••• +  — , (5-43)G (z) z z -\-a \ Z + GLn
from where we conclude tha t
€  € _  if z €  €+ , and eC +  if z €  C_. (5.44)
G (z) G [z)
In particular g has no zeros in C  \  ( —0 0 ,0].
We study the structure of the set where Im G = 0 and, because of symmetry 
considerations, it suffices to restrict attention to the upper half-plane. Let
A  :=  {z  e  C + : Im G = 0}. (5.45)
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Since G is real on A , it follows from (5.44) that
Im g  on A  (5.46)
Many of the subsequent arguments are based on the Implicit Function The­
orem, which we abbreviate IFT. A first consequence of IFT is that, for every 
z  e  A , there exists a neighbourhood of z  whose intersection with A  is a real- 
analytic curve. In addition, for the function G given by (5.42), one can assert 
the following.
Lemma 5.4. Let Z\,Z 2  G A , z\ ^ Z2 , be connected by a path T  contained in A . 
I f  z\ = x \+ iy \ ,  Z2  = X2  + iy 2 ) then y\ ^  y2  and, if  one assumes that y\ < y 2 , then 
there exists a real-analytic function  7  : [2/1, 2/2] —> R, with 7 (2/1) =  x \, 7 (2/2) =  ^2 
and
t  = iiiv) + iy ■ yz  [2/1,2/2]},
Proof of Lemma 5.4■ By the IFT, the path T  is real-analytic. Let us write T  =  
(u (s) +  iv (s ) : s G [o, 5]}, where u, v are real-analytic and
u '(s)2 +  v '(s)2 > 0 for all s € [a , b}. (5-47)
Differentiating with respect to s the relation
Im G (u(s),v(s)) =  0 on [a,b],
it follows, taking into account (5.46) and (5.47), tha t v'(s) ^  0 for all s (E [a,b\. 
This implies the required result. □
We return to the study of the structure of the set A  given by (5.45). Using 
polar coordinates, so tha t 2 =  relt, r  >  0, t € (0 ,7r), it follows tha t
z G A  4=> F(r, t) = 0,
where
F (r, t) := Im {(cosat +  2 sin a t)  (re** +  aq) • • • (relt +  an)}.
Note tha t F  has a smooth extension to M x (—7r, 7r), and F (0 ,7r/a) =  0. It follows 
using the IFT tha t there exist e, e  > 0 and a smooth function t : [0, e) —> (0, t t )
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with f(0) =  7t / o l, such that, if
T j := {re't(r) : r  G (0,e)},
then
A  fl { re1* : 0 < r  <  e, —
I a
Moreover, it can be shown tha t
Re G < 0 on T f, (5.48)
and
Im G(relt) > 0  for all 0 <  r < e, 0 <  t < t(r). (5.49)
It follows from Lemma 5.4 tha t there exists yo > 0 and a real-analytic function
7 o • (0 , 2/0) -► R such tha t
To =  {io(y) +  i y : y e  (0 , 2/0)}.
Since g has no zeros on T f , it follows tha t G is locally injective, and therefore 
Re G is a monotone function on Tg . It follows from (5.48) tha t
R eG  is decreasing with respect to  y  on Tq . (5.50)
Let yo :=  ?/o/2, wo :=  7 0 (2/0) +  iyo, and consider the set
r + :=  {z G A  : there exists a path T z in A  joining z  to wo}. (5.51)
The following assertions are immediate consequences of Lemma 5.4 and the 
IFT: if z = x  +  iy  is such tha t 0 <  y < 2/o» then T z C T o; if z\ =  x \ +  iy\,
Z2  = X2  +  iy 2  are such tha t yo < y i  < 2/2? then T Z1 C T Z2. Let
b := sup{Im z : >2 G T+}.
The preceding considerations show tha t there exists a function 7  : (0, b) —► R,
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which is an extension of 70, such that
: 2/ e  ( 0 , 6 ) } .
Since r + is a curve on which G is locally injective, it follows from (5.48) and 
(5.50) tha t
R eG  < 0 on T+ . (5.52)
We now prove th a t b = + 0 0 . Suppose for a contradiction tha t b is finite. The 
definition of b and the IFT show tha t 7 (y) does not have any finite limit point 
as y /*  b. Therefore either lim ^*,- 7 (y) =  + 0 0 , or lim ^ i,-  7 (y) = —0 0 .
Suppose first th a t lim ^*,- 7 (y) = + 0 0 . It is immediate from (5.42) tha t in 
this case limy_>6- a ig G (j(y )  +  iy) = 0 , which contradicts (5.52).
Suppose now tha t limy^ 6- 7 (y) =  —0 0 . Let
A + :=  {x  +  iy  : 0 < y < b, x  > 7 (y)} U {x  +  iy : y > b, x  £ R}.
Then, by (5.49) and the Maximum Principle for the bounded harmonic function 
I m l / G  in the region A + fl {z  : \z\ > t ie ) /2}, it follows tha t Im G  > 0 in A + . 
This contradicts the fact, obtained by a suitable application of the IFT, tha t 
there exist a > 0 sufficiently large and a smooth function t : (a , 0 0 ) —> R with 
lim ^oo t(r) = 7r/(a +  n), such tha t A  contains the arc {relt^  : r > a}.
This proves tha t b = + 0 0 . Hence T+ has the form
r + =  {7 (2/) +  iy  : 0 < y < 0 0 }. (5.53)
Let
©+ := {x  +  iy  : 0 < y < 0 0 , x  > 7 (?/)}. (5.54)
Another application of the Maximum Principle, similar to the preceding one,
shows tha t Im G  > 0 in ©+. It is obvious how to define T and 0 ,  and it is then
easy to verify tha t (5.17)-(5.19) are satisfied.
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