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Abstract
Quantum state transfer within a quantum computer can be achieved by using a net-
work of qubits, and such a network can be modelled mathematically by a graph.
Here, we focus on the corresponding Laplacian matrix, and those graphs for which
the Laplacian can be diagonalized by a Hadamard matrix. We give a simple eigen-
value characterization for when such a graph has perfect state transfer at time π/2;
this characterization allows one to choose the correct eigenvalues to build graphs
having perfect state transfer. We characterize the graphs that are diagonalizable by
the standard Hadamard matrix, showing a direct relationship to cubelike graphs.
We then give a number of constructions producing a wide variety of new graphs
that exhibit perfect state transfer, and we consider several corollaries in the set-
tings of both weighted and unweighted graphs, as well as how our results relate to
the notion of pretty good state transfer. Finally, we give an optimality result, show-
ing that among regular graphs of degree at most 4, the hypercube is the sparsest
Hadamard diagonalizable connected unweighted graph with perfect state transfer.
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1. Introduction
Accurate transmission of quantum states between processors and/or registers
of a quantum computer is critical for short distance communication in a physical
quantum computing scheme. Bose [8] first proposed the use of spin chains to
accomplish this task over a decade ago. Since then, much work has been done on
perfect state transfer (PST), which accomplishes this task perfectly in the sense
that the state read out by the receiver at some time t0 is, with probability equal to
one, identical up to complex modulus to the input state of the sender at time t = 0.
Many families of graphs have been found to exhibit PST, including the join of
a weighted two-vertex graph with any regular graph [2], Hamming graphs [2] (see
also [7, 12, 13]), a family of double-cone non-periodic graphs [3], and a family
of integral circulant graphs [6] (see also [3]). It is easy to see that the Cartesian
product of two graphs having PST at the same time also has PST [1, Sec. 3.3].
Muchwork has also been donewith respect to analyzing the sensitivity [10, 15, 16,
17, 20, 21, 23], or even correcting errors [19], of quantum spin systems. Signed
graphs and graphs with arbitrary edge weights have also been considered (see [9]
and the references therein), due to the intriguing fact that certain graphs that do not
exhibit PST when unsigned/unweighted can exhibit PST when signed or weighted
properly. Three articles particularly relevant to the work herein are [7, 11], which
characterized perfect state transfer in cubelike graphs, a family of graphs that are
Hadamard diagonalizable, and [14], which shows that perfect state transfer occurs
in graphs constructed in a manner similar to our merge operation, called the “⋉”
operation.
The general approach taken in the literature is to model a quantum spin system
with an undirected connected graph, where the dynamics of the system are gov-
erned by the Hamiltonian of the system: forXX dynamics the Hamiltonian is the
adjacency matrix corresponding to the graph, and for Heisenberg (XXX) dynam-
ics the Hamiltonian is the Laplacian matrix corresponding to the graph. In the case
of XXX dynamics (on which we focus exclusively in this paper), there is more
structure to work with since we know that the smallest eigenvalue of a Laplacian
matrix is zero, with corresponding eigenvector 1 (the all-ones vector). We note in
passing that in the case of regular graphs (which we deal with frequently in this
paper), presence or absence of PST is identical under XX dynamics and XXX
dynamics.
Our contribution to the theory of perfect state transfer is to characterize graphs
that are diagonalizable by the standard Hadamard matrix, connecting this prop-
erty with the notion of cubelike graphs, and to detail procedures for creating new
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graphs with PST.
Our focus on graphs having a Hadamard diagonalizable Laplacian is not as
restrictive as it might seem at first glance; Hadamard matrices are ubiquitous in
quantum information theory, and because of the special structure of Hadamard
matrices the corresponding graphs tend to exhibit a good deal of symmetry. As a
result, many of the known graphs with PST are actually Hadamard diagonalizable,
such as the hypercube. Furthermore, integer-weighted graphs with Hadamard di-
agonalizable Laplacian are convenient to work with in our setting because they
are known to be regular, with spectra consisting of even integers (see [5] and The-
orem 2 below); consequently the corresponding graph often exhibits PST between
two of its vertices at time t0 = π/2 (see Theorem 3 for a more specific statement).
In Section 2, we give a quick review of the graph theory and quantum state
transfer definitions and tools that we will use. In Section 3, we give an eigen-
value characterization connecting a graph being Hadamard diagonalizable and
it having PST at time π/2 between two of its vertices. We further give a con-
nection between diagonalizability by the standard Hadamard matrix and cubelike
graphs, completely characterizing such graphs. In Section 4, we describe several
ways to construct new Hadamard diagonalizable graphs from old ones, including
our “merge” operation, a weighted variant of the “⋉” operation, which takes two
Hadamard diagonalizable graphs as input, and produces a new (larger) Hadamard
diagonalizable graph with PST as output under a wide variety of conditions. We
also present several results demonstrating the usefulness of this operation and the
types of graphs with PST that it can produce. In Section 5, we discuss how our
results generalize to graphs with non-integer edge weights, which involves the
notion of pretty good state transfer (PGST), and we close in Section 6 with some
results concerning the optimality in terms of timing errors and manufacturing er-
rors of Hadamard diagonalizable graphs.
2. Preliminaries
2.1. Graph Theory Basics
For a weighted undirected graph G on n vertices, its corresponding n × n
adjacency matrix A = (ajk) is defined by
ajk =
{
wj,k if j and k are adjacent
0 otherwise,
where wj,k is the weight of the edge between vertices j and k. Its corresponding
n× n Laplacian matrix is defined by L = D−A, where D is the diagonal matrix
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of row sums of A, known as the degree matrix associated to G. Often wj,k in the
above is taken to be 1 for all adjacent j, k, in which case the graph is said to be
unweighted. A signed graph is a graph for which the non-zero weights can be
either ±1. A weighted graph is a graph for which there is no restriction on wj,k
(although the weights are typically taken to be in R, as they are in this paper).
An unweighted graph G is regular if each of its vertices has the same number
of neighbours, or, more specifically, k-regular if each of its vertices has exactly k
adjacent neighbours. The weighted analogue of a regular graph is a graph where
the sum of all the weights of edges incident with a particular vertex is the same for
all vertices. We will be interested in weighted graphs with this equal “weighted
degree” property; for simplicity, we simply call this the degree of the graph. A
graph is connected if there is a path (a sequence of edges connecting a sequence
of vertices) between every pair of distinct vertices and complete if there is an edge
between every pair of distinct vertices (the complete graph on n vertices is denoted
Kn).
There are several different operations that can be performed to turn two graphs
into a new (typically larger) graph. Specifically, given graphs G1 = (V1, E1) and
G2 = (V2, E2), where V1 and E1 are the set of all vertices and the set of all edges,
respectively, in the graph G1 (and similarly for V2 and E2), then
1. The union of G1 and G2 is the graph G1 +G2 = (V1 ∪ V2, E1 ∪ E2);
2. The join ofG1 andG2 is the graphG1∨G2 = (Gc1+G
c
2)
c where every vertex
ofG1 is connected to every vertex ofG2, and all of the original edges ofG1
and G2 are retained as well;
3. The Cartesian product of G1 and G2 is the graph G1G2 = (V1 × V2, E3)
where V1 × V2 is the cartesian product of the two original sets of vertices,
and there is an edge in G1G2 between vertices (g1, g2) and (h1, h2) if and
only if either (i) g1 = h1 and there is an edge between g2 and h2 in G2, or
(ii) g2 = h2 and there is an edge between g1 and h1 in G1.
One can also define the Cartesian product of weighted graphsG1 andG2 by
defining (i) the weight of the edges between (g1, g2) and (g1, h2) in G1G2
to be the same as the weight between g2 and h2 in G2, and (ii) the weight
of the edges between (g1, g2) and (h1, g2) in G1G2 to be the same as the
weight between g1 and h1 in G1; and
4. If V1 = V2, let G1 ⋉ G2 be the graph defined by the adjacency matrix
A(G1 ⋉ G2) =
[
A(G1) A(G2)
A(G2) A(G1)
]
, where A(·) is the adjacency matrix of
the given graph. If the edge sets of G1 and G2 are disjoint, then G1 ⋉G2 is
a double cover of the graph with adjacency matrix A(G1) + A(G2).
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We recall that a Hadamard matrix (or simply, a Hadamard) of order n is an
n × n matrix H with entries +1 and −1, such that HHT = nI . Let H1 =[
1 1
1 −1
]
, H2 =
[
H1 H1
H1 −H1
]
, . . . , Hn =
[
Hn−1 Hn−1
Hn−1 −Hn−1
]
. This construction
gives the standard Hadamards of order 2n. The results herein may be of use in
the physical setting because Hadamards are among the simplest non-trivial gates
to implement in the lab (the standard n-qubit Hadamard with a scaling factor of
1/2n/2 is frequently used in quantum information theory). From the definition of
a Hadamard matrix, it is clear that any two rows ofH are orthogonal, and any two
columns of H are also orthogonal. This property does not change if we permute
rows or columns or if we multiply some rows or columns by −1. This leads to
the simple but important observation that, given a Hadamard matrix, it is always
possible to permute and sign its rows and columns so that all entries of the first
row and all entries of the first column are all 1’s. A Hadamard matrix in this form
is said to be normalized [5]. Given a graph G on n vertices with corresponding
Laplacian matrix L, if we can write L = 1
n
HΛHT for some Hadamard H and
diagonal matrix Λ, then we say that G (or, that L) is Hadamard diagonalizable.
IfG is Hadamard diagonalizable by some HadamardH , then G is also Hadamard
diagonalizable by a corresponding normalized Hadamard [5, Lemma 4]. Thus,
there is no loss of generality in assuming that a Hadamard diagonalizable graph
is in fact diagonalized by a normalized Hadamard matrix. Note that “normalized”
in this setting does not imply scalingH to satisfy ‖H‖ = 1.
2.2. Perfect state transfer basics
A graph exhibits perfect state transfer (PST) at time t0 if p(t0) := |eTj e
it0Hek|2 =
1 for some vertices j 6= k and some time t0 > 0, where H is the Hamiltonian of
the system (either the adjacency matrix A or the Laplacian matrix L, depending
on the system’s dynamics). In other words, the graph has perfect state transfer if
and only if eit0Hek is a scalar multiple of ej (or, equivalently, if eit0Hej is a scalar
multiple of ek). Typically we say that a graph has PST from vertex j to vertex k
if it exhibits PST for some vertices j and k and j < k.
A slightly weaker property is that of pretty good state transfer (PGST): a graph
exhibits PGST (for some vertices j 6= k) if for every ε > 0, there exists a time tε
such that p(tε) := |eTj e
itεHek|2 ≥ 1− ε.
The following observation is well-known.
Remark 1. For a general integer-weighted graphG, assume that a is the greatest
common divisor of all the edge weights of G and that L is the Laplacian matrix
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of G. Let G′ denote the integer-weighted graph with Laplacian 1/aL. Since
eitL = eita(
1
a
L) for all t, we find that G has PST at π/(2a) if and only if G′ has
PST at π/2. This allows us to identify more graphs having PST: for example, if G
has PST at π/2, and we are given the graph with Laplacian matrix 2L, we know
that it has PST at π/4.
2.3. Cubelike graphs
A large family of graphs, of which the hypercube is a member, is the family
of cubelike graphs [7, 11]: Take a set C ⊂ Zd2 = Z2 × · · · × Z2 (d times),
where C does not contain the all-zeros vector. Construct the cubelike graphG(C)
with vertex set V = Zd2 and two elements of V are adjacent if and only if their
difference is in C. The set C is called the connection set of the graph G(C). The
following result characterizes PST at π/2 for cubelike graphs.
Theorem 1. [7, Theorem 1], [11, Theorem 2.3] Let C be a subset of Zd2 and let
σ be the sum of the elements of C. If σ 6= 0, then PST occurs in G(C) from j to
j + σ at time π/2. If σ = 0, then G(C) is periodic with period π/2 (every vertex
has perfect state transfer with itself at time t0 = π/2).
The code of G(C) is the row space of the d × |C| matrix M constructed by
taking the elements of C as its columns. When the sum of the elements of C
is zero, it has been shown [11] that if perfect state transfer occurs on a cubelike
graph, then it must take place at time π/2D, where D is the greatest common
divisor of the (Hamming) weights of the binary strings in the code.
3. Hadamard diagonalizable graphs with PST
The following theorem originally appeared in [5], restricted to the case of
unweighted graphs. The version below allows for arbitrary integer edge weights.
Although its proof is almost identical to its unweighted version, we include it here
for completeness.
Theorem 2. [5, Theorem 5] If G is an integer-weighted graph that is Hadamard
diagonalizable, thenG is regular and all the eigenvalues of its Laplacian are even
integers.
Proof. Without loss of generality we assume that the Laplacian matrix forG is di-
agonalized by a normalized Hadamard matrix; observe then that the first column
of that Hadamard is the all-ones vector, and that it corresponds to the eigenvalue
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0. Choose a non-zero eigenvalue λ of the Laplacian matrix L associated to G; the
corresponding column of the Hadamard matrix that diagonalizes L is an eigenvec-
tor corresponding to λ. One can split the graph G into two subgraphs, G1 and G2
(with Laplacians L1 and L2), corresponding to the n/2 entries of 1 and the n/2
entries of −1 of the eigenvector corresponding to λ. By applying a permutation
similarity if necessary, we find that[
L1 +X1 −R
−RT L2 +X2
] [
1
−1
]
= λ
[
1
−1
]
,
for some matrices X1, X2, and R. Necessarily X1, X2 are diagonal, and note that
we haveX11 = R1 and X21 = RT1.
Since λ1 = L11 +X11 + R1 = 2X11, and since G is integer-weighted, we
deduce that λ is an even integer. Hence each eigenvalue of the Laplacian is an
even integer.
Next we show that G is regular. For concreteness, suppose that G has n ver-
tices and thatH is a normalized Hadamard matrix so that LH = HD for some di-
agonal matrixD. Fix an index j between 1 and n, and let Sj be the diagonal matrix
with diagonal entries ±1 such that eTj HSj = 1
T . Observe that LHSj = HSjD,
and thatHSj is also a Hadamard matrix. Since the j-th row ofHSj is the all-ones
vector and the remaining rows are orthogonal to it, we deduce that HSj1 = nej .
Consequently, eTj LHSj1 = ne
T
j Lej . On the one hand, we have e
T
j LHSj1 =
eTj HSjD1 = 1
TD1. Thus, for each j = 1, . . . , n, eTj Lej =
1
n
1TD1, so G is
regular, as desired. 
For an integer-weighted graph that is diagonalizable by some Hadamard ma-
trix, we now give a precise characterization of its eigenvalues when it exhibits
PST at time t0 = π/2. The proof applies a standard characterization of PST; see
[18], for example.
Theorem 3. Let G be an integer-weighted graph that is Hadamard diagonaliz-
able by a Hadamard of order n. Let H = (huv) be a corresponding normalized
Hadamard. Denote the eigenvalues of the Laplacian matrix L corresponding toG
by λ1, · · · , λn, so thatLHej = λjHej , j = 1, . . . , n. ThenG has PST from vertex
j to vertex k at time t0 = π/2 if and only if for each ℓ = 1, · · · , n, λℓ ≡ 1−hjℓhkℓ
mod 4.
Proof. Let Λ be the diagonal matrix of eigenvalues such that L = 1
n
HΛHT , and
hence ei(π/2)L = 1
n
Hei(π/2)ΛHT . By the definition of PST, it follows that G has
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PST from vertex j to vertex k at t0 = π/2 if and only if ei(π/2)ΛHTej is a scalar
multiple of HTek. Since the first column of H is the all ones vector 1, i.e. an
eigenvector of L corresponding to the eigenvalue 0, we know that the first entry of
ei(π/2)ΛHTej is hj1 = 1, and the first entry of HTek = hk1 = 1. Thus we deduce
that not only is ei(π/2)ΛHTej a scalar multiple ofHTek, but that the multiple must
be 1, i.e., we have PST from vertex j to k at π/2 if and only if
ei(π/2)ΛHTej = H
Tek. (1)
Note that
ei(π/2)λℓ =
{
1 if λℓ ≡ 0 mod 4
−1 if λℓ ≡ 2 mod 4.
Consequently, (1) holds if and only if, for each ℓ = 1, · · · , n, if hjℓhkℓ = 1 then
λℓ ≡ 0 mod 4, and if hjℓhkℓ = −1 then λℓ ≡ 2 mod 4. The conclusion follows.

It is worth noting that Theorem 3 already gives an extremely easy method for
creating weighted Hadamard diagonalizable graphs exhibiting PST, since for any
normalized Hadamard matrixH we can choose the eigenvalues in Λ to satisfy the
required mod 4 equation, and then L = 1
n
HΛHT will necessarily be the Laplacian
of some rational-weighted graph with PST at time t0 = π/2 (the graph will be
integer-weighted provided n divides each edge weight in this construction).
It is known that the adjacency matrix of any cubelike graph is diagonalized by
the standard Hadamard matrix (see [7]). The following result provides the con-
verse; in the proof, it will be convenient to denote the graph (possibly containing
loops) with adjacency matrix A by Γ(A).
Lemma 1. Suppose that k ∈ N and that A is a symmetric (0, 1) matrix that is
diagonalizable by the standard Hadamard matrix of order 2k. Then
1. A has constant diagonal;
2. if A has zero diagonal then it is the adjacency matrix of a cubelike graph;
3. if A has all ones on the diagonal, then A − I is the adjacency matrix of a
cubelike graph.
Proof. We proceed by induction on k. For k = 1, it is straightforward to see
that the (0, 1) symmetric matrices that are diagonalized by H1 =
[
1 1
1 −1
]
are:
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[
0 0
0 0
]
,
[
1 0
0 1
]
,
[
0 1
1 0
]
,
[
1 1
1 1
]
. For these matrices, conclusions (1)–(3) follow
readily.
Suppose that the result holds for some k ∈ N and thatA is of order 2k+1. Write
the standard Hadamard matrix of order 2k+1 asHk+1 =
[
Hk Hk
Hk −Hk
]
, whereHk is
the standard Hadamard matrix of order 2k. PartitionA accordingly as
[
A1 X
XT A2
]
.
Then there are diagonal matricesD1, D2 such that[
Hk Hk
Hk −Hk
] [
A1 X
XT A2
] [
Hk Hk
Hk −Hk
]
=
[
D1 O
O D2
]
.
Hence
[
Hk(A1 + A2 +X +X
T )Hk Hk(A1 − A2 −X +X
T )Hk
Hk(A1 −A2 +X −X
T )Hk Hk(A1 + A2 −X −X
T )Hk
]
=
[
D1 O
O D2
]
.
We deduce that A1−A2 = X −XT ; since A1−A2 is symmetric andX −XT is
skew-symmetric, it must be the case that A1 = A2 and X = XT . Then Hk diag-
onalizes both 2(A1 +X) and 2(A1 − X), and we conclude that Hk diagonalizes
A1 and diagonalizes X . In particular the induction hypothesis applies to A1 and
X . Thus A1 has constant diagonal, and hence so does A.
Suppose that A has zero diagonal. Applying the induction hypothesis to A1,
we find that Γ(A1) is cubelike. Let C1 denote its connection set. Applying the
induction hypothesis to X , then either X has zero diagonal and so that Γ(X) is a
cubelike graph with connection set C2, say, or Γ(X − I) is a cubelike graph with
connection set C˜2. Set C2 = C˜2 ∪ {0}.
We label the vertices of the graph Γ(A) with vectors in Zk+12 in increasing
order if considered as binary numbers. So the first 2k rows/columns of A are
labelled as
[
0
z
]
, where z ∈ Zk2 , and the last 2
k rows/columns of A are of la-
belled as
[
1
z
]
, where z ∈ Zk2 . Now construct the following connection set:
C =
{[
0
x
]
, x ∈ C1
}
∪
{[
1
y
]
, y ∈ C2
}
. It follows that A is the adjacency matrix
of the cubelike graph with connection set C.
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If A has all ones on the diagonal we proceed as above with A− I .
This establishes the induction steps for (1)–(3). 
Corollary 1. Let G be an unweighted graph with Laplacian matrix L. Then L
is diagonalized by the standard Hadamard matrix if and only if G is a cubelike
graph.
Proof. If L is diagonalized by the standard Hadamard matrix, then in particular
G is regular by Theorem 2. Hence the adjacency matrix of G is diagonalized by
the standard Hadamard matrix, so by Lemma 1, G is cubelike. Conversely, if
G is cubelike, it is regular and its adjacency matrix is diagonalized by the stan-
dard Hadamard matrix. We now deduce that L is diagonalized by the standard
Hadamard matrix. 
4. Creation of new Hadamard diagonalizable graphs with PST
It is known that the union of a PST graph with itself still exhibits PST. Here,
we show that for a graph G on n ≥ 4 vertices that is diagonalizable by some
Hadamard matrix and that has PST at time π/2, both its complement and the join
of G with itself are Hadamard diagonalizable and have PST at time t0 = π/2.
Proposition 1. Let G be an integer-weighted graph on n ≥ 4 vertices that is di-
agonalizable by a Hadamard matrix H , and that has perfect state transfer from
vertex j to vertex k at time t0 = π/2. Then its complement G
c is also diagonal-
izable by H , and has the same PST pairs and PST time as G. Furthermore, the
join G ∨ G of G with itself is diagonalizable by the Hadamard
[
H H
H −H
]
, and
has PST from vertex j to vertex k at time t0 = π/2.
Proof. Without loss of generality we can assume thatH is a normalized Hadamard
matrix. The result that Gc and G ∨ G are diagonalizable follows from Lemma 7
in [5]. If we denote the eigenvalues of the Laplacian of G by λ1 = 0, λ2, · · · , λn,
then from Theorem 3 we know that for ℓ = 1, · · · , n, λℓ ≡ 1 − hjℓhkℓ mod 4.
Therefore the eigenvalues 0, n− λ2, . . . , n− λn of Gc satisfy (n− λℓ) ≡ −(1 −
hjℓhkℓ) ≡ 1− hjℓhkℓ mod 4, since 1 − hjℓhkℓ is either 0 or 2 mod 4 and n must
be a multiple of 4 in order for a Hadamard of order n to exist.
Again from Theorem 3, we then know that Gc has PST from vertex j to k at
time π/2. Thus G∨G = (Gc +Gc)c also has PST from vertex j to k at time π/2.

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Note that we can also prove that Gc exhibits PST at t0 = π/2 by noticing that
if λ is a nonzero Laplacian eigenvalue for G, then n−λ is a Laplacian eigenvalue
for Gc with the same eigenvector. As n − λ ≡ λ mod 4, the conclusion now
follows from Theorem 3.
We now introduce a modification of G1⋉G2 that, much like G1⋉G2, can be
used to construct new graphs with PST from old ones. Suppose thatG1 andG2 are
two weighted graphs of order n, with LaplaciansL1 = D1−A1 andL2 = D2−A2,
respectively. Then we define the merge of G1 and G2 with respect to the weights
w1 and w2 to be the graph G1 ⊙w1 w2 G2 with Laplacian[
w1L1 + w2D2 −w2A2
−w2A2 w1L1 + w2D2
]
.
In the case that w1 = w2 = 1, we denote the merge simply by G1 ⊙ G2, and it
recovers G1 ⋉G2.
1
2 3
4
1
2 3
4
1
2 3
4
5
6 7
8
Figure 1: A depiction of two Hadamard diagonalizable graphs (left) and their merge (right). The
new graph has two copies of the original vertex set, and there is now an edge (j, k) and
(n+ j, n+ k) if and only if G1 (top left) had edge (j, k), and there is an edge (j, n+ k) if and
only if G2 (bottom left) had edge (j, k).
Observe that if G1 and G2 are both diagonalizable by the same Hadamard
matrix H , then G1 ⊙w1 w2 G2 is also Hadamard diagonalizable, by the matrix
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[
H H
H −H
]
; this observation is what motivates our definition of the merge. While
this operation is a bit less intuitive than the other ones we saw, it does have an in-
terpretation in terms of the vertices and edges of the original graphs. Specifically,
if G1 and G2 each have vertices labelled {1, . . . , n}, then G1 ⊙w1 w2 G2 has twice
as many vertices, which we label {1, . . . , 2n}. Furthermore, if G1 has edge (j, k)
with weight wjk then G1 ⊙w1 w2 G2 has edges (j, k) and (n+ j, n+ k), each with
weight w1wjk. Similarly, if G2 has edge (j, k) with weight wjk then G1 ⊙w1 w2 G2
has edge (j, n + k) and (k, n + j) with weight w2wjk. See Fig. 1 for an exam-
ple in the unweighted case—the Laplacian matrices corresponding toG1, G2, and
G1 ⊙G2 in the example are, respectively,
L1 =


2 −1 0 −1
−1 2 −1 0
0 −1 2 −1
−1 0 −1 2

 , L2 =


2 −1 −1 0
−1 2 0 −1
−1 0 2 −1
0 −1 −1 2

 , and
L3 =


4 −1 0 −1 0 −1 −1 0
−1 4 −1 0 −1 0 0 −1
0 −1 4 −1 −1 0 0 −1
−1 0 −1 4 0 −1 −1 0
0 −1 −1 0 4 −1 0 −1
−1 0 0 −1 −1 4 −1 0
−1 0 0 −1 0 −1 4 −1
0 −1 −1 0 −1 0 −1 4


.
We now describe an exact characterization of when the merge of two integer-
weighted graphs which are diagonalizable by the same Hadamard matrix has PST
at time t0 = π/2. This gives us a wide variety of new graphs with PST; in par-
ticular, the merge operation produces perfect state transfer graphs in a variety of
scenarios. We note that the result below can be proven by using techniques de-
veloped in [14] for the adjacency matrix. However for completeness, we give a
separate proof that relies on Theorem 3.
Theorem 4. Suppose G1 and G2 are integer-weighted graphs on n vertices, both
of which are diagonalizable by the same Hadamard matrix H . Fix w1, w2 ∈ Z
and let L1 = d1I − A1, L2 = d2I − A2 be the Laplacian matrices for G1, G2,
respectively. Then G1 ⊙w1 w2 G2 has PST from vertex p to q, where p < q, at time
t0 = π/2 if and only if one of the following 8 conditions holds:
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1. p, q ∈ {1, . . . , n} and
(a) w1 is odd, w2 is even, and G1 has PST from p to q at t0 = π/2, or
(b) w1 and d2 are even, w2 is odd, and G2 has PST from p to q at t0 = π/2,
or
(c) w1 and w2 are odd, d2 is even, and the weighted graph with Laplacian
L1 + L2 has PST from p to q at t0 = π/2;
2. p, q ∈ {n+ 1, . . . , 2n} and
(a) w1 is odd, w2 is even, and G1 has PST from p− n to q − n at t0 = π/2,
or
(b) w1 and d2 are even, w2 is odd, and G2 has PST from p− n to q − n at
t0 = π/2, or
(c) w1 and w2 are odd, d2 is even, and the weighted graph with Laplacian
L1 + L2 has PST from p− n to q − n at t0 = π/2;
3. p ∈ {1, . . . , n}, q ∈ {n+ 1, . . . , 2n} and
(a) w1 is even, w2 and d2 are odd, and G2 has PST from p to q − n at
t0 = π/2, or
(b) w1, w2, and d2 are all odd, and the weighted graph with Laplacian
matrix L1 + L2 has PST from p to q − n at t0 = π/2.
Proof. Without loss of generality we can assume thatH is a normalized Hadamard
matrix. Denote the diagonal matrices of eigenvalues for L1, L2 by Λ1,Λ2, respec-
tively, so that Lj = 1nHΛjH
T , j = 1, 2. Then the Laplacian of G1 ⊙w1 w2 G2 is
L3 =
[
w1L1 + w2d2I −w2A2
−w2A2 w1L1 + w2d2I
]
. Further,
L3 =
1
2n
[
H H
H −H
] [
w1Λ1 + w2Λ2 0
0 w1Λ1 − w2Λ2 + 2w2d2I
] [
H H
H −H
]T
.
Denote the eigenvalues of L1, L2 by λ
(1)
ℓ , λ
(2)
ℓ , ℓ = 1, · · · , n, respectively.
1. Suppose that p, q ∈ {1, · · · , n} and that the graph with Laplacian L3 has
PST from p to q. Then for each ℓ = 1, · · · , n, w1λ
(1)
ℓ +w2λ
(2)
ℓ ≡ (1−hpℓhqℓ)
mod 4 and w1λ
(1)
ℓ −w2λ
(2)
ℓ + 2w2d2 ≡ (1− hpℓhqℓ) mod 4. In particular,
2w2d2 ≡ 0 mod 4, i.e., w2d2 is even. Note that if w1 and w2 are both even,
then hpℓhqℓ = 1 for ℓ = 1, · · · , n, which is impossible.
If w1 is odd and w2 is even, then w1λ
(1)
ℓ + w2λ
(2)
ℓ ≡ λ
(1)
ℓ mod 4, so that
λ
(1)
ℓ ≡ (1 − hpℓhqℓ) mod 4, ℓ = 1, · · · , n. Hence G1 has PST from p to
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q. Similarly, if w1 is even and w2 is odd, then necessarily d2 is even, and as
aboveG2 has PST from p to q.
If w1 and w2 are both odd, then necessarily d2 is even. Also w1λ
(1)
ℓ +
w2λ
(2)
ℓ ≡ λ
(1)
ℓ + λ
(2)
ℓ ≡ (1− hpℓhqℓ) mod 4, ℓ = 1, · · · , n. We deduce that
the graph with Laplacian L1 + L2 has PST from p to q.
2. If p, q ∈ {n + 1, · · · , 2n} and the graph with Laplacian L3 has PST from p
to q, the conclusions (a), (b), and (c) follow analogously to Case 1 above.
3. Suppose that p ∈ {1, · · · , n}, q ∈ {n + 1, · · · , 2n} and that the graph
with Laplacian L3 has PST from p to q. Set qˆ = q − n. Then for each
ℓ = 1, · · · , n, we have
w1λ
(1)
ℓ + w2λ
(2)
ℓ ≡ (1− hpℓhqˆℓ) mod 4, and (2)
w1λ
(1)
ℓ − w2λ
(2)
ℓ + 2w2d2 ≡ (1 + hpℓhqˆℓ) mod 4. (3)
Summing equations (2) and (3), we find that 2w1λ
(1)
ℓ + 2w2d2 ≡ 2 mod 4
and hence 2w2d2 ≡ 2 mod 4 since all the eigenvalues of L1 are even inte-
gers, and therefore w2d2 must be odd, i.e., w2 is odd and d2 is odd. We have
the following two cases.
If w1 is even, then (2) simplifies to λ
(2)
ℓ ≡ (1 − hpℓhqˆℓ) mod 4, ℓ =
1, · · · , n, so for even w1, and odd w2 and d2, G2 has PST from p to qˆ.
If w1 is odd, then (2) simplifies to λ
(1)
ℓ + λ
(2)
ℓ ≡ (1 − hpℓhqˆℓ) mod 4,
ℓ = 1, · · · , n, which shows that the integer-weighted graph with Laplacian
L1 + L2 has PST from p to qˆ.
The converses are straightforward. 
Note that when both w1 and w2 are even, the graphG1 ⊙w1 w2G2 does not have
PST at time π/2. However, it might have PST at some other time. To see this,
we decompose the two integer weights wj as wj = 2rj .bj (for j = 1, 2), where bj
are odd integers. Let r = min(r1, r2). Then the PST property of the graph with
Laplacian 1
2r
L3 at time π/2 can be determined according to Theorem 4. In the
case that PST occurs, the graphG1 ⊙w1 w2G2 would then have PST at time π/2
r+1.
Also note that Theorem 4 is true for any graphs whose Laplacian eigenvalues are
all even integers (including non integer-weighted graphs).
Remark 2. Assume that G1 and G2 are two graphs on 2
m vertices for m ≥ 2
and that they are diagonalizable by the same Hadamard matrix. Suppose that G1
has PST from vertex p to vertex q, and G2 has all its eigenvalues being multiples
14
of 4 and that its degree d2 is odd (for example, a disjoint union of 2
m−r copies
of K2r for 2 ≤ r ≤ m). Then G1 ⊙ G2 has PST from p to q + 2
m according to
Case 3(b) in Theorem 4. Similarly, G2 ⊙ G1 has PST from vertex p to q if d1 is
even (Case 1(c)), and it has PST from vertex p to q + 2m if d1 is odd (Case 3(b)).
The requirement that both graphs are diagonalizable by the same Hadamard
matrix is necessary for Theorem 4 to hold. As a concrete example, letG1 be equal
to K8 with a K3 removed, G2 be equal to the 3-cube, w1 = 2 and w2 = 1 (and
d2 = 3). Then G1 ⊙w1 w2 G2 is equal to

13 0 0 −2 −2 −2 −2 −2 0 −1 −1 0 −1 0 0 0
0 13 0 −2 −2 −2 −2 −2 −1 0 0 −1 0 −1 0 0
0 0 13 −2 −2 −2 −2 −2 −1 0 0 −1 0 0 −1 0
−2 −2 −2 17 −2 −2 −2 −2 0 −1 −1 0 0 0 0 −1
−2 −2 −2 −2 17 −2 −2 −2 −1 0 0 0 0 −1 −1 0
−2 −2 −2 −2 −2 17 −2 −2 0 −1 0 0 −1 0 0 −1
−2 −2 −2 −2 −2 −2 17 −2 0 0 −1 0 −1 0 0 −1
−2 −2 −2 −2 −2 −2 −2 17 0 0 0 −1 0 −1 −1 0
0 −1 −1 0 −1 0 0 0 13 0 0 −2 −2 −2 −2 −2
−1 0 0 −1 0 −1 0 0 0 13 0 −2 −2 −2 −2 −2
−1 0 0 −1 0 0 −1 0 0 0 13 −2 −2 −2 −2 −2
0 −1 −1 0 0 0 0 −1 −2 −2 −2 17 −2 −2 −2 −2
−1 0 0 0 0 −1 −1 0 −2 −2 −2 −2 17 −2 −2 −2
0 −1 0 0 −1 0 0 −1 −2 −2 −2 −2 −2 17 −2 −2
0 0 −1 0 −1 0 0 −1 −2 −2 −2 −2 −2 −2 17 −2
0 0 0 −1 0 −1 −1 0 −2 −2 −2 −2 −2 −2 −2 17


.
There is no PST at time π/2, though the parameters are set up so that they sat-
isfy 3(a) of Theorem 4 (but not the hypothesis of both Laplacians being diagonal-
ized by the same Hadamard). Thus, unlike a similar result [14, Theorem 5.2] for
the “⋉” operation (which uses the adjacency matrices), graphs whose Laplacian
matrices aren’t diagonalizable by the same Hadamard matrix do not necessarily
satisfy the conclusion of the theorem. This may be due to the difference between
Laplacian dynamics and adjacency dynamics.
The following corollary to Theorem 4 provides an instance where the state-
ment of the theorem simplifies considerably, and generalizes the known fact that
the unweighted hypercube graph has PST.
Corollary 2. Supposew1, w2, . . . , wn are nonzero integers, exactly d of which are
odd, and consider the weighted hypercubeCn := (w1K2)(w2K2) · · ·(wnK2).
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For each vertex u of Cn, there is a vertex v at distance d from u such that there is
perfect state transfer in Cn from u to v at time t0 = π/2.
Proof. We prove the result by induction on n. For the base case, we simply note
that it is straightforward to verify that the weighted 1-cube w1K2 has perfect state
transfer at time t = π/2 if and only if w1 is an odd integer.
For the inductive hypothesis, we use Theorem 4 with G1 = Cn (which we
will assume has perfect state transfer at time t = π/2 from vertex j to k, which
are a distance of d apart) and G2 is the graph on the same number of vertices
where every vertex has a self-loop (of weight 1) and no other edges (note that this
graph has perfect state transfer between any vertex and itself at any time). Then
it is straightforward to verify that the graph G1 ⊙1 wn+1 G2 is exactly the weighted
(n+ 1)-cube:
G1 ⊙1 wn+1 G2 = (wn+1K2)Cn = (wn+1K2)(w1K2)(w2K2) · · ·(wnK2).
So condition 1(a) of Theorem 4 tells us that if wn+1 is even thenG1 ⊙1 wn+1G2 has
perfect state transfer at time t0 = π/2 from vertex j to k (which still have a dis-
tance of d from each other). On the other hand, if wn+1 is odd then condition 3(b)
of Theorem 4 says that G1 ⊙1 wn+1 G2 has perfect state transfer at time t = π/2
from vertex j to k+2n (which have a distance of d+1 from each other). By noting
that the particular labelling of the weights is irrelevant (i.e., permute the indices of
the weights so thatG1 ⊙1 wn+1 G2 = (w1K2)(w2K2) · · ·(wn+1K2) = Cn+1),
this completes the inductive step and the proof. 
Example 1. From Lemma 9 and Proposition 10 of [5], one can conclude that
there is no unweighted graph of order 12 that is Hadamard diagonalizable and
exhibits PST. However, it is easy to construct weighted graphs of this type. Let G1
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be the graph whose Laplacian is
L1 =
1
3


18 0 −1 −1 −1 −3 −3 −3 −1 −3 −1 −1
0 18 −1 −1 −1 −3 −3 −3 −1 −3 −1 −1
−1 −1 18 −2 −2 0 −2 0 −2 −2 −4 −2
−1 −1 −2 18 −4 0 0 −2 −2 −2 −2 −2
−1 −1 −2 −4 18 −2 −2 0 −2 0 −2 −2
−3 −3 0 0 −2 18 −2 −2 0 −2 −2 −2
−3 −3 −2 0 −2 −2 18 −2 −2 −2 0 0
−3 −3 0 −2 0 −2 −2 18 −2 −2 −2 0
−1 −1 −2 −2 −2 0 −2 −2 18 0 −2 −4
−3 −3 −2 −2 0 −2 −2 −2 0 18 0 −2
−1 −1 −4 −2 −2 −2 0 −2 −2 0 18 −2
−1 −1 −2 −2 −2 −2 0 0 −4 −2 −2 18


Then one can easily verify that L1 is Hadamard diagonalizable by the order 12
Hadamard
H =


1 1 1 1 1 1 1 1 1 1 1 1
1 −1 1 −1 1 1 1 −1 −1 −1 1 −1
1 −1 −1 1 −1 1 1 1 −1 −1 −1 1
1 1 −1 −1 1 −1 1 1 1 −1 −1 −1
1 −1 1 −1 −1 1 −1 1 1 1 −1 −1
1 −1 −1 1 −1 −1 1 −1 1 1 1 −1
1 −1 −1 −1 1 −1 −1 1 −1 1 1 1
1 1 −1 −1 −1 1 −1 −1 1 −1 1 1
1 1 1 −1 −1 −1 1 −1 −1 1 −1 1
1 1 1 1 −1 −1 −1 1 −1 −1 1 −1
1 −1 1 1 1 −1 −1 −1 1 −1 −1 1
1 1 −1 1 1 1 −1 −1 −1 1 −1 −1


and that the (1, 2) entry of ei(π/2)L1 is 1, thus showing thatL1 exhibits PST between
vertices 1 and 2 at time t0 = π/2. Let G2 = K12, which we note is Hadamard
diagonalizable by H but does not exhibit PST, and let w1 = 5 and w2 = 2.
Direct computation shows that all the eigenvalues of L1 are even integers. Hence
Theorem 4 still applies here, and Case 1(a) of the theorem tells us thatG1 ⊙5 2G2
has PST from vertex 1 to vertex 2 at time t0 = π/2. One can indeed verify that
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L3 =
[
5L1 + 2D2 −2A2
−2A2 5L1 + 2D2
]
, where D2 = 11I and A2 = J − I (where J is
the all-ones matrix), is Hadamard diagonalizable by
[
H H
H −H
]
with eigenvalues
(in the order determined by that diagonalization) equal to 0, 54, 64, 54, 64, 64, 64,
54, 54, 54, 44, 54, 44, 50, 60, 50, 60, 60, 60, 50, 50, 50, 40, and 50. Furthermore,
by checking the (1, 2) entry of ei(π/2)L3 we see that this graph exhibits PST between
vertices 1 and 2 at time t0 = π/2.
Remark 3. For each k ≥ 3 and each d with k + 1 ≤ d ≤ 2k − 2, we can
construct a graph that is d-regular, unweighted, connected, and non-bipartite on
2k vertices, that is diagonalizable by the standard Hadamard matrix and has PST
at time t0 = π/2. This can be done with cubelike graphs by using Theorem 1. To
ensure the cubelike graph is connected, we just need to make sure the connection
set contains a basis of Zk2 when considered as a vector space. Let us take the
standard ordered basis: e1, · · · , ek. Assume they form the set T . For d = k + 1,
take the connection set C = T ∪{e1+e2}. Then the induced subgraph on vertices
0, e1, e2, e1 + e2 is K4; hence the corresponding cubelike graph is not bipartite.
Also note that the sum of the elements in C is not 0 for k ≥ 3. For d > k + 1, we
always keep C as a subset of the connection set S (|S| = d, 0 /∈ S). If the sum of
all elements in S is not 0, then the cubelike graph G(S) is a desired graph. On
the other hand, if the sum of all elements in S is 0, then we delete some element
c0 from the set S \ C. Denote the set S \ {c0} by S0 and we know the sum of all
its elements is c0 6= 0 (in Z
k
2 , every element has itself as its inverse). Finally, we
pick any element c1 ∈ Z
k
2 \ (S ∪ {0}) (this set has cardinality 2
k − d − 1 > 0)
and form a new set S1 = S0 ∪ {c1}. Then S1 has cardinality d and the sum of all
its element is c = c0 + c1 6= 0. Hence there is PST from u to u+ c at time π/2 in
the connected (since S1 is a generating set of the group Z
k
2) nonbipartite cubelike
graph G(S1).
This remark can be stated as follows. As a means of highlighting the utility
of the merge operation, we present an alternate proof that constructs such graphs
using the merge.
Theorem 5. Suppose that k ∈ N with k ≥ 3. For each d ∈ N with k + 1 ≤ d ≤
2k − 2, there is a connected, unweighted, non-bipartite graph that is
(1) diagonalizable by the standard Hadamard matrix of order 2k,
(2) d-regular, and
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(3) has PST between distinct vertices at time t0 = π/2.
Proof. For every integer k ≥ 3, it is easy to see that the complement of a perfect
matching (disjoint union of 2k−1 copies of K2) is a (2k − 2)-regular graph with
the desired properties. So we just need to prove the result for k+1 ≤ d ≤ 2k− 3.
We proceed by induction on k. For k = 3, it is straightforward to check that
(K2,2K2)
c, (K2,2 +K2,2)
c and (K2 +K2 +K2 +K2)c are 4-, 5-, and 6-regular
graphs, respectively, having the described properties. Now suppose the result
holds for some fixed k ≥ 3; that is, for each d with k + 1 ≤ d ≤ 2k − 2,
we have a d-regular graph Gk,d on 2k vertices with the desired properties. To
construct desired graphs on 2k+1 vertices, we split into two cases depending on
the regularity d of the graph that we are trying to construct.
Case 1: (k + 1) + 1 ≤ d ≤ 2k − 1. Let the Laplacian matrix for Gk,d−1 be
Lk,d−1. Consider the graphK2Gk,d−1. This graph has 2k+1 vertices and
Laplacian
[
Lk,d−1 + I −I
−I Lk,d−1 + I
]
. It is straightforward to see that this
graph is d-regular, connected, non-bipartite (since Gk,d−1 is) and satis-
fies (1) and (3).
Case 2: k + 4 ≤ d ≤ 2k+1 − 3. For each 2 ≤ r ≤ k, let Gr be the disjoint union
of 2k−r copies of K2r and let Lr denote its Laplacian matrix. Note that
each eigenvalue of Lr is congruent to 0 (mod 4); further, with a natural
labelling of the vertices, Lr is diagonalizable by the standard Hadamard
matrix of order 2k.
Fix d′ with k + 1 ≤ d′ ≤ 2k − 2 and let Ak,d′ be the adjacency matrix
of Gk,d′ . Let G
(r)
k,d′ = Gr ⊙ Gk,d′ be the graph on 2
k+1 vertices whose
Laplacian matrix is L(r)k,d′ =
[
Lr + d
′I −Ak,d′
−Ak,d′ Lr + d
′I
]
. Then G(r)k,d′ is not
bipartite (it has K4 as an induced subgraph), and it is Hadamard diag-
onalizable by the standard Hadamard matrix. By Remark 2, it also has
PST between a pair of distinct vertices. It is regular of degree d′+2r−1.
Also in the notation of Theorem 4, −Λ2 + 2d′I has positive diagonal en-
tries (sinceGk,d′ is not bipartite) and so we deduce that the nullity ofL
(r)
k,d′
is 1 and that G(r)k,d′ is connected. Thus G
(r)
k,d′ is a graph on 2
k+1 vertices,
satisfying the desired properties. We denote it as Gk+1,d′+2r−1.
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Thus we have produced the desired graphs whose degrees fall in the set
[k + 2, 2k − 1] ∪
k⋃
r=2
[k + 2r, 2k + 2r − 3]. (4)
For k = 3, this set covers the integers 5, 6, 7, 8, 9, 11, 12, 13. From Propo-
sition 1 we know that if G = (K2,2 + K2,2)c, our 5-regular graph on 8 vertices
satisfying the desired properties, then the graph Gc ∨Gc of order 16 is 10-regular
and has the desired properties. So the result is also true for graphs on 24 vertices.
For k ≥ 4 we have k + 4 ≤ 2k−1. Then for any r ≤ k − 1, we have k + 4 +
2r+1 ≤ 2k−1 + 2r+1 = 2k−1 + 2r + 2r ≤ 2k−1 + 2k−1 + 2r = 2k + 2r, which in
turn implies that k + 2r+1 ≤ 2k + 2r − 3. It follows that the set (4) contains all of
the integers in [k + 2, 2k+1 − 3]. 
Remark 4. Note that for 2k+1 ≤ d ≤ 2k+1−2, we can also construct a d-regular
graph with the desired properties on 2k+1 vertices using the join operation. From
the induction hypothesis, we have a graph Gk,d with the desired properties for
k + 1 ≤ d ≤ 2k − 2. Now we use the result in Proposition 1: if G is a Hadamard
diagonalizable graph on n ≥ 4 vertices and that G has PST at time π/2, then its
complement also has PST at the same time, then we get a non-empty d-regular
Hadamard diagonalizable PST graph G for each d such that 1 ≤ d ≤ 2k − 2.
Then the graph G ∨ G has PST at time t0 = π/2 and is diagonalizable by the
standard Hadamard matrix, whose regularity is 2k + d, ranging from 2k + 1 to
2k + 2k − 2. Since G is not empty, G ∨G has cycles of length 3, and therefore it
is not bipartite.
5. PST for graphs with non-integer weights
We now consider some ways in which our results generalize to the case of
Hadamard diagonalizable graphs with non-integer edge weights. In the case where
all of the edge weights are rational, the idea is rather straightforward.
Proposition 2. Suppose the graph G1 with Laplacian L1 is a rational-weighted
Hadamard diagonalizable graph, and let lcm be the least common multiple of
the denominators of its edge weights, and gcd be the greatest common divisor of
all the new integer edge weights lcm ·w(j, k). Then G1 has PST at time t1 =
lcm
gcd
· π/2 if and only if the integer-weighted Hadamard diagonalizable graph G2
with Laplacian L2 =
lcm
gcd
L1 has PST at time t0 = π/2 between the same pair of
vertices.
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Proof. The result follows simply from noticing that for each j and k we have
|eTj e
it0L2ek|
2 = |eTj e
it0
lcm
gcd
L1ek|
2 = |eTj e
it1L1ek|
2, (5)
and G1 has PST between vertex j and vertex k at time t1 if and only the rightmost
quantity in (5) equals 1, while G2 has PST at time t0 if and only if the leftmost
quantity in (5) equals 1. 
While we are not able to extend Proposition 2 to the case of irrational weights
directly—in general such a graph may not exhibit PST at any time—it is true at
least that the resulting graph has pretty good state transfer when exactly one of the
two weights in G1 ⊙w1 w2 G2 is irrational. Before giving the theorem, we recall
the following result about approximating an irrational real number with rational
numbers.
Theorem 6 ([22]). Let o denote the odd integers and e denote the even integers.
Then for every real irrational number w, there are infinitely many relatively prime
numbers u, v with [u, v] in each of the three classes [o, e], [e, o], and [o, o], such
that the inequality |w − u/v| < 1/v2 holds.
For the graph G1 ⊙w1 w2 G2, we say it has parameters [w1, w2, d2], where as in
Theorem 4, d2 denotes the degree ofG2. In particular, if w1, w2, and d2 are all odd
integers, we say the graph G1 ⊙w1 w2 G2 has type [o, o, o]. We will denote the set
of irrational numbers by Q.
Theorem 7. Assume that G1 and G2 are integer-weighted graphs on n vertices,
both of which are diagonalizable by the same Hadamard matrix H . Let d2 be
the degree of G2. Let L1 and L2 denote the Laplacian matrices of G1 and G2,
respectively. Suppose that one of w1, w2 is rational and the other is irrational,
and suppose that p, q ∈ {1, . . . , n}. Then the weighted graph G1 ⊙w1 w2 G2 has
PGST as stated in the following cases.
1. Suppose thatG1 has PST from p to q at time π/2. ThenG1 ⊙w1 w2G2 has PGST
from p to q and from p+ n to q + n.
2. Suppose thatG2 has PST from p to q at time π/2. If d2 is even, thenG1 ⊙w1 w2G2
has PGST from p to q and from p+ n to q + n. If d2 is odd, then G1 ⊙w1 w2 G2
has PGST from p to q + n and from q to p+ n.
3. Suppose that the graph with Laplacian L1 + L2 has PST from p to q at time
π/2. If d2 is even, then G1 ⊙w1 w2 G2 has PGST from p to q and from p + n to
q + n. If d2 is odd, then G1 ⊙w1 w2 G2 has PGST from p to q + n and from q to
p+ n.
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Before proving this result, we note that it can alternatively be proved via Kro-
necker’s theorem using the techniques of [4]. However, this would require proving
that vertices p and q are strongly cospectral, as well as some knowledge of eigen-
values and eigenprojection matrices, so we instead give the following proof that
is somewhat more self-contained.
Proof. As in the proof of Theorem 4, without loss of generality we assume that
H is a normalized Hadamard matrix. Assume w1 is rational and w2 is irrational
(case 1). We denote the graph G1 ⊙w1 w2 G2 as G3, with corresponding Laplacian
L3. It suffices to consider w1 odd. Indeed, if w1 = ab , with a and b being relatively
prime integers, assume a = 2rk where r ∈ N and k odd, then eitL3 = eit
2
r
b
(L3b/2r)
so that L3b/2r is the Laplacian of the graph G1 ⊙k w2b/2r G2 where k is odd and
w2b/2
r is irrational. Note that if L3b/2r has PGST, then so does L3. Thus, for
notational simplicity, we consider w1 odd.
We approachw2 with fractions u/v such that |w2−u/v| < 1/v2. For each such
pair of u, v, we denote the graphG1 ⊙w1 u/vG2 asG4, and the graphG1 ⊙0 w2−u/vG2
as G5. In particular, the Laplacian of G3 is the sum of the Laplacian of G4 with
the Laplacian of G5. Denote the Laplacian matrices of G4 and G5 as L4 and L5,
respectively. Now consider the integer-weighted graph G′4 = G1 ⊙vw1 u G2, then
its Laplacian is vL4 and has parameters [vw1, u, d2].
There are now a number of cases to consider. If [u, v] is of type [o, e] and d2 is
even, the graph G′4 is of type [e, o, e]. From Theorem 4 we know, if G2 has PST
from p to q at π/2, then G′4 has PST at π/2 from p to q and from p + n to q + n
(Case 1(b), 2(b)). If [u, v] is of type [o, e] and d2 is odd, the graph G′4 is of type
[e, o, o]. From Theorem 4 we know that if G2 has PST at π/2 from p to q at π/2,
then G′4 has PST at π/2 from p to q + n and from q to p + n (Case 3(a)).
If [u, v] is of type [e, o], then the graph G′4 is of type [o, e, f ], where f denotes
the parity of d2. From Theorem 4 we know that if G1 has PST from p to q at π/2,
then G′4 has PST at π/2 from p to q and from p+ n to q + n (Case 1(a), 2(a)).
If [u, v] is of type [o, o] and d2 is even, the graph G′4 is of type [o, o, e]. From
Theorem 4 we know that if the graph with Laplacian L1 + L2 has PST from p
to q at π/2, then G′4 has PST from p to q and from p + n to q + n (Case 1(c),
2(c)). If [u, v] is of type [o, o] and d2 is odd, the graph G′4 is of type [o, o, o]. From
Theorem 4 we know that if the integer weighted graph with Laplacian L1 + L2
has PST from p to q at π/2, then G′4 has PST from p to q + n and from q to p+ n
(Case 3(b)).
Similarly we can get the results when w1 is irrational and w2 is rational (case
2). (We can assume w2 is odd by way of a similar argument to w1 being odd in
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case 1.)
For all the above cases, G4 has PST at time t0 = vπ/2. Next, we recall the
following result from [16, Theorem 4] (here we take the absorbed constant factor
t0 out): Suppose PST occurs for the graph with Laplacian matrix L and assume
that Lˆ = t0(L+ L0) due to a small nonzero edge-weight perturbation L0. Then
1− |eTj e
it0(L+L0)ek|
2 ≤ 2‖t0L0‖+ ‖t0L0‖
2 − ‖t0L0‖
3. (6)
Now, G4 is a graph with PST at time t0, and L3 = L4 + L5. Then the fidelity of
state transfer of G3 between the corresponding pair of vertices satisfies
|eTj e
it0L3ek|
2 ≥ 1− 2‖t0L5‖ − ‖t0L5‖
2 + ‖t0L5‖
3
≥ 1− 2cnπ/(2v)− (cnπ/(2v))2 + (cnπ/(2v))3,
where c is the maximum edge weight inG2. Since there are infinitely such integers
v, the expression on the right hand side in the above inequality can be made as
close to one as possible. 
It is known (see [18]) that if there is perfect state transfer from vertex j to
vertex k at time t0, and perfect state transfer from vertex j to vertex l at time
t1, then necessarily k = l. The following example, which is a straightforward
consequence of Theorem 7, shows that the situation with respect to pretty good
state transfer is markedly different. This is a potentially important application to
routing—the task of choosing between several possible recipients of the state.
Example 2. Consider the unweighted graphsG1, G2 with the following Laplacian
matrices:
L1 =


3 −1 −1 0 −1 0 0 0
−1 3 0 −1 0 −1 0 0
−1 0 3 −1 0 0 −1 0
0 −1 −1 3 0 0 0 −1
−1 0 0 0 3 −1 −1 0
0 −1 0 0 −1 3 0 −1
0 0 −1 0 −1 0 3 −1
0 0 0 −1 0 −1 −1 3


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which has PST at time π/2 for the pairs (1, 8), (2, 7), (3, 6), (4, 5), and
L2 =


3 0 −1 −1 −1 0 0 0
0 3 −1 −1 0 −1 0 0
−1 −1 3 0 0 0 −1 0
−1 −1 0 3 0 0 0 −1
−1 0 0 0 3 0 −1 −1
0 −1 0 0 0 3 −1 −1
0 0 −1 0 −1 −1 3 0
0 0 0 −1 −1 −1 0 3


which has PST at time π/2 for the pairs (1, 6), (2, 5), (3, 8), (4, 7). It turns out that
L1 + L2 has PST at time π/2 between the pairs (1, 3), (2, 4), (5, 7), (6, 8). From
the above collection of cases, we find for example that if w1 ∈ Q and w2 ∈ Q (or
w1 ∈ Q and w2 ∈ Q), then G1 ⊙w1 w2 G2 has the intriguing property that there is
PGST between the pairs (1, 8), (1, 11), (1, 14) (among others).
6. Optimality
6.1. Timing errors
In [16], the authors analyse the sensitivity of the probability of state transfer
in the presence of small perturbations. Bounds on the probability of state trans-
fer with respect to timing errors and with respect to manufacturing errors were
given in the most general setting where no information is known about the graph
in question. Specifically, suppose that under XXX dynamics, a graph G on n
vertices has PST from vertex 1 to vertex 2 at time t0. Suppose further that there
is a small perturbation so that the readout time is instead t0 + h, where |h| < πλn ,
and where λn is the largest eigenvalue of the corresponding Laplacian. Decom-
pose the Laplacian as L = QΛQT , where Λ = diag (λ1 = 0, λ2, . . . , λn), with
0 < λ2 ≤ · · · ≤ λn, andQ is an orthogonal matrix of corresponding eigenvectors.
If q1 and q2 are the first and second columns of QT , respectively, then for some
θ ∈ R we have eiθq1 = eit0Λq2. SettingM = diag (eihλ1 , . . . , eihλn)eiθ, it follows
that
p(t0)− p(t0 + h) = 1− |q
T
1Mq1|
2.
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In the special case that G is Hadamard diagonalizable, we haveQ = 1√
n
H , where
H is a Hadamard matrix, so we can say more. In that case,
|qT1Mq1| =
1
n
∣∣∣∣∣
n∑
j=1
eihλj
∣∣∣∣∣ . (7)
This suggests that, in order to find a lower bound for |qT1Mq1| (and thus an upper
bound for p(t0) − p(t0 + h)), the goal should be to make the numbers eihλj as
closely-spaced on the complex unit circle as possible. This agrees with the known
fact that minimizing the spectral spread has the effecting of maximizing the bound
for the fidelity of state transfer due to timing errors [17]. Thus, this remark is not
surprising but rather confirms the known rule while at the same time providing a
more accurate bound on timing errors for Hadamard diagonalizable graphs.
6.2. Manufacturing errors: sparsity of graphs with PST
It is desirable to minimize the number of edges that need to be engineered in
a graph (so as to minimize manufacturing errors), so one question of interest in
the theory of perfect state transfer is how sparse a graph with perfect state transfer
can be. Among the sparsest known graph with PST is the k-cube, which has 2k
vertices, each with degree k. We now show that if we restrict our attention to
Hadamard diagonalizable unweighted graphs, then for k ≤ 4 the k-cube is indeed
the sparsest connected graph with PST.
Theorem 8. Let G be a simple, connected, unweighted r-regular graph on n
vertices. Suppose further that G is Hadamard diagonalizable, has perfect state
transfer at π/2, and that r ≤ 4. Then n ≤ 2r.
Proof. If L is the Laplacian ofG then the result follows by computing some quan-
tities of the form Tr(Lk) (k ≥ 0 is an integer) in two different ways. First, if
λ1, . . . , λn are the eigenvalues of L then Tr(Lk) =
∑n
j=1 λ
k
j , and we know by
the Gershgorin circle theorem that 0 ≤ λj ≤ 2r for each j. On the other hand,
L = rI − A, where A is the adjacency matrix of G, so Tr(L) = rn− Tr(A) and
Tr(L2) = r2n− 2rTr(A) + Tr(A2). Since A is simple, we know that Tr(A) = 0
and it is straightforward to compute Tr(A2) = rn. Thus we have the following
system of equations:
n∑
j=1
λj = rn and
n∑
j=1
λ2j = rn(r + 1).
25
If we let cλ denote the number of eigenvalues of L equal to λ (with the con-
vention that if λ is not an eigenvalue, then cλ = 0), then these equations tell us
that
r∑
j=1
(2j)c2j = rn and
r∑
j=1
(2j)2c2j = rn(r + 1). (8)
If we add in the equation
∑r
j=1 c2j = n − 1 (since one of the eigenvalues equals
0), then we have a system of 3 linear equations in the variables n, c2, c4, . . . , c2r.
If r ≤ 2 then it is straightforward to solve this system of equations to get n = 2r.
If r = 3 then by adding the equation c2 + c6 = c4 + 1 (since we know that half
of L’s eigenvalues must belong to each equivalence class mod 4) we can similarly
solve the system of equations to get n = 8 = 2r.
For the r = 4 case, we use the Equations (8) together with the equation
c2 + c6 = c4 + c8 + 1 (again, because the eigenvalues are split evenly between
the mod 4 equivalence classes). These equations together can be reduced to the
system of equations c2 = 3n/8− 2, c4 = 3n/8, c6 = n/8 + 2, and c8 = n/8− 1.
To reduce this system further and get a unique solution, we need to compute
Tr(L3) in two different ways (similar to at the start of the proof): Tr(L3) =∑n
j=1 λ
3
j = r
3n−3r2Tr(A)+3rTr(A2)−Tr(A3) = r3n+3r2n−Tr(A3). Since
Tr(A3) ≥ 0 we arrive at the inequality
∑n
j=1 λ
3
j ≤ r
2n(r+3), which is equivalent
to
∑r
j=1(2j)
3c2j ≤ r
2n(r + 3). Plugging in r = 4 then gives
8c2 + 64c4 + 216c6 + 512c8 ≤ 112n.
It is then straightforward to substitute the equations c2 = 3n/8 − 2, c4 = 3n/8,
c6 = n/8+2, and c8 = n/8−1 into this inequality to get n ≤ 2r = 16, as desired.

It seems reasonable to believe that Theorem 8 could be generalized to arbitrary
r, but the method of proof that we used does not seem to generalize in a straight-
forward way, as there are no more obvious equations or inequalities involving the
c2j’s that we can use. For example, if we try to extend the proof of Theorem 8 to
the r = 5 case, we might try computing Tr(L4) in two different ways. However,
we then end up with an equation involving both −Tr(A3) and +Tr(A4), and it is
not clear how to bound such a quantity.
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