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ABSTRACT
GHEORGHE LUTA: Empirical likelihood-based adjustment methods
(Under the direction of Pranab Sen and Gary Koch)
Auxiliary information is frequently used in survey sampling at the estimation stage to
increase the precision of estimators. The class of calibration estimators introduced by Deville
and Sa¨rndal (1992) is obtained by replacing the design weights with the so-called calibration
weights, i.e. the closest weights from the design weights (with respect to a given divergence
measure) that satisfy the constraints that incorporate the auxiliary information.
The presence of covariate information in experimental design situations is similar to the
presence of auxiliary information in survey sampling. Methods for nonparametric covariance
adjustment from Quade (1967), Puri and Sen (1971), Koch et al. (1982), and Koch et
al. (1998) are similar to the calibration methods for the two survey samples described by
Zieschang (1990). In all these cases the covariance-adjusted estimators are obtained from the
unadjusted estimators by minimizing a quadratic criterion subject to equal means constraints
on the covariates.
Ideas from survey sampling are used to generalize previously mentioned methods for non-
parametric covariance adjustment. First, an empirical likelihood-based adjustment method
is proposed for the construction of confidence intervals for the difference between means. A
stratified version of the method and related methods that use criteria based on other di-
vergence measures are described. Next, empirical likelihood-based adjustment methods are
developed for the difference between more general parameters of interest under more general
constraints. Finally, alternative empirical likelihood-based methods, that use a weighted
empirical likelihood criterion, are developed for the construction of confidence intervals for
the difference between means and stratified versions.
iii
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CHAPTER 1
INTRODUCTION
1.1 General Introduction
Fienberg and Tanur (1987) describe the connections between survey sampling and ex-
perimental design. Fundamental concepts from the later such as blocking and covariance
adjustment, correspond in the survey sampling literature to stratification, and respectively
to the linear regression estimator.
Auxiliary information, mostly in the form of known finite population means (totals) for
auxiliary variables, is frequently used in survey sampling at the estimation stage to increase
the precision of estimators for the finite population mean (total) of the study variable(s).
The class of calibration estimators for the finite population total introduced by Deville and
Sa¨rndal (1992) is obtained by replacing the design weights (i.e. the inverses of the design
selection probabilities) from the Horvitz-Thompson (HT) estimator (Horvitz and Thompson,
1952) with the so-called calibration weights. These weights are the closest from the design
weights with respect to a given directed divergence measure from a class of such divergence
measures, that satisfy the constraints that when applied to the auxiliary variables reproduce
their known finite population totals, i.e. the calibration constraints. The work from Deville
and Sa¨rndal (1992) focuses on a particular divergence measure, the ”chi-squared distance”,
a directed divergence related to the criterion of the modified minimum chi-square (MMCS)
estimation method from Neyman (1949). This MMCS divergence generates the closed-form
generalized regression (GREG) estimator. Two other important members of the class of
calibration estimators are the raking estimator (Deming and Stephan, 1940), used in the
context of estimating probabilities in a contingency table with known marginals, and closely
related to the exponential tilting (ET) estimator from the econometrics literature (Kitamura
and Stutzer, 1997), and also the maximum empirical likelihood estimator (MELE) from
Hartley and Rao (1968), related to empirical likelihood (EL) methods from Owen (1988).
Calibration methods based on the MMCS and EL divergences have been extended to the
situation of multiple surveys (Zieschang, 1990, Renssen and Nieuwenbroek, 1997, Wu, 2004).
The presence of covariate information in experimental design situations is similar to the
presence of complete auxiliary information in survey sampling. Methods for nonparametric
covariance adjustment (Quade, 1967, Puri and Sen 1971, Koch et al., 1982, Koch et al.,
1998) are similar to the calibration methods for the two survey samples described by Zi-
eschang (1990). In all these cases the covariance-adjusted estimators may be obtained from
the unadjusted estimators by minimizing a quadratic criterion subject to equal means con-
straints on the covariates. The equivalence between weighted least squares (WLS) estimation
and MMCS estimation under linear constraints has been previously established by Bhapkar
(1966).
Ideas from survey sampling will be used to generalize previously mentioned methods for
nonparametric covariance adjustment. The proposed statistical methods will involve the use
of criteria based on alternative divergence measures (other than Neyman’s MMCS implicitly
used by the nonparametric covariance adjustment methods), the construction of confidence
intervals based on test-inversion (as an alternative to the usual confidence intervals based on
the asymptotic normality of the point estimator), the estimation of more general parameters
of interest (other than differences between means), the use of more general side information
constraints (other than the constraint of equal means for the covariates), and more general
stratified versions.
1.2 Literature Review
The review starts with a brief description of methods for nonparametric covariance ad-
justment. Next, the Cressie and Read (CR) power divergence family is introduced and its
role in the statistical literature as a unified framework for seemingly unrelated methods is
described. Estimation methods based on three important members of the family, i.e. EL,
ET and MMCS estimation, are reviewed in more detail. For each method the statistical
literature is reviewed to describe four situations of interest : one sample case (the i.i.d. case)
without side information, one sample case with side information, two sample case without
side information, and two sample case with side information. The term side information is
used to refer to both the presence of auxiliary information in the survey sampling case, and
known information for the case of infinite population inference. Using the terminology from
the econometrics literature, the presence of side information is a special case of the so-called
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overdetermined case, the case when there are more constraints than unknown parameters;
by contrast the situation without side information is a just determined case. For simplicity
the review will focus on inference methods for simple parameters of interest, such as means
or differences between means. The review ends with the description of related bootstrap
methods.
1.2.1 Methods for nonparametric covariance adjustment
Reasons for using covariance adjustment methods for the statistical analysis of random-
ized experiments include variance reduction for the estimators for the parameters of interest
and induced equivalence (with respect to the covariates) of the treatment groups generated
by randomization (Chapter 18 from Snedecor and Cochran, 1980). Consider the simplest
situation of a completely randomized design with a scalar response variable and a scalar
pretreatment covariate, with n1 patients randomly assigned to the test treatment and n2
patients assigned to placebo. The statistical objectives are point and interval estimation of
the difference between the two means of the response variable for the two treatments, say
∆y = µy1 − µy2, and hypothesis testing of the null hypothesis of no treatment effect H0 :
∆y = 0. In the absence of covariate information, the statistic usually used for inference is
the difference between the two sample means for the response variable, i.e.
∆̂y = y1 − y2
Similar to the regression estimator of the finite population mean from the survey sampling
literature (Cochran, 1963) nonparametric covariance adjustment methods incorporate the
covariate information by replacing the unadjusted statistic ∆̂y with its covariance-adjusted
counterpart
∆˜y = (y1 − y2)−
(
2∑
k=1
Sykxk
nk
)(
2∑
k=1
S2xk
nk
)−1
(x1 − x2)
where x1 and x2 are the two sample means of the covariate for the two treatment group, and
the covariance and variance estimators involved in the formula are
Sykxk =
1
nk − 1
nk∑
i=1
(yki − yk) (xki − xk) , k = 1, 2
3
and respectively
S2xk =
1
nk − 1
nk∑
i=1
(xki − xk)2 , k = 1, 2
Using Taylor linearization methods it can be shown that
vy =
(
2∑
k=1
S2yk
nk
)
−
(
2∑
k=1
Sykxk
nk
)(
2∑
k=1
S2xk
nk
)−1( 2∑
k=1
Sykxk
nk
)
is a consistent estimator for the asymptotic variance of ∆˜y. Under mild regularity condi-
tions ∆˜y has an asymptotically normal distribution, and confidence intervals for ∆y may be
constructed based on ∆˜y. Hypothesis testing of the null hypothesis H0 : ∆y = 0 may be
performed using the test statistic ∆˜2y/vy , which has an asymptotic χ
2
(1) distribution under
mild regularity conditions.
Statistical methods involving the nonparametric covariance adjustment described above
include the rank analysis of covariance from Quade (1967), the analysis of covariance based
on general rank scores from Puri and Sen (1971), and nonparametric covariance adjust-
ment methods for categorical data from Koch et al. (1982) and Koch et al. (1998). The
last paper describes nonparametric strategies for covariance analysis of dichotomous and
ordered categorical data from randomized clinical trials involving the comparison of two
treatment groups. Covariance adjustment is undertaken by using WLS methods to fit lin-
ear models which involve the constraint that no difference is expected in the means of the
covariates for the two treatment groups. For the special situation of a pretest-posttest trial
a related method is described by Yang and Tsiatis (2001) involving a restricted moment
semiparametric model (i.e. only the first and second moments are assumed to exist) with
the randomization constraints that the mean and the variance of the baseline response is the
same for both treatments groups. The so-called ”GEE estimator” from Yang and Tsiatis
(2001) uses the equal means constraint for estimation; the equal variances constraint is used
only to obtain a working estimate for the covariance matrix.
Koch et al. (1998) describe extensions of methods for nonparametric covariance adjust-
ment to stratified studies (i.e. randomized block designs) by constructing covariance-adjusted
estimators similar to the separate regression estimator and the combined regression estimator
of the finite population mean from the survey sampling literature. The paper also provides
succinct descriptions of possible extensions of the methodology to include multivariate re-
sponse variables, to address missing data issues, to estimate other measures of difference
between treatment effects, such as the Mann-Whitney measures of association (Mann and
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Whitney, 1947), and to apply to studies with randomized assignment of clusters. Tangen
and Koch (2001) describe the extension of the methodology for the situation of more than
two randomized treatments. Lesaffre et al. (2002) describe the use of the nonparametric
covariance adjustment method to evaluate differences in proportions (e.g. means of binary
data) and criticize the method as being anticonservative. A proposed correction factor to
better preserve the type I error is described by Lesaffre and Senn (2003). As a consequence,
alternative methods for nonparametric covariance adjustment that preserve the type I error
are of interest.
1.2.2 Cressie and Read power-divergence family
Read and Cressie (1988) unify goodness-of-fit statistics for multinomial data using their
power-divergence family of statistics. For discrete data having k distinct possible values,
an arbitrary member of the CR family is a directed divergence between the probability
distribution p = (p1, p2, ..., pk) and the probability distribution q = (q1, q2, ..., qk), defined as
Ia(p : q) =
1
a(a+ 1)
k∑
i=1
pi
[(
pi
qi
)a
− 1
]
;−∞ < a <∞
where for a = −1 or a = 0 the limit through continuity is considered. The divergences
corresponding to the later situations are related to the Kullback-Leibler (KL) divergence
(Kullback and Leibler, 1951), also known as relative entropy or cross-entropy. The roles of
p and q may be reversed by changing the index a to − a− 1, see
Ia(p : q) = I−a−1(q : p)
The only distance belonging to the CR family is the Hellinger distance (a = −1/2). It may
be noted that the CR family is a special subclass of the general class of directed divergences
of the form
Dφ(p : q) =
k∑
i=1
qiφ
(
pi
qi
)
where φ is a convex function satisfying certain regularity conditions, i.e. the φ-divergence
family from Csisza´r (1967).
Estimation methods for discrete multivariate data based on the CR family consist in
the minimization of the divergence between the observed probability distribution and the
expected probability distribution, subject to parameter constraints. The methods include
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the important cases of Pearson’s minimum chi-square estimation (a = 1), maximum likeli-
hood estimation (MLE) for the multinomial distribution (a = 0), minimum discrimination
information (MDI) estimation for the external constraints problem (a = −1), and Neyman’s
MMCS estimation (a = −2). Read (1984) examined the small-sample properties of the CR
family of goodness-of-fit statistics for the situation of large sparse multinomial distributions.
The paper recommends the use of a = 2/3 because of the superiority of the chi-squared
approximation.
Instead of using probabilities assigned to the k distinct possible values, as in Read and
Cressie (1988), Efron (1981) considers weights assigned to the n observations, like in survey
sampling settings. The nonparametric tilting bootstrap method from the later paper is one of
the first examples of how nonparametric inference can be conducted by applying parametric
techniques to suitable families of distributions with support on the sample.
Consider the n-dimensional vectors of weights w0=
1
n
1 and w, corresponding to the em-
pirical distribution Fn, and respectively to Fw, an arbitrary distribution with support on the
sample. Multiplying each CR divergence by the normalizing factor 2n produces functions of
nwi only, namely
2nIa(w0: w) =
2
a(a+ 1)
n∑
i=1
[
(nwi)
−a − 1] ;−∞ < a <∞
This family includes criteria equivalent with those used by three important methods from
the econometrics literature, namely the EL estimation (a = 0), the ET estimation (a = −1),
and the MMCS estimation (a = −2), given respectively by
−2
n∑
i=1
log (nwi)
2
n∑
i=1
nwi log (nwi)
n∑
i=1
(nwi − 1)2
These three methods are the main alternatives to the standard generalized method of mo-
ments (GMM) estimation (Hansen, 1982). Within the CR family based methods, the MMCS
method is the only one that provides a closed form estimator, estimator used as an approxi-
mation for the estimators associated with other divergences from the CR family. Similar to
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Read and Cressie (1988), Bera and Bilias (2002) assimilate a number of seemingly unrelated
estimation techniques into a unified framework by showing that all of them can be obtained
as special cases of minimizing CR divergence criteria.
Two important papers dealing with estimation methods based on the CR family are
Deville and Sa¨rndal (1992), in the survey sampling literature, and Newey and Smith (2004),
in the econometrics literature. Estimation in the presence of auxiliary information is an
important topic in the survey sampling literature. Deville and Sa¨rndal (1992) introduce
the class of calibration estimators for the finite population total in the presence of known
population totals. The estimators are obtained from the HT estimator of the finite population
total by replacing the design weights (i.e. the inverses of the selection probabilities given by
the sampling design) with the so-called calibration weights. The later weights are the closest
to the design weights with respect to a given divergence measure, subject to the constraint
that when applied to the auxiliary variables reproduce their known population totals. The
underlying idea is that weights that give perfect estimates for the auxiliary variables will
perform well for the study variable if the study variable and the auxiliary variables are
strongly correlated. The class of divergence measures considered in the paper includes the
CR family, although Deville and Sa¨rndal (1992) present explicitly only the related family
of functions that provide the g-weights, the ratios between the calibration weights and the
design weights, namely
Fb(u) = (1 + bu)
1/b
The index b is related to the index a of the CR family by the relation: b = − a− 1. As an
example, for the estimation of the finite population mean of the study variable under simple
random sampling without replacement (SRSWOR), when the finite population mean of an
auxiliary variable x is known, the g-weights are
nwi = Fb(λxi) = (1 + bλxi)
1/b
where λ is the Lagrange multiplier associated with the calibration constraint. It should be
noted that the normalizing constraint
n∑
i=1
wi = 1
is not listed explicitly as a constraint. Table 1 (on page 378) includes the EL (b = −1),
ET (b = 0), and MMCS (b = 1) estimators. Deville and Sa¨rndal (1992) show that the
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GREG estimator belongs to the class of calibration estimators since it is generated by the
MMCS divergence. Under some mild regularity conditions all members of the CR family
generate asymptotically equivalent estimators. As a direct consequence, any consistent esti-
mator for the asymptotic variance of GREG may be used for any other member of the class
of calibration estimators. Confidence intervals can be further constructed under assumed
normality.
Newey and Smith (2004) describe the generalized empirical likelihood (GEL) class of
estimators. The situation considered is when the parameter vector of interest satisfies the
moment conditions
E [f(x, θ)] = 0
and the number of moment conditions is greater than or equal to the dim(θ), say p+ q ≥ p.
An important component of the GEL method is the carrier function ρ, a concave function
defined on an open interval V containing 0. The GEL estimator for the parameter of interest
θ is obtained as the solution to the saddle point problem
θ˜=argmin
θ
sup
λ∈bΛn(θ)
n∑
i=1
ρ(λTf(xi, θ))
where
Λ̂n(θ) =
{
λ : λTf(xi, θ) ∈ V, i = 1, ..., n
}
Additionally, the GEL estimator for the auxiliary parameter vector λ is defined as
λ˜ = arg sup
λ∈bΛn(eθ)
n∑
i=1
ρ(λTf(xi, θ˜))
The dual problem to the problem of minimization of divergences from the CR family
subject to moment constraints is obtained by considering the family of carrier functions
ρb(v) = −(1 + bv)
b+1
b
b+ 1
where for b = −1 and b = 0 the limit through continuity is used. It is easy to note the
relation between the carrier function from Newey and Smith (2004) and the function that
provides the g-weights from Deville and Sa¨rndal (1992), namely that
ρ′b(v) = −Fb(v)
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The choice of ρ(v) = ln(1− v) corresponds to EL, ρ(v) = − exp(v) corresponds to ET, and
ρ(v) = −(1 + v)2/2 corresponds to MMCS.
Since the focus of Newey and Smith (2004) is on higher order asymptotic properties
of the GEL estimators, consistency and asymptotic normality for
(
θ˜, λ˜
)
are proved only
as prerequisites for higher order stochastic expansions. Under mild regularity conditions
the EL, ET, and MMCS estimators, and in fact all estimators based on the CR family,
are first-order asymptotically equivalent. It is also proved that the estimators θ˜ and λ˜
are asymptotically uncorrelated, implying that the moment conditions are used efficiently.
Properly standardized the saddlepoint objective function evaluated at
(
θ˜, λ˜
)
has a limiting
chi-squared distribution, i.e.
2
n∑
i=1
[
ρ(λ˜Tf(xi, θ˜))− ρ(0)
]
→ χ2(q) as n→∞
The implied weights w˜i
w˜i
(
θ˜, λ˜
)
=
ρ′(λ˜Tf(xi, θ˜))∑n
j=1 ρ
′(λ˜Tf(xj, θ˜))
mirror the population moment conditions by satisfying the constraints
n∑
i=1
w˜if(xi, θ˜) = 0
It is important to note that these calibration constraints, used as a starting point in Deville
and Sa¨rndal (1992), are obtained as a consequence of the dual methods from Newey and
Smith (2004).
1.2.3 Empirical likelihood
The EL method was introduced by Owen (1988) as an alternative to the bootstrap; Owen
(2001) is a comprehensive monograph on the subject. Unlike the standard bootstrap, the
EL method uses profiling instead of resampling. Another notable difference is that the EL
method is Bartlett-correctable, as shown by DiCiccio et al. (1991). As in Efron (1981) the
EL method consists in the application of parametric techniques to a family of multinomial
distributions with support in the sample. DiCiccio and Romano (1990) proved that the
parametric family used by the EL method is asymptotically least favorable, a least favorable
family being a family in which the inference is just as hard as it is nonparametrically (Stein,
1956). Asymptotic confidence regions for statistical functionals constructed by test-inversion
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enjoy desirable properties, in particular they have a data-determined shape, respect the range
of the parameters, are transformation respecting, and do not require estimation of scale or
skewness (i.e. implicitly select a variance estimator), see Hall and La Scala (1990).
Consider the simplest case, i.e. the construction of a confidence interval for the scalar
mean of an unknown distribution. Because the empirical distribution function Fn maximizes
the empirical likelihood
L(F ) =
n∏
i=1
wi
Owen (1988) considers the likelihood ratio function
R(F ) =
L(F )
L(Fn)
=
n∏
i=1
nwi
By restricting to multinomial distributions with support in the sample, i.e. F  Fn, the
profile empirical likelihood function is defined as
R(µ) = max
F
{R(F )|EF (X) = µ, F  Fn}
or equivalently as
R(µ) = max
w
{
n∏
i=1
nwi
∣∣∣∣∣
n∑
i=1
wixi = µ,wi ≥ 0,
n∑
i=1
wi = 1
}
The constrained maximization of
∏n
i=1 nwi, or equivalently the constrained minimization of
−2
n∑
i=1
log (nwi)
involves the profiling constraint
n∑
i=1
wixi = µ
and the simplex constraints
n∑
i=1
wi = 1, wi ≥ 0, i = 1, ..., n
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For µ interior to the convex hull of the data, the weights can be represented as
wi =
1
n
[1 + λ(xi − µ)]−1
where the Lagrange multiplier (auxiliary parameter) λ = λ(µ) is the solution to the equation
n∑
i=1
xi − µ
1 + λ(xi − µ) = 0
Under H0 : µ = µ0 the minimized value of the EL divergence equals
−2 logR(µ0) = 2
n∑
i=1
log [1 + λ(xi − µ0)]
and converges in distribution to χ2(1) under some mild regularity conditions. Sets of the form
{µ|R(µ) ≥ r0} =
{
n∑
i=1
wixi
∣∣∣∣∣
n∏
i=1
nwi ≥ r0, wi ≥ 0,
n∑
i=1
wi = 1
}
may then be used as asymptotic confidence intervals for µ0. Using Cornish-Fisher expansions,
Owen (1990) shows that the EL confidence intervals for a scalar mean are less adversely
affected by skewness than are those based on Student’s t statistic.
Baggerly (1998) generalizes results on EL estimation from Owen (1990) to all minimum
divergence estimation methods based on the CR family and shows that the confidence regions
generated by other members of the CR family enjoy the same convergence rates as those
found for EL. Notably, the shapes of the associated confidence regions undergo qualitative
shifts for a values of −2, −1, and 0, corresponding to the three estimation methods of
interest.
The constrained EL method, an extension of the EL method, is a nonparametric approach
for the use of side information in the form of a known statistical functional (Owen, 1991). The
auxiliary information can be used by imposing the known value as an additional constraint.
Owen (2001) (section 3.10) describes side information in finite population settings, such as
survey sampling in the presence of auxiliary information, and Monte Carlo simulations with
control variates. For the simplest situation of two means, a ”conditional version” of the
profile empirical likelihood function is defined as
RY |X(µy|µx0) = maxF {R(F )|EF (X) = µx0, EF (Y ) = µy, F  Fn}
maxF {R(F )|EF (X) = µx0, F  Fn, }
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or equivalently as
maxw {
∏n
i=1 nwi |
∑n
i=1wixi = µx0,
∑n
i=1wiyi = µy, wi ≥ 0,
∑n
i=1wi = 1}
maxw {
∏n
i=1 nwi |
∑n
i=1wixi = µx0, wi ≥ 0,
∑n
i=1wi = 1}
In addition to the profiling constraint and the simplex constraints, there is also the side
information constraint
n∑
i=1
wixi = µx0
Under H0 : µy = µy0 and some mild regularity conditions, it follows that
−2 logRY |X(µy0|µx0)→ χ2(1) as n→∞
and a sharper confidence interval for µy0 can be obtained by using RY |X(µy|µx0) instead of
RY (µy).
For the situation with side information the maximum EL estimator (MELE) of µy0 is
defined as the maximizer
µ˜y = argmax
µy
RY |X(µy|µx0)
Owen (2001) notes that this point estimator is asymptotically equivalent with a regression-
type estimator similar to the regression estimator from sampling theory (see Chapter 7 from
Cochran, 1963), namely
y − Syx
(
S2x
)−1
(x− µx0)
where Syx and S
2
x are estimators for the unknown covariance and variance. The asymptotic
variance of the MELE (and of the regression type estimator) may be estimated by
1
n
[
S2y − Syx
(
S2x
)−1
Syx
]
Qin and Lawless (1994) focus on the case where the number of estimating equations
exceeds the number of parameters, i.e. the overdetermined case. Information about F and
θ = θ(F ) is available in the form of p + q > p = dim(θ) functionally independent unbiased
estimating equations. It is noted that the case q = 0 was treated previously in work by
Owen. The paper uses as constraints
n∑
i=1
wif(xi, θ) = 0
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The MELE θ˜ is obtained by minimizing the profile empirical log-likelihood function
lE(θ) =
n∑
i=1
log
[
1 + λ(θ)
T
f(xi, θ)
]
where λ(θ) is such that
n∑
i=1
f(xi, θ)
1 + λ(θ)Tf(xi, θ)
= 0
It follows that λ˜ = λ(θ˜), the weights w˜i
w˜i =
1
n(1 + λ˜T f(xi, θ˜))
and the corresponding estimator for F (x) is
F˜ (x) =
n∑
i=1
w˜iI{Xi ≤ x}
Asymptotic normality and asymptotic semiparametric efficiency for θ˜, λ˜, and F˜ (x) are proved
under mild regularity conditions. The estimators θ˜ and λ˜ are shown to be asymptotically
uncorrelated. Under mild regularity conditions it is proved that
2lE(θ˜)→ χ2(q) as n→∞
and that the empirical likelihood ratio statistic for testing H0 : θ = θ0
2lE(θ0)− 2lE(θ˜)→ χ2(p) as n→∞
Although not noted in the literature, the constrained EL method from Owen (1991) is also
a special case of the overdetermined case which is the focus of Qin and Lawless (1994). For
the estimation of a scalar mean µy with side information in the form of a known scalar mean
µx0, there are two estimating equations and one parameter, and only one of the equations
involves the parameter. The estimating function is
f(x, y, µy) =
(
x− µx0
y − µy
)
and the results from Qin and Lawless (1994) may be applied.
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Zhang (1997) describes the construction of EL confidence intervals for M-functionals in
the presence of auxiliary information of the form
Eg(x) = 0
The methods from Zhang (1997) are also a special case of Qin and Lawless (1994), since they
correspond to considering q additional equations that do not involve the parameter of interest,
in addition to the p estimating equations for the p-dimensional vector parameter θ. The
methods are also constrained EL methods as in Owen (1991), with x− µx0 replaced by g(x)
and y − µy replaced by ψ(x, θ). Zhang (1997) proves asymptotic chi-squared results under
H0 : θ = θ0, and also asymptotic non-central chi-squared results under local alternatives.
Wu (2002) provides a recent review on the use of EL methods in survey sampling when
auxiliary information is available. Under SRSWOR, Hartley and Rao (1968) obtained the
first MELE for the finite population mean of the study variable when the finite population
mean of the auxiliary variable is known. Hartley and Rao (1968) showed that the MELE
is asymptotically equivalent to the regression estimator. Also for SRSWOR Chen and Qin
(1993) show how the EL method can be used when auxiliary information is available in
the form of known zero finite population expectation. Chen and Sitter (1999) extend the
results from Chen and Qin (1993) to more complex designs. Their so-called pseudo EL
approach produces the pseudo empirical maximum likelihood estimator (PEMLE), shown
to be asymptotically equivalent to a GREG estimator in the case of estimating a finite
population mean when the finite population mean for a vector of auxiliary variables is known.
It is important to note that all previously described EL-based survey sampling methods
do not involve profiling constraints and the construction of confidence intervals through
test-inversion. For all these methods the confidence intervals are constructed by using an
asymptotically normal point estimator and an estimate of its asymptotic variance.
The two sample situation without side information is described by Adimari (1995). Ex-
tending the results for the scalar mean from Owen (1988) to the two sample case, the profile
empirical likelihood function R(∆) is defined as
max
w1, w2
{
2∏
k=1
nk∏
i=1
nkwki
∣∣∣∣∣
n1∑
i=1
w1ix1i −
n2∑
j=1
w2jx2j = ∆
}
Under H0 : ∆ = ∆0 and some mild regularity conditions, the empirical likelihood ratio
statistic
−2 logR(∆0)→ χ2(1) as n→∞
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Without any loss of generality only the case ∆0 = 0, i.e. common mean case, is considered.
Jing (1995) describes the EL method for the two sample problem and shows that the method
is Bartlett correctable. The results from Owen (2001) regarding EL methods for ANOVA
can also be used to deal with the estimation of the difference between two population means.
The two sample situation is also a special case of the multi sample EL methods that are
sketched in section 11.4 from Owen (2001).
The two sample case with side information is considered by Zhang (2000). Side informa-
tion, in the form of a known expectation, is available only for one of the populations (e.g.
only for the control group). Since the EL method is used only for the sample with available
side information, the confidence interval for the difference between means is not constructed
by the inversion of an EL based test statistic. Alternatively, asymptotic normality for the
proposed point estimator and a consistent estimator for its variance are used to construct
the confidence interval.
Wu (2004) describes the use of EL methods to combine information from multiple inde-
pendent survey samples. The parameters of interest are finite population means, rather than
differences between finite population means. Only point estimators and estimates for their
asymptotic variance are provided for the two proposed approaches. The first approach, the
combined EL approach, uses a combined criterion with combined constraints
n1∑
i=1
w1ix1i =
n2∑
j=1
w2jx2j
constraints also used in Zieschang (1990) with MMCS-based methods. The second approach,
the separate EL approach, uses separate criteria with separate constraints
nk∑
i=1
wkixki = x˜, k = 1, 2
where x˜ is an estimator for the common finite population mean, constructed from the com-
bined sample data. With the difference of using EL methods, instead of MMCS methods,
the later approach is similar to Renssen and Nieuwenbroek (1997).
EL methods for stratified SRSWOR such as those from Chen and Sitter (1999) and Zhong
and Rao (2000) are also related to the two sample situation. For the situation of stratified
SRSWORwith two strata and known overall finite population mean for the auxiliary variable,
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the method from Zhong and Rao (2000) is equivalent with the maximization of the criterion
2∑
k=1
nk∑
i=1
log(nkwki)
subject to the simplex (normalizing) constraints
wki ≥ 0,
nk∑
i=1
wki = 1, k = 1, 2
and the side information (calibration) constraint that
2∑
k=1
nk∑
i=1
ckwkixki = X
where c1 and c2 are known quantities, in this case stratum weights that add up to 1. The
proposed estimator for the overall finite population mean Y has the form
2∑
k=1
nk∑
i=1
ckwkiyki
By contrast to previous work in survey sampling that has focused on point estimation,
Zhong and Rao (2000) describe the construction of EL-based confidence intervals for Y .
The construction is in the spirit of the constrained EL method from Owen (1991). To relate
to the two sample situation it is enough to consider c1 = 1, c2 = −1, and X = 0.
1.2.4 Exponential tilting
An alternative to the EL method, the ET method, is also referred to as the empirical
entropy method in Owen (2001), based on the form of the criterion to be minimized. Cor-
coran (2000) describes the use of the ET method for the scalar mean case. For given µ the
method involves the minimization of
2
n∑
i=1
nwi log (nwi)
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subject to the normalizing constraint
n∑
i=1
wi = 1
and the profiling constraint
n∑
i=1
wixi = µ
The weights that constitute the solution to the constrained minimization problem may be
represented as
wi =
exp [λ(xi − µ)]∑n
j=1 exp [λ(xj − µ)]
where the Lagrange multiplier (auxiliary parameter) λ = λ(µ) is determined from the equa-
tion
n∑
i=1
(xi − µ) exp [λ(xi − µ)] = 0
By extending Owen’s EL results to the whole CR family, Baggerly (1998) proves under mild
regularity conditions that under H0 : µ = µ0 the minimized value of the ET criterion
2
n∑
i=1
nwi log(nwi)→ χ2(1) as n→∞
and so confidence intervals for the scalar mean can be constructed by test inversion.
Alternatively, Lee and Young (1999) describe the construction of confidence intervals
based on the nonparametric likelihood ratio
−2
n∑
i=1
log (nwi)
that uses the ET weights. The nonparametric likelihood associated with the ET method is
known in the literature as the exponential empirical likelihood or the empirical exponential
family likelihood.
Corcoran (2000) notes that the equation for the Lagrange multiplier λ is equivalent with
the score equation for a Poisson model with no intercept, in which a vector of observed n
zeros is regressed on the vector with components xi − µ. This connection with the Poisson
regression may be used for the computation of the ET method. Using the correspondence
between the auxiliary parameter λ and the parameter of interest µ, a hypothesis test for
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µ can be specified in terms of a hypothesis test for λ. Simulation results from Corcoran
(2000) show that in small and moderate samples situations confidence intervals based on
the robust Wald statistic for the auxiliary parameter λ consistently have better coverage
properties than EL-based confidence intervals. These simulation results show disagreement
between the excellent asymptotic behavior of EL and its properties in small and moderate
samples, where other statistics behave better.
There are close connections between the ET method and saddlepoint approximation
methods, where the term exponential tilting was coined, which may be related to the good
performance of the ET method in small and moderate samples. The exponential tilting
idea is a useful tool in large-deviations theory, see Chernoff (1952). As an example of the
relationship between ET and saddlepoint approximations, Baggerly (1998) shows that for
the scalar mean case
2
n∑
i=1
nwi log(nwi) = −2nK̂(µ)
where K̂(µ) is the empirical cumulant generating function calculated at the saddlepoint, i.e.
K̂(µ) = log
{
1
n
n∑
i=1
exp [λ(µ)(xi − µ)]
}
and the saddlepoint λ(µ) is identical to the Lagrange multiplier (auxiliary parameter) λ
previously described.
Reid (1988) reviews Daniels’ saddlepoint approximation to the density of the sample
mean. For the scalar case, the cumulant generating function is defined as
K(λ) = logE [exp(λX)]
One approach is based on the embedding of the original density fX(x) in a conjugate expo-
nential family
fX(x;λ) = exp [λx−K(λ)] fX(x)
where the parameter of the original density has been suppressed for simplicity. Under the
conjugate exponential family
EλX = K
′(λ)
V arλX = K
′′(λ)
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Because λ is arbitrary, it can be chosen to be the saddlepoint, i.e.
K ′(λ̂) = x
Many of the important results regarding the saddlepoint approximation are based on the
fact that the saddlepoint λ̂ is the MLE of the parameter λ of the conjugate exponential
family, and that the maximized log likelihood ratio for an i.i.d. sample from the conjugate
exponential family equals
n
[
K(λ̂)− λ̂x
]
The previous embedding is called exponential tilting in Efron (1981). In that paper
the empirical distribution is embedded in a one-dimensional exponential family of discrete
distributions (i.e. multinomial distributions) with support in the sample. Resampling for
members of the family other than the empirical distribution is not needed because resampled
tail areas for family members can be obtained by exponentially tilting resampled tail areas
for the empirical distribution.
Kullback (1959) discusses the foundations of the information-theoretic approach to statis-
tics and argues that the minimum discrimination information (MDI) approach provides a
unified treatment for many statistical methods. For the scalar mean situation, given the
probability measure P0, Kullback (1959) considers the constrained minimization of the KL
divergence
min
P
{∫
log
(
dP
dP0
)
dP : EP (X) = µ
}
The minimized value of the KL divergence is shown to be
λ̂µ−K(λ̂)
where K(λ) = logEP0 [exp (λX)], and λ̂ is such that K
′
(λ̂) = µ. The connection with Reid
(1988) is revealed when in order to obtain the MDI statistic, x is used instead of the unknown
µ.
For weakly dependent data, Kitamura and Stutzer (1997) describe ET estimation of
parameters under moment constraints. As before, consider the situation of p + q moment
conditions for the estimation of a parameter of dimension p. In the spirit of Kullback (1959)
the paper proposes an information-theoretic alternative to GMM estimation. Following is
an adaptation of their results to the simpler i.i.d. case. Given the probability measure P0,
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for each θ ∈ Θ define the probability measure
P (θ) = argmin
P
{∫
log
(
dP
dP0
)
dP : EP [f(x, θ)] = 0, P  P0
}
This is the minimum discriminant information adjustment (MDIA) of the unknown distri-
bution P0 relative to a known convex set of distributions, introduced by Haberman (1984).
From Csisza´r (1975) it follows that P (θ) has the Gibbs canonical density
dP (θ)
dP0
=
exp[λ(θ)Tf(x, θ)]
EP0{exp[λ(θ)Tf(x, θ)]}
where
λ(θ) = argmin
λ
EP0{exp[λTf(x, θ)]}
For each θ ∈ Θ the minimized divergence equals∫
log
(
dP (θ)
dP0
)
dP (θ) = − logEP0{exp[λ(θ)Tf(x, θ)]}
If P0 is known, the previous relation justifies taking
argmax
θ
EP0{exp[λ(θ)Tf(x, θ)]}
as an estimate for the unique solution of EP0 [f(x, θ)] = 0.
Since the measure P0 is unknown, the expectation EP0 is replaced with the sample average
1
n
∑n
i=1, and the joint estimation of the parameter of interest θ and the auxiliary parameter
λ is performed by solving the saddlepoint problem
(θ˜,λ˜)= argmax
θ
min
λ
{
1
n
n∑
i=1
exp[λTf(xi, θ)]
}
Define K̂(θ, λ) as the empirical cumulant generating function
log
{
1
n
n∑
i=1
exp[λTf(xi, θ)]
}
Under mild regularity conditions it is proved that
−2nK̂(θ˜,λ˜)→ χ2(q) as n→∞
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and the result can be used to construct tests for overidentifying restrictions. Under H0 : θ =
θ0 it is proved that
2nK̂(θ˜,λ˜) − 2nK̂(θ0,λ̂)→ χ2(p) as n→∞
Imbens et al. (1998) describe and compare the EL and ET methods for inference in
moment condition models, focusing on tests for overidentifying restrictions. The estimating
equations for the parameter of interest and the auxiliary parameter (the normalized Lagrange
multipliers) for the ET estimator are
n∑
i=1
λT
∂f
∂θT
(xi, θ) exp
[
λTf(xi, θ)
]
= 0
n∑
i=1
f(xi, θ) exp
[
λTf(xi, θ)
]
= 0
Imbens et al. (1998) argue that the ET estimator should be preferred to the EL estimator
because the ET divergence uses efficient weights wi to weigh the discrepancies, rather than
the inefficient weights 1/n. The ET estimator is also relatively more robust since its influence
function is affected to a much lesser extent by perturbation of the auxiliary parameter λ.
As in Corcoran (2000) hypotheses about the parameter of interest θ are expressed in terms
of the auxiliary parameter λ. In simulation studies, robust tests based on the normalized
Lagrange multipliers perform better not only than the standard GMM tests, but also better
than their bootstrapped versions. Similar to the simulation results from Corcoran (2000),
at sample sizes likely to be encountered in practice, these tests have better properties than
would be expected on the basis of second-order approximations.
Imbens and Spady (2002) extend the results from Imbens et al. (1998) to the construction
of confidence intervals based on the inversion of the previously proposed robust Lagrange
multipliers tests. Although the proposed confidence intervals still have undercoverage prob-
lems, they have coverage rates much closer to the nominal coverage rates than the GMM
intervals. The authors note that the ET estimator appears to be more stable in simulations
and that it is easier to compute than the EL estimator.
Haberman (1984) and Sheehy (1987) deal with the constrained estimation case, i.e. the
situation where there is one equation (fixed constraint) and no estimation equations for the
parameters of interest. In the survey sampling literature the ET estimator is known as the
raking estimator in the context of estimating probabilities in a contingency table with known
marginals, see Deming and Stephan (1940).
There are no papers in the literature dealing directly with the two sample case without
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side information. In related work, Jing and Robinson (1997) describe the nonparametric
tilting method for constructing confidence intervals for the two independent samples problem.
Their bootstrap method is an extension of the nonparametric tilting bootstrap method for
the one sample problem from Efron (1981), the extension consisting in that each of the two
samples is tilted separately. The parameter of interest is the difference of the two population
means, ∆ = µ1− µ2. It is shown that for the proposed method to be second-order accurate,
the tilting amount should be inverse proportional to the sample size, namely
n1λ1 = n2λ2 = (n1 + n2)λ
where the two tilting parameters are denoted by −λ1 and λ2. The ET method is presented
only as an alternative derivation of the proposed method, and it is based on the minimization
of the weighted (by the sample size) sum of KL divergences corresponding to the two samples
2∑
k=1
nk∑
i=1
nkwki log(nkwki)
subject to a profiling constraint
n1∑
i=1
w1iy1i −
n2∑
j=1
w2jy2j = ∆
and two normalizing constraints
nk∑
i=1
wki = 1, wki ≥ 0, k = 1, 2, i = 1, ..., nk
The saddlepoint approximation for independent non identically distributed random vari-
ables is used as an alternative to resampling. Not surprisingly, given the connection between
ET methods and saddlepoint approximation, the approximation is easy to apply and the
saddlepoint equals the negative of the tilting quantity λ. The results are extend to the sit-
uation of several independent samples and the saddlepoint continues to be the negative of
the tilting quantity when the parameter of interest is a linear combination of the population
means.
The two sample case with side information has been only listed as an alternative option
in the survey sampling context, see Zieschang (1990).
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1.2.5 Minimum modified chi-square
Owen (1991) describes the use of the MMCS method under the name of ”log Euclidian
likelihood”. As described in section 3.15. from Owen (2001), for the scalar mean case, the
method involves the minimization of
n∑
i=1
(nwi − 1)2
subject to a normalizing constraint
n∑
i=1
wi = 1
and a profiling constraint
n∑
i=1
wixi = µ
The closed-form solution is
wi =
1
n
[
1− (x− µ)
s2x
(xi − x)
]
, i = 1, ..., n
where the estimator for the variance uses n (not n− 1) in the denominator
s2x =
1
n
n∑
i=1
(xi − x)2
The minimized value of the quadratic criterion equals
n∑
i=1
(nwi − 1)2 = (x− µ)
2
s2x
n
Under H0 : µ = µ0 it can be shown that
(x− µ0)2
s2x
n
→ χ2(1) as n→∞
under mild regularity conditions.
The one sample case with side information has been extensively dealt with in the survey
sampling literature, where the MMCS divergence is refered to as the ”chi-squared distance”.
The work from Deville and Sa¨rndal (1992) has focused on the MMCS divergence as a member
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of the CR family. Zieschang (1990) describes weighting procedures to incorporate auxiliary
information in survey sampling using a generalized least squares (GLS) criterion. For the
situation when the finite population mean for the auxiliary variable is known to be X, the
GLS method involve the constrained minimization
min
w
(w −w0)TΛ−1(w −w0)
where the weighting matrix Λ−1 is a function of the design weights w0, subject to the control
(calibration) constraint that
n∑
i=1
wixi = X
and no normalizing constraint. It should be noted that the MMCS criterion is a special case
of the GLS criterion since it corresponds to
Λ = diag(w0)
The GLS method is more general because it allows not only for individual weights for the
terms of the criterion, but also for the the presence of cross-products.
The constrained minimization problem has the closed form solution
w = w0 +Λx(x
TΛx)−1(X −wT0 x)
and the GLS estimator for the finite population mean Y
Y˜ =
n∑
i=1
wiyi
can be represented as a GREG estimator
Y˜ =
n∑
i=1
w0iyi + β̂
(
X −
n∑
i=1
w0ixi
)
where the regression adjustment is based on
β̂ = (xTΛx)−1xTΛy
ANOVA methods based on the use of the log Euclidian likelihood, described in Owen
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(2001), are related to the two sample case without side information. The situation of two
samples with side information has been studied in the survey sampling literature. Zieschang
(1990) extends the results from the one survey sample situation to the situation of two
surveys from the same finite population. The extension involves the replacement of w0, w,
Λ, and x, with the following quantities[
w10
w20
]
,
[
w1
w2
]
,
[
Λ11 Λ12
Λ21 Λ22
]
, and
[
x1
x2
]
and the replacement of the control constraint with the composite constraint
n1∑
i=1
w1ix1i =
n2∑
j=1
w2jx2j
i.e. the constraint of equality of estimates for the common mean X of the auxiliary vari-
able, obtained from the two samples. Using the closed-form solution to the constrained
minimization problem, the proposed estimator for Y1 − Y 2 is
n1∑
i=1
w1iy1i −
n2∑
j=1
w2jy2j
The paper notes that the implied estimator for the common mean X has the form of an
empirical James-Stein composite estimator.
Alternative methods to align estimates for common variables in two (or more) sample
surveys are described in Renssen and Nieuwenbroek (1997). The composite constraint from
Zieschang (1990) is replaced with separate control constraints by using an estimator of the
common finite population mean for the common variables, and therefore reducing the multi-
sample situation to several one sample situations. Only point estimators and estimates for
their asymptotic variance are described by Renssen and Nieuwenbroek (1997).
1.2.6 Related bootstrap methods
For the EL method Owen (1988) proposes bootstrap calibration for the empirical log
likelihood ratio statistic, instead of the usual chi-squared calibration. Resampling B times
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from the empirical distribution function
Fn(x) =
1
n
n∑
i=1
I{Xi ≤ x}
generates the resampled data X∗bi , i = 1, ..., n, b = 1, ..., B. In the scalar mean case the
bootstrap-calibrated confidence interval is constructed using the appropriate order statistics
of −2 logR∗b(X), b = 1, ..., B, where
R∗b(X) = max
w
{
n∏
i=1
nwi
∣∣∣∣∣
n∑
i=1
wi
(
X∗bi −X
)
= 0, wi ≥ 0,
n∑
i=1
wi = 1
}
Lee and Young (1999) describe the construction of confidence intervals by bootstrapping
the nonparametric likelihood ratio produced by the ET method. Imbens and Spady (2002)
consider bootstrap calibration for the robust Lagrange multiplier tests associated with the
ET method. Hall and Horowitz (1996) describe bootstrap methods for GMM that resample
from Fn and involve recentering of the moment conditions using the original sample data.
By contrast with the previous bootstrap methods that resample from Fn, other related
bootstrap methods involve resampling from estimators of the unknown distribution function
generated by the EL and the ET methods, i.e. estimators of the form
Fw(x) =
n∑
i=1
wiI{Xi ≤ x}
where wi are either the EL or the ET weights. These two estimators differ from the usual em-
pirical distribution function Fn because they incorporate through constraints the additional
information available.
Haberman (1984) describes the statistical properties of Fw with ET weights generated
by fixed linear constraints, i.e. constraints linear in wi that do not involve any unknown
parameter. The paper proposes confidence intervals for linear functionals of interest based
on asymptotic normality results. Sheehy (1988) refers to the problem from Haberman (1984)
as the constrained estimation problem, and establishes further theoretical results including
the asymptotic efficiency of estimators for linear functionals.
Qin and Lawless (1994) consider the overdetermined case, a situation more general than
the constrained estimation problem from Haberman (1984). They describe the statistical
properties of Fw with EL weights, including asymptotic efficiency results as those from
Sheehy (1988). Zhang (1996) investigate the properties of Fw with EL weights in the presence
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of auxiliary information about the unknown population distribution F of the form
EFg(x) = 0
another example of a constrained estimation problem.
Barbe and Bertail (1995) investigate the properties of the weighted bootstrap, a general
version of the bootstrap that involves random weights. The monograph deals predominantly
with the case of exchangeable random weights, with joint distribution independent of the
sample. As an exception Chapter II contains related bootstrap work dealing with the so-
called i.i.d. generated weights, namely
wi,n =
Yi,n∑n
j=1 Yj,n
where Yi,n are i.i.d. random variables whose common distribution may be data dependent.
Efron (1981) describes the construction of nonparametric confidence intervals for a real-
valued parameter using the nonparametric tilting method. The bootstrap method involves
resampling from a family of distributions of the form Fw, each member having the weights
w generated by a profiling constraint involving the parameter of interest. Although Efron
(1981) uses ET weights, the EL weights are also described as an alternative. It is noted
that the ET weights have the computational advantage that the bootstrap distribution of
the estimator for the scalar mean when resampling from Fw is an exponential tilt of the
bootstrap distribution obtained when resampling from Fn. Because of this tilting property
for the mean, one may resample only from Fn, as opposed to resampling from several members
of the family, and tilt afterwards.
Hesterberg (1999) shows that the computational implementation from Efron (1981) con-
stitute a non-traditional application of importance sampling, in which Fn is the design dis-
tribution and Fw is the target distribution, and extends the method to real-valued functional
parameters other than the mean. For the mean case, the implementation with ET weights
is also nearly optimal for the traditional use of the importance sampling as a variance re-
duction technique. For more general situations Hesterberg (1999) supports the use of the
EL weights to construct confidence intervals, arguing that these intervals are best in terms
of a combination of statistical properties and computational expense.
DiCiccio and Romano (1990) show that the bootstrap tilting methods from Efron (1981)
are second-order accurate in constructing one-sided confidence intervals. Jing and Robinson
(1997) describe an extension of the nonparametric tilting method to the two-sample situa-
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tion that is second-order accurate. The proposed method uses saddlepoint approximations
instead of Monte Carlo simulations from the two families of exponentially tilted empirical
distributions.
Chuang and Lai (2000) describe hybrid resampling methods for nonparametric confidence
intervals, another generalization of the nonparametric tilting methods from Efron (1981) and
DiCiccio and Romano (1990). The choices for the resampling family of distributions include
not only the previously described families with weights generated by the EL and the ET
methods, but also modifications (involving some sort of truncation) of these families based
on linear approximations for the profiling constraint.
Hall and Presnell (1999) describe a class of weighted bootstrap methods, called biased
bootstrap or b-bootstrap. Similar to the constrained EL methods from Owen (1991) the
b-bootstrap method minimizes the EL divergence (although generalizations involving other
members of the CR family are also described in the paper), subject to the constraint that a
parameter functional equals a known value; the resulting EL weights are used to construct an
estimator for the functional of interest, their so-called b-bootstrap estimator. The method
differs from the constrained EL method from Owen (1991) by using bootstrapping from Fw
to estimate the sampling distribution for the statistic of interest.
Zhang (1999) describes bootstrapping in the presence of auxiliary information about
the unknown population distribution. Similar to the b-bootstrap from Hall and Presnell
(1999), the modified bootstrap from Zhang (1999) resamples from Fw with EL weights that
incorporate the auxiliary information. The paper deals mainly with the construction of
modified bootstrap confidence bands for the population distribution function, and with the
modified bootstrap Kolmogorov test. Limited results regarding the modified bootstrap mean
and variance are also provided.
Brown and Newey (2002) propose a bootstrap method for GMM called GMM-EL boot-
strapping. Given an efficient GMM estimate for the parameter of interest, the proposed
method resamples from the EL distribution Fw that imposes the moment constraints with
the value of the parameter of interest fixed at its estimated value. ET weights are listed as an
alternative. The method from Brown and Newey (2002) is asymptotically efficient relative
to the bootstrap GMM methods from Hall and Horowitz (1996) that resample from Fn but
involve recentering of the moment conditions using the original sample data.
Namba (2004) describes simulation studies to compare different methods of hypothesis
testing based on the empirical loglikelihood ratio statistic. Only the simpler situation of the
scalar mean is considered. The methods compared included the usual EL statistic and two
bootstrapped versions, one using Fn as in Owen (1988) and Hall and Horowitz (1996), the
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other using Fw as in Hall and Presnell (1999) and Brown and Newey (2002). The results
of the simulations show that both bootstrap methods constitute an improvement over the
usual method with respect to critical values and power. Neither one of the bootstrap methods
emerged from the simulations as performing consistently better than the other.
1.3 Proposed Work
The literature review shows that there are only three papers describing statistical meth-
ods that involve the minimization of divergence-based criteria using both fixed constraints
(i.e. side information constraints that do not involve any unknown parameter) and profiling
constraints (i.e. constraints that force the parameter of interest to take a specific value). Ex-
amples of fixed constraints include those from the constrained estimation problem of Haber-
man (1984) and Sheehy (1987), calibration constraints from the survey sampling literature,
and randomization constraints from the nonparametric covariance adjustment methods, see
Koch et al. (1998). Those three EL-based methods are the constrained EL method from
Owen (1991), the related EL method from Zhang (1997), both for the one sample case, and
the stratified EL-based methods from Zhong and Rao (2000), for the multi-sample case. For
the one sample case, the methods are special cases of more general methods that deal with
the overdetermined case (Qin and Lawless, 1994, Newey and Smith, 2004), the situation
where there are more constraints than the dimension of the parameter of interest.
New statistical methods for the multi-sample situation that involve the minimization of
divergence-based criteria using fixed constraints and profiling constraints will be proposed
as generalizations of the nonparametric covariance adjustment methods and the stratified
EL-based methods from Zhong and Rao (2000). The generalizations will involve the use
of more general divergence-based criteria (other than Neyman’s MMCS criterion, implicitly
used by the nonparametric covariance adjustment methods, and the EL criterion from Zhong
and Rao (2000)), the construction of confidence intervals based on test-inversion (in addition
to the usual confidence intervals based on the asymptotic normality of the point estimator),
the estimation of more general parameters of interest (other than differences between means)
under more general fixed constraints (other than the constraint of equal means for the co-
variates), and more general stratified versions. Special attention will be given to methods
based on the EL divergence. For simplicity only the two independent samples situation will
be considered.
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1.3.1 Methods for nonparametric covariance adjustment
First the relationship between the methods for nonparametric covariance adjustment and
the two-sample MMCS method with fixed constraints (and no profiling constraints) will be
described. Consider the constrained minimization of the combined criterion
2∑
k=1
nk∑
i=1
(nkwki − 1)2
subject to the two normalizing constraints
nk∑
i=1
wki = 1, k = 1, 2
(where, for simplicity, the normalizing constraints will not be listed in what follows) and the
fixed constraint
n1∑
i=1
w1ix1i =
n2∑
j=1
w2jx2j
corresponding to the side information
∆x = E(X1)− E(X2) = 0
The Lagrangian L with the Lagrange multipliers α1, α2, and λ is
2∑
k=1
nk∑
i=1
(nkwki − 1)2 +
2∑
k=1
αk
(
nk∑
i=1
wki − 1
)
+ λ
(
n1∑
i=1
w1ix1i −
n2∑
j=1
w2jx2j
)
From the first-order conditions
∂L
∂wki
= 0, i = 1, ..., nk, k = 1, 2
after some calculations obtain that
α1 = −λx1
α2 = λx2
w˜1i =
1
n1
[
1− λ
2n1
(x1i − x1)
]
, i = 1, ..., n1
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and
w˜2j =
1
n2
[
1 +
λ
2n2
(x2j − x2)
]
, j = 1, ..., n2
Plugging in the weights in the randomization constraint get
λ = 2
x1 − x2
s2x1
n1
+
s2x2
n2
where the estimates for the variances are defined as
s2xk =
1
nk
nk∑
i=1
(xki − xk)2 , k = 1, 2
Using the formula for λ get the formula for the weights
w˜1i =
1
n1
1− (x1 − x2)
s2x1
n1
+
s2x2
n2
(x1i − x1)
n1
 , i = 1, ..., n1
w˜2j =
1
n2
1 + (x1 − x2)
s2x1
n1
+
s2x2
n2
(x2j − x2)
n2
 , j = 1, ..., n2
If x1 = x2 (i.e. balance) the weights become the usual uniform weights
1
n1
, and respectively
1
n2
. If x1 > x2 then the observations from the first group with values greater than x1 get
downweighted, those with values smaller than x1 get more weight, and those with value equal
to x1 keep their weight
1
n1
. Under the same scenario, i.e. x1 > x2, the observations from the
second group with values greater than x2 get more weight, those with values smaller than
x2 get downweighted, and those with value equal to x2 keep their weight
1
n2
.
The adjusted estimator for the difference of the two means of interest, i.e. for ∆y =
µy1 − µy2, is
∆˜y =
n1∑
i=1
w˜1iy1i −
n2∑
j=1
w˜2jy2j
and after some calculations it follows that
∆˜y = (y1 − y2)−
(
2∑
k=1
sykxk
nk
)(
2∑
k=1
s2xk
nk
)−1
(x1 − x2)
which differs from the nonparametric covariance adjustment estimator only in using n1 and
n2 in the denominators of the estimators of variances and covariances, as opposed to n1 − 1
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and n2 − 1.
Similar to the survey sampling situation described by Zieschang (1990), the implied
estimator for the common mean of the covariate µx, i.e.
µ˜x =
n1∑
i=1
w˜1ix1i =
n2∑
j=1
w˜2jx2j
equals the optimal James-Stein estimator and is similar to the statistic used in James (1951)
for the situation with unequal variances( n1
s2x1 1
n1
s2x1
+ n2
s2x2
)
x1 +
( n2
s2x2
n1
s2x1
+ n2
s2x2
)
x2
After some calculations the minimum value of the combined criterion can be shown to be
(x1 − x2)2
s2x1
n1
+
s2x2
n2
Under H0 : ∆x = 0, the statistic converges to a χ
2
(1) under mild regularity conditions, and
provides a test for validity of the side information.
It is important to note that the nonparametric covariance adjustment methods focus
on the construction of point estimators such as ∆˜y. Confidence intervals for ∆y are then
constructed based on the asymptotic normality of ∆˜y. The nonparametric covariance ad-
justment methods do not consider the construction of confidence intervals for ∆y through
the use of the profiling constraint
n1∑
i=1
w1iy1i −
n2∑
j=1
w2jy2j = ∆y
in addition to the randomization constraint.
1.3.2 The difference between means
The situation of a randomized experiment involving the comparison of two treatments
will be considered.Let Zki = (Yki, Xki) v Fk, k = 1, 2, i = 1, ..., nk, be independent random
vectors of dimension p + q corresponding to the p-dimensional response vector Yki and the
qcovariate vector Xki associated with the i
th experimental unit from the kth treatment group.
The random vectors Xki are known to have a common mean. Let n =
∑2
k=1 nk and assume
32
that as n→∞
nk
n
→ pik > 0, k = 1, 2
The goals of the proposed work will be hypothesis testing of H0 : ∆ = ∆0 and the
construction by test-inversion of confidence regions for the difference between means
∆ = E(Y1)− E(Y2)
given the side information that no difference is expected between the means of the covariates
for the two groups, i.e.
E(X1) = E(X2)
The proposed methods are called adjustment methods because they adjust by incorporating
the side information.
The main focus of the proposed work will be on adjustment methods based on the two-
sample EL criterion. The results will be generalized to two-sample divergence-based criteria
corresponding to directed divergences from the CR power-divergence family, i.e. criteria of
the form
Da(w1, w2) =
2
a(a+ 1)
2∑
k=1
nk∑
i=1
[
(nkwki)
−a − 1]
where for a = −1, 0 the limits are the two-sample ET criterion
2
2∑
k=1
nk∑
i=1
nkwki log (nkwki)
and respectively the two-sample EL criterion
−2
2∑
k=1
nk∑
i=1
log (nkwki)
Consider −2 logR(∆), the minimized value of the two-sample EL criterion under the
constraints
min
w1,w2
{
−2
2∑
k=1
nk∑
i=1
log (nkwki)
∣∣∣∣∣
n1∑
i=1
w1iX1i =
n2∑
j=1
w2jX2j,
n1∑
i=1
w1iY1i −
n2∑
j=1
w2jY2j = ∆
}
The EL adjusted estimator
∆˜ = argmin
∆
[−2 logR(∆)]
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will be shown to have the representation
∆˜ =
n1∑
i=1
w˜1iY1i −
n2∑
j=1
w˜2jY2j
where the adjusted weights are the weights associated with the common mean covariate
situation
(w˜1, w˜2) = arg min
w1,w2
{
−2
2∑
k=1
nk∑
i=1
log (nkwki)
∣∣∣∣∣
n1∑
i=1
w1iX1i =
n2∑
j=1
w2jX2j
}
Under mild regularity conditions it will be proved that as n→∞
−2 logR(∆˜)→ χ2(q)
Under H0 : ∆ = ∆0 and mild regularity conditions it will be proved that as n→∞
−2 log
(
R(∆0)
R(∆˜)
)
→ χ2(p)
The last result can be used to construct confidence regions for ∆0 by test-inversion.
1.3.3 Common difference between means
For simplicity only the situation of two strata will be considered. Let Zhki = (Yhki, Xhki) v
Fhk, h = 1, 2, k = 1, 2, i = 1, ..., nk, be independent random vectors of dimension p + q
corresponding to the p-dimensional response vector Yhki and the q-dimensional covariate
vector Xhki associated with the i
th experimental unit from the kth treatment group from
the hth stratum. For each h = 1, 2 the random vectors Xhki are known to have a common
mean, and assume ∆ = E(Yh1)−E(Yh2), h = 1, 2. Let n =
∑2
h=1
∑2
k=1 nhk and assume that
nhk
n
→ pihk > 0, h = 1, 2, k = 1, 2 as n→∞.
For ∆, the assumed common (across strata) difference between means, the proposed
method will involve the minimized value of the EL criterion
−2 logR(∆) = min
wh1,wh2
{
−2
2∑
h=1
2∑
k=1
nhk∑
i=1
log (nhkwhki)
}
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under the constraints that
nh1∑
i=1
wh1iXh1i =
nh2∑
j=1
wh2jXh2j, h = 1, 2
nh1∑
i=1
wh1iYh1i −
nh2∑
j=1
wh2jYh2j = ∆, h = 1, 2
The EL adjusted estimator will be defined as
∆˜ = argmin
∆
[−2 logR(∆)]
Under mild regularity conditions it will be proved that as n→∞
−2 logR(∆˜)→ χ2(p+2q)
Under H0 : ∆ = ∆0 and mild regularity conditions it will be proved that as n→∞
−2 log
(
R(∆0)
R(∆˜)
)
→ χ2(p)
The last result can be used to construct confidence regions for ∆0 by test-inversion.
1.3.4 The difference between more general parameters
The results established for the EL method can be extended to the case of more general
parameters, such as θ0 uniquely determined by
E [g(X, θ)] = 0
The mean case corresponds to g(X, θ) = X − θ. Only the situation when dim g = dim θ will
be considered.
The situation to be investigated will involve the existence of unique solutions θ10, θ20,
and θ30 satisfying the moment conditions
EF1 [f(Y1, θ1)] = 0
EF1 [g(X1, θ3)] = 0
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EF2 [f(Y2, θ2)] = 0
EF2 [g(X2, θ3)] = 0
where Fk is the joint distribution of (Yk, Xk), k = 1, 2. The main interest will be on the
difference
∆0 = θ10 − θ20
Denote by −2 logR(θ1, θ2, θ3) the minimized value of the two-sample EL criterion
−2
2∑
k=1
nk∑
i=1
log (nkwki)
under the constraints
n1∑
i=1
w1if(Y1i, θ1) = 0
n1∑
i=1
w1ig(X1i, θ3) = 0
n2∑
j=1
w2jf(Y2j, θ2) = 0
n2∑
j=1
w2jg(X2j, θ3) = 0
The EL estimators for the parameters θ1, θ2, and θ3 are defined as
(θ˜1, θ˜2, θ˜3)= arg min
θ1,θ2,θ3
[−2 logR(θ1, θ2, θ3)]
Denote by −2 logR(∆0, θ1, θ3) the minimized value of the two-sample EL criterion
−2
2∑
k=1
nk∑
i=1
log (nkwki)
under the constraints
n1∑
i=1
w1if(Y1i, θ1) = 0
n1∑
i=1
w1ig(X1i, θ3) = 0
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n2∑
j=1
w2jf(Y2j, θ1 −∆0) = 0
n2∑
j=1
w2jg(X2j, θ3) = 0
corresponding to
EF1 [f(Y1, θ1)] = 0
EF1 [g(X1, θ3)] = 0
EF2 [f(Y2, θ1 −∆0)] = 0
EF2 [g(X2, θ3)] = 0
The EL estimators for the common parameters θ1and θ3 are defined as
(θ̂1, θ̂3)= argmin
θ1,θ3
[−2 logR(∆0, θ1, θ3)]
A situation related to the nonparametric adjustment situation is described by Chen et
al. (2003) as information recovery in a study with surrogate endpoints. Let ∆0 = θ10 − θ20.
If (f, Y1, θ10), (f, Y2, θ20), (g,X1, θ30), (g,X2, θ30) satisfy some mild regularity conditions,
it will be proved that as n→∞
−2 log
(
R(∆0, θ̂1, θ̂3)
R(θ˜1, θ˜2, θ˜3)
)
→ χ2(p)
and the statistic can be used to construct confidence regions for ∆0 by test-inversion.
1.3.5 Alternative methods for the difference between means
The alternative construction will involve a weighted EL criterion of the form
−2
2∑
k=1
nk∑
i=1
(nkw˜ki) log
(
wki
w˜ki
)
where the adjustment weights
(w˜1, w˜2) = arg min
w1,w2
{
−2
2∑
k=1
nk∑
i=1
log (nkwki)
∣∣∣∣∣
n1∑
i=1
w1iX1i =
n2∑
j=1
w2jX2j
}
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and not the usual uniform weights 1
nk
.
For each possible value of ∆ define −2 log R˜Y (∆), the minimized value of the weighted
EL criterion under the profiling constraint as
min
w1,w2
{
−2
2∑
k=1
nk∑
i=1
(nkw˜ki) log
(
wki
w˜ki
) ∣∣∣∣∣
n1∑
i=1
w1iY1i −
n2∑
j=1
w2jY2j = ∆
}
The EL estimator for ∆ is
argmin
∆
[
−2 log R˜Y (∆)
]
which equals
∆˜ =
n1∑
i=1
w˜1iY1i −
n2∑
j=1
w˜2jY2j
where the adjusted weights are the weights associated with the common mean covariate
situation
(w˜1, w˜2) = arg min
w1,w2
{
−2
2∑
k=1
nk∑
i=1
log (nkwki)
∣∣∣∣∣
n1∑
i=1
w1iX1i =
n2∑
j=1
w2jX2j
}
Under H0 : ∆ = ∆0 and mild regularity conditions it will be proved that as n→∞
−2 log R˜Y (∆0)→
p∑
i=1
αiχ
2
(1),i
where χ2(1),i, i = 1, ..., p, are independent chi-squared random variables with one degree
of freedom, and αi, i = 1, ..., p, are the eigenvalues of the product between the matrix(∑2
k=1 pi
−1
k VYk
)−1
and the matrix
(
2∑
k=1
pi−1k VYk
)
−
(
2∑
k=1
pi−1k VY Xk
)(
2∑
k=1
pi−1k VXk
)−1( 2∑
k=1
pi−1k VXYk
)
The result can be used to construct confidence regions for ∆0 by test-inversion.
1.3.6 Alternative methods for the common difference between
means
For simplicity only the situation of two strata will be considered. For ∆, the assumed com-
mon (across strata) difference between means, consider the minimized value of the weighted
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EL criterion
−2 log R˜Y (∆) = min
wh1,wh2
{
−2
2∑
h=1
2∑
k=1
nhk∑
i=1
nhkw˜hki log
(
whki
w˜hki
)}
under the constraints that
nh1∑
i=1
wh1iYh1i −
nh2∑
j=1
wh2jYh2j = ∆, h = 1, 2
where the adjusted weights w˜hki are the weights associated with the common mean con-
straints, i.e.
arg min
wh1,wh2
{
−2
2∑
k=1
nhk∑
i=1
log (nhkwhki)
∣∣∣∣∣
nh1∑
i=1
wh1iXh1i =
nh2∑
j=1
wh2jXh2j
}
h = 1, 2. The EL adjusted estimator will be defined as
∆̂ = argmin
∆
[
−2 log R˜Y (∆)
]
Under mild regularity conditions it will be proved that as n→∞
−2 log R˜Y (∆˜)→
p∑
i=1
αiχ
2
(1),i
Under H0 : ∆ = ∆0 and mild regularity conditions it will be proved that as n→∞
−2 log
(
R˜Y (∆0)
R˜Y (∆˜)
)
→
p∑
i=1
βiχ
2
(1),i
where the weights of the weighted chi-squared distributions are eigenvalues of specific ma-
trices to be described. The last result can be used to construct confidence regions for ∆0 by
test-inversion.
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CHAPTER 2
MEANS
2.1 Introduction
The situation of a randomized experiment involving the comparison of two treatments
will be considered. Let Zki = (Yki, Xki) v Fk, k = 1, 2, i = 1, ..., nk, be independent random
vectors of dimension p + q corresponding to the p-dimensional response vector Yki and the
q-dimensional covariate vector Xki associated with the i
th experimental unit from the kth
treatment group. Let n =
∑2
k=1 nk and assume that as n→∞
nk
n
→ pik > 0, k = 1, 2
The goals of the present work are hypothesis testing of H0 : ∆ = ∆0 and the construction
by test-inversion of confidence regions for the average treatment effect
∆ = E(Y1)− E(Y2)
given the side information that no difference is expected between the means of the covariates
for the two groups, i.e.
E(X1) = E(X2)
The proposed methods are called adjustment methods because they adjust by incorporat-
ing the side information. The criteria to be minimized will be two-sample divergence-based
criteria corresponding to directed divergences from the CR power-divergence family, i.e.
criteria of the form
Da(w1, w2) =
2
a(a+ 1)
2∑
k=1
nk∑
i=1
[
(nkwki)
−a − 1]
where for a = −1, 0 the limits are the two-sample ET criterion
2
2∑
k=1
nk∑
i=1
nkwki log (nkwki)
and respectively the two-sample EL criterion
−2
2∑
k=1
nk∑
i=1
log (nkwki)
The main focus will be on the EL criterion, the ET criterion, and the MMCS criterion
2∑
k=1
nk∑
i=1
(nkwki − 1)2
2.2 Empirical likelihood
The confidence regions constructed using the EL method enjoy many desirable properties.
They have a data-determined shape, respect the range of the parameters, are transformation
respecting, and do not require estimation of scale or skewness (i.e. implicitly select a vari-
ance estimator), see Hall and La Scala (1990). Although all methods generated by the CR
power-divergence family are first-order equivalent, the EL method has better higher-order
properties.
2.2.1 Mean
ConsiderXi, i = 1, ..., n, independent identically distributed random vectors of dimension
q, having mean µ0 and variance matrix V of full-rank q. Under these conditions it is proved
in Owen (2001), pp. 219-222 that
−2 logR(µ0) = min
w
{
−2
n∑
i=1
log (nwi)
∣∣∣∣∣
n∑
i=1
wiXi = µ0
}
→ χ2(q) as n→∞
The steps of this proof have been used to deal with EL inference for more general problems.
In the first step of the proof it is shown that the q-dimensional Lagrange multiplier λ = λ(µ0)
satisfies
‖λ‖ = Op(n−1/2)
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From the order bound it follows that λ admits the representation
λ = S−1µ0 (X − µ0) + op(n−1/2)
where
Sµ0 =
1
n
n∑
i=1
(Xi − µ0)(Xi − µ0)T
The conclusion follows from the representation of the empirical log-likelihood ratio statistic
−2 logR(µ0) = n(X − µ0)TS−1µ0 (X − µ0) + op(1)
The proof from Owen (2001) can be adapted to show that the two representations, with
Sµ0 replaced by V , hold not only for µ0, but uniformly for any µ in a O(n
−1/2) neighborhood
of µ0. This result has been used by Hall and La Scala (1990) to extend the scope of the
EL methods to the situation of a smooth function of means, although the paper does not
provide a proof.
Theorem 1 Let Xi, i = 1, ..., n, be independent identically distributed random vectors of
dimension q, having mean µ0 and variance matrix V of full-rank q. Then for each K > 0
max
µ:‖µ−µ0‖≤Kn−1/2
‖λ− V −1(X − µ)‖ = op(n−1/2)
max
µ:‖µ−µ0‖≤Kn−1/2
∣∣−2 logR(µ)− n(X − µ)TV −1(X − µ)∣∣ = op(1)
Proof : For each µ the Lagrange multiplier λ = λ(µ) is defined as the solution to the
equation
n∑
i=1
Xi − µ
1 + λT (Xi − µ) = 0
As in Owen (2001) the mean µ0 is inside the convex hull of the Xis almost surely. The
sample mean X, that corresponds to λ = 0, is always inside the convex hull, and also
‖X−µ0‖ = Op(n−1/2). It follows by the inverse function theorem that almost surely λ = λ(µ)
exists for µ such that ‖µ− µ0‖ ≤ Kn−1/2.
Let λ = λ(µ) = ‖λ‖θ, where θ is a unit vector, and
Sµ =
1
n
n∑
i=1
(Xi − µ)(Xi − µ)T
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As done for µ0 in Owen (2001), by using
λT (Xi − µ)
1 + λT (Xi − µ) = λ
T (Xi − µ)−
[
λT (Xi − µ)
]2
1 + λT (Xi − µ)
it follows that
‖λ‖θTSµθ ≤ θT (X − µ)
(
1 + ‖λ‖ max
1≤i≤n
‖Xi − µ‖
)
Because the sample variance matrix S
S =
1
n
n∑
i=1
(Xi −X)(Xi −X)T
is related to Sµ through the relation
Sµ = S + (X − µ)(X − µ)T
it follows that
‖λ‖θTSθ ≤ θT (X − µ)
(
1 + ‖λ‖ max
1≤i≤n
‖Xi − µ‖
)
Maximizing with respect to µ get(
max
µ
‖λ‖
)[
θTSθ −
(
max
µ
max
1≤i≤n
‖Xi − µ‖
)(
max
µ
θT (X − µ)
)]
≤
(
max
µ
θT (X − µ)
)
Denoting by α1 and αq, the largest and respectively the smallest eigenvalue of V , it follows
that
αq + op(1) ≤ θTSθ ≤ α1 + op(1)
Because
max
µ
‖X − µ‖ ≤ ‖X − µ0‖+O(n−1/2)
max
µ
max
1≤i≤n
‖Xi − µ‖ ≤ max
1≤i≤n
‖Xi − µ0‖+O(n−1/2)
and from Owen (2001)
max
1≤i≤n
‖Xi − µ0‖ = o(n1/2)
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it follows that
max
µ
‖X − µ‖ = Op(n−1/2)
max
µ
max
1≤i≤n
‖Xi − µ‖ = o(n1/2)
and as in Owen (2001) get
max
µ
‖λ‖ = Op(n−1/2)
From the (uniform) order bound for ‖λ‖ it follows that
max
µ
max
1≤i≤n
∣∣λT (Xi − µ)∣∣
≤
(
max
µ
‖λ‖
)(
max
µ
max
1≤i≤n
‖Xi − µ‖
)
= Op(n
−1/2)o(n1/2) = op(1)
Using that
1
1 + λT (Xi − µ) = 1− λ
T (Xi − µ) +
[
λT (Xi − µ)
]2
1 + λT (Xi − µ)
the equations for λ may be expressed as
(
X − µ)− Sµλ+ 1
n
n∑
i=1
(Xi − µ)
[
λT (Xi − µ)
]2
1 + λT (Xi − µ) = 0
It follows that V λ− (X − µ) equals
−(Sµ − Vµ)λ− (µ− µ0)(µ− µ0)Tλ+ 1
n
n∑
i=1
(Xi − µ)
[
λT (Xi − µ)
]2
1 + λT (Xi − µ)
where
Vµ = E
[
(X − µ)(X − µ)T ] = V + (µ− µ0)(µ− µ0)T
Then
max
µ
‖(Sµ − Vµ)λ‖
≤
(
max
µ
‖Sµ − Vµ‖
)(
max
µ
‖λ‖
)
= op(1)Op(n
−1/2) = op(n−1/2)
44
where the norm used for a matrix A is
‖A‖ =
(∑
i
∑
j
a2ij
)1/2
Also
max
µ
‖(µ− µ0)(µ− µ0)Tλ‖
≤
(
max
µ
‖µ− µ0‖2
)(
max
µ
‖λ‖
)
= O(n−1)Op(n−1/2) = Op(n−3/2)
Note that maxµ ‖Sµ − Vµ‖ = op(1) and maxµ ‖(µ− µ0)(µ− µ0)T‖ = O(n−1) implies that
max
µ
‖Sµ − V ‖ = op(1)
The maximum over µ of the norm of the last term from the right hand side of the equality
is bounded by
2maxµmax1≤i≤n
∣∣λT (Xi − µ)∣∣
1−maxµmax1≤i≤n |λT (Xi − µ)|
(
max
µ
‖λ‖
)(
max
µ
‖Sµ‖
)
which has order bound
op(1)Op(1)Op(n
−1/2)Op(1) = op(n−1/2)
Combining the previous results
max
µ
‖V λ− (X − µ) ‖ = op(n−1/2)
and so the first result is established
max
µ
‖λ− V −1 (X − µ) ‖ = op(n−1/2)
To establish the second result, for each µ have
−2 logR(µ) = 2
n∑
i=1
log
[
1 + λT (Xi − µ)
]
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Using a decomposition similar to the one from Zhang (1997) get
−2 logR(µ) = n(X − µ)TV −1(X − µ) +R1 +R2 +R3
where
R1 = −n
[
λ− V −1 (X − µ)]T V [λ− V −1 (X − µ)]
R2 = nλ
T (V − Sµ)λ
R3 =
4
3
n∑
i=1
[
λT (Xi − µ)
]3
(1 + γi)
3
where γi = γi(µ) is between 0 and λ
T (Xi − µ).
Noting that the maxima over µ of the norms of the last three terms are bounded by
n‖V ‖
(
max
µ
‖λ− V −1 (X − µ) ‖2) = nop(n−1) = op(1)
n
(
max
µ
‖λ‖2
)(
max
µ
‖V − Sµ‖
)
= nOp(n
−1)op(1) = op(1)
4maxµmax1≤i≤n
∣∣λT (Xi − µ)∣∣
3 (1−maxµmax1≤i≤n |λT (Xi − µ)|)3
(
max
µ
‖λ‖2
)(
max
µ
‖Sµ‖
)
= op(1)Op(1)Op(n
−1)Op(1) = op(n−1)
it follows that
max
µ:‖µ−µ0‖≤Kn−1/2
∣∣−2 logR(µ)− n(X − µ)TV −1(X − µ)∣∣ = op(1)
Q.E.D.
The quadratic criterion that provides a uniform approximation for −2 logR(µ) in a
O(n−1/2) neighborhood of µ0 will be denoted by
Q(µ) = n(X − µ)TV −1(X − µ)
It may be noted that uniform approximations are also available for the weights wi = wi(µ)
for µ in a O(n−1/2) neighborhood of µ0. The weights have the expression (Owen (2001))
wi =
1
n
1
1 + λT (Xi − µ)
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equivalent with
wi =
1
n
[
1− λT (Xi − µ) +
[
λT (Xi − µ)
]2
1 + λT (Xi − µ)
]
and so
nwi = 1− (Xi − µ)T V −1(X − µ)−
− (Xi − µ)T
[
λ− V −1(X − µ)]+ [λT (Xi − µ)]2
1 + λT (Xi − µ)
Then ∣∣∣∣wi − 1n [1− (Xi − µ)T V −1(X − µ)]
∣∣∣∣
=
1
n
∣∣∣∣∣
[
λT (Xi − µ)
]2
1 + λT (Xi − µ) − (Xi − µ)
T [λ− V −1(X − µ)]∣∣∣∣∣
Because of the uniform bounds(
max
µ
max
1≤i≤n
‖Xi − µ‖
)(
max
µ
‖λ− V −1(X − µ)‖
)
= o(n1/2)op(n
−1/2) = op(1)
max
µ
max
1≤i≤n
∣∣λT (Xi − µ)∣∣ = op(1)
it follows that
max
µ:‖µ−µ0‖≤Kn−1/2
max
1≤i≤n
∣∣∣∣wi − 1n [1− (Xi − µ)T V −1(X − µ)]
∣∣∣∣ = op(n−1)
2.2.2 Quadratic criteria
Similar to weighted least squares methods described by Koch et al. (1985), pp. 43-44,
let A = An be a statistic of dimension a such that
E(A) = Zθ0
V ar(A) = V
where Z is a known a × b design matrix of full rank b ≤ a, θ0 is an unknown parameter
vector of dimension b, and V = Vn is known. Assume that
√
n (A− Zθ0)→ N (0,Σ) as n→∞
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where
Σ = lim
n→∞
(nVn)
If estimation of θ is performed by minimizing the quadratic criterion
Q(θ) = (A− Zθ)T V −1 (A− Zθ)
It follows that
θ̂ =
(
ZTV −1Z
)−1
ZTV −1A
V ar(θ̂) = V
bθ =
(
ZTV −1Z
)−1
The minimized value of the quadratic criterion
Q(θ̂) =
(
A− Zθ̂
)T
V −1
(
A− Zθ̂
)
equals
Q(θ̂) = ATV −1A− θ̂TV −1
bθ
θ̂
= AT
[
V −1 − V −1Z (ZTV −1Z)−1 ZTV −1]A
= (A− Zθ0)T
[
V −1 − V −1Z (ZTV −1Z)−1 ZTV −1] (A− Zθ0)
Alternatively
Q(θ̂) = (WA)T (WVW T )−1 (WA)
= (A− Zθ0)T
[
W T (WVW T )−1W
]
(A− Zθ0)
where W is an orthocomplement matrix to the matrix Z, i.e. a (a − b) × a matrix of full
rank a− b such that
WZ = 0
Because
Q(θ0) = (A− Zθ0)T V −1 (A− Zθ0)
it follows that
Q(θ0)−Q(θ̂) = (A− Zθ0)T
[
V −1Z
(
ZTV −1Z
)−1
ZTV −1
]
(A− Zθ0)
=
[
ZTV −1 (A− Zθ0)
]T (
ZTV −1Z
)−1 [
ZTV −1 (A− Zθ0)
]
48
=
(
θ̂ − θ0
)T
V −1
bθ
(
θ̂ − θ0
)
Based on √
n (A− Zθ0)→ N (0,Σ) as n→∞
where Σ = limn→∞ (nVn) it follows that
√
n
(
θ̂ − θ0
)
→ N
(
0,
(
ZTΣ−1Z
)−1)
as n→∞
because
θ̂ − θ0 =
(
ZTV −1Z
)−1
ZTV −1 (A− Zθ0)
Using the representations
Q(θ̂) = (A− Zθ0)T
[
V −1 − V −1Z (ZTV −1Z)−1 ZTV −1] (A− Zθ0)
Q(θ0)−Q(θ̂) =
(
θ̂ − θ0
)T
V −1
bθ
(
θ̂ − θ0
)
Q(θ0) = (A− Zθ0)T V −1 (A− Zθ0)
or alternatively, that up to op(1)
Q(θ̂) = n (A− Zθ0)T Σ−1/2
[
I − Σ−1/2Z (ZTΣ−1Z)−1 ZTΣ−1/2]Σ−1/2 (A− Zθ0)
Q(θ0)−Q(θ̂) = n
(
θ̂ − θ0
)T (
ZTΣ−1Z
) (
θ̂ − θ0
)
Q(θ0) = n (A− Zθ0)T Σ−1 (A− Zθ0)
it follows that as n→∞
Q(θ̂)→ χ2(a−b)
Q(θ0)−Q(θ̂)→ χ2(b)
Q(θ0)→ χ2(a)
where the first convergence follows because I − Σ−1/2Z (ZTΣ−1Z)−1 ZTΣ−1/2 is the projec-
tion matrix on the linear subspace orthogonal to the one spanned by Σ−1/2Z, and so it is
idempotent with trace a− b.
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2.2.3 Common mean
The common mean case will be based on the mean case. For a common mean µ consider
−2 logR(µ), the minimized value of the two-sample EL criterion subject to the common
mean constraint
min
w1,w2
{
−2
2∑
k=1
nk∑
i=1
log (nkwki)
∣∣∣∣∣
n1∑
i=1
w1iX1i = µ,
n2∑
j=1
w2jX2j = µ
}
=
2∑
k=1
min
wk
{
−2
nk∑
i=1
log (nkwki)
∣∣∣∣∣
nk∑
i=1
wkiXki = µ
}
= −2 logR1(µ)− 2 logR2(µ)
The EL estimator for the common mean is defined as
µ˜ =argmin
µ
[−2 logR(µ)]
For the constrained minimization problem
min
µ
min
w1,w2
{
−2
2∑
k=1
nk∑
i=1
log (nkwki)
∣∣∣∣∣
n1∑
i=1
w1iX1i = µ,
n2∑
j=1
w2jX2j = µ
}
consider the associated Lagrangian L with the Lagrange multipliers α1, α2, λ1, and λ2
−2
2∑
k=1
nk∑
i=1
log (nkwki) + 2
2∑
k=1
nkαk
(
nk∑
i=1
wki − 1
)
+ 2
2∑
k=1
nkλ
T
k
(
nk∑
i=1
wkiXki − µ
)
From the first-order conditions
∂L
∂wki
= 0, i = 1, ..., nk, k = 1, 2
∂L
∂µ
= 0
after some calculations it follows that
αk = 1− λTk µ, k = 1, 2
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2∑
k=1
nkλk = 0
and the weights associated with the common mean estimator µ˜ are
w˜ki =
1
nk
1
1 + λ˜Tk (Xki − µ˜)
, i = 1, ..., nk
where λ˜1, λ˜2, and µ˜ are the solution to the equations
nk∑
i=1
Xki − µ
1 + λTk (Xki − µ)
= 0, k = 1, 2
2∑
k=1
nkλk = 0
The test statistic for the common mean constraint −2 logR(µ˜) equals
min
w1,w2
{
−2
2∑
k=1
nk∑
i=1
log (nkwki)
∣∣∣∣∣
n1∑
i=1
w1iX1i =
n2∑
j=1
w2jX2j
}
= 2
2∑
k=1
nk∑
i=1
log
[
1 + λ˜Tk (Xki − µ˜)
]
will be useful in what it follows. The statistic has been described for the scalar case by
Owen (1991) and Adimari (1995). However Owen (1991) assumes stronger conditions than
in the present work, involving fourth order moments, and does not provide details. Adimari
(1995) makes similar assumptions as in the present work to study the related problem of
the difference between two scalar means, but uses a heuristic argument to justify Taylor
expansions in a O(n−1/2) neighborhood of the true common mean.
Consider the related quadratic criterion
Q(µ) =
2∑
k=1
nk(Xk − µ)TV −1k (Xk − µ)
=
(
X1 − µ
X2 − µ
)T (
n1V
−1
1 0
0 n2V
−1
2
)(
X1 − µ
X2 − µ
)
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=(
X1 − µ
X2 − µ
)T (
n−11 V1 0
0 n−12 V2
)−1(
X1 − µ
X2 − µ
)
corresponding to the moment conditions
E(Xk − µ) = 0, k = 1, 2
For this situation a = 2q, b = q,
A =
(
X1
X2
)
, Z =
(
I
I
)
, θ = µ
V =
(
n−11 V1 0
0 n−12 V2
)
,W =
(
I −I
)
The estimator µ̂ for the common mean, i.e.
µ̂ =argmin
µ
Q(µ)
equals the optimal combination estimator
µ̂ =
(
2∑
k=1
nkV
−1
k
)−1( 2∑
k=1
nkV
−1
k Xk
)
because
µ̂ =
(
ZTV −1Z
)−1
ZTV −1A
equals the product of [(
I I
)( n1V −11 0
0 n2V
−1
2
)(
I
I
)]−1
with [(
I I
)( n1V −11 0
0 n2V
−1
2
)(
X1
X2
)]
The minimized value of the quadratic criterion
Q(µ̂) = min
µ
Q(µ)
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equals (
X1 −X2
)T ( 2∑
k=1
n−1k Vk
)−1
(X1 −X2)
because
Q(θ̂) = (WA)T (WVW T )−1 (WA)
where
WA =
(
I −I
)( X1
X2
)
= X1 −X2
WVW T =
(
I −I
)( n−11 V1 0
0 n−12 V2
)(
I
−I
)
=
2∑
k=1
n−1k Vk
Also it follows that
Q(µ0)−Q(µ̂) = (µ̂− µ0)T
(
2∑
k=1
nkV
−1
k
)
(µ̂− µ0)
because
V
bµ =
(
ZTV −1Z
)−1
=
[(
I I
)( n1V −11 0
0 n2V
−1
2
)(
I
I
)]−1
=
(
2∑
k=1
nkV
−1
k
)−1
or alternatively Q(µ0)−Q(µ̂) equals(
2∑
k=1
nkV
−1
k
(
Xk − µ0
))T ( 2∑
k=1
nkV
−1
k
)−1( 2∑
k=1
nkV
−1
k
(
Xk − µ0
))
using that
Q(µ0)−Q(µ̂) =
[
ZTV −1 (A− Zµ0)
]T (
ZTV −1Z
)−1 [
ZTV −1 (A− Zµ0)
]
The next result is new by dealing with the vector case and by using a different method for
proof.
Theorem 2 Let Xki v Fk, k = 1, 2, i = 1, ..., nk, be independent random vectors of dimen-
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sion q, with common mean, and variance matrices Vk of full-rank q. Let n =
∑2
k=1 nk and
assume that nk
n
→ pik > 0, k = 1, 2 as n→∞. Then as n→∞
−2 logR(µ˜)→ χ2(q)
and
−2 log
(R(µ0)
R(µ˜)
)
→ χ2(q)
The first statistic is used to test the common mean assumption
H0 : E(X1) = E(X2)
The second statistic is used to test that the common mean equals µ0
H0 : E(X1) = E(X2) = µ0
given that
E(X1) = E(X2)
The last result can be used to construct confidence regions for µ0 by test-inversion.
Proof : Denote the common mean by µ0 and then for k = 1, 2 obtain
max
µ:‖µ−µ0‖≤Kn−1/2k
|−2 logRk(µ)−Qk(µ)| = op(1)
and combining the two relationships obtain
max
µ:‖µ−µ0‖≤Kn−1/2
|−2 logR(µ)−Q(µ)| = op(1)
where Q(µ) =
∑2
k=1Qk(µ).
The minimization of the EL criterion may be reduced to the minimization of the quadratic
criterion Q(µ)
min
µ
[−2 logR(µ)] = min
µ
Q(µ) + op(1)
The asymptotic distribution of −2 logR(µ˜) is the same as the asymptotic distribution of
Q(µ̂) since
−2 logR(µ˜) = Q(µ̂) + op(1)
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Since |−2 logR(µ0)−Q(µ0)| = op(1) it follows also that
−2 log
(R(µ0)
R(µ˜)
)
= Q(µ0)−Q(µ̂) + op(1)
Because
√
n
(
X1 − µ0
X2 − µ0
)
→ N (0,Σ) as n→∞
where
Σ = lim
n→∞
(nV ) = lim
n→∞
n
(
n−11 V1 0
0 n−12 V2
)
=
(
pi−11 V1 0
0 pi−12 V2
)
then as n→∞
Q(µ̂)→ χ2(q)
Q(µ0)−Q(µ̂)→ χ2(q)
Q.E.D.
Under the same conditions as in the previous theorem it can be shown that
µ˜ = µ̂+ op(n
−1/2) =
(
2∑
k=1
nkV
−1
k
)−1( 2∑
k=1
nkV
−1
k Xk
)
+ op(n
−1/2)
As shown in the proof
−2 logR(µ˜) = Q(µ̂) + op(1)
Also by taking µ = µ˜
−2 logR(µ˜) = Q(µ˜) + op(1)
It follows that
Q(µ˜)−Q(µ̂) = op(1)
which implies that
(µ̂− µ˜)T
(
2∑
k=1
nkV
−1
k
)
(µ̂− µ˜) = op(1)
Because
(∑2
k=1 nkV
−1
k
)
= O(n) it follows that µ˜ = µ̂+ op(n
−1/2).
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2.2.4 Nonparametric adjustment
The nonparametric adjustment case will be reduced to the common mean case. For ∆,
a difference between means, consider the minimized value of the EL criterion −2 logR(∆)
min
w1,w2
{
−2
2∑
k=1
nk∑
i=1
log (nkwki)
∣∣∣∣∣
n1∑
i=1
w1iX1i =
n2∑
j=1
w2jX2j,
n1∑
i=1
w1iY1i −
n2∑
j=1
w2jY2j = ∆
}
The EL adjusted estimator is defined as
∆˜ = argmin
∆
[−2 logR(∆)]
Because −2 logR(∆˜) equals
min
w1,w2
{
−2
2∑
k=1
nk∑
i=1
log (nkwki)
∣∣∣∣∣
n1∑
i=1
w1iX1i =
n2∑
j=1
w2jX2j,
n1∑
i=1
w1iY1i −
n2∑
j=1
w2jY2j = ∆˜
}
= min
w1,w2
{
−2
2∑
k=1
nk∑
i=1
log (nkwki)
∣∣∣∣∣
n1∑
i=1
w1iX1i =
n2∑
j=1
w2jX2j
}
it follows that the adjusted estimator for ∆ has the representation
∆˜ =
n1∑
i=1
w˜1iY1i −
n2∑
j=1
w˜2jY2j
where the adjusted weights are the weights associated with the common mean estimator µ˜X
(w˜1, w˜2) = arg min
w1,w2
{
−2
2∑
k=1
nk∑
i=1
log (nkwki)
∣∣∣∣∣
n1∑
i=1
w1iX1i =
n2∑
j=1
w2jX2j
}
Consider the related quadratic criterion Q(∆) that equals( (
Y 1 − Y 2
)−∆
X1 −X2
)T ( ∑2
k=1 n
−1
k VYk
∑2
k=1 n
−1
k VY Xk∑2
k=1 n
−1
k VXYk
∑2
k=1 n
−1
k VXk
)−1( (
Y 1 − Y 2
)−∆
X1 −X2
)
corresponding to the moment conditions
E(Y1 − Y2) = ∆
E(X1 −X2) = 0
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For this situation a = p+ q, b = p
A =
(
Y 1 − Y 2
X1 −X2
)
, Z =
(
Ip×p
0q×p
)
, θ = ∆
V =
( ∑2
k=1 n
−1
k VYk
∑2
k=1 n
−1
k VY Xk∑2
k=1 n
−1
k VXYk
∑2
k=1 n
−1
k VXk
)
,W =
(
0p×q Iq×q
)
Define the estimator ∆̂ for the difference between means as
∆̂ = argmin
∆
Q(∆)
It follows that the estimator ∆̂ equals the optimal regression-type estimator
∆̂ =
(
Y 1 − Y 2
)−( 2∑
k=1
n−1k VY Xk
)(
2∑
k=1
n−1k VXk
)−1 (
X1 −X2
)
because
∆̂ =
[(
I 0
)
V −1
(
I
I
)]−1 [(
I I
)
V −1
(
Y 1 − Y 2
X1 −X2
)]
Using the notation
V =
(
C B
BT A
)
, V −1 =
(
F G
GT H
)
it follows that
∆̂ = F−1
(
F G
)( Y 1 − Y 2
X1 −X2
)
=
(
I F−1G
)( Y 1 − Y 2
X1 −X2
)
=
(
I −BA−1
)( Y 1 − Y 2
X1 −X2
)
The minimized value of the quadratic criterion
Q(∆̂) = min
∆
Q(∆)
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equals( (
Y 1 − Y 2
)− ∆̂
X1 −X2
)T ( ∑2
k=1 n
−1
k VYk
∑2
k=1 n
−1
k VY Xk∑2
k=1 n
−1
k VXYk
∑2
k=1 n
−1
k VXk
)−1( (
Y 1 − Y 2
)− ∆̂
X1 −X2
)
=
(
X1 −X2
)T ( 2∑
k=1
n−1k VXk
)−1
(X1 −X2)
because
Q(∆̂) = (WA)T (WVW T )−1 (WA)
where
WA =
(
0 I
)( Y 1 − Y 2
X1 −X2
)
= X1 −X2
WVW T =
(
0 I
)( n−11 V1 0
0 n−12 V2
)(
0
I
)
=
2∑
k=1
n−1k VXk
It may be noted that
Q(∆̂) = Q(µ̂X)
In addition
Q(∆0)−Q(∆̂) =
(
∆̂−∆0
)T
V −1
b∆
(
∆̂−∆0
)
where ∆̂ was described previously and
V
b∆ =
(
2∑
k=1
n−1k VYk
)
−
(
2∑
k=1
n−1k VY Xk
)(
2∑
k=1
n−1k VXk
)−1( 2∑
k=1
n−1k VXYk
)
because
V
b∆ =
(
ZTV −1Z
)−1
=
[(
I 0
)
V −1
(
I
0
)]−1
= F−1 = C −BA−1BT
The following result regarding EL-based nonparametric adjustment is new.
Theorem 3 Let Zki = (Yki, Xki) v Fk, k = 1, 2, i = 1, ..., nk, be independent random vectors
of dimension p+q with variance matrices of full-rank. The random vectors Xki of dimension
q are known to have a common mean, and let ∆0 = E(Y1) − E(Y2). Let n =
∑2
k=1 nk and
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assume that nk
n
→ pik > 0, k = 1, 2 as n→∞. Then as n→∞
−2 logR(∆˜) → χ2(q)
−2 log
(
R(∆0)
R(∆˜)
)
→ χ2(p)
The first statistic can be used to test the common mean assumption
H0 : E(X1) = E(X2)
The second statistic can be used to test
H0 : E(Y1)− E(Y2) = ∆0
given that
E(X1) = E(X2)
The last result can be used to construct confidence regions for ∆0 by test-inversion.
Proof : Consider −2 logR(∆, µ1, µ2), namely
min
w1
{
−2
n1∑
i=1
log (n1w1i)
∣∣∣∣∣
n1∑
i=1
w1i
(
Y1i
X1i
)
=
(
µ1 +∆
µ2
)}
+min
w2
{
−2
n2∑
i=1
log (n2w2i)
∣∣∣∣∣
n2∑
j=1
w2j
(
Y2j
X2j
)
=
(
µ1
µ2
)}
corresponding to the constraints
E
(
Y1
X1
)
=
(
µ10 +∆0
µ20
)
, E
(
Y2
X2
)
=
(
µ10
µ20
)
Proceeding as in the proof of the theorem for the common mean case, it follows that for µ1 in
a O(n−1/2) neighborhood of µ10, µ2 in a O(n−1/2) neighborhood of µ20, and ∆ in a O(n−1/2)
neighborhood of ∆0
max
∆,µ1,µ2
|−2 logR(∆, µ1, µ2)−Q(∆, µ1, µ2)| = op(1)
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where Q(∆, µ1, µ2) equals(
Y 1 − µ1 −∆
X1 − µ2
)T (
n−11 VY1 n
−1
1 VY X1
n−11 VXY1 n
−1
1 VX1
)−1(
Y 1 − µ1 −∆
X1 − µ2
)
+
(
Y 2 − µ1
X2 − µ2
)T (
n−12 VY2 n
−1
2 VY X2
n−12 VXY2 n
−1
2 VX2
)−1(
Y 2 − µ1
X2 − µ2
)
Because
Q(∆) = min
µ1,µ2
Q(∆, µ1, µ2)
−2 logR(∆) = min
µ1,µ2
[−2 logR(∆, µ1, µ2)]
by minimizing with respect to µ1 and µ2 it follows that
max
∆
|−2 logR(∆)−Q(∆)| = op(1)
It follows that
−2 logR(∆˜) = Q(∆̂) + op(1)
−2 log
(
R(∆0)
R(∆˜)
)
= Q(∆0)−Q(∆̂) + op(1)
Because
√
n
( (
Y 1 − Y 2
)−∆0
X1 −X2
)
→ N (0,Σ) as n→∞
where Σ = limn→∞ (nV ) equals
lim
n→∞
n
( ∑2
k=1 n
−1
k VYk
∑2
k=1 n
−1
k VY Xk∑2
k=1 n
−1
k VXYk
∑2
k=1 n
−1
k VXk
)
=
( ∑2
k=1 pi
−1
k VYk
∑2
k=1 pi
−1
k VY Xk∑2
k=1 pi
−1
k VXYk
∑2
k=1 pi
−1
k VXk
)
then as n→∞
Q(∆̂)→ χ2(q)
Q(∆0)−Q(∆̂)→ χ2(q)
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Q.E.D.
Under the same conditions as in the theorem it can also be proved that
∆˜ = ∆̂ + op(n
−1/2)
and that as n→∞ √
n
(
∆˜−∆0
)
→ N
(
0,
(
ZTΣ−1Z
)−1)
where
(
ZTΣ−1Z
)−1
equals
(
2∑
k=1
pi−1k VYk
)
−
(
2∑
k=1
pi−1k VY Xk
)(
2∑
k=1
pi−1k VXk
)−1( 2∑
k=1
pi−1k VXYk
)
Because
−2 logR(∆˜) = Q(∆˜) + op(1)
−2 logR(∆˜) = Q(∆̂) + op(1)
it follows that
Q(∆˜)−Q(∆̂) = op(1)
and so (
∆̂− ∆˜
)T
V −1
b∆
(
∆̂− ∆˜
)
= op(1)
Because V −1
b∆
= O(n) it follows that ∆˜ = ∆̂ + op(n
−1/2).
2.2.5 Stratified nonparametric adjustment
For simplicity consider the situation of two strata. For ∆, the assumed common (across
strata) difference between means, consider the minimized value of the EL criterion
−2 logR(∆) = min
wh1,wh2
{
−2
2∑
h=1
2∑
k=1
nhk∑
i=1
log (nhkwhki)
}
under the constraints that
nh1∑
i=1
wh1iXh1i =
nh2∑
j=1
wh2jXh2j, h = 1, 2
61
nh1∑
i=1
wh1iYh1i −
nh2∑
j=1
wh2jYh2j = ∆, h = 1, 2
The EL adjusted estimator is defined as
∆˜ = argmin
∆
[−2 logR(∆)]
Consider the related quadratic criterion (i.e. the sum of the two stratum-specific quadratic
criteria) Q(∆)
2∑
h=1
( (
Y h1 − Y h2
)−∆
Xh1 −Xh2
)T ( ∑2
k=1 n
−1
hkVYhk
∑2
k=1 n
−1
hkVY Xhk∑2
k=1 n
−1
hkVXYhk
∑2
k=1 n
−1
hkVXhk
)−1
( (
Y h1 − Y h2
)−∆
Xh1 −Xh2
)
corresponding to the moment conditions
E(Yh1 − Yh2) = ∆, h = 1, 2
E(Xh1 −Xh2) = 0, h = 1, 2
For this situation a = 2(p+ q), b = p
A =

Y 11 − Y 12
X11 −X12
Y 21 − Y 22
X21 −X22
 , Z =

I
0
I
0
 , θ = ∆,W =
(
0 I 0 I
)
V =

∑2
k=1 n
−1
1k VY1k
∑2
k=1 n
−1
1k VY X1k 0 0∑2
k=1 n
−1
1k VXY1k
∑2
k=1 n
−1
1k VX1k 0 0
0 0
∑2
k=1 n
−1
2k VY2k
∑2
k=1 n
−1
2k VY X2k
0 0
∑2
k=1 n
−1
2k VXY2k
∑2
k=1 n
−1
2k VX2k

Because of the representations
A =
(
A1
A2
)
, Z =
(
Z1
Z2
)
,W =
(
W1 W2
)
, V =
(
V1 0
0 V2
)
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Define the estimator ∆̂ for the common difference between means ∆ as
∆̂ = argmin
∆
Q(∆)
The estimator equals the optimal combination of the stratum-specific regression-type esti-
mators
∆̂ =
(
2∑
h=1
V −1
b∆h
)−1( 2∑
h=1
V −1
b∆h
∆̂h
)
where as before
∆̂h =
(
Y h1 − Y h2
)−( 2∑
k=1
n−1hkVY Xhk
)(
2∑
k=1
n−1hkVXhk
)−1 (
Xh1 −Xh2
)
V
b∆h
=
(
2∑
k=1
n−1hkVYhk
)
−
(
2∑
k=1
n−1hkVY Xhk
)(
2∑
k=1
n−1hkVXhk
)−1( 2∑
k=1
n−1hkVXYhk
)
Noting the representations
A =
(
A1
A2
)
, Z =
(
Z1
Z2
)
,W =
(
W1 W2
)
, V =
(
V1 0
0 V2
)
the estimator
∆̂ =
(
ZTV −1Z
)−1
ZTV −1A
=
(
2∑
h=1
ZTh V
−1
h Zh
)−1( 2∑
h=1
ZTh V
−1
h Ah
)
=
(
2∑
h=1
ZTh V
−1
h Zh
)−1( 2∑
h=1
ZTh V
−1
h Zh∆̂h
)
=
(
2∑
h=1
V −1
b∆h
)−1( 2∑
h=1
V −1
b∆h
∆̂h
)
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The minimized value of the quadratic criterion Q(∆̂)
min
∆
Q(∆)
=
2∑
h=1
( (
Y h1 − Y h2
)− ∆̂
Xh1 −Xh2
)T ( ∑2
k=1 n
−1
hkVYhk
∑2
k=1 n
−1
hkVY Xhk∑2
k=1 n
−1
hkVXYhk
∑2
k=1 n
−1
hkVXhk
)−1
( (
Y h1 − Y h2
)− ∆̂
Xh1 −Xh2
)
=
[
2∑
h=1
(
Xh1 −Xh2
)]T ( 2∑
h=1
2∑
k=1
n−1hkVXhk
)−1 [ 2∑
h=1
(Xh1 −Xh2)
]
because
Q(∆̂) = (WA)T (WVW T )−1 (WA)
=
(
2∑
h=1
WhVhW
T
h
)−1( 2∑
h=1
WhAh
)
As before
Q(∆0)−Q(∆̂) =
(
∆̂−∆0
)T
V −1
b∆
(
∆̂−∆0
)
where ∆̂ was described previously and
V
b∆ =
(
2∑
h=1
V −1
b∆h
)−1
Theorem 4 Let Zhki = (Yhki, Xhki) v Fhk, h = 1, 2, k = 1, 2, i = 1, ..., nk, be independent
random vectors of dimension p + q with variance matrices of full-rank. For each h = 1, 2
the random vectors Xhki of dimension q are known to have a common mean, and assume
∆0 = E(Yh1) − E(Yh2), h = 1, 2. Let n =
∑2
h=1
∑2
k=1 nhk and assume that
nhk
n
→ pihk > 0,
h = 1, 2, k = 1, 2 as n→∞. Then as n→∞
−2 logR(∆˜) → χ2(p+2q)
−2 log
(
R(∆0)
R(∆˜)
)
→ χ2(p)
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The first statistic can be used to test the common mean assumption
H0 : E(Xh1) = E(Xh2), h = 1, 2
The second statistic can be used to test
H0 : E(Yh1)− E(Yh2) = ∆0, h = 1, 2
given that
E(Xh1) = E(Xh2), h = 1, 2
The last result can be used to construct confidence regions for ∆0 by test-inversion.
Proof : As done previously, the study of −2 logR(∆) is reduced to the study of Q(∆).
Because
√
n

(
Y 11 − Y 12
)−∆0
X11 −X12(
Y 21 − Y 22
)−∆0
X21 −X22
→ N (0,Σ) as n→∞
where Σ equals
lim
n→∞
n

∑2
k=1 n
−1
1k VY1k
∑2
k=1 n
−1
1k VY X1k 0 0∑2
k=1 n
−1
1k VXY1k
∑2
k=1 n
−1
1k VX1k 0 0
0 0
∑2
k=1 n
−1
2k VY2k
∑2
k=1 n
−1
2k VY X2k
0 0
∑2
k=1 n
−1
2k VXY2k
∑2
k=1 n
−1
2k VX2k

=

∑2
k=1 pi
−1
1k VY1k
∑2
k=1 pi
−1
1k VY X1k 0 0∑2
k=1 pi
−1
1k VXY1k
∑2
k=1 pi
−1
1k VX1k 0 0
0 0
∑2
k=1 pi
−1
2k VY2k
∑2
k=1 pi
−1
2k VY X2k
0 0
∑2
k=1 pi
−1
2k VXY2k
∑2
k=1 pi
−1
2k VX2k

then as n→∞
Q(∆̂)→ χ2(p+2q)
Q(∆0)−Q(∆̂)→ χ2(q)
Q.E.D.
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Under the same conditions as in the theorem it can be also proved that
∆˜ = ∆̂ + op(n
−1/2)
and that as n→∞ √
n
(
∆˜−∆0
)
→ N
(
0,
(
ZTΣ−1Z
)−1)
where
(
ZTΣ−1Z
)−1
equals

2∑
h=1
( 2∑
k=1
pi−1hk VYhk
)
−
(
2∑
k=1
pi−1hk VY Xhk
)(
2∑
k=1
pi−1hk VXhk
)−1( 2∑
k=1
pi−1hk VXYhk
)−1
−1
If the interest concerns a weighted combination of the stratum-specific differences between
means, the minimized value of the EL criterion
−2 logR(∆) = min
wh1,wh2
{
−2
2∑
h=1
2∑
k=1
nhk∑
i=1
log (nhkwhki)
}
will be considered under the constraints
nh1∑
i=1
wh1iXh1i =
nh2∑
j=1
wh2jXh2j, h = 1, 2
2∑
h=1
ch
(
nh1∑
i=1
wh1iYh1i −
nh2∑
j=1
wh2jYh2j
)
= ∆
where the known positive weights ch satisfy
∑2
h=1 ch = 1.
For this situation a = p+ 2q, b = p
A =

∑2
h=1 ch
(
Y h1 − Y h2
)
X11 −X12
X21 −X22
 , Z =
 I0
0
 , θ = ∆,W = ( 0 I I )
V =

∑2
h=1
∑2
k=1 c
2
hn
−1
hkVYhk
∑2
k=1 c1n
−1
1k VY X1k
∑2
k=1 c2n
−1
2k VY X2k∑2
k=1 c1n
−1
1k VXY1k
∑2
k=1 n
−1
1k VX1k 0∑2
k=1 c2n
−1
2k VXY2k 0
∑2
k=1 n
−1
2k VX2k

and similar results can be established using the same approach.
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2.3 The CR power-divergence family
ConsiderXi, i = 1, ..., n, independent identically distributed random vectors of dimension
q, having mean µ0 and variance matrix V of full-rank q. Under these conditions it is proved
in Baggerly (1998) that
CRa(µ0) = min
w
{
2
a(a+ 1)
n∑
i=1
[
(nwi)
−a − 1] ∣∣∣∣∣
n∑
i=1
wiXi = µ0
}
→ χ2(q) as n→∞
From Baggerly (1998) it follows that when a 6= −1, 0 the minimizing weights are
wi =
1
n
[
1 + γ + λT (Xi − µ0)
]− 1
a+1
where γ = γa(µ0) and λ = λa(µ0) are the solution to the equations
1
n
n∑
i=1
[
1 + γ + λT (Xi − µ0)
]− 1
a+1 = 1
1
n
n∑
i=1
(Xi − µ0)
[
1 + γ + λT (Xi − µ0)
]− 1
a+1 = 0
The minimized value of the CR power-divergence criterion equals
CRa(µ0) =
2
a(a+ 1)
n∑
i=1
{[
1 + γ + λT (Xi − µ0)
] a
a+1 − 1
}
In the first step of the proof it is shown that the Lagrange multipliers satisfy
γ = Op(n
−1), ‖λ‖ = Op(n−1/2)
From the order bounds it follows they admit the representations
λ = (a+ 1)S−1µ0 (X − µ0) + op(n−1/2)
γ =
a(a+ 1)
2
(X − µ0)TS−1µ0 (X − µ0) + op(n−1)
or equivalently
γ =
a
2
λT (X − µ0) + op(n−1)
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where
Sµ0 =
1
n
n∑
i=1
(Xi − µ0)(Xi − µ0)T
The conclusion follows from the representation
CRa(µ0) = n(X − µ0)TS−1µ0 (X − µ0) + op(1)
The proof from Baggerly (1998) can be adapted to show that the three representations, with
Sµ0 replaced by V , hold not only for µ0, but uniformly for any µ in a O(n
−1/2) neighborhood
of µ0.
Theorem 5 Let Xi, i = 1, ..., n, be independent identically distributed random vectors of
dimension q, having mean µ0 and variance matrix V of full-rank q. Then for each K > 0
max
µ:‖µ−µ0‖≤Kn−1/2
‖λ− (a+ 1)V −1(X − µ)‖ = op(n−1/2)
max
µ:‖µ−µ0‖≤Kn−1/2
∣∣∣∣γ − a(a+ 1)2 (X − µ)TV −1(X − µ)
∣∣∣∣ = op(n−1)
max
µ:‖µ−µ0‖≤Kn−1/2
∣∣CRa(µ)− n(X − µ)TV −1(X − µ)∣∣ = op(1)
where a 6= −1, 0.
Proof : The normalization argument from Baggerly (1998) implies that
max
µ
|γ| = Op(n−1)
Consider the function
f(x) = (1 + x)
− 1a+1
Then its first three derivatives are
f ′(x) = − 1
a+ 1
(1 + x)
−a+2a+1
f ′′(x) =
a+ 2
(a+ 1)2
(1 + x)
− 2a+3a+1
f ′′′(x) = −(a+ 2) (2a+ 3)
(a+ 1)3
(1 + x)
− 3a+4a+1
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As in Baggerly (1998) the proof is based on Taylor expansions at 0 such as
f(x) = f(0) + f ′(x1)x
f(x) = f(0) + f ′(0)x+
1
2
f ′′(x2)x2
f(x) = f(0) + f ′(0)x+
1
2
f ′′(0)x2 +
1
6
f ′′′(x3)x3
where x1, x2, and x3 are between 0 and x.
Then
[
1 + γ + λT (Xi − µ)
]− 1
a+1 = 1− 1
a+ 1
(1 + x1i)
−a+2a+1 [
γ + λT (Xi − µ)
]
[
1 + γ + λT (Xi − µ)
]− 1
a+1 = 1− 1
a+ 1
[
γ + λT (Xi − µ)
]
+
a+ 2
2 (a+ 1)2
(1 + x2i)
− 2a+3a+1 [
γ + λT (Xi − µ)
]2
and
[
1 + γ + λT (Xi − µ)
]− 1
a+1 = 1− 1
a+ 1
[
γ + λT (Xi − µ)
]
+
a+ 2
2 (a+ 1)2
[
γ + λT (Xi − µ)
]2
−(a+ 2) (2a+ 3)
6 (a+ 1)3
(1 + x3i)
− 3a+4a+1 [
γ + λT (Xi − µ)
]3
Then the equation
1
n
n∑
i=1
(Xi − µ)
[
1 + γ + λT (Xi − µ)
]− 1
a+1 = 0
implies
1
n
n∑
i=1
(Xi − µ)− 1
a+ 1
1
n
n∑
i=1
(1 + x1i)
−a+2a+1
(Xi − µ)
[
γ + λT (Xi − µ)
]
= 0
and so
(X − µ) = 1
a+ 1
1
n
n∑
i=1
(1 + x1i)
−a+2a+1
(Xi − µ)
[
γ + λT (Xi − µ)
]
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or equivalently
λT (X − µ)− 1
a+ 1
λT
[
1
n
n∑
i=1
(1 + x1i)
−a+2a+1
(Xi − µ)
]
γ =
=
1
a+ 1
λT
[
1
n
n∑
i=1
(1 + x1i)
−a+2a+1
(Xi − µ)(Xi − µ)T
]
λ
and then bounding arguments similar to the EL situation imply that
max
µ
‖λ‖ = Op(n−1/2)
The equation
1
n
n∑
i=1
(Xi − µ)
[
1 + γ + λT (Xi − µ)
]− 1
a+1 = 0
also implies that
1
n
n∑
i=1
(Xi − µ)− 1
a+ 1
1
n
n∑
i=1
(Xi − µ)
[
γ + λT (Xi − µ)
]
+
+
a+ 2
2 (a+ 1)2
1
n
n∑
i=1
(1 + x2i)
− 2a+3a+1
(Xi − µ)
[
γ + λT (Xi − µ)
]2
= 0
and so
(X − µ)− 1
a+ 1
Sµλ = R1 +R2
where
R1 =
1
a+ 1
γ(X − µ)
R2 = − a+ 2
2 (a+ 1)2
1
n
n∑
i=1
(1 + x2i)
− 2a+3a+1
(Xi − µ)
[
γ + λT (Xi − µ)
]2
and
Sµ =
1
n
n∑
i=1
(Xi − µ)(Xi − µ)T
Then bounding arguments imply that
max
µ
∥∥∥∥(X − µ)− 1a+ 1V λ
∥∥∥∥ = op(n−1/2)
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or equivalently
max
µ:‖µ−µ0‖≤Kn−1/2
∥∥λ− (a+ 1)V −1(X − µ)∥∥ = op(n−1/2)
Similarly the equation
1
n
n∑
i=1
[
1 + γ + λT (Xi − µ)
]− 1
a+1 = 1
implies
1
a+ 1
1
n
n∑
i=1
[
γ + λT (Xi − µ)
]−
− a+ 2
2 (a+ 1)2
1
n
n∑
i=1
[
γ + λT (Xi − µ)
]2
+
+
(a+ 2) (2a+ 3)
6 (a+ 1)3
1
n
n∑
i=1
(1 + x3i)
− 3a+4a+1 [
γ + λT (Xi − µ)
]3
= 0
and then
γ + λT (X − µ)− a+ 2
2 (a+ 1)
λTSµλ = R3 +R4 +R5
where
R3 =
a+ 2
2 (a+ 1)
γ2
R4 =
a+ 2
(a+ 1)
γλT (X − µ)
R5 = −(a+ 2) (2a+ 3)
6 (a+ 1)3
1
n
n∑
i=1
(1 + x3i)
− 3a+4a+1 [
γ + λT (Xi − µ)
]3
bounding arguments imply that
max
µ
∣∣∣∣γ − a(a+ 1)2 (X − µ)TV −1(X − µ)
∣∣∣∣ = op(n−1)
Because
CRa(µ) =
2
a(a+ 1)
n∑
i=1
{[
1 + γ + λT (Xi − µ)
] a
a+1 − 1
}
using the Taylor expansion at 0
g(x) = g(0) + g′(0)x+
1
2
g′′(0)x2 +
1
6
g′′′(x4)x3
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for the function
g(x) = (1 + x)
a
a+1
and the uniform representations for γ and λ it follows that
max
µ:‖µ−µ0‖≤Kn−1/2
∣∣CRa(µ)− n(X − µ)TV −1(X − µ)∣∣ = op(1)
Q.E.D.
The case a = −1 can be treated similarly. The weights may be represented as
wi =
exp
[
λT (Xi − µ)
]∑n
j=1 exp [λ
T (Xj − µ)]
where the Lagrange multiplier λ = λ(µ) is determined from the equation
n∑
i=1
(Xi − µ) exp
[
λT (Xi − µ)
]
= 0
From Baggerly (1998) the minimized value of the ET criterion equals
2
n∑
i=1
nwi log(nwi) = −2n log
[
1
n
n∑
i=1
exp
[
λT (Xi − µ)
]]
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CHAPTER 3
MORE GENERAL PARAMETERS
3.1 Introduction
The results established in Chapter 2 for the EL method can be extended to the case of
more general parameters, such as θ0 uniquely determined by
E [g(X, θ)] = 0
The mean case corresponds to g(X, θ) = X − θ. The situation when dim g = dim θ will be
considered.
To simplify the statement of the results from this chapter in what follows it will be said
that the triplet (g,X, θ0) satisfies the regularity conditions if
E
[
g(X, θ0)g(X, θ0)
T
]
is positive definite
E
[
∂g(X, θ0)
∂θ
]
has full rank
∂2g(x, θ)
∂θ∂θT
is continuous in θ for θ ∈ Θ∥∥∥∥∂g(x, θ)∂θ
∥∥∥∥ ≤M(x) for θ ∈ Θ
‖g(x, θ)‖3 ≤M(x) for θ ∈ Θ
where Θ is a neighborhood of θ0 and the function M(x) satisfies E [M(X)] <∞.
It may be noted that the condition
‖g(x, θ)‖3 ≤M(x) for θ ∈ Θ
may be replaced with
‖g(x, θ)‖δ ≤M(x) for θ ∈ Θ, δ > 2
In the case of two populations, the common mean situation described in Chapter 2
becomes a common parameter situation, i.e. the existence of θ0 uniquely determined by
EF1 [g(X1, θ)] = 0
EF2 [g(X2, θ)] = 0
where Fk is the distribution of Xk, k = 1, 2. The corresponding constraints are
nk∑
i=1
wkig(Xki, θ) = 0, k = 1, 2
The nonparametric adjustment situation involves the existence of unique solutions θ10, θ20,
and θ30 satisfying the moment conditions
EF1 [f(Y1, θ1)] = 0
EF1 [g(X1, θ3)] = 0
EF2 [f(Y2, θ2)] = 0
EF2 [g(X2, θ3)] = 0
where Fk is the joint distribution of (Yk, Xk), k = 1, 2. The interest may be on the difference
∆0 = θ10 − θ20
The corresponding constraints are
nk∑
i=1
wkif(Yki, θk) = 0, k = 1, 2
nk∑
i=1
wkig(Xki, θ3) = 0, k = 1, 2
The common parameter situation has been investigated by Zhong et al. (2000) as the
problem of combining information from several instruments (with one of them regarded as
the ”perfect” instrument) to make inference on parameters of interest. The paper describes
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only the estimation of the common parameter.
A situation related to the nonparametric adjustment situation is described by Chen et
al. (2003) as information recovery in a study with surrogate endpoints, say S. There are two
random samples from the same population: the validation set where (Y, S,X) are observed,
and the non-validation sample where only (S,X) are observed. Changing the notations to
be able to compare it with the nonparametric adjustment situation, the situation described
by Chen et al. (2003) corresponds to
EF1 [f (Y,X, θ1)] = 0
EF1 [g(S,X, θ2)] = 0
EF2 [g(S,X, θ2)] = 0
where F1 is the distribution of (Y, S,X), the data from the validation sample, and F2 is the
distribution of (S,X), the data from the non-validation sample. The paper deals with the
estimation of θ1 and testing of H0 : θ1 = θ10, while treating θ2 as a nuisance parameter.
3.2 Common parameter
Consider the two-sample EL criterion −2 logR(θ) defined as
min
w1,w2
{
−2
2∑
k=1
nk∑
i=1
log (nkwki)
∣∣∣∣∣
n1∑
i=1
w1ig(X1i, θ) = 0,
n2∑
j=1
w2jg(X2j, θ) = 0
}
=
2∑
k=1
min
wk
{
−2
nk∑
i=1
log (nkwki)
∣∣∣∣∣
nk∑
i=1
wkig(Xki, θ) = 0
}
corresponding to
EF1 [g(X1, θ)] = 0
EF2 [g(X2, θ)] = 0
The EL estimator for the common parameter is defined as
θ˜ =argmin
θ
[−2 logR(θ)]
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For the constrained minimization problem
min
θ
min
w1,w2
{
−2
2∑
k=1
nk∑
i=1
log (nkwki)
∣∣∣∣∣
n1∑
i=1
w1ig(X1i, θ) = 0,
n2∑
j=1
w2jg(X2j, θ) = 0
}
consider the associated Lagrangian L with the Lagrange multipliers α1, α2, λ1, and λ2
−2
2∑
k=1
nk∑
i=1
log (nkwki) + 2
2∑
k=1
nkαk
(
nk∑
i=1
wki − 1
)
+ 2
2∑
k=1
nkλ
T
k
(
nk∑
i=1
wkig(Xki, θ)
)
From the first-order conditions
∂L
∂wki
= 0, i = 1, ..., nk, k = 1, 2
∂L
∂θ
= 0
after some calculations it follows that the weights associated with the common parameter
estimator θ˜ are
w˜ki =
1
nk
1
1 + λ˜Tk g(Xki, θ˜)
, i = 1, ..., nk
where θ˜, λ˜1, and λ˜2 are the solution to the equations
Qkn(θ, λ1, λ2) =
nk∑
i=1
g(Xki, θ)
1 + λTk g(Xki, θ)
= 0, k = 1, 2
Q3n(θ, λ1, λ2) =
2∑
k=1
λTk
nk∑
i=1
∂g(Xki,θ)
∂θ
1 + λTk g(Xki, θ)
= 0
The minimized value of the two-sample EL criterion −2 logR(θ) equals
−2 logR(θ˜) = 2
2∑
k=1
nk∑
i=1
log
[
1 + λ˜Tk g(Xki, θ˜)
]
For the related constrained minimization problem
min
w1,w2
{
−2
2∑
k=1
nk∑
i=1
log (nkwki)
∣∣∣∣∣
n1∑
i=1
w1ig(X1i, θ0) = 0,
n2∑
j=1
w2jg(X2j, θ0) = 0
}
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corresponds to
EF1 [g(X1, θ0)] = 0
EF2 [g(X2, θ0)] = 0
Proceeding as before it follows that the minimizing weights are
ŵki =
1
nk
1
1 + λ̂Tk g(Xki, θ0)
, i = 1, ..., nk
where λ̂1, and λ̂2 are the solution to the equations
Qkn(λ1, λ2) =
nk∑
i=1
g(Xki, θ0)
1 + λTk g(Xki, θ0)
= 0, k = 1, 2
The minimized value of the two-sample EL criterion −2 logR(θ0) equals
−2 logR(θ0) = 2
2∑
k=1
nk∑
i=1
log
[
1 + λ̂Tk g(Xki, θ0)
]
Although the proof of the next result follows the standard EL steps, similar to those from
Chen et al. (2003), the result is new by dealing with hypothesis testing for the common
parameter situation.
Theorem 6 Let Xki v Fk, k = 1, 2, i = 1, ..., nk, be independent random vectors such that
EF1 [g(X1, θ)] = 0
EF2 [g(X2, θ)] = 0
has unique solution θ0, where dim g = dim θ = q. Assume that (g,X1, θ0) and (g,X2, θ0)
satisfy the regularity conditions. Let n =
∑2
k=1 nk and assume that
nk
n
→ pik > 0, k = 1, 2
as n→∞.
Then as n→∞
−2 logR(θ˜)→ χ2(q)
and
−2 log
(
R(θ0)
R(θ˜)
)
→ χ2(q)
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The first statistic is used to test the common parameter assumption. The second statistic is
used to test that the common parameter equals θ0 given the common parameter assumption,
and can be used to construct confidence regions for θ0 by test-inversion.
Proof : As in Qin and Lawless (1994) and Qin and Lawless (1995) the assumptions
imply the existence of θ˜, λ˜1, and λ˜2, and that θ˜ − θ0 = Op(n−1/2), λ˜1 = Op(n−1/2), and
λ˜2 = Op(n
−1/2). Expanding in Taylor series
Qqn(θ˜, λ˜1, λ˜2) = 0, q = 1, 3
at (θ0, 0, 0) and keeping only the linear terms in θ˜ − θ0, λ˜1, and λ˜2, it follows that
n1∑
i=1
∂g(X1i, θ0)
∂θ
(
θ˜ − θ0
)
−
(
n1∑
i=1
g(X1i, θ0)g(X1i, θ0)
T
)
λ˜1
= −
n1∑
i=1
g(X1i, θ0) + op(n
−1/2)
n2∑
j=1
∂g(X2j, θ0)
∂θ
(
θ˜ − θ0
)
−
(
n2∑
j=1
g(X2j, θ0)g(X2j, θ0)
T
)
λ˜2
= −
n2∑
j=1
g(X2j, θ0) + op(n
−1/2)
n1∑
i=1
∂g(X1i, θ0)
T
∂θ
λ˜1 +
n2∑
j=1
∂g(X2j, θ0)
T
∂θ
λ˜2 = op(n
−1/2)
Up to terms of order op(n
−3/2) the last three equalities can be represented more compact as
Sn
(
θ˜ − θ0
λ˜
)
=
(
0
−Gn
)
where
λ˜ =
(
λ˜1
λ˜2
)
, Gn =
(
1
n
∑n1
i=1 g(X1i, θ0)
1
n
∑n2
j=1 g(X2j, θ0)
)
and the matrix
Sn =
(
0 S12
ST12 −S22
)
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contains the blocks
S12 =
(
1
n
∑n1
i=1
∂g(X1i,θ0)
T
∂θ
1
n
∑n2
j=1
∂g(X2j ,θ0)
T
∂θ
)
S22 =
(
1
n
∑n1
i=1 g(X1i, θ0)g(X1i, θ0)
T 0
0 1
n
∑n2
j=1 g(X2j, θ0)g(X2j, θ0)
T
)
satisfying that
S12
p→ Σ12 =
(
pi1E
[
∂g(X1,θ0)T
∂θ
]
pi2E
[
∂g(X2,θ0)T
∂θ
] )
S22
p→ Σ22 =
(
pi1E
[
g(X1, θ0)g(X1, θ0)
T
]
0
0 pi2E
[
g(X2, θ0)g(X2, θ0)
T
] )
Based on the definition of Sn it follows that
S−1n =
( (
S12S
−1
22 S
T
12
)−1 (
S12S
−1
22 S
T
12
)−1
S12S
−1
22
S−122 S
T
12
(
S12S
−1
22 S
T
12
)−1 −S−122 + S−122 ST12 (S12S−122 ST12)−1 S12S−122
)
and ignoring terms of order op(n
−1/2)(
θ˜ − θ0
λ˜
)
= S−1n
(
0
−Gn
)
From CLT
√
nGn =
 √n1n ( 1√n1 ∑n1i=1 g(X1i, θ0))√
n2
n
(
1√
n2
∑n2
j=1 g(X2j, θ0)
) → N (0,Σ22) as n→∞
Because ((
Σ12Σ
−1
22 Σ
T
12
)−1
Σ12Σ
−1
22
)
Σ22
(
Σ−122 Σ
T
12
(
Σ12Σ
−1
22 Σ
T
12
)−1)
=
(
Σ12Σ
−1
22 Σ
T
12
)−1
it follows that √
n
(
θ˜ − θ0
)
→ N
(
0,
(
Σ12Σ
−1
22 Σ
T
12
)−1)
as n→∞
Based on the definition of Σ12 and Σ22,
(
Σ12Σ
−1
22 Σ
T
12
)−1
equals
(
2∑
k=1
pikE
[
∂g(Xk, θ0)
T
∂θ
] (
E
[
g(Xk, θ0)g(Xk, θ0)
T
])−1
E
[
∂g(Xk, θ0)
∂θ
])−1
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which agrees with the result from Zhong et al. (2000), noting that the paper investigates the
asymptotic distribution of
√
n0
(
θ˜ − θ0
)
, where n0 is the sample size of sample corresponding
to the ”perfect” instrument.
Using a Taylor expansion of log (1 + x) at 0, −2 logR(θ˜) equals
2
2∑
k=1
nk∑
i=1
log
[
1 + λ˜Tk g(Xki, θ˜)
]
=
2∑
k=1
[
2λ˜Tk
nk∑
i=1
g(Xki, θ˜)− λ˜Tk
(
nk∑
i=1
g(Xki, θ˜)g(Xki, θ˜)
T
)
λ˜k
]
+ op(1)
Using that λ˜Tk
∑nk
i=1 g(Xki, θ˜) equals
−λ˜Tk
(
nk∑
i=1
∂g(Xki, θ0)
∂θ
)(
θ˜ − θ0
)
+ λ˜Tk
(
nk∑
i=1
g(Xki, θ˜)g(Xki, θ˜)
T
)
λ˜k + op(1)
it follows that −2 logR(θ˜) equals
2∑
k=1
[
−2λ˜Tk
(
nk∑
i=1
∂g(Xki, θ0)
∂θ
)(
θ˜ − θ0
)
+ λ˜Tk
(
nk∑
i=1
g(Xki, θ˜)g(Xki, θ˜)
T
)
λ˜k
]
+ op(1)
= nλ˜TS22λ˜− 2nλ˜TST12
(
θ˜ − θ0
)
+ op(1)
= nλ˜TS22λ˜+ op(1)
where
λ˜ =
(
S−122 − S−122 ST12
(
S12S
−1
22 S
T
12
)−1
S12S
−1
22
)
Gn + op(n
−1/2)
clearly satisfies S12λ˜ = op(n
−1/2), i.e.
n1∑
i=1
∂g(X1i, θ0)
T
∂θ
λ˜1 +
n2∑
j=1
∂g(X2j, θ0)
T
∂θ
λ˜2 = op(n
−1/2)
and so
λ̂TST12
(
θ˜ − θ0
)
= op(1)
Because(
S−122 − S−122 ST12
(
S12S
−1
22 S
T
12
)−1
S12S
−1
22
)
S22
(
S−122 − S−122 ST12
(
S12S
−1
22 S
T
12
)−1
S12S
−1
22
)
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= S−122 − S−122 ST12
(
S12S
−1
22 S
T
12
)−1
S12S
−1
22
the test statistic −2 logR(θ˜) equals
nGTn
(
S−122 − S−122 ST12
(
S12S
−1
22 S
T
12
)−1
S12S
−1
22
)
Gn + op(1)
= nGTnΣ
−1/2
22
[
Σ
1/2
22
(
Σ−122 − Σ−122 ΣT12
(
Σ12Σ
−1
22 Σ
T
12
)−1
Σ12Σ
−1
22
)
Σ
1/2
22
]
Σ
−1/2
22 Gn + op(1)
The first conclusion of the theorem follows because
√
nGn → N (0,Σ22) as n→∞
and the matrix
Σ
1/2
22
(
Σ−122 − Σ−122 ΣT12
(
Σ12Σ
−1
22 Σ
T
12
)−1
Σ12Σ
−1
22
)
Σ
1/2
22
= I − Σ−1/222 ΣT12
(
Σ12Σ
−1
22 Σ
T
12
)−1
Σ12Σ
−1/2
22
is idempotent with trace equal to q.
Using Taylor expansions of
Qkn(λ̂1, λ̂2) = 0, k = 1, 2
at (0, 0) and keeping only the linear terms in λ̂1 and λ̂2, it follows that(
nk∑
i=1
g(Xki, θ0)g(Xki, θ0)
T
)
λ̂k =
nk∑
i=1
g(Xki, θ0) + op(n
−1/2), k = 1, 2
or equivalently
S22λ̂ = Gn + op(n
−3/2)
Then proceeding as before
−2 logR(θ0) = nλ̂TS22λ̂+ op(1) = nGTnS−122 Gn + op(1)
It follows that the second test statistic −2 log
(
R(θ0)
R(eθ)
)
equals
nGTnΣ
−1
22 Σ
T
12
(
Σ12Σ
−1
22 Σ
T
12
)−1
Σ12Σ
−1
22 Gn + op(1)
= nGTnΣ
−1/2
22
(
Σ
−1/2
22 Σ
T
12
(
Σ12Σ
−1
22 Σ
T
12
)−1
Σ12Σ
−1/2
22
)
Σ
−1/2
22 Gn + op(1)
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and the second conclusion follows because
√
nGn → N (0,Σ22) as n→∞
and the matrix
Σ
−1/2
22 Σ
T
12
(
Σ12Σ
−1
22 Σ
T
12
)−1
Σ12Σ
−1/2
22
is idempotent with trace equal to q. Q.E.D.
3.3 Difference between parameters
Denote by −2 logR(θ1, θ2, θ3) the minimized value of −2
∑2
k=1
∑nk
i=1 log (nkwki) under
the constraints
n1∑
i=1
w1if(Y1i, θ1) = 0
n1∑
i=1
w1ig(X1i, θ3) = 0
n2∑
j=1
w2jf(Y2j, θ2) = 0
n2∑
j=1
w2jg(X2j, θ3) = 0
corresponding to
EF1 [f(Y1, θ1)] = 0
EF1 [g(X1, θ3)] = 0
EF2 [f(Y2, θ2)] = 0
EF2 [g(X2, θ3)] = 0
The EL estimators for the parameters θ1, θ2, and θ3 are defined as
(θ˜1, θ˜2, θ˜3)= arg min
θ1,θ2,θ3
[−2 logR(θ1, θ2, θ3)]
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After the usual EL calculations it follows that the minimizing weights are
w˜1i =
1
n1
1
1 + λ˜T1 f(Y1i, θ˜1) + λ˜
T
2 g(X1i, θ˜3)
, i = 1, ..., n1
w˜2j =
1
n2
1
1 + λ˜T3 f(Y2j, θ˜2) + λ˜
T
4 g(X2j, θ˜3)
, j = 1, ..., n2
and −2 logR(θ˜1, θ˜2, θ˜3) equals
2
n1∑
i=1
log
[
1 + λ˜T1 f(Y1i, θ˜1) + λ˜
T
2 g(X1i, θ˜3)
]
+ 2
n2∑
j=1
log
[
1 + λ˜T3 f(Y2j, θ˜2) + λ˜
T
4 g(X2j, θ˜3)
]
where θ˜1, θ˜2, θ˜3, λ˜1, λ˜2, λ˜3, and λ˜4 are the solutions to the equations
Qqn(θ1, θ2, θ3, λ1, λ2, λ3, λ4), q = 1, 7
n1∑
i=1
f(Y1i, θ1)
1 + λT1 f(Y1i, θ1) + λ
T
2 g(X1i, θ3)
= 0
n1∑
i=1
g(X1i, θ3)
1 + λT1 f(Y1i, θ1) + λ
T
2 g(X1i, θ3)
= 0
n2∑
j=1
f(Y2j, θ2)
1 + λT3 f(Y2j, θ2) + λ
T
4 g(X2j, θ3)
= 0
n2∑
j=1
g(X2j, θ3)
1 + λT3 f(Y2j, θ2) + λ
T
4 g(X2j, θ3)
= 0
n1∑
i=1
λT1
∂f(Y1i,θ1)
∂θ1
1 + λT1 f(Y1i, θ1) + λ
T
2 g(X1i, θ3)
= 0
n2∑
j=1
λT3
∂f(Y2j ,θ2)
∂θ2
1 + λT3 f(Y2j, θ2) + λ
T
4 g(X2j, θ3)
= 0
n1∑
i=1
λT2
∂g(X1i,θ3)
∂θ3
1 + λT1 f(Y1i, θ1) + λ
T
2 g(X1i, θ3)
+
n2∑
j=1
λT4
∂g(X2j ,θ3)
∂θ3
1 + λT3 f(Y2j, θ2) + λ
T
4 g(X2j, θ3)
= 0
Consider the related two-sample EL criterion −2 logR(θ10, θ20, θ3) defined as the mini-
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mized value of −2∑2k=1∑nki=1 log (nkwki) under the constraints
n1∑
i=1
w1if(Y1i, θ10) = 0
n1∑
i=1
w1ig(X1i, θ3) = 0
n2∑
j=1
w2jf(Y2j, θ20) = 0
n2∑
j=1
w2jg(X2j, θ3) = 0
corresponding to
EF1 [f(Y1, θ10)] = 0
EF1 [g(X1, θ3)] = 0
EF2 [f(Y2, θ20)] = 0
EF2 [g(X2, θ3)] = 0
The EL estimator for the common parameter θ3 is defined as
θ̂3=argmin
θ3
[−2 logR(θ10, θ20, θ3)]
After the usual EL calculations it follows that the minimizing weights are
ŵ1i =
1
n1
1
1 + λ̂T1 f(Y1i, θ10) + λ̂
T
2 g(X1i, θ̂3)
, i = 1, ..., n1
ŵ2j =
1
n2
1
1 + λ̂T3 f(Y2j, θ20) + λ̂
T
4 g(X2j, θ̂3)
, j = 1, ..., n2
and −2 logR(θ10, θ20, θ̂3) equals
2
n1∑
i=1
log
[
1 + λ̂T1 f(Y1i, θ10) + λ̂
T
2 g(X1i, θ̂3)
]
+ 2
n2∑
j=1
log
[
1 + λ̂T3 f(Y2j, θ20) + λ̂
T
4 g(X2j, θ̂3)
]
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where θ̂3, λ̂1, λ̂2, λ̂3, and λ̂4 are the solutions to the equations Qqn(θ3, λ1, λ2, λ3, λ4), q = 1, 5
n1∑
i=1
f(Y1i, θ10)
1 + λT1 f(Y1i, θ10) + λ
T
2 g(X1i, θ3)
= 0
n1∑
i=1
g(X1i, θ3)
1 + λT1 f(Y1i, θ10) + λ
T
2 g(X1i, θ3)
= 0
n2∑
j=1
f(Y2j, θ20)
1 + λT3 f(Y2j, θ20) + λ
T
4 g(X2j, θ3)
= 0
n2∑
j=1
g(X2j, θ3)
1 + λT3 f(Y2j, θ20) + λ
T
4 g(X2j, θ3)
= 0
n1∑
i=1
λT2
∂g(X1i,θ3)
∂θ3
1 + λT1 f(Y1i, θ10) + λ
T
2 g(X1i, θ3)
+
n2∑
j=1
λT4
∂g(X2j ,θ3)
∂θ3
1 + λT3 f(Y2j, θ20) + λ
T
4 g(X2j, θ3)
= 0
The next result describes a two-sample extension of the result from Chen et al. (2003).
Theorem 7 Let Zki = (Yki, Xki) v Fk, k = 1, 2, i = 1, ..., nk, be independent random vectors
such that
EF1 [f(Y1, θ1)] = 0
EF2 [f(Y2, θ2)] = 0
have unique solutions θ10, and respectively θ20, where dim f = dim θ1 = dim θ2 = p, and
EF1 [g(X1, θ3)] = 0
EF2 [g(X2, θ3)] = 0
has unique solution θ30, where dim g = dim θ3 = q. Assume that (f, Y1, θ10), (f, Y2, θ20),
(g,X1, θ30), (g,X2, θ30) satisfy the regularity conditions. Let n =
∑2
k=1 nk and assume that
nk
n
→ pik > 0, k = 1, 2 as n→∞.
Then as n→∞
−2 log
(
R(θ10, θ20, θ̂3)
R(θ˜1, θ˜2, θ˜3)
)
→ χ2(2p)
The statistic can be used to construct confidence regions for (θ10, θ20) by test-inversion.
Proof : As in Qin and Lawless (1994) and Qin and Lawless (1995) the assumptions imply
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the existence of θ˜1, θ˜2, θ˜3, λ˜1, λ˜2, λ˜3, and λ˜4 such that θ˜1 − θ10 = Op(n−1/2), θ˜2 − θ20 =
Op(n
−1/2), θ˜3 − θ30 = Op(n−1/2), λ˜l = Op(n−1/2), l = 1, 4. Expanding in Taylor series
Qqn(θ˜1, θ˜2, θ˜3, λ˜1, λ˜2, λ˜3, λ˜4) = 0, q = 1, 7, at (θ10, θ20, θ30, 0, 0, 0, 0) and keeping only the
linear terms in θ˜1 − θ10, θ˜2 − θ20, θ˜3 − θ30, λ˜l, l = 1, 4, it follows that
n1∑
i=1
∂f(Y1i, θ10)
T
∂θ1
λ˜1 = op(n
−1/2)
n2∑
j=1
∂f(Y2j, θ20)
T
∂θ2
λ˜3 = op(n
−1/2)
n1∑
i=1
∂g(X1i, θ30)
T
∂θ3
λ˜2 +
n2∑
j=1
∂g(X2j, θ30)
T
∂θ3
λ˜4 = op(n
−1/2)
n1∑
i=1
∂f(Y1i, θ10)
∂θ1
(
θ˜1 − θ10
)
−
(
n1∑
i=1
f(Y1i, θ10)f(Y1i, θ10)
T
)
λ˜1−
−
(
n1∑
i=1
f(Y1i, θ10)g(X1i, θ30)
T
)
λ˜2 = −
n1∑
i=1
f(Y1i, θ10) + op(n
−1/2)
n1∑
i=1
∂g(X1i, θ30)
∂θ3
(
θ˜3 − θ30
)
−
(
n1∑
i=1
g(X1i, θ30)f(Y1i, θ10)
T
)
λ˜1−
−
(
n1∑
i=1
g(X1i, θ30)g(X1i, θ30)
T
)
λ˜2 = −
n1∑
i=1
g(X1i, θ30) + op(n
−1/2)
n2∑
j=1
∂f(Y2j, θ20)
∂θ2
(
θ˜2 − θ20
)
−
(
n2∑
j=1
f(Y2j, θ20)f(Y2j, θ20)
T
)
λ˜3−
−
(
n2∑
j=1
f(Y2j, θ20)g(X2j, θ30)
T
)
λ˜4 = −
n2∑
j=1
f(Y2j, θ20) + op(n
−1/2)
n2∑
j=1
∂g(X2j, θ30)
∂θ3
(
θ˜3 − θ30
)
−
(
n2∑
j=1
g(X2j, θ30)f(Y2j, θ20)
T
)
λ˜3−
−
(
n2∑
j=1
g(X2j, θ30)g(X2j, θ30)
T
)
λ˜4 = −
n2∑
j=1
g(X2j, θ30) + op(n
−1/2)
86
Up to terms of order op(n
−1/2) the last seven equalities can be represented more compact as
Sn
(
θ˜ − θ0
λ˜
)
=
(
0
−An
)
where
θ˜ − θ0 =
 θ˜1 − θ10θ˜2 − θ20
θ˜3 − θ30
 , λ˜ =

λ˜1
λ˜2
λ˜3
λ˜4
 , An = 1n

∑n1
i=1 f(Y1i, θ10)∑n1
i=1 g(X1i, θ30)∑n2
j=1 f(Y2j, θ20)∑n2
j=1 g(X2j, θ30)

and the matrix
Sn =
(
0 S12
ST12 −S22
)
where S12 equals
1
n

∑n1
i=1
∂f(Y1i,θ10)
T
∂θ1
0 0 0
0 0
∑n2
j=1
∂f(Y2j ,θ20)
T
∂θ2
0
0
∑n1
i=1
∂g(X1i,θ30)
T
∂θ3
0
∑n2
j=1
∂g(X2j ,θ30)
T
∂θ3

S22 =
(
S221 0
0 S222
)
S22k =
1
n
( ∑nk
i=1 f(Yki, θk0)f(Yki, θk0)
T
∑nk
i=1 f(Yki, θk0)g(Xki, θ30)
T∑nk
i=1 g(Xki, θ30)f(Yki, θk0)
T
∑nk
i=1 g(Xki, θ30)g(Xki, θ30)
T
)
, k = 1, 2
satisfying that S12
p→ Σ12, where Σ12 equals
pi1E
[
∂f(Y1,θ10)T
∂θ1
]
0 0 0
0 0 pi2E
[
∂f(Y2,θ20)T
∂θ2
]
0
0 pi1E
[
∂g(X1,θ30)T
∂θ3
]
0 pi2E
[
∂g(X2,θ30)T
∂θ3
]

S22
p→ Σ22 =
(
Σ221 0
0 Σ222
)
Σ22k = pik
(
E
[
f(Yk, θk0)f(Yk, θk0)
T
]
E
[
f(Yk, θk0)g(Xk, θ30)
T
]
E
[
g(Xk, θ30)f(Yk, θk0)
T
]
E
[
g(Xk, θ30)g(Xk, θ30)
T
] ) , k = 1, 2
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Ignoring terms of order op(n
−1/2)(
θ˜ − θ0
λ˜
)
= S−1n
(
0
−An
)
where
S−1n =
( (
S12S
−1
22 S
T
12
)−1 (
S12S
−1
22 S
T
12
)−1
S12S
−1
22
S−122 S
T
12
(
S12S
−1
22 S
T
12
)−1 −S−122 + S−122 ST12 (S12S−122 ST12)−1 S12S−122
)
From CLT
√
nAn =

√
n1
n
(
1√
n1
∑n1
i=1 f(Y1i, θ10)
)
√
n1
n
(
1√
n1
∑n1
i=1 g(X1i, θ30)
)
√
n2
n
(
1√
n2
∑n2
j=1 f(Y2j, θ20)
)
√
n2
n
(
1√
n2
∑n2
j=1 g(X2j, θ30)
)
→ N (0,Σ22) as n→∞
Because ((
Σ12Σ
−1
22 Σ
T
12
)−1
Σ12Σ
−1
22
)
Σ22
(
Σ−122 Σ
T
12
(
Σ12Σ
−1
22 Σ
T
12
)−1)
=
(
Σ12Σ
−1
22 Σ
T
12
)−1
it follows that √
n
(
θ˜ − θ0
)
→ N
(
0,
(
Σ12Σ
−1
22 Σ
T
12
)−1)
as n→∞
Using a Taylor expansion of log (1 + x) at 0, −2 logR(θ˜1, θ˜2, θ˜3) equals
2
n1∑
i=1
log
[
1 + λ˜T1 f(Y1i, θ˜1) + λ˜
T
2 g(X1i, θ˜3)
]
+ 2
n2∑
j=1
log
[
1 + λ˜T3 f(Y2j, θ˜2) + λ˜
T
4 g(X2j, θ˜3)
]
= 2λ˜T1
n1∑
i=1
f(Y1i, θ˜1) + 2λ˜
T
2
n1∑
i=1
g(X1i, θ˜3) + 2λ˜
T
3
n2∑
j=1
f(Y2j, θ˜2) + 2λ˜
T
4
n2∑
j=1
g(X2j, θ˜3)−
−λ˜T1
(
n1∑
i=1
f(Y1i, θ˜1)f(Y1i, θ˜1)
T
)
λ˜1 − 2λ˜T1
(
n1∑
i=1
f(Y1i, θ˜1)g(X1i, θ˜3)
T
)
λ˜2−
−λ˜T2
(
n1∑
i=1
g(X1i, θ˜3)g(X1i, θ˜3)
T
)
λ˜2 − λ˜T3
(
n2∑
j=1
f(Y2j, θ˜2)f(Y2j, θ˜2)
T
)
λ˜3−
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−2λ˜T3
(
n2∑
j=1
f(Y2j, θ˜2)g(X2j, θ˜3)
T
)
λ˜4 − λ˜T4
(
n2∑
j=1
g(X2j, θ˜3)g(X2j, θ˜3)
T
)
λ˜4 + op(1)
Using that up to op(1)
λ˜T1
n1∑
i=1
∂f(Y1i, θ10)
∂θ1
(
θ˜1 − θ10
)
− λ˜T1
(
n1∑
i=1
f(Y1i, θ10)f(Y1i, θ10)
T
)
λ˜1−
−λ˜T1
(
n1∑
i=1
f(Y1i, θ10)g(X1i, θ30)
T
)
λ˜2 = −λ˜T1
n1∑
i=1
f(Y1i, θ10)
λ˜T2
n1∑
i=1
∂g(X1i, θ30)
∂θ3
(
θ˜3 − θ30
)
− λ˜T2
(
n1∑
i=1
g(X1i, θ30)f(Y1i, θ10)
T
)
λ˜1−
−λ˜T2
(
n1∑
i=1
g(X1i, θ30)g(X1i, θ30)
T
)
λ˜2 = −λ˜T2
n1∑
i=1
g(X1i, θ30)
λ˜T3
n2∑
j=1
∂f(Y2j, θ20)
∂θ2
(
θ˜2 − θ20
)
− λ˜T3
(
n2∑
j=1
f(Y2j, θ20)f(Y2j, θ20)
T
)
λ˜3−
−λ˜T3
(
n2∑
j=1
f(Y2j, θ20)g(X2j, θ30)
T
)
λ˜4 = −λ˜T3
n2∑
j=1
f(Y2j, θ20)
λ˜T4
n2∑
j=1
∂g(X2j, θ30)
∂θ3
(
θ˜3 − θ30
)
− λ˜T4
(
n2∑
j=1
g(X2j, θ30)f(Y2j, θ20)
T
)
λ˜3−
−λ˜T4
(
n2∑
j=1
g(X2j, θ30)g(X2j, θ30)
T
)
λ˜4 = −λ˜T4
n2∑
j=1
g(X2j, θ30)
it follows that
−2 logR(θ˜1, θ˜2, θ˜3) = nλ˜TS22λ˜− 2λ˜TST12
(
θ˜ − θ0
)
+ op(1)
= nλ˜TS22λ˜+ op(1)
where
λ˜ =
(
S−122 − S−122 ST12
(
S12S
−1
22 S
T
12
)−1
S12S
−1
22
)
An + op(n
−1/2)
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clearly satisfies S12λ˜ = op(n
−1/2), i.e.
n1∑
i=1
∂f(Y1i, θ10)
T
∂θ1
λ˜1 = op(n
−1/2)
n2∑
j=1
∂h(Y2j, θ10)
T
∂θ1
λ˜3 = op(n
−1/2)
n1∑
i=1
∂g(X1i, θ30)
T
∂θ3
λ˜2 +
n2∑
j=1
∂g(X2j, θ30)
T
∂θ3
λ˜4 = op(n
−1/2)
and so
λ˜TST12
(
θ˜ − θ0
)
= op(1)
Because(
S−122 − S−122 ST12
(
S12S
−1
22 S
T
12
)−1
S12S
−1
22
)
S22
(
S−122 − S−122 ST12
(
S12S
−1
22 S
T
12
)−1
S12S
−1
22
)
= S−122 − S−122 ST12
(
S12S
−1
22 S
T
12
)−1
S12S
−1
22
the test statistic −2 logR(θ˜1, θ˜2, θ˜3) equals
nATn
(
S−122 − S−122 ST12
(
S12S
−1
22 S
T
12
)−1
S12S
−1
22
)
An + op(1)
= nATn
(
Σ−122 − Σ−122 ΣT12
(
Σ12Σ
−1
22 Σ
T
12
)−1
Σ12Σ
−1
22
)
An + op(1)
= nATnΣ
−1/2
22
[
Σ
1/2
22
(
Σ−122 − Σ−122 ΣT12
(
Σ12Σ
−1
22 Σ
T
12
)−1
Σ12Σ
−1
22
)
Σ
1/2
22
]
Σ
−1/2
22 An + op(1)
It follows that
−2 logR(θ˜1, θ˜2, θ˜3)→ χ2(q)
because √
nAn → N (0,Σ22) as n→∞
and the matrix
Σ
1/2
22
(
Σ−122 − Σ−122 ΣT12
(
Σ12Σ
−1
22 Σ
T
12
)−1
Σ12Σ
−1
22
)
Σ
1/2
22
= I − Σ−1/222 ΣT12
(
Σ12Σ
−1
22 Σ
T
12
)−1
Σ12Σ
−1/2
22
is idempotent with trace equal to q, being the projection matrix onto the linear subspace
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orthogonal to the linear subspace spanned by Σ
−1/2
22 Σ
T
12.
The assumptions also imply the existence of θ̂3, λ̂1, λ̂2, λ̂3, and λ̂4 such that θ̂3 − θ30 =
Op(n
−1/2), λ̂l = Op(n−1/2), l = 1, 4. Expanding in Taylor series Qqn(θ̂3, λ̂1, λ̂2, λ̂3, λ̂4) =
0, q = 1, 5, at (θ30, 0, 0, 0, 0) and keeping only the linear terms in θ̂3 − θ30, λ˜l, l = 1, 4, it
follows that
n1∑
i=1
∂g(X1i, θ30)
T
∂θ3
λ̂2 +
n2∑
j=1
∂g(X2j, θ30)
T
∂θ3
λ̂4 = op(n
−1/2)
(
n1∑
i=1
f(Y1i, θ10)f(Y1i, θ10)
T
)
λ̂1 +
(
n1∑
i=1
f(Y1i, θ10)g(X1i, θ30)
T
)
λ̂2
=
n1∑
i=1
f(Y1i, θ10) + op(n
−1/2)
n1∑
i=1
∂g(X1i, θ30)
∂θ3
(
θ̂3 − θ30
)
−
(
n1∑
i=1
g(X1i, θ30)f(Y1i, θ10)
T
)
λ̂1−
−
(
n1∑
i=1
g(X1i, θ30)g(X1i, θ30)
T
)
λ̂2 = −
n1∑
i=1
g(X1i, θ30) + op(n
−1/2)
(
n2∑
j=1
f(Y2j, θ20)f(Y2j, θ20)
T
)
λ̂3 +
(
n2∑
j=1
f(Y2j, θ20)g(X2j, θ30)
T
)
λ̂4
=
n2∑
j=1
f(Y2j, θ20) + op(n
−1/2)
n2∑
j=1
∂g(X2j, θ30)
∂θ3
(
θ̂3 − θ30
)
−
(
n2∑
j=1
g(X2j, θ30)f(Y2j, θ20)
T
)
λ̂3−
−
(
n2∑
j=1
g(X2j, θ30)g(X2j, θ30)
T
)
λ̂4 = −
n2∑
j=1
g(X2j, θ30) + op(n
−1/2)
Up to terms of order op(n
−1/2) the last five equalities can be represented more compact as
Vn
(
θ̂3 − θ30
λ̂
)
=
(
0
−An
)
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where
λ̂ =

λ̂1
λ̂2
λ̂3
λ̂4
 , An = 1n

∑n1
i=1 f(Y1i, θ10)∑n1
i=1 g(X1i, θ30)∑n2
j=1 f(Y2j, θ20)∑n2
j=1 g(X2j, θ30)

and the matrix
Vn =
(
0 V12
V T12 −V22
)
with
V12 =
1
n
(
0
∑n1
i=1
∂g(X1i,θ30)
T
∂θ3
0
∑n2
j=1
∂g(X2j ,θ30)
T
∂θ3
)
V22 = S22
satisfying that
V12
p→ Ω12 =
(
0 pi1E
[
∂g(X1,θ30)T
∂θ3
]
0 pi2E
[
∂g(X2,θ30)T
∂θ3
] )
V22
p→ Σ22
Ignoring terms of order op(n
−1/2)(
θ̂3 − θ30
λ̂
)
= V −1n
(
0
−An
)
where
V −1n =
( (
V12S
−1
22 V
T
12
)−1 (
V12S
−1
22 V
T
12
)−1
V12S
−1
22
S−122 V
T
12
(
V12S
−1
22 V
T
12
)−1 −S−122 + S−122 V T12 (V12S−122 V T12)−1 V12S−122
)
As before √
nAn → N (0,Σ22) as n→∞
and ((
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Σ
−1
22
)
Σ22
(
Σ−122 Ω
T
12
(
Ω12Σ
−1
22 Ω
T
12
)−1)
=
(
Ω12Σ
−1
22 Ω
T
12
)−1
implies that √
n
(
θ̂3 − θ30
)
→ N
(
0,
(
Ω12Σ
−1
22 Ω
T
12
)−1)
as n→∞
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Using a Taylor expansion of log (1 + x) at 0, −2 logR(θ10, θ20, θ̂3) equals
2
n1∑
i=1
log
[
1 + λ̂T1 f(Y1i, θ10) + λ̂
T
2 g(X1i, θ̂3)
]
+ 2
n2∑
j=1
log
[
1 + λ̂T3 f(Y2j, θ20) + λ̂
T
4 g(X2j, θ̂3)
]
= 2λ̂T1
n1∑
i=1
f(Y1i, θ10) + 2λ̂
T
2
n1∑
i=1
g(X1i, θ̂3) + 2λ̂
T
3
n2∑
j=1
f(Y2j, θ20) + 2λ̂
T
4
n2∑
j=1
g(X2j, θ̂3)−
−λ̂T1
(
n1∑
i=1
f(Y1i, θ10)f(Y1i, θ10)
T
)
λ̂1 − 2λ̂T1
(
n1∑
i=1
f(Y1i, θ10)g(X1i, θ̂3)
T
)
λ̂2−
−λ̂T2
(
n1∑
i=1
g(X1i, θ̂3)g(X1i, θ̂3)
T
)
λ̂2 − λ̂T3
(
n2∑
j=1
f(Y2j, θ20)f(Y2j, θ20)
T
)
λ̂3−
−2λ̂T3
(
n2∑
j=1
f(Y2j, θ20)g(X2j, θ̂3)
T
)
λ̂4 − λ̂T4
(
n2∑
j=1
g(X2j, θ̂3)g(X2j, θ̂3)
T
)
λ̂4 + op(1)
Using that up to op(1)
λ̂T1
(
n1∑
i=1
f(Y1i, θ10)f(Y1i, θ10)
T
)
λ̂1 + λ̂
T
1
(
n1∑
i=1
f(Y1i, θ10)g(X1i, θ30)
T
)
λ̂2
= λ̂T1
n1∑
i=1
f(Y1i, θ10)
λ̂T2
n1∑
i=1
∂g(X1i, θ30)
∂θ3
(
θ̂3 − θ30
)
− λ̂T2
(
n1∑
i=1
g(X1i, θ30)f(Y1i, θ10)
T
)
λ̂1−
−λ̂T2
(
n1∑
i=1
g(X1i, θ30)g(X1i, θ30)
T
)
λ̂2 = −λ̂T2
n1∑
i=1
g(X1i, θ30)
λ̂T3
(
n2∑
j=1
f(Y2j, θ20)f(Y2j, θ20)
T
)
λ̂3 + λ̂
T
3
(
n2∑
j=1
f(Y2j, θ20)g(X2j, θ30)
T
)
λ̂4
= λ̂T3
n2∑
j=1
f(Y2j, θ20)
λ̂T4
n2∑
j=1
∂g(X2j, θ30)
∂θ3
(
θ̂3 − θ30
)
− λ̂T4
(
n2∑
j=1
g(X2j, θ30)f(Y2j, θ20)
T
)
λ̂3−
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−λ̂T4
(
n2∑
j=1
g(X2j, θ30)g(X2j, θ30)
T
)
λ̂4 = −λ̂T4
n2∑
j=1
g(X2j, θ30)
it follows that
−2 logR(θ10, θ20, θ̂3) = nλ̂TS22λ̂− 2λ̂TV T12
(
θ̂3 − θ30
)
+ op(1)
= nλ̂TS22λ̂+ op(1)
where
λ̂ =
(
S−122 − S−122 V T12
(
V12S
−1
22 V
T
12
)−1
V12S
−1
22
)
An + op(n
−1/2)
clearly satisfies V12λ̂ = op(n
−1/2), i.e.
n1∑
i=1
∂g(X1i, θ30)
T
∂θ3
λ̂2 +
n2∑
j=1
∂g(X2j, θ30)
T
∂θ3
λ̂4 = op(n
−1/2)
and so
λ̂TV T12
(
θ̂3 − θ30
)
= op(1)
Because(
S−122 − S−122 V T12
(
V12S
−1
22 V
T
12
)−1
V12S
−1
22
)
S22
(
S−122 − S−122 V T12
(
V12S
−1
22 V
T
12
)−1
V12S
−1
22
)
= S−122 − S−122 V T12
(
V12S
−1
22 V
T
12
)−1
V12S
−1
22
the test statistic −2 logR(θ10, θ20, θ̂3) equals
nATn
(
S−122 − S−122 V T12
(
V12S
−1
22 V
T
12
)−1
V12S
−1
22
)
An + op(1)
= nATn
(
Σ−122 − Σ−122 ΩT12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Σ
−1
22
)
An + op(1)
= nATnΣ
−1/2
22
[
Σ
1/2
22
(
Σ−122 − Σ−122 ΩT12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Σ
−1
22
)
Σ
1/2
22
]
Σ
−1/2
22 An + op(1)
It follows that
−2 logR(θ10, θ20, θ̂3)→ χ2(2p+q)
because √
nAn → N (0,Σ22) as n→∞
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and the matrix
Σ
1/2
22
(
Σ−122 − Σ−122 ΩT12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Σ
−1
22
)
Σ
1/2
22
= I − Σ−1/222 ΩT12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Σ
−1/2
22
is idempotent with trace equal to 2p+q, being the projection matrix onto the linear subspace
orthogonal to the linear subspace spanned by Σ
−1/2
22 Ω
T
12.
Now −2 log
(
R(θ10,θ20,bθ3)
R(eθ1,eθ2,eθ3)
)
equals up to op(1)
nATnΣ
−1/2
22
[
I − Σ−1/222 ΩT12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Σ
−1/2
22
]
Σ
−1/2
22 An −
−nATnΣ−1/222
[
I − Σ−1/222 ΣT12
(
Σ12Σ
−1
22 Σ
T
12
)−1
Σ12Σ
−1/2
22
]
Σ
−1/2
22 An
which equals
nATnΣ
−1/2
22
[
Σ
−1/2
22 Σ
T
12
(
Σ12Σ
−1
22 Σ
T
12
)−1
Σ12Σ
−1/2
22 − Σ−1/222 ΩT12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Σ
−1/2
22
]
Σ
−1/2
22 An
The matrix
Σ
−1/2
22 Σ
T
12
(
Σ12Σ
−1
22 Σ
T
12
)−1
Σ12Σ
−1/2
22 − Σ−1/222 ΩT12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Σ
−1/2
22
is the difference between the projection matrix onto the linear subspace spanned by Σ
−1/2
22 Σ
T
12
and the projection matrix onto the linear subspace spanned by Σ
−1/2
22 Ω
T
12. Because
ΩT12 =

0
pi1E
[
∂g(X1,θ30)
∂θ3
]
0
pi2E
[
∂g(X2,θ30)
∂θ3
]

and
ΣT12 =

pi1E
[
∂f(Y1,θ10)
∂θ1
]
0 0
0 0 pi1E
[
∂g(X1,θ30)
∂θ3
]
0 pi2E
[
∂f(Y2,θ20)
∂θ2
]
0
0 0 pi2E
[
∂g(X2,θ30)
∂θ3
]

it follows that the linear subspace spanned by Σ
−1/2
22 Ω
T
12 is included in the linear subspace
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spanned by Σ
−1/2
22 Σ
T
12. It follows that the matrix is idempotent with trace equal to 2p. Q.E.D.
Consider the weights w˜1, w˜2 associated with the common parameter estimator θ˜3, namely
arg min
w1,w2
{
−2
2∑
k=1
nk∑
i=1
log (nkwki)
∣∣∣∣∣
n1∑
i=1
w1ig(X1i, θ˜3) = 0,
n2∑
j=1
w2jg(X2j, θ˜3) = 0
}
If the weighted estimating equations
n1∑
i=1
w˜1if(Y1i, θ1) = 0
n2∑
j=1
w˜2jf(Y2j, θ2) = 0
have solutions, say θ˜1and θ˜2, then minθminw1,w2
{−2∑2k=1∑nki=1 log (nkwki)} under the con-
straints
n1∑
i=1
w1if(Y1i, θ1) = 0
n1∑
i=1
w1ig(X1i, θ3) = 0
n2∑
j=1
w2jf(Y2j, θ2) = 0
n2∑
j=1
w2jg(X2j, θ3) = 0
equals
min
θ3
min
w1,w2
{
−2
2∑
k=1
nk∑
i=1
log (nkwki)
∣∣∣∣∣
n1∑
i=1
w1ig(X1i, θ3) = 0,
n2∑
j=1
w2jg(X2j, θ3) = 0
}
and it follows that
−2 logR(θ˜1, θ˜2, θ˜3) = −2 logR(θ˜3)
Furthermore −2 logR(θ˜3) can be rewritten as
−2 logR(θ˜3) = nATn
(
Ψ22 −Ψ22ΩT12
(
Ω12Ψ22Ω
T
12
)−1
Ω12Ψ22
)
An + op(1)
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where Ψ22 equals
0 0 0 0
0
{
pi1E
[
g(X1, θ30)g(X1, θ30)
T
]}−1
0 0
0 0 0 0
0 0 0
{
pi2E
[
g(X2, θ30)g(X2, θ30)
T
]}−1

and
Ω12 =
(
0 pi1E
[
∂g(X1,θ30)T
∂θ3
]
0 pi2E
[
∂g(X2,θ30)T
∂θ3
] )
It is easy to verify that the matrix(
0 0
0 M−122
)(
M11 M12
M21 M22
)
=
(
0 0
M−122 M21 I
)
is idempotent, and so
I −
(
0 0
M−122 M21 I
)
=
[
M−1 −
(
0 0
0 M−122
)]
M
is also idempotent. It follows that the matrix
(
M−1 0
0 N−1
)
−

0 0 0 0
0 M−122 0 0
0 0 0 0
0 0 0 N−122


(
M 0
0 N
)
is idempotent. As an application the matrices
(
Σ−122 −Ψ22
)
Σ22 and Ψ22Σ22 are idempotent,
and it follows that
(
Σ−122 −Ψ22
)
Σ22Ψ22 = 0(
Σ−122 −Ψ22
)
Σ22
(
Σ−122 −Ψ22
)
=
(
Σ−122 −Ψ22
)
Ψ22Σ22Ψ22 = Ψ22
Then −2 log
(
R(θ10, θ20, θ̂3)/R(θ˜1, θ˜2, θ˜3)
)
equals nATnWAn up to an op(1) term, where
W =
(
Σ−122 − Σ−122 ΩT12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Σ
−1
22
)
−
(
Ψ22 −Ψ22ΩT12
(
Ω12Ψ22Ω
T
12
)−1
Ω12Ψ22
)
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Then
WΣ22W = W
because WΣ22W equals(
Σ−122 −Ψ22
)
Σ22
(
Σ−122 −Ψ22
)− (Σ−122 −Ψ22)ΩT12 (Ω12Σ−122 ΩT12)−1Ω12Σ−122 +
+
(
Σ−122 −Ψ22
)
Σ22Ψ22Ω
T
12
(
Ω12Ψ22Ω
T
12
)−1
Ω12Ψ22 −
−Σ−122 ΩT12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12
(
Σ−122 −Ψ22
)
+
+Σ−122 Ω
T
12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Σ
−1
22 −
−Σ−122 ΩT12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Ψ22+
+Ψ22Ω
T
12
(
Ω12Ψ22Ω
T
12
)−1
Ω12Ψ22Σ22
(
Σ−122 −Ψ22
)−
−Σ−122 ΩT12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Ψ22+
+Ψ22Ω
T
12
(
Ω12Ψ22Ω
T
12
)−1
Ω12 (Ψ22Σ22Ψ22) Ω
T
12
(
Ω12Ψ22Ω
T
12
)−1
Ω12Ψ22
which equals (
Σ−122 −Ψ22
)− Σ−122 ΩT12 (Ω12Σ−122 ΩT12)−1Ω12Σ−122 +
+Ψ22Ω
T
12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Σ
−1
22 − Σ−122 ΩT12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Σ
−1
22 +
+Σ−122 Ω
T
12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Ψ22 + Σ
−1
22 Ω
T
12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Σ
−1
22 −
−Σ−122 ΩT12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Ψ22 −Ψ22ΩT12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Σ
−1
22 +
+Ψ22Ω
T
12
(
Ω12Ψ22Ω
T
12
)−1
Ω12Ψ22
and so WΣ22W equals
Σ−122 −Ψ22 − Σ−122 ΩT12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Σ
−1
22 +Ψ22Ω
T
12
(
Ω12Ψ22Ω
T
12
)−1
Ω12Ψ22
which equals W . It follows that
−2 log
(
R(θ10, θ20, θ̂3)
R(θ˜1, θ˜2, θ˜3)
)
→ χ2(2p)
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because √
nAn → N (0,Σ22) as n→∞
and the matrix Σ
1/2
22 WΣ
1/2
22 is idempotent with trace equal to 2p.
Consider the two-sample EL criterion −2 logR(∆0, θ1, θ3), where ∆0 = θ10− θ20, defined
as the minimized value minw1,w2
{−2∑2k=1∑nki=1 log (nkwki)} under the constraints
n1∑
i=1
w1if(Y1i, θ1) = 0
n1∑
i=1
w1ig(X1i, θ3) = 0
n2∑
j=1
w2jf(Y2j, θ1 −∆0) = 0
n2∑
j=1
w2jg(X2j, θ3) = 0
corresponding to
EF1 [f(Y1, θ1)] = 0
EF1 [g(X1, θ3)] = 0
EF2 [f(Y2, θ1 −∆0)] = 0
EF2 [g(X2, θ3)] = 0
Introduce the notation
h(y2, θ1) = f(y2, θ1 −∆0) = f(y2, θ2)
It follows that
h(y2, θ10) = f(y2, θ20)
∂h(y2, θ10)
T
∂θ1
=
∂f(y2, θ20)
T
∂θ2
The EL estimators for the common parameters θ1and θ3 are defined as
(θ̂1, θ̂3)= argmin
θ1,θ3
[−2 logR(∆0, θ1, θ3)]
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and it follows that the minimizing weights are
ŵ1i =
1
n1
1
1 + λ̂T1 f(Y1i, θ̂1) + λ̂
T
2 g(X1i, θ̂3)
, i = 1, ..., n1
ŵ2j =
1
n2
1
1 + λ̂T3 h(Y2j, θ̂1) + λ̂
T
4 g(X2j, θ̂3)
, j = 1, ..., n2
and −2 logR(∆0, θ̂1, θ̂3) equals
2
n1∑
i=1
log
[
1 + λ̂T1 f(Y1i, θ̂1) + λ̂
T
2 g(X1i, θ̂3)
]
+ 2
n2∑
j=1
log
[
1 + λ̂T3 h(Y2j, θ̂1) + λ̂
T
4 g(X2j, θ̂3)
]
where θ̂1, θ̂3, λ̂1, λ̂2, λ̂3, and λ̂4 are the solutions to the equations Qqn(θ1, θ3, λ1, λ2, λ3, λ4),
q = 1, 6
n1∑
i=1
f(Y1i, θ1)
1 + λT1 f(Y1i, θ1) + λ
T
2 g(X1i, θ3)
= 0
n1∑
i=1
g(X1i, θ3)
1 + λT1 f(Y1i, θ1) + λ
T
2 g(X1i, θ3)
= 0
n2∑
j=1
h(Y2j, θ1)
1 + λT3 h(Y2j, θ1) + λ
T
4 g(X2j, θ3)
= 0
n2∑
j=1
g(X2j, θ3)
1 + λT3 h(Y2j, θ1) + λ
T
4 g(X2j, θ3)
= 0
n1∑
i=1
λT1
∂f(Y1i,θ1)
∂θ1
1 + λT1 f(Y1i, θ1) + λ
T
2 g(X1i, θ3)
+
n2∑
j=1
λT3
∂h(Y2j ,θ1)
∂θ1
1 + λT3 h(Y2j, θ1) + λ
T
4 g(X2j, θ3)
= 0
n1∑
i=1
λT2
∂g(X1i,θ3)
∂θ3
1 + λT1 f(Y1i, θ1) + λ
T
2 g(X1i, θ3)
+
n2∑
j=1
λT4
∂g(X2j ,θ3)
∂θ3
1 + λT3 h(Y2j, θ1) + λ
T
4 g(X2j, θ3)
= 0
The next result is new.
Theorem 8 Let Zki = (Yki, Xki) v Fk, k = 1, 2, i = 1, ..., nk, be independent random vectors
such that
EF1 [f(Y1, θ1)] = 0
EF2 [f(Y2, θ2)] = 0
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have unique solutions θ10, and respectively θ20, where dim f = dim θ1 = dim θ2 = p, and
EF1 [g(X1, θ3)] = 0
EF2 [g(X2, θ3)] = 0
has unique solution θ30, where dim g = dim θ3 = q. Let ∆0 = θ10 − θ20. Assume that
(f, Y1, θ10), (f, Y2, θ20), (g,X1, θ30), (g,X2, θ30) satisfy the regularity conditions. Let n =∑2
k=1 nk and assume that
nk
n
→ pik > 0, k = 1, 2 as n→∞.
Then as n→∞
−2 log
(
R(∆0, θ̂1, θ̂3)
R(θ˜1, θ˜2, θ˜3)
)
→ χ2(p)
The statistic can be used to construct confidence regions for ∆0 by test-inversion.
Proof : As in Qin and Lawless (1994) and Qin and Lawless (1995) the assumptions imply
the existence of θ̂1, θ̂3, λ̂1, λ̂2, λ̂3, and λ̂4 such that θ̂1−θ10 = Op(n−1/2), θ̂3−θ30 = Op(n−1/2),
λ̂l = Op(n
−1/2), l = 1, 4.
Expanding in Taylor series Qqn(θ̂1, θ̂3, λ̂1, λ̂2, λ̂3, λ̂4) = 0, q = 1, 6, at (θ10, θ30, 0, 0, 0, 0)
and keeping only the linear terms in θ̂1 − θ10, θ̂3 − θ30, λ˜l, l = 1, 4, it follows that
n1∑
i=1
∂f(Y1i, θ10)
T
∂θ1
λ̂1 +
n2∑
j=1
∂f(Y2j, θ20)
T
∂θ2
λ̂3 = op(n
−1/2)
n1∑
i=1
∂g(X1i, θ30)
T
∂θ3
λ̂2 +
n2∑
j=1
∂g(X2j, θ30)
T
∂θ3
λ̂4 = op(n
−1/2)
n1∑
i=1
∂f(Y1i, θ10)
∂θ1
(
θ̂1 − θ10
)
−
(
n1∑
i=1
f(Y1i, θ10)f(Y1i, θ10)
T
)
λ̂1−
−
(
n1∑
i=1
f(Y1i, θ10)g(X1i, θ30)
T
)
λ̂2 = −
n1∑
i=1
f(Y1i, θ10) + op(n
−1/2)
n1∑
i=1
∂g(X1i, θ30)
∂θ3
(
θ̂3 − θ30
)
−
(
n1∑
i=1
g(X1i, θ30)f(Y1i, θ10)
T
)
λ̂1−
−
(
n1∑
i=1
g(X1i, θ30)g(X1i, θ30)
T
)
λ̂2 = −
n1∑
i=1
g(X1i, θ30) + op(n
−1/2)
n2∑
j=1
∂f(Y2j, θ20)
∂θ2
(
θ̂1 − θ10
)
−
(
n2∑
j=1
f(Y2j, θ20)f(Y2j, θ20)
T
)
λ̂3−
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−
(
n2∑
j=1
f(Y2j, θ20)g(X2j, θ30)
T
)
λ̂4 = −
n2∑
j=1
f(Y2j, θ20) + op(n
−1/2)
n2∑
j=1
∂g(X2j, θ30)
∂θ3
(
θ̂3 − θ30
)
−
(
n2∑
j=1
g(X2j, θ30)f(Y2j, θ20)
T
)
λ̂3−
−
(
n2∑
j=1
g(X2j, θ30)g(X2j, θ30)
T
)
λ̂4 = −
n2∑
j=1
g(X2j, θ30) + op(n
−1/2)
Up to terms of order op(n
−1/2) the last six equalities can be represented more compact as
Vn
(
θ̂ − θ0
λ̂
)
=
(
0
−An
)
where
θ̂ − θ0 =
(
θ̂1 − θ10
θ̂3 − θ30
)
, λ̂ =

λ̂1
λ̂2
λ̂3
λ̂4
 , An = 1n

∑n1
i=1 f(Y1i, θ10)∑n1
i=1 g(X1i, θ30)∑n2
j=1 f(Y2j, θ20)∑n2
j=1 g(X2j, θ30)

and the matrix
Vn =
(
0 V12
V T12 −S22
)
with
V12 =
1
n
( ∑n1
i=1
∂f(Y1i,θ10)
T
∂θ1
0
∑n2
j=1
∂f(Y2j ,θ20)
T
∂θ2
0
0
∑n1
i=1
∂g(X1i,θ30)
T
∂θ3
0
∑n2
j=1
∂g(X2j ,θ30)
T
∂θ3
)
S22 =
(
S221 0
0 S222
)
S22k =
1
n
( ∑nk
i=1 f(Yki, θk0)f(Yki, θk0)
T
∑nk
i=1 f(Yki, θk0)g(Xki, θ30)
T∑nk
i=1 g(Xki, θ30)f(Yki, θk0)
T
∑nk
i=1 g(Xki, θ30)g(Xki, θ30)
T
)
, k = 1, 2
satisfying that V12
p→ Ω12, where Ω12 equals pi1E [∂f(Y1,θ10)T∂θ1 ] 0 pi2E [∂f(Y2,θ20)T∂θ2 ] 0
0 pi1E
[
∂g(X1,θ30)T
∂θ3
]
0 pi2E
[
∂g(X2,θ30)T
∂θ3
] 
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V22
p→ Σ22 =
(
Σ221 0
0 Σ222
)
Σ22k = pik
(
E
[
f(Yk, θk0)f(Yk, θk0)
T
]
E
[
f(Yk, θk0)g(Xk, θ30)
T
]
E
[
g(Xk, θ30)f(Yk, θk0)
T
]
E
[
g(Xk, θ30)g(Xk, θ30)
T
] ) , k = 1, 2
Ignoring terms of order op(n
−1/2)(
θ̂ − θ0
λ̂
)
= V −1n
(
0
−An
)
where
V −1n =
( (
V12S
−1
22 V
T
12
)−1 (
V12S
−1
22 V
T
12
)−1
V12S
−1
22
S−122 V
T
12
(
V12S
−1
22 V
T
12
)−1 −S−122 + S−122 V T12 (V12S−122 V T12)−1 V12S−122
)
From CLT
√
nAn =

√
n1
n
(
1√
n1
∑n1
i=1 f(Y1i, θ10)
)
√
n1
n
(
1√
n1
∑n1
i=1 g(X1i, θ30)
)
√
n2
n
(
1√
n2
∑n2
j=1 f(Y2j, θ20)
)
√
n2
n
(
1√
n2
∑n2
j=1 g(X2j, θ30)
)
→ N (0,Σ22) as n→∞
Because ((
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Σ
−1
22
)
Σ22
(
Σ−122 Ω
T
12
(
Ω12Σ
−1
22 Ω
T
12
)−1)
=
(
Ω12Σ
−1
22 Ω
T
12
)−1
it follows that √
n
(
θ̂ − θ0
)
→ N
(
0,
(
Ω12Σ
−1
22 Ω
T
12
)−1)
as n→∞
Using a Taylor expansion of log (1 + x) at 0, −2 logR(∆0, θ̂1, θ̂3) equals
2
n1∑
i=1
log
[
1 + λ̂T1 f(Y1i, θ̂1) + λ̂
T
2 g(X1i, θ̂3)
]
+ 2
n2∑
j=1
log
[
1 + λ̂T3 h(Y2j, θ̂1) + λ̂
T
4 g(X2j, θ̂3)
]
= 2λ̂T1
n1∑
i=1
f(Y1i, θ̂1) + 2λ̂
T
2
n1∑
i=1
g(X1i, θ̂3) + 2λ̂
T
3
n2∑
j=1
h(Y2j, θ̂1) + 2λ̂
T
4
n2∑
j=1
g(X2j, θ̂3)−
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−λ̂T1
(
n1∑
i=1
f(Y1i, θ̂1)f(Y1i, θ̂1)
T
)
λ̂1 − 2λ̂T1
(
n1∑
i=1
f(Y1i, θ̂1)g(X1i, θ̂3)
T
)
λ̂2−
−λ̂T2
(
n1∑
i=1
g(X1i, θ̂3)g(X1i, θ̂3)
T
)
λ̂2 − λ̂T3
(
n2∑
j=1
h(Y2j, θ̂1)h(Y2j, θ̂1)
T
)
λ̂3−
−2λ̂T3
(
n2∑
j=1
h(Y2j, θ̂1)g(X2j, θ̂3)
T
)
λ̂4 − λ̂T4
(
n2∑
j=1
g(X2j, θ̂3)g(X2j, θ̂3)
T
)
λ̂4 + op(1)
Using that up to op(1)
λ̂T1
n1∑
i=1
∂f(Y1i, θ10)
∂θ1
(
θ̂1 − θ10
)
− λ̂T1
(
n1∑
i=1
f(Y1i, θ10)f(Y1i, θ10)
T
)
λ̂1−
−λ̂T1
(
n1∑
i=1
f(Y1i, θ10)g(X1i, θ30)
T
)
λ̂2 = −λ̂T1
n1∑
i=1
f(Y1i, θ10) + op(n
−1/2)
λ̂T2
n1∑
i=1
∂g(X1i, θ30)
∂θ3
(
θ̂3 − θ30
)
− λ̂T2
(
n1∑
i=1
g(X1i, θ30)f(Y1i, θ10)
T
)
λ̂1−
−λ̂T2
(
n1∑
i=1
g(X1i, θ30)g(X1i, θ30)
T
)
λ̂2 = −λ̂T2
n1∑
i=1
g(X1i, θ30) + op(n
−1/2)
λ̂T3
n2∑
j=1
∂f(Y2j, θ20)
∂θ2
(
θ̂1 − θ10
)
− λ̂T3
(
n2∑
j=1
f(Y2j, θ20)f(Y2j, θ20)
T
)
λ̂3−
−λ̂T3
(
n2∑
j=1
f(Y2j, θ20)g(X2j, θ30)
T
)
λ̂4 = −λ̂T3
n2∑
j=1
f(Y2j, θ20) + op(n
−1/2)
λ̂T4
n2∑
j=1
∂g(X2j, θ30)
∂θ3
(
θ̂3 − θ30
)
− λ̂T4
(
n2∑
j=1
g(X2j, θ30)f(Y2j, θ20)
T
)
λ̂3−
−λ̂T4
(
n2∑
j=1
g(X2j, θ30)g(X2j, θ30)
T
)
λ̂4 = −λ̂T4
n2∑
j=1
g(X2j, θ30) + op(n
−1/2)
it follows that
−2 logR(∆0, θ̂1, θ̂3) = nλ̂TS22λ̂− 2λ̂TV T12
(
θ̂ − θ0
)
+ op(1)
= nλ̂TS22λ̂+ op(1)
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where
λ̂ =
(
S−122 − S−122 V T12
(
V12S
−1
22 V
T
12
)−1
V12S
−1
22
)
An + op(n
−1/2)
clearly satisfies V12λ̂ = op(n
−1/2), i.e.
n1∑
i=1
∂f(Y1i, θ10)
T
∂θ1
λ̂1 +
n2∑
j=1
∂f(Y2j, θ20)
T
∂θ2
λ̂3 = op(n
−1/2)
n1∑
i=1
∂g(X1i, θ30)
T
∂θ3
λ̂2 +
n2∑
j=1
∂g(X2j, θ30)
T
∂θ3
λ̂4 = op(n
−1/2)
and so
λ̂TV T12
(
θ̂ − θ0
)
= op(1)
Because(
S−122 − S−122 V T12
(
V12S
−1
22 V
T
12
)−1
V12S
−1
22
)
S22
(
S−122 − S−122 V T12
(
V12S
−1
22 V
T
12
)−1
V12S
−1
22
)
= S−122 − S−122 V T12
(
V12S
−1
22 V
T
12
)−1
V12S
−1
22
the test statistic −2 logR(∆0, θ̂1, θ̂3) equals
nATn
(
S−122 − S−122 V T12
(
V12S
−1
22 V
T
12
)−1
V12S
−1
22
)
An + op(1)
= nATn
(
Σ−122 − Σ−122 ΩT12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Σ
−1
22
)
An + op(1)
= nATnΣ
−1/2
22
[
Σ
1/2
22
(
Σ−122 − Σ−122 ΩT12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Σ
−1
22
)
Σ
1/2
22
]
Σ
−1/2
22 An + op(1)
It follows that
−2 logR(∆0, θ̂1, θ̂3)→ χ2(p+q)
because √
nAn → N (0,Σ22) as n→∞
and the matrix
Σ
1/2
22
(
Σ−122 − Σ−122 ΩT12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Σ
−1
22
)
Σ
1/2
22
= I − Σ−1/222 ΩT12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Σ
−1/2
22
is idempotent with trace equal to p+ q, being the projection matrix onto the linear subspace
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orthogonal to the linear subspace spanned by Σ
−1/2
22 Ω
T
12.
As showed in the proof of the previous theorem
−2 logR(∆0, θ̂1, θ̂3) = nATnΣ−1/222
[
I − Σ−1/222 ΣT12
(
Σ12Σ
−1
22 Σ
T
12
)−1
Σ12Σ
−1/2
22
]
Σ
−1/2
22 An + op(1)
where
Σ12 =

pi1E
[
∂f(Y1,θ10)T
∂θ1
]
0 0 0
0 0 pi2E
[
∂f(Y2,θ20)T
∂θ2
]
0
0 pi1E
[
∂g(X1,θ30)T
∂θ3
]
0 pi2E
[
∂g(X2,θ30)T
∂θ3
]

Now −2 log
(
R(∆0,bθ1,bθ3)
R(eθ1,eθ2,eθ3)
)
equals up to op(1)
nATnΣ
−1/2
22
[
I − Σ−1/222 ΩT12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Σ
−1/2
22
]
Σ
−1/2
22 An −
−nATnΣ−1/222
[
I − Σ−1/222 ΣT12
(
Σ12Σ
−1
22 Σ
T
12
)−1
Σ12Σ
−1/2
22
]
Σ
−1/2
22 An
which equals
nATnΣ
−1/2
22
[
Σ
−1/2
22 Σ
T
12
(
Σ12Σ
−1
22 Σ
T
12
)−1
Σ12Σ
−1/2
22 − Σ−1/222 ΩT12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Σ
−1/2
22
]
Σ
−1/2
22 An
The matrix
Σ
−1/2
22 Σ
T
12
(
Σ12Σ
−1
22 Σ
T
12
)−1
Σ12Σ
−1/2
22 − Σ−1/222 ΩT12
(
Ω12Σ
−1
22 Ω
T
12
)−1
Ω12Σ
−1/2
22
is the difference between the projection matrix onto the linear subspace spanned by Σ
−1/2
22 Σ
T
12
and the projection matrix onto the linear subspace spanned by Σ
−1/2
22 Ω
T
12. Because
ΩT12 =

pi1E
[
∂f(Y1,θ10)
∂θ1
]
0
0 pi1E
[
∂g(X1,θ30)
∂θ3
]
pi2E
[
∂f(Y2,θ20)
∂θ2
]
0
0 pi2E
[
∂g(X2,θ30)
∂θ3
]

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and
ΣT12 =

pi1E
[
∂f(Y1,θ10)
∂θ1
]
0 0
0 0 pi1E
[
∂g(X1,θ30)
∂θ3
]
0 pi2E
[
∂f(Y2,θ20)
∂θ2
]
0
0 0 pi2E
[
∂g(X2,θ30)
∂θ3
]

it follows that the linear subspace spanned by Σ
−1/2
22 Ω
T
12 is included in the linear subspace
spanned by Σ
−1/2
22 Σ
T
12. It follows that the matrix is idempotent with trace equal to p. Q.E.D.
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CHAPTER 4
ALTERNATIVE ADJUSTMENT
METHODS
In this chapter alternative test statistics based on weighted versions of the EL criterion
will be introduced.
4.1 Mean
Let Zi = (Yi, Xi), i = 1, ..., n, be independent random vectors of dimension p + q with
variance matrix of full-rank. Assume that it is known that E(X) = µX0 and there is interest
in constructing confidence regions for E(Y ). The constrained EL method (Owen, 1991) is an
extension of the EL method for the use of side information in the form of a known statistical
functional. For the simplest situation of two means, Owen (2001) (section 3.10) defines a
”conditional version” of the profile empirical likelihood function
RY |X(µY |µX0) = maxw {
∏n
i=1 nwi |
∑n
i=1wiXi = µX0,
∑n
i=1wiYi = µY }
maxw {
∏n
i=1 nwi |
∑n
i=1wiXi = µX0}
Under H0 : µY = µY 0 it follows that
−2 logRY |X(µY 0|µX0)→ χ2(p) as n→∞
and a sharper confidence interval for µY 0 can be obtained by using RY |X(µY |µX0) instead of
RY (µY )
RY (µY ) = max
w
{
n∏
i=1
nwi
∣∣∣∣∣
n∑
i=1
wiYi = µY
}
The maximum EL estimator (MELE) of µY 0 is defined as the maximizer
µ˜Y = argmax
µY
RY |X(µY |µX0)
and Owen (2001) notes that this estimator is asymptotically equivalent with a regression-
type estimator similar to the regression estimator from sampling theory (see Chapter 7 from
Cochran, 1963).
Note that the test statistic −2 logRY |X(µY 0|µX0) is the normalized version for the dif-
ference of two minimized divergences from the empirical distribution (with uniform weights
1
n
) (
−
n∑
i=1
1
n
log (nwi)
)
−
(
−
n∑
i=1
1
n
log (nw˜i)
)
= −
n∑
i=1
1
n
log
(
wi
w˜i
)
where the weights w are
w = argmin
w
{
−2
n∑
i=1
log (nwi)
∣∣∣∣∣
n∑
i=1
wiXi = µX0,
n∑
i=1
wiYi = µY 0
}
and the weights w˜ are
w˜ = argmin
w
{
−2
n∑
i=1
log (nwi)
∣∣∣∣∣
n∑
i=1
wiXi = µX0
}
The weights w have the expression (Owen (2001))
wi =
1
n
1
1 + λT1 (Xi − µX0) + λT2 (Yi − µY 0)
where λ1 and λ2 are the solution to the equations
n∑
i=1
Xi − µX0
1 + λT1 (Xi − µX0) + λT2 (Yi − µY 0)
= 0
n∑
i=1
Yi − µY 0
1 + λT1 (Xi − µX0) + λT2 (Yi − µY 0)
= 0
The weights w˜ have the expression
w˜i =
1
n
1
1 + λT3 (Xi − µX0)
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where λ is the solution to the equation
n∑
i=1
Xi − µX0
1 + λT3 (Xi − µX0)
= 0
An alternative test statistic can be constructed by using the weights w˜, that correspond
to the the side constraint
E(X) = µX0
to define a ”weighted version” of the profile empirical log-likelihood ratio function
−2 log R˜Y (µY ) = min
w
{
−2
n∑
i=1
(nw˜i) log
(
wi
w˜i
) ∣∣∣∣∣
n∑
i=1
wiYi = µY
}
The weighted version differs from the usual version
−2 logRY (µY ) = min
w
{
−2
n∑
i=1
log (nwi)
∣∣∣∣∣
n∑
i=1
wiYi = µY
}
by having the uniform weights 1
n
replaced with the adjustment weights w˜i. The alternative
test statistic is a normalized version of the minimized divergence from the distribution with
adjusted weights w˜i to the distribution with weights ŵi that satisfy
ŵ = argmin
w
{
−2
n∑
i=1
(nw˜i) log
(
wi
w˜i
) ∣∣∣∣∣
n∑
i=1
wiYi = µY 0
}
namely the divergence
−
n∑
i=1
w˜i log
(
ŵi
w˜i
)
As done in the survey sampling literature with the design weights (see for example section
8.7 of Owen 2001) it follows that
ŵi =
w˜i
1 + λT4 (Yi − µY 0)
where λ4 is the solution to the equation
n∑
i=1
w˜i (Yi − µY 0)
1 + λT4 (Yi − µY 0)
= 0
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Using the results for the weights w˜i it follows that
ŵi =
1
n
1
[1 + λT3 (Xi − µX0)] [1 + λT4 (Yi − µY 0)]
where λ3 is the solution to the equation
n∑
i=1
Xi − µX0
1 + λT3 (Xi − µX0)
= 0
and (given λ3) λ4 is the solution to the equation
n∑
i=1
Yi − µY 0
[1 + λT3 (Xi − µX0)] [1 + λT4 (Yi − µY 0)]
= 0
The adjusted statistic −2 log R˜Y (µY 0) equals
−2
n∑
i=1
(nw˜i) log
(
ŵi
w˜i
)
=
= 2
n∑
i=1
1
1 + λT3 (Xi − µX0)
log
[
1 + λT4 (Yi − µY 0)
]
The adjusted MELE of µY 0, i.e. the maximizer
argmax
µY
R˜Y (µY )
is identical to the usual MELE
µ˜Y = argmax
µY
RY |X(µY |µX0)
because both of them are equal to
Y˜ =
n∑
i=1
w˜iYi
Prove results for w˜i first.
Theorem 9 Let Zi = (Yi, Xi), i = 1, ..., n, be independent identically distributed random
vectors of dimension p+ q with variance matrix of full-rank, and known value of E(X), say
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µX0. Then √
n
(
Y˜ − µY 0
)
→ N (0, VY − VY XV −1X VXY ) as n→∞
and
S˜Y =
n∑
i=1
w˜i(Yi − Y˜ )(Yi − Y˜ )T = VY + op(1)
The weights w˜i have the expression (where λ is λ3 previously introduced)
w˜i =
1
n
1
1 + λT (Xi − µX0)
or equivalently
w˜i =
1
n
− 1
n
λT (Xi − µX0) + 1
n
[
λT (Xi − µX0)
]2
1 + λT (Xi − µX0)
Also
‖λ− V −1X (X − µX0)‖ = op(n−1/2)
‖λ‖ = Op(n−1/2)
max
1≤i≤n
∣∣λT (Xi − µX0)∣∣ = op(1)
It follows that
Y˜ − µY 0 =
n∑
i=1
w˜i(Yi − µY 0) =
=
1
n
n∑
i=1
(Yi − µY 0)− 1
n
n∑
i=1
(Yi − µY 0)(Xi − µX0)Tλ+
+
1
n
n∑
i=1
λT (Xi − µX0)
1 + λT (Xi − µX0)(Yi − µY 0)(Xi − µX0)
Tλ
which equals
(
Y − µY 0
)− VY XV −1X (X − µX0)− VY X [λ− V −1X (X − µX0)]−
−
[
1
n
n∑
i=1
(Yi − µY 0)(Xi − µX0)T − VY X
]
λ+
+
1
n
n∑
i=1
λT (Xi − µX0)
1 + λT (Xi − µX0)(Yi − µY 0)(Xi − µX0)
Tλ
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Because
‖VY X
[
λ− V −1X (X − µX0)
]
)‖ = O(1)op(n−1/2) = op(n−1/2)∥∥∥∥∥
[
1
n
n∑
i=1
(Yi − µY 0)(Xi − µX0)T − VY X
]
λ
∥∥∥∥∥ = op(1)Op(n−1/2) = op(n−1/2)
∥∥∥∥∥ 1n
n∑
i=1
λT (Xi − µX0)
1 + λT (Xi − µX0)(Yi − µY 0)(Xi − µX0)
Tλ
∥∥∥∥∥
≤ max1≤i≤n
∣∣λT (Xi − µX0)∣∣
1−max1≤i≤n |λT (Xi − µX0)|‖λ‖
∥∥∥∥∥ 1n
n∑
i=1
(Yi − µY 0)(Xi − µX0)T
∥∥∥∥∥
= op(1)Op(1)Op(n
−1/2)Op(1) = op(n−1/2)
it follows that
Y˜ − µY 0 =
(
Y − µY 0
)− VY XV −1X (X − µX0) + op(n−1/2)
and the asymptotic normality result follows from
√
n
(
Y˜ − µY 0
)
=
√
n
[(
Y − µY 0
)− VY XV −1X (X − µX0)]+ op(1)
Also ∥∥∥Y˜ − Y ∥∥∥ = Op(n−1/2)
From
w˜i =
1
n
− 1
n
λT (Xi − µX0)
1 + λT (Xi − µX0)
it follows that S˜Y equals
n∑
i=1
w˜i(Yi − Y˜ )(Yi − Y˜ )T
=
n∑
i=1
w˜i(Yi − Y )(Yi − Y )T − (Y˜ − Y )(Y˜ − Y )T
=
1
n
n∑
i=1
(Yi − Y )(Yi − Y )T − 1
n
n∑
i=1
λT (Xi − µX0)
1 + λT (Xi − µX0)(Yi − Y )(Yi − Y )
T −
−(Y˜ − Y )(Y˜ − Y )T
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and
S˜Y =
n∑
i=1
w˜i(Yi − Y˜ )(Yi − Y˜ )T = VY + op(1)
follows from
1
n
n∑
i=1
(Yi − Y )(Yi − Y )T = VY + op(1)
∥∥∥∥∥ 1n
n∑
i=1
λT (Xi − µX0)
1 + λT (Xi − µX0)(Yi − Y )(Yi − Y )
T
∥∥∥∥∥
≤ max1≤i≤n
∣∣λT (Xi − µX0)∣∣
1−max1≤i≤n |λT (Xi − µX0)|
∥∥∥∥∥1n
n∑
i=1
(Yi − Y )(Yi − Y )T
∥∥∥∥∥
= op(1)Op(1)Op(1) = op(1)
and ∥∥∥(Y˜ − Y )(Y˜ − Y )T∥∥∥ = op(1)
Uniform results, such as those established for the mean case for the unweighted EL
criterion, may be established also for the weighted EL criterion.
Theorem 10 Let Zi = (Yi, Xi), i = 1, ..., n, be independent identically distributed random
vectors of dimension p+ q, with variance matrix of full-rank, and known value of E(X), say
µX0. Then for each K > 0
max
µY :‖µY −µY 0‖≤Kn−1/2
‖λ− V −1Y (Y˜ − µY )‖ = op(n−1/2)
max
µY :‖µY −µY 0‖≤Kn−1/2
∣∣∣−2 log R˜Y (µY )− n(Y˜ − µY )TV −1Y (Y˜ − µY )∣∣∣ = op(1)
Under H0 : µY = µY 0 as n→∞
−2 log R˜Y (µY 0)→
p∑
i=1
αiχ
2
(1),i
where χ2(1),i, i = 1, ..., p, are independent chi-squared random variables with one degree of
freedom, and αi, i = 1, ..., p, are the eigenvalues of V
−1
Y
(
VY − VY XV −1X VXY
)
.
Proof : For each µY the Lagrange multiplier λ = λ(µY ) is defined as the solution to the
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equation
n∑
i=1
w˜i (Yi − µY )
1 + λT (Yi − µY ) = 0
As in Owen (2001) the mean µY 0 is inside the convex hull of the Yis almost surely. The MELE
Y˜ , that corresponds to λ = 0, is inside the convex hull, and also ‖Y˜ − µY 0‖ = Op(n−1/2).
It follows by the inverse function theorem that almost surely λ = λ(µY ) exists for µY such
that ‖µY − µY 0‖ ≤ Kn−1/2.
Let λ = λ(µY ) = ‖λ‖θ, where θ is a unit vector, and
S˜µY =
n∑
i=1
w˜i(Yi − µY )(Yi − µY )T
Using that
w˜iλ
T (Yi − µY )
1 + λT (Yi − µY ) = w˜iλ
T (Yi − µY )−
w˜i
[
λT (Yi − µY )
]2
1 + λT (Yi − µY )
it follows that
‖λ‖θT S˜µY θ ≤ θT (Y˜ − µY )
(
1 + ‖λ‖ max
1≤i≤n
‖Yi − µY ‖
)
Because the variance estimator S˜Y
S˜Y =
n∑
i=1
w˜i(Yi − Y˜ )(Yi − Y˜ )T
is related to S˜µY through the relation
S˜µY = S˜Y + (Y˜ − µY )(Y˜ − µY )T
it follows that
‖λ‖θT S˜Y θ ≤ θT (Y˜ − µY )
(
1 + ‖λ‖ max
1≤i≤n
‖Yi − µY ‖
)
Maximizing with respect to µY get(
max
µY
‖λ‖
)[
θT S˜Y θ −
(
max
µY
max
1≤i≤n
‖Yi − µY ‖
)(
max
µY
θT (Y˜ − µY )
)]
≤
(
max
µY
θT (Y˜ − µY )
)
Denoting by α1 and αp, the largest and respectively the smallest eigenvalue of VY , it follows
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that
αp + op(1) ≤ θT S˜Y θ ≤ α1 + op(1)
Because
max
µY
‖Y˜ − µY ‖ ≤ ‖Y˜ − µY 0‖+O(n−1/2)
max
µY
max
1≤i≤n
‖Yi − µY ‖ ≤ max
1≤i≤n
‖Yi − µY 0‖+O(n−1/2)
and from Owen (2001)
max
1≤i≤n
‖Yi − µY 0‖ = o(n1/2)
it follows that
max
µY
‖Y˜ − µY ‖ = Op(n−1/2)
max
µY
max
1≤i≤n
‖Yi − µY ‖ = o(n1/2)
and as in Owen (2001) get
max
µY
‖λ‖ = Op(n−1/2)
From the (uniform) order bound for ‖λ‖ it follows that
max
µY
max
1≤i≤n
∣∣λT (Yi − µY )∣∣
≤
(
max
µY
‖λ‖
)(
max
µY
max
1≤i≤n
‖Yi − µY ‖
)
= Op(n
−1/2)o(n1/2) = op(1)
Using that
w˜i
1 + λT (Yi − µY ) = w˜i − w˜iλ
T (Yi − µY ) +
w˜i
[
λT (Yi − µY )
]2
1 + λT (Yi − µY )
the equations for λ may be expressed as
(
Y˜ − µY
)
− S˜µY λ+
n∑
i=1
w˜i
(Yi − µY )
[
λT (Yi − µY )
]2
1 + λT (Yi − µY ) = 0
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It follows that VY λ−
(
Y˜ − µY
)
equals
−(S˜µY − VµY )λ− (µY − µY 0)(µY − µY 0)Tλ+
n∑
i=1
w˜i
(Yi − µY )
[
λT (Yi − µY )
]2
1 + λT (Yi − µY )
where
VµY = E
[
(Y − µY )(Y − µY )T
]
= VY + (µY − µY 0)(µY − µY 0)T
Then
max
µY
‖(S˜µY − VµY )λ‖
≤
(
max
µY
‖S˜µY − VµY ‖
)(
max
µY
‖λ‖
)
= op(1)Op(n
−1/2) = op(n−1/2)
where the norm used for a matrix A is
‖A‖ =
(∑
i
∑
j
a2ij
)1/2
Also
max
µY
‖(µY − µY 0)(µY − µY 0)Tλ‖
≤
(
max
µY
‖µY − µY 0‖2
)(
max
µY
‖λ‖
)
= O(n−1)Op(n−1/2) = Op(n−3/2)
Note that maxµY ‖S˜µY −VµY ‖ = op(1) and maxµY ‖(µY −µY 0)(µY −µY 0)T‖ = O(n−1) implies
that
max
µY
‖S˜µY − VY ‖ = op(1)
The maximum over µY of the norm of the last term from the right hand side of the equality
is bounded by
2maxµY max1≤i≤n
∣∣λT (Yi − µY )∣∣
1−maxµY max1≤i≤n |λT (Yi − µY )|
(
max
µY
‖λ‖
)(
max
µY
‖S˜µY ‖
)
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which has order bound
op(1)Op(1)Op(n
−1/2)Op(1) = op(n−1/2)
Combining the previous results
max
µY
‖VY λ−
(
Y˜ − µY
)
‖ = op(n−1/2)
and so the first result is established
max
µY
‖λ− V −1Y
(
Y˜ − µY
)
‖ = op(n−1/2)
To establish the second result, for each µY have
−2 log R˜Y (µY ) = 2n
n∑
i=1
w˜i log
[
1 + λT (Xi − µ)
]
Using a decomposition similar to the one from Zhang (1997) get
−2 log R˜Y (µY ) = n(Y˜ − µY )TV −1Y (Y˜ − µY ) +R1 +R2 +R3
where
R1 = −n
[
λ− V −1Y
(
Y˜ − µY
)]T
VY
[
λ− V −1Y
(
Y˜ − µY
)]
R2 = nλ
T (VY − S˜µY )λ
R3 =
4n
3
n∑
i=1
w˜i
[
λT (Yi − µY )
]3
(1 + γi)
3
where γi = γi(µY ) is between 0 and λ
T (Yi − µY ).
Noting that the maxima over µY of the norms of the last three terms are bounded by
n‖VY ‖
(
max
µY
‖λ− V −1Y
(
Y˜ − µY
)
‖2
)
= nop(n
−1) = op(1)
n
(
max
µY
‖λ‖2
)(
max
µY
‖VY − S˜µY ‖
)
= nOp(n
−1)op(1) = op(1)
4maxµY max1≤i≤n
∣∣λT (Yi − µY )∣∣
3 (1−maxµY max1≤i≤n |λT (Yi − µY )|)3
(
max
µY
‖λ‖2
)(
max
µY
‖S˜µY ‖
)
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= op(1)Op(1)Op(n
−1)Op(1) = op(n−1)
it follows that
max
µY :‖µY −µY 0‖≤Kn−1/2
∣∣∣−2 log R˜Y (µY )− n(Y˜ − µY )TV −1Y (Y˜ − µY )∣∣∣ = op(1)
Because √
n
(
Y˜ − µY 0
)
→ N (0, VY − VY XV −1X VXY ) as n→∞
similar to Lemma 3 from Qin and Jing (2001) it follows that under H0 : µY = µY 0 as n→∞
−2 log R˜Y (µY 0)→
p∑
i=1
αiχ
2
(1),i
where χ2(1),i, i = 1, ..., p, are independent chi-squared random variables with one degree of
freedom, and αi, i = 1, ..., p, are the eigenvalues of V
−1
Y
(
VY − VY XV −1X VXY
)
. The eigenvalues
may be estimated using consistent estimators of the unknown variance matrices, such as
S˜Y =
∑n
i=1 w˜i(Yi − Y˜ )(Yi − Y˜ )T as an estimator of VY . Q.E.D.
The quadratic criterion that provides a uniform approximation for −2 log R˜Y (µy) in a
O(n−1/2) neighborhood of µY 0 will be denoted by
Q˜(µY ) = n(Y˜ − µY )TV −1Y (Y˜ − µY )
It may be noted that uniform approximations are also available for the weights ŵi =
ŵi(µY ) for µY in a O(n
−1/2) neighborhood of µY 0. The weights have the expression
ŵi =
w˜i
1 + λT (Yi − µY )
equivalent with
ŵi = w˜i
[
1− λT (Yi − µY ) +
[
λT (Yi − µY )
]2
1 + λT (Yi − µY )
]
and so bwi
ewi
equals
1− (Yi − µY )T V −1Y (Y˜ − µY )−
− (Yi − µY )T
[
λ− V −1Y (Y˜ − µY )
]
+
[
λT (Yi − µY )
]2
1 + λT (Yi − µY )
119
Then ∣∣∣ŵi − w˜i [1− (Yi − µY )T V −1Y (Y˜ − µY )]∣∣∣ =
= w˜i
∣∣∣∣∣
[
λT (Yi − µY )
]2
1 + λT (Yi − µY ) − (Yi − µY )
T
[
λ− V −1Y (Y˜ − µY )
]∣∣∣∣∣
Because of the uniform bounds(
max
µY
max
1≤i≤n
‖Yi − µY ‖
)(
max
µY
‖λ− V −1Y (Y˜ − µY )‖
)
= o(n1/2)op(n
−1/2) = op(1)
max
µY
max
1≤i≤n
∣∣λT (Yi − µY )∣∣ = op(1)
it follows that
max
µY :‖µY −µY 0‖≤Kn−1/2
max
1≤i≤n
∣∣∣ŵi − w˜i [1− (Yi − µY )T V −1Y (Y˜ − µY )]∣∣∣ = op(n−1)
4.2 Quadratic criteria
Similar to weighted least squares methods described by Koch et al. (1985), pp. 43-44,
let A = An be a statistic of dimension a such that
E(A) = Zθ0
V ar(A) = V˜
where Z is a known a × b design matrix of full rank b ≤ a, θ0 is an unknown parameter
vector of dimension b, and V˜ = V˜n. Assume that
√
n (A− Zθ0)→ N
(
0, Σ˜
)
as n→∞
where
Σ˜ = lim
n→∞
(
nV˜n
)
If estimation of θ is performed by minimizing the quadratic criterion
Q(θ) = (A− Zθ)T V −1 (A− Zθ)
where V = Vn and
Σ = lim
n→∞
(nVn)
120
It follows that
θ̂ =
(
ZTV −1Z
)−1
ZTV −1A
and the minimized value of the quadratic criterion
Q(θ̂) =
(
A− Zθ̂
)T
V −1
(
A− Zθ̂
)
equals
Q(θ̂) = ATV −1A− θ̂T (ZTV −1Z) θ̂
= AT
[
V −1 − V −1Z (ZTV −1Z)−1 ZTV −1]A
= (A− Zθ0)T
[
V −1 − V −1Z (ZTV −1Z)−1 ZTV −1] (A− Zθ0)
Alternatively
Q(θ̂) = (WA)T (WVW T )−1 (WA)
= (A− Zθ0)T
[
W T (WVW T )−1W
]
(A− Zθ0)
where W is an orthocomplement matrix to the matrix Z, i.e. a (a − b) × a matrix of full
rank a− b such that
WZ = 0
Because
Q(θ0) = (A− Zθ0)T V −1 (A− Zθ0)
it follows that
Q(θ0)−Q(θ̂) = (A− Zθ0)T
[
V −1Z
(
ZTV −1Z
)−1
ZTV −1
]
(A− Zθ0)
Using the representations
Q(θ̂) = (A− Zθ0)T
[
V −1 − V −1Z (ZTV −1Z)−1 ZTV −1] (A− Zθ0)
Q(θ0)−Q(θ̂) = (A− Zθ0)T
[
V −1Z
(
ZTV −1Z
)−1
ZTV −1
]
(A− Zθ0)
Q(θ0) = (A− Zθ0)T V −1 (A− Zθ0)
it follows that
Q(θ̂) = n (A− Zθ0)T
[
Σ−1 − Σ−1Z (ZTΣ−1Z)−1 ZTΣ−1] (A− Zθ0) + op(1)
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Q(θ0)−Q(θ̂) = n (A− Zθ0)T
[
Σ−1Z
(
ZTΣ−1Z
)−1
ZTΣ−1
]
(A− Zθ0) + op(1)
Q(θ0) = n (A− Zθ0)T Σ−1 (A− Zθ0) + op(1)
and then up to op(1), Q(θ̂) equals[
Σ˜−1/2
√
n (A− Zθ0)
]T
Σ˜1/2
[
Σ−1 − Σ−1Z (ZTΣ−1Z)−1 ZTΣ−1] Σ˜1/2 [Σ˜−1/2√n (A− Zθ0)]
Q(θ0)−Q(θ̂) equals[
Σ˜−1/2
√
n (A− Zθ0)
]T [
Σ˜1/2Σ−1Z
(
ZTΣ−1Z
)−1
ZTΣ−1Σ˜1/2
] [
Σ˜−1/2
√
n (A− Zθ0)
]
and Q(θ0) equals[
Σ˜−1/2
√
n (A− Zθ0)
]T (
Σ˜1/2Σ−1Σ˜1/2
) [
Σ˜−1/2
√
n (A− Zθ0)
]
Also I − Σ−1/2Z (ZTΣ−1Z)−1 ZTΣ−1/2 and Σ−1/2Z (ZTΣ−1Z)−1 ZTΣ−1/2 are idempotent
with rank a − b, and respectively rank b. Similar to Lemma 3 from Qin and Jing (2001) it
follows that as n→∞
Q(θ̂)→
a−b∑
i=1
αiχ
2
(1),i
where χ2(1),i, i = 1, ..., a − b, are independent chi-squared random variables with one degree
of freedom, and αi, i = 1, ..., a− b, are the eigenvalues of
Σ˜1/2
[
Σ−1 − Σ−1Z (ZTΣ−1Z)−1 ZTΣ−1] Σ˜1/2
or equivalently the eigenvalues of
[
Σ−1 − Σ−1Z (ZTΣ−1Z)−1 ZTΣ−1] Σ˜.
Similarly as n→∞
Q(θ0)−Q(θ̂)→
b∑
i=1
βiχ
2
(1),i
where χ2(1),i, i = 1, ..., b, are independent chi-squared random variables with one degree of
freedom, and βi, i = 1, ..., b, are the eigenvalues of Σ˜
1/2
[
Σ−1Z
(
ZTΣ−1Z
)−1
ZTΣ−1
]
Σ˜1/2, or
equivalently the eigenvalues of
[
Σ−1Z
(
ZTΣ−1Z
)−1
ZTΣ−1
]
Σ˜.
Lastly as n→∞
Q(θ0)→
a∑
i=1
γiχ
2
(1),i
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where χ2(1),i, i = 1, ..., a, are independent chi-squared random variables with one degree
of freedom, and γi, i = 1, ..., a, are the eigenvalues of Σ˜
1/2Σ−1Σ˜1/2, or equivalently the
eigenvalues of Σ−1Σ˜.
4.3 Common mean
The common mean case will be based on the mean case. For a common mean µY consider
−2 log R˜Y (µY ), the minimized value of the two-sample weighted EL criterion subject to the
common mean constraint
min
w1,w2
{
−2
2∑
k=1
nk∑
i=1
nkw˜ki log
(
wki
w˜ki
) ∣∣∣∣∣
n1∑
i=1
w1iY1i = µY ,
n2∑
j=1
w2jY2j = µY
}
=
2∑
k=1
min
wk
{
−2
nk∑
i=1
nkw˜ki log
(
wki
w˜ki
) ∣∣∣∣∣
nk∑
i=1
wkiYki = µY
}
= −2 log R˜Y1(µY )− 2 log R˜Y2(µY )
where the adjustment weights w˜ki, k = 1, 2, i = 1, ..., nk, are the weights
(w˜1, w˜2) = arg min
w1,w2
{
−2
2∑
k=1
nk∑
i=1
log (nkwki)
∣∣∣∣∣
n1∑
i=1
w1iX1i =
n2∑
j=1
w2jX2j
}
The EL estimator for the common mean is defined as
µ̂Y =argmin
µY
[
−2 log R˜Y (µY )
]
For the constrained minimization problem
min
µY
min
w1,w2
{
−2
2∑
k=1
nk∑
i=1
nkw˜ki log
(
wki
w˜ki
) ∣∣∣∣∣
n1∑
i=1
w1iY1i = µY ,
n2∑
j=1
w2jY2j = µY
}
consider the associated Lagrangian L with the Lagrange multipliers α1, α2, λ1, and λ2
−2
2∑
k=1
nk∑
i=1
nkw˜ki log
(
wki
w˜ki
)
+ 2
2∑
k=1
nkαk
(
nk∑
i=1
wki − 1
)
+ 2
2∑
k=1
nkλ
T
k
(
nk∑
i=1
wkiYki − µ
)
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From the first-order conditions
∂L
∂wki
= 0, i = 1, ..., nk, k = 1, 2
∂L
∂µ
= 0
after some calculations it follows that
αk = 1− λTk µ, k = 1, 2
2∑
k=1
nkλk = 0
and the weights associated with the common mean estimator µ̂Y are
ŵki =
w˜ki
1 + λ̂Tk (Yki − µ̂Y )
, i = 1, ..., nk
where λ̂1, λ̂2, and µ̂Y are the solution to the equations
nk∑
i=1
w˜ki (Yki − µ)
1 + λTk (Yki − µ)
= 0, k = 1, 2
2∑
k=1
nkλk = 0
The test statistic for the common mean constraint is −2 log R˜Y (µ̂Y ), which equals
min
w1,w2
{
−2
2∑
k=1
nk∑
i=1
nkw˜ki log
(
wki
w˜ki
) ∣∣∣∣∣
n1∑
i=1
w1iY1i =
n2∑
j=1
w2jY2j
}
= 2
2∑
k=1
nk∑
i=1
nkw˜ki log
[
1 + λ̂Tk (Yki − µ̂Y )
]
= 2
2∑
k=1
nk∑
i=1
1
1 + λ˜Tk (Xki − µ˜X)
log
[
1 + λ̂Tk (Yki − µ̂Y )
]
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where λ˜1, λ˜2, and µ˜X are the solution to the equations
nk∑
i=1
Xki − µ
1 + λTk (Xki − µ)
= 0, k = 1, 2
2∑
k=1
nkλk = 0
Consider the related quadratic criterion Q˜(µY )
2∑
k=1
nk(Y˜k − µY )TV −1Yk (Y˜k − µY )
=
(
Y˜1 − µY
Y˜2 − µY
)T (
n1V
−1
Y1
0
0 n2V
−1
Y2
)(
Y˜1 − µY
Y˜2 − µY
)
=
(
Y˜1 − µ
Y˜2 − µ
)T (
n−11 VY1 0
0 n−12 VY2
)−1(
Y˜1 − µY
Y˜2 − µY
)
corresponding to the moment conditions
E(Yk − µY ) = 0, k = 1, 2
where
Y˜k =
nk∑
i=1
w˜kiYki
For this situation a = 2p, b = p,
A =
(
Y˜1
Y˜2
)
, Z =
(
I
I
)
, θ = µY
V =
(
n−11 VY1 0
0 n−12 VY2
)
,W =
(
I −I
)
The estimator µY for the common mean, i.e.
µY =argmin
µY
Q˜(µY )
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equals the combination estimator (note that this is not the optimal combination estimator)
µY =
(
2∑
k=1
nkV
−1
Yk
)−1( 2∑
k=1
nkV
−1
Yk
Y˜k
)
because
µY =
(
ZTV −1Z
)−1
ZTV −1A
equals the product of [(
I I
)( n1V −1Y1 0
0 n2V
−1
Y2
)(
I
I
)]−1
with [(
I I
)( n1V −1Y1 0
0 n2V
−1
Y2
)(
Y˜1
Y˜2
)]
The minimized value of the quadratic criterion equals
Q˜(µY ) = min
µY
Q˜(µY ) =
(
Y˜1 − Y˜2
)T ( 2∑
k=1
n−1k VYk
)−1
(Y˜1 − Y˜2)
= ∆˜T
(
2∑
k=1
n−1k VYk
)−1
∆˜
where the asymptotic variance matrix of
√
n∆˜ is(
2∑
k=1
pi−1k VYk
)
−
(
2∑
k=1
pi−1k VY Xk
)(
2∑
k=1
pi−1k VXk
)−1( 2∑
k=1
pi−1k VXYk
)
because
Q˜(µY ) = (WA)
T (WVW T )−1 (WA)
where
WA =
(
I −I
)( Y˜1
Y˜2
)
= Y˜1 − Y˜2
WVW T =
(
I −I
)( n−11 VY1 0
0 n−12 VY2
)(
I
−I
)
=
2∑
k=1
n−1k VYk
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Also it follows that
Q˜(µY 0)− Q˜(µY ) = (µY − µY 0)T
(
2∑
k=1
nkV
−1
Yk
)
(µY − µY 0)
because
(
ZTV −1Z
)−1
equals
[(
I I
)( n1V −1Y1 0
0 n2V
−1
Y2
)(
I
I
)]−1
=
(
2∑
k=1
nkV
−1
Yk
)−1
or alternatively Q˜(µY 0)− Q˜(µY ) equals(
2∑
k=1
nkV
−1
Yk
(
Y˜k − µY 0
))T ( 2∑
k=1
nkV
−1
Yk
)−1( 2∑
k=1
nkV
−1
Yk
(
Y˜k − µ0
))
using that
Q˜(µY 0)− Q˜(µY ) =
[
ZTV −1 (A− ZµY 0)
]T (
ZTV −1Z
)−1 [
ZTV −1 (A− ZµY 0)
]
Theorem 11 Let Zki = (Yki, Xki) v Fk, k = 1, 2, i = 1, ..., nk, be independent random
vectors of dimension p + q with variance matrices of full-rank. The random vectors Xki
of dimension q are known to have a common mean. Let n =
∑2
k=1 nk and assume that
nk
n
→ pik > 0, k = 1, 2 as n→∞. Then as n→∞
−2 log R˜Y (µ̂Y )→
p∑
i=1
αiχ
2
(1),i
and
−2 log
(
R˜Y (µY 0)
R˜Y (µ̂Y )
)
→
p∑
i=1
βiχ
2
(1),i
where the weights are described in the proof.
The first statistic can be used to test
H0 : E(Y1) = E(Y2)
given that
E(X1) = E(X2)
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The second statistic can be used to test
H0 : E(Y1) = E(Y2) = µY 0
given that
E(Y1) = E(Y2) and E(X1) = E(X2)
The last result can be used to construct confidence regions for µY 0 by test-inversion.
Proof : First it will be proved that
√
n
(
Y˜1 − µY 0
Y˜2 − µY 0
)
→ N
(
0, Σ˜
)
as n→∞
where
Σ˜11 = pi
−1
1 VY1 −
(
pi−11 VY X1
)( 2∑
k=1
pi−1k VXk
)−1 (
pi−11 VXY1
)
Σ˜12 =
(
pi−11 VY X1
)( 2∑
k=1
pi−1k VXk
)−1 (
pi−12 VXY2
)
Σ˜21 =
(
pi−12 VY X2
)( 2∑
k=1
pi−1k VXk
)−1 (
pi−11 VXY1
)
Σ˜22 = pi
−1
2 VY2 −
(
pi−12 VY X2
)( 2∑
k=1
pi−1k VXk
)−1 (
pi−12 VXY2
)
By comparison
Σ = lim
n→∞
(nV ) = lim
n→∞
n
(
n−11 VY1 0
0 n−12 VY2
)
=
(
pi−11 VY1 0
0 pi−12 VY2
)
From the common mean case described in Chapter 2 it follows that
w˜ki =
1
nk
1
1 + λ˜Tk (Xki − µ˜X)
, k = 1, 2, i = 1, ..., nk
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µ˜X = µ̂X + op(n
−1/2)
=
(
2∑
k=1
nkV
−1
Xk
)−1( 2∑
k=1
nkV
−1
Xk
Xk
)
+ op(n
−1/2)
‖λk − V −1Xk
(
Xk − µ˜X
) ‖ = op(n−1/2), k = 1, 2
‖λk‖ = Op(n−1/2), k = 1, 2
max
1≤i≤n
∣∣λTk (Xki − µ˜X)∣∣ = op(1), k = 1, 2
Proceeding as for the mean case it follows that
Y˜k − µY 0 =
(
Y k − µY 0
)− VY XkV −1Xk (Xk − µ˜X) + op(n−1/2)
=
(
Y k − µY 0
)− VY XkV −1Xk (Xk − µ̂X) + op(n−1/2)
Because
X1 − µ̂X =
(
2∑
k=1
nkV
−1
Xk
)−1 (
n2V
−1
X2
) (
X1 −X2
)
X2 − µ̂X = −
(
2∑
k=1
nkV
−1
Xk
)−1 (
n1V
−1
X1
) (
X1 −X2
)
then
Y˜1 − µY 0 =
(
Y 1 − µY 0
)− (n−11 VY X1)
(
2∑
k=1
n−1k VXk
)−1 (
X1 −X2
)
+ op(n
−1/2)
Y˜2 − µY 0 =
(
Y 2 − µY 0
)
+
(
n−12 VY X2
)( 2∑
k=1
n−1k VXk
)−1 (
X1 −X2
)
+ op(n
−1/2)
which may be written as
(
Y˜1 − µY 0
Y˜2 − µY 0
)
=M

Y 1 − µY 0
X1 − µX0
Y 2 − µY 0
X2 − µX0
+ op(n−1/2)
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where the matrix M equals(
I − (n−11 VY X1) (∑2k=1 n−1k VXk)−1 0 (n−11 VY X1) (∑2k=1 n−1k VXk)−1
0
(
n−12 VY X2
) (∑2
k=1 n
−1
k VXk
)−1
I − (n−12 VY X2) (∑2k=1 n−1k VXk)−1
)
and the normality result follows.
Also similar to the mean case
S˜Yk =
nk∑
i=1
w˜ki(Yki − Y˜k)(Yki − Y˜k)T = VYk + op(1), k = 1, 2
For k = 1, 2 obtain
max
µY :‖µY −µY 0‖≤Kn−1/2k
∣∣∣−2 log R˜Yk(µY )− Q˜k(µY )∣∣∣ = op(1)
and combining the two relationships obtain
max
µY :‖µY −µY 0‖≤Kn−1/2k
∣∣∣−2 log R˜Y (µY )− Q˜(µY )∣∣∣ = op(1)
The minimization of the EL criterion may be reduced to the minimization of the quadratic
criterion Q˜(µY )
min
µY
[
−2 log R˜Y (µY )
]
= min
µY
Q˜(µY ) + op(1)
The asymptotic distribution of −2 log R˜Y (µ̂Y ) is the same as the asymptotic distribution of
Q˜(µY ) since
−2 log R˜Y (µ̂Y ) = Q˜(µY ) + op(1)
Since
∣∣∣−2 log R˜Y (µY 0)− Q˜(µY 0)∣∣∣ = op(1) it follows also that
−2 log
(
R˜Y (µY 0)
R˜Y (µ̂Y )
)
= Q˜(µY 0)− Q˜(µY ) + op(1)
and so the asymptotic distribution of −2 log
(
eRY (µY 0)
eRY (bµY )
)
is the same as the asymptotic distri-
bution of Q˜(µY 0)− Q˜(µY ).
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Taking into account that
Q˜(µY ) = ∆˜
T
(
2∑
k=1
n−1k VYk
)−1
∆˜
it follows that as n→∞
Q˜(µY )→
p∑
i=1
αiχ
2
(1),i
where χ2(1),i, i = 1, ..., p, are independent chi-squared random variables with one degree of
freedom, and αi, i = 1, ..., p, are the eigenvalues of of the product of(
2∑
k=1
pi−1k VYk
)−1
with (
2∑
k=1
pi−1k VYk
)
−
(
2∑
k=1
pi−1k VY Xk
)(
2∑
k=1
pi−1k VXk
)−1( 2∑
k=1
pi−1k VXYk
)
From the general case described previously it follows that as n→∞
Q˜(µY 0)− Q˜(µY )→
p∑
i=1
βiχ
2
(1),i
where χ2(1),i, i = 1, ..., p, are independent chi-squared random variables with one degree of
freedom, and βi, i = 1, ..., p, are the eigenvalues of
[
Σ−1Z
(
ZTΣ−1Z
)−1
ZTΣ−1
]
Σ˜. Calcula-
tions show that the elements of Σ−1Z
(
ZTΣ−1Z
)−1
ZTΣ−1 are of the form
(
piaV
−1
Ya
)( 2∑
k=1
pikV
−1
Yk
)−1 (
pibV
−1
Yb
)
, a = 1, 2, b = 1, 2
In both cases the eigenvalues may be estimated using consistent estimators of the unknown
variance matrices, such as S˜Yk =
∑nk
i=1 w˜ki(Yki−Y˜k)(Yki−Y˜k)T as an estimator of VYk . Q.E.D.
Under the same conditions as in the previous theorem it can be shown that
µ̂Y = µY + op(n
−1/2) =
(
2∑
k=1
nkV
−1
Yk
)−1( 2∑
k=1
nkV
−1
Yk
Y˜k
)
+ op(n
−1/2)
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As shown in the proof
−2 log R˜Y (µ̂Y ) = Q˜(µY ) + op(1)
Also by taking µY = µ̂Y
−2 log R˜Y (µ̂Y ) = Q˜(µ̂Y ) + op(1))
It follows that
Q˜(µ̂Y )− Q˜(µY ) = op(1)
which implies that
(µY − µ̂Y )T
(
2∑
k=1
nkV
−1
Yk
)
(µY − µ̂Y ) = op(1)
Because
(∑2
k=1 nkV
−1
Yk
)
= O(n) it follows that µ̂Y = µY + op
(
n−1/2
)
.
4.4 Difference between means
Let Zki = (Yki, Xki), k = 1, 2, i = 1, ..., n, be independent random vectors of dimension
p + q with variance matrix of full-rank. Assume that it is known that E(X1) = E(X2) and
there is interest in constructing confidence regions for ∆ = E(Y1)−E(Y2). The extension of
the constrained EL method (Owen, 1991) to this situation has been described in the Chapter
2. An alternative construction may involve a weighted EL criterion of the form
−2
2∑
k=1
nk∑
i=1
(nkw˜ki) log
(
wki
w˜ki
)
where the adjustment weights
(w˜1, w˜2) = arg min
w1,w2
{
−2
2∑
k=1
nk∑
i=1
log (nkwki)
∣∣∣∣∣
n1∑
i=1
w1iX1i =
n2∑
j=1
w2jX2j
}
and not the usual uniform weights 1
nk
.
For each possible value of ∆ define the minimized value of the weighted criterion under
the profiling constraint as
−2 log R˜Y (∆) = min
w1,w2
{
−2
2∑
k=1
nk∑
i=1
(nkw˜ki) log
(
wki
w˜ki
) ∣∣∣∣∣
n1∑
i=1
w1iY1i −
n2∑
j=1
w2jY2j = ∆
}
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The EL estimator for ∆ is
argmin
∆
[
−2 log R˜Y (∆)
]
which equals
∆˜ =
n1∑
i=1
w˜1iY1i −
n2∑
j=1
w˜2jY2j
where the adjusted weights are the weights associated with the common mean estimator µ˜X
(w˜1, w˜2) = arg min
w1,w2
{
−2
2∑
k=1
nk∑
i=1
log (nkwki)
∣∣∣∣∣
n1∑
i=1
w1iX1i =
n2∑
j=1
w2jX2j
}
The regularity conditions will imply the asymptotic normality of ∆˜ and that
n∑
i=1
w˜ki(Yki − Y˜k)(Yki − Y˜k)T = VYk + op(1)
where the nonparametric adjustment estimator
∆˜ = Y˜1 − Y˜2 =
n1∑
i=1
w1iY1i −
n2∑
j=1
w2jY2j
Theorem 12 Let Zki = (Yki, Xki) v Fk, k = 1, 2, i = 1, ..., nk, be independent random
vectors of dimension p + q with variance matrices of full-rank. The random vectors Xki
of dimension q are known to have a common mean, and let ∆0 = E(Y1) − E(Y2). Let
n =
∑2
k=1 nk and assume that
nk
n
→ pik > 0, k = 1, 2 as n→∞. Then as n→∞
−2 log R˜Y (∆0)→
p∑
i=1
αiχ
2
(1),i
where χ2(1),i, i = 1, ..., p, are independent chi-squared random variables with one degree of
freedom, and αi, i = 1, ..., p, are the eigenvalues of of the product of(
2∑
k=1
pi−1k VYk
)−1
with (
2∑
k=1
pi−1k VYk
)
−
(
2∑
k=1
pi−1k VY Xk
)(
2∑
k=1
pi−1k VXk
)−1( 2∑
k=1
pi−1k VXYk
)
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The statistic can be used to test
H0 : E(Y1)− E(Y2) = ∆0
given that
E(X1) = E(X2)
The result can be used to construct confidence regions for ∆0 by test-inversion.
Proof : It is enough to consider ∆0 = 0, and so the problem is reduced to the common
mean situation
−2 log R˜Y (0) = −2 log R˜Y (µ̂Y )
The conclusion follows from the previous theorem. The eigenvalues may be estimated us-
ing consistent estimators of the unknown variance matrices, such as S˜Yk =
∑nk
i=1 w˜ki(Yki −
Y˜k)(Yki − Y˜k)T as an estimator of VYk . Q.E.D.
4.5 Common difference between means
For simplicity consider the situation of two strata. For ∆, the assumed common (across
strata) difference between means, consider the minimized value of the weighted EL criterion
−2 log R˜Y (∆) = min
wh1,wh2
{
−2
2∑
h=1
2∑
k=1
nhk∑
i=1
nhkw˜hki log
(
whki
w˜hki
)}
under the constraints that
nh1∑
i=1
wh1iYh1i −
nh2∑
j=1
wh2jYh2j = ∆, h = 1, 2
where the adjusted weights w˜hki are the weights associated with the common mean con-
straints, i.e.
arg min
wh1,wh2
{
−2
2∑
k=1
nhk∑
i=1
log (nhkwhki)
∣∣∣∣∣
nh1∑
i=1
wh1iXh1i =
nh2∑
j=1
wh2jXh2j
}
, h = 1, 2
The EL adjusted estimator is defined as
∆̂ = argmin
∆
[
−2 log R˜Y (∆)
]
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Consider the related quadratic criterion (i.e. the sum of the two stratum-specific quadratic
criteria)
Q˜(∆) =
2∑
h=1
[(
Y˜h1 − Y˜h2
)
−∆
]T ( 2∑
k=1
n−1hkVYhk
)−1 [(
Y˜h1 − Y˜h2
)
−∆
]
corresponding to the moment conditions
E(Yh1 − Yh2) = ∆, h = 1, 2
For this situation a = 2p, b = p
A =
(
∆˜1
∆˜2
)
, Z =
(
I
I
)
, θ = ∆,W =
(
I −I
)
V =
( ∑2
k=1 n
−1
1k VY1k 0
0
∑2
k=1 n
−1
2k VY2k
)
where as before
∆˜h =
(
Y h1 − Y h2
)−( 2∑
k=1
n−1hkVY Xhk
)(
2∑
k=1
n−1hkVXhk
)−1 (
Xh1 −Xh2
)
+ op
(
n−1/2
)
and the asymptotic variance matrix of
√
n∆˜h equals(
2∑
k=1
pi−1hk VYhk
)
−
(
2∑
k=1
pi−1hk VY Xhk
)(
2∑
k=1
pi−1hk VXhk
)−1( 2∑
k=1
pi−1hk VXYhk
)
where n =
∑2
h=1
∑2
k=1 nhk and it is assumed that
nhk
n
→ pihk > 0, h = 1, 2, k = 1, 2 as
n→∞.
Define the estimator ∆ for the common difference between means ∆ as
∆ =argmin
∆
Q˜(∆)
The estimator equals a combination of the stratum-specific regression-type estimators (note
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that this is not the optimal combination)
∆ =
 2∑
h=1
(
2∑
k=1
n−1hkVYhk
)−1−1 2∑
h=1
(
2∑
k=1
n−1hkVYhk
)−1
∆˜h

Similar to the common mean situation it follows that
Q˜
(
∆
)
= min
∆
Q˜(∆) =
(
∆˜1 − ∆˜2
)T ( 2∑
h=1
2∑
k=1
n−1hkVYhk
)−1
(∆˜1 − ∆˜2)
Q˜(∆0)− Q˜
(
∆
)
=
(
∆−∆0
)T  2∑
h=1
(
2∑
k=1
n−1hkVYhk
)−1(∆−∆0)
Theorem 13 Let Zhki = (Yhki, Xhki) v Fhk, h = 1, 2, k = 1, 2, i = 1, ..., nk, be independent
random vectors of dimension p+ q with variance matrices of full-rank. For each h = 1, 2 the
random vectors Xhki of dimension q are known to have a common mean. Assume ∆h = ∆0
where
∆h = E(Yh1)− E(Yh2), h = 1, 2
Let n =
∑2
h=1
∑2
k=1 nhk and assume that
nhk
n
→ pihk > 0, h = 1, 2, k = 1, 2 as n→∞. Then
as n→∞
−2 log R˜Y (∆˜) →
p∑
i=1
αiχ
2
(1),i
−2 log
(
R˜Y (∆0)
R˜Y (∆˜)
)
→
p∑
i=1
βiχ
2
(1),i
where the weights are described in the proof.
The first statistic can be used to test
H0 : ∆1 = ∆2
given that
E(Xh1) = E(Xh2), h = 1, 2
The second statistic can be used to test
H0 : ∆1 = ∆2 = ∆0
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given that
∆1 = ∆2 and E(Xh1) = E(Xh2), h = 1, 2
The last result can be used to construct confidence regions for ∆0 by test-inversion.
Proof : The proof follows the lines of the common mean situation. Because
√
n
(
∆˜1 −∆0
∆˜2 −∆0
)
→ N
(
0, Σ˜
)
as n→∞
where
Σ˜11 =
(
2∑
k=1
pi−11k VY1k
)
−
(
2∑
k=1
pi−11k VY X1k
)(
2∑
k=1
pi−11k VX1k
)−1( 2∑
k=1
pi−11k VXY1k
)
Σ˜12 = Σ˜21 = 0
Σ˜22 =
(
2∑
k=1
pi−12k VY2k
)
−
(
2∑
k=1
pi−12k VY X2k
)(
2∑
k=1
pi−12k VX2k
)−1( 2∑
k=1
pi−12k VXY2k
)
and Σ equals
lim
n→∞
n
( ∑2
k=1 n
−1
1k VY1k 0
0
∑2
k=1 n
−1
2k VY2k
)
=
( ∑2
k=1 pi
−1
1k VY1k 0
0
∑2
k=1 pi
−1
2k VY2k
)
it follows that as n→∞
−2 log R˜Y (∆˜)→
p∑
i=1
αiχ
2
(1),i
where χ2(1),i, i = 1, ..., p, are independent chi-squared random variables with one degree of
freedom, and αi, i = 1, ..., p, are the eigenvalues of
[
Σ−1 − Σ−1Z (ZTΣ−1Z)−1 ZTΣ−1] Σ˜.
Taking into account that
Q˜
(
∆
)
=
(
∆˜1 − ∆˜2
)T ( 2∑
h=1
2∑
k=1
n−1hkVYhk
)−1
(∆˜1 − ∆˜2)
the weights are the eigenvalues of the product of
(∑2
h=1
∑2
k=1 pi
−1
hk VYhk
)−1
with
2∑
h=1
( 2∑
k=1
pi−1hk VYhk
)
−
(
2∑
k=1
pi−1hk VY Xhk
)(
2∑
k=1
pi−1hk VXhk
)−1( 2∑
k=1
pi−1hk VXYhk
)
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Also as n→∞
−2 log
(
R˜Y (∆0)
R˜Y (∆˜)
)
→
p∑
i=1
βiχ
2
(1),i
where χ2(1),i, i = 1, ..., p, are independent chi-squared random variables with one degree of
freedom, and βi, i = 1, ..., p, are the eigenvalues of
[
Σ−1Z
(
ZTΣ−1Z
)−1
ZTΣ−1
]
Σ˜. Calcula-
tions show that the elements of Σ−1Z
(
ZTΣ−1Z
)−1
ZTΣ−1 are of the form
(
2∑
k=1
pi−1ak VYak
)−1 2∑
h=1
(
2∑
k=1
pi−1hk VYhk
)−1−1( 2∑
k=1
pi−1bk VYbk
)−1
, a = 1, 2, b = 1, 2
In both cases the eigenvalues may be estimated using consistent estimators instead of un-
known variance matrices, such S˜Yhk =
∑nhk
i=1 w˜hki(Yhki − Y˜hk)(Yhki − Y˜hk)T as an estimator of
VYhk . Q.E.D.
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CHAPTER 5
APPLICATION AND FUTURE
WORK
The use of the EL adjustment method for the difference between means will be illustrated.
The future work will involve adjustment methods for more general parameters of interest
under more general constraints. In addition, new bootstrap methods that involve both
fixed constraints and profiling constraints will be investigated. For simplicity only the two
independent samples situation will be considered.
5.1 Application
After providing details regarding the computational implementation of the EL adjustment
method for the difference between means, an example using data from a randomized clinical
trial will follow.
5.1.1 Computational implementation
As described in Chapter 2, the EL adjustment method for the difference between means
involves the minimization of the two-sample EL criterion
−2
2∑
k=1
nk∑
i=1
log (nkwki)
subject to the four constraints
n1∑
i=1
w1i = 1,
n2∑
j=1
w2j = 1
n1∑
i=1
w1iX1i −
n2∑
j=1
w2jX2j = 0
n1∑
i=1
w1iY1i −
n2∑
j=1
w2jY2j = ∆
The minimized value is denoted by −2 logR(∆).
The EL adjusted estimator for the difference between means has the representation
∆˜ =
n1∑
i=1
w˜1iY1i −
n2∑
j=1
w˜2jY2j
where the adjusted weights are those that minimize the same two-sample EL criterion, but
subject only to the first three constraints
n1∑
i=1
w1i = 1,
n2∑
j=1
w2j = 1
n1∑
i=1
w1iX1i −
n2∑
j=1
w2jX2j = 0
The the minimized value is denoted by −2 logR(∆˜).
Define w∗i , X
∗
i , Y
∗
i , and Z
∗
i , i = 1, ..., n, n = n1 + n2, as
w∗i =
n1
n
w1i, i = 1, ..., n1
w∗n1+ j =
n2
n
w2j, j = 1, ..., n2
X∗i =
n
n1
X1i, i = 1, ..., n1
X∗n1+ j = −
n
n2
X2j, j = 1, ..., n2
Y ∗i =
n
n1
Y1i, i = 1, ..., n1
Y ∗n1+ j = −
n
n2
Y2j, j = 1, ..., n2
Z∗i =
n
n1
, i = 1, ..., n1
Z∗n1+ j = 0, j = 1, ..., n2
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Then the minimization of the two-sample EL criterion subject to the four constraints is
equivalent with the minimization of the one-sample EL criterion
−2
n∑
i=1
log (nw∗i )
subject to the four constraints
n∑
i=1
w∗i = 1
n∑
i=1
w∗iZ
∗
i = 1
n∑
i=1
w∗iX
∗
i = 0
n∑
i=1
w∗i Y
∗
i = ∆
and so computationally the two-sample EL situation is reduced to a one-sample EL situation.
The same is also true for the minimization of the two-sample EL criterion subject to the
three constraints. In addition, the EL adjusted estimator for the difference between means
has the representation
∆˜ =
n∑
i=1
w˜∗i Y
∗
i
where the w˜∗i , i = 1, ..., n, are the solution of the second minimization problem.
Because of these reformulations of the two-sample problems as one-sample problems,
similar to the reformulation of the stratified case as an unstratified case from Wu (2005),
the two-sample EL method for the difference between means can be implemented using
implementations of the EL method for the vector mean, such as the function el.test( ) from
the emplik package (Zhou, 2005) written using the R language (R Development Core Team,
2006). The construction of confidence intervals by test inversion can be done by adapting
the R code from Wu (2005) that implements a bi-section search algorithm.
5.1.2 Example
The data for this example comes from the first treatment period of a randomized, double-
blind, crossover clinical trial of diclofenac plus misoprostol versus acetaminophen in ambu-
latory patients with osteoarthritis of the hip or knee (Pincus et al., 2001). The trial enrolled
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227 patients from 12 ambulatory care settings, out of whom 218 provided data for the first
treatment period. The most important eligibility criteria included being more than 40 years
old, having a Kellgren-Lawrence radiographic grade 2-4 osteoarthritis of the hip or knee, and
having a score of at least 30 mm on a 100 mm visual analog pain scale of the Multidimen-
sional Health Assessment Questionnaire (MDHAQ) (Pincus et al. 1999). Exclusion criteria
included the presence of severe comorbidities or hypersensitivity to any one of the interven-
tion drugs. Patients were randomized to 6 weeks of treatment with either 75 mg diclofenac
and 200 µg misoprostol twice daily, or with 1,000 mg acetaminophen four times daily. To
enable double blinding a placebo was included in each treatment regimen: acetaminophen
placebo to be taken four times daily for the first treatment group, and diclofenac plus miso-
prostol placebo to be taken twice daily for the second treatment group.
The study protocol included five study visits, out of which the first three are of relevance
for this example. Visit 1 was a screening visit to assess eligibility and to ask eligible volunteer
patients to take no medication for osteoarthritis other than propoxyphene as a rescue med-
ication, for a 3-7 day washout period before visit 2. At visit 2 the patients were randomly
assigned to the two treatment groups, given a 45-day supply of the drug and placebo, and
invited to return 6 weeks later for visit 3, when the response to the treatment was assessed.
One of the two primary outcome measures was the visual analog pain scale score of the
MDHAQ, and this will be the outcome of interest for this example. Similar to Pincus et
al. (2001), the difference in the visual analog pain scale score of the MDHAQ between visit
3 and visit 2 will be the outcome (i.e. visit 3 score − visit 2 score), and the visual analog
pain scale score at the screening visit (visit 1) and the baseline visit (visit 2) will be the two
covariables.
For the difference in mean change between the diclofenac plus misoprostol group (n1 =
106) and the acetaminophen group (n2 = 112), the EL adjustment method provides a point
estimate of −10.94 and a corresponding 95% confidence interval (−17.74,−4.08). The p-
value from the test of no difference in mean change between the two groups is 0.0019. The
results are similar with the results of the nonparametric adjustment method, i.e. a point
estimate of −11.13, a 95% confidence interval (−17.82,−4.43), and a p-value of 0.0011, and
also similar with the results of the analysis of covariance, i.e. a point estimate of −11.12, a
95% confidence interval (−18.00,−4.24), and a p-value of 0.0017. These results support the
conclusion that significantly higher levels of improvement in the visual analogue pain scale
score were seen for the diclofenac plus misoprostol than for acetaminophen.
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5.2 Future work
5.2.1 More general parameters of interest and constraints
More generally the parameter of interest θ may be defined as
E [g(Y1, Y2, θ)] = 0
The definition includes the probability that Y1 is greater than Y2, i.e. P (Y1 > Y2).
In the absence of side information, Owen (2001) proposes EL methods for inference on θ
based on the profile EL ratio function
R(θ) = max
w1, w2
{
2∏
k=1
nk∏
i=1
nkwki
∣∣∣∣∣
n1∑
i=1
n2∑
j=1
w1iw2jg(y1i, y2j, θ) = 0
}
Owen (2001) provides only a sketch for the proof that under H0 : θ = θ0
−2 logR(θ0)→ χ2(1) as n→∞
The proposed work will include a rigorous proof for the two-sample EL case without side
information.
The next step will be the extension to the situation with side information of the more
general form
E [h(X1, X2, τ0)] = 0
where τ0 is known (as an expected consequence of the randomization), e.g.
h(x1, x2, τ0) = (x1 − x2)− τ0 and τ0 = 0
for the case of side information of the form E(X1)− E(X2) = 0, and
h(x1, x2, τ0) = I(x1 > x2)− τ0 and τ0 = 1
2
for the case of side information of the form P (X1 > X2) =
1
2
.
For this more general setup, the profiling constraint is
n1∑
i=1
n2∑
j=1
w1iw2jg(y1i, y2j, θ) = 0
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and the fixed constraint that incorporates the side information is
n1∑
i=1
n2∑
j=1
w1iw2jh(x1i, x2j, τ0) = 0
In general the adjusted estimator for θ will be obtained as the solution to
n1∑
i=1
n2∑
j=1
w˜1iw˜2jg(y1i, y2j, θ˜) = 0
where as before the adjusted weights are based on the side information. Confidence intervals
for θ˜ may be constructed by the inversion of adjusted statistics similar to those described in
the previous chapters.
5.2.2 Bootstrap methods
As in the reviewed literature, only methods based on the ET divergence and the EL
divergence will be considered. Even for the one sample situation there are no bootstrap
methods in the literature that use both fixed side information constraints and profiling con-
straints. Biased bootstrap tilting methods, a combination of the biased bootstrap from Hall
and Presnell (1999) and the bootstrap tilting methods from Efron (1981), will be obtained
by first replacing the role of Fn with Few, where the weights w˜ are obtained by minimizing
an ET divergence of the form
n∑
i=1
nwi log (nwi)
or an EL divergence of the form
−
n∑
i=1
log (nwi)
using the fixed side information constraint, e.g.
n∑
i=1
wixi = µx0
corresponding to the side information E(X) = µx0, as in the biased bootstrap methods from
Hall and Presnell (1999).
In the spirit of Efron (1981) F
ew is then embedded in a resampling family of distributions,
each member Fw with weightsw = w(µy) that minimize the ET or the EL divergence subject
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to the fixed constraint and the profiling constraint
n∑
i=1
wixi = µx0,
n∑
i=1
wiyi = µy
The adjusted estimator for E(Y ) is the calibration estimator
µ˜y =
n∑
i=1
w˜iyi
and w˜ = w(µ˜y) shows the embedding.
Alternatively F
ew may be embedded in another resampling family of distributions, each
member Fw with weights w = w(µy) that minimize an ET divergence of the form
n∑
i=1
(
wi
w˜i
)
log
(
wi
w˜i
)
or an EL divergence of the form
−
n∑
i=1
log
(
wi
w˜i
)
subject only to the profiling constraint, e.g.
n∑
i=1
wiyi = µy
Confidence intervals for µy may be constructed by extending the methods from Efron (1981).
Instead of resampling from several members of the resampling families, resampling from F
ew
or even from Fn may be possible by using importance sampling reweighting as in Hesterberg
(1999). The method may be extended to the two independent samples situation to generalize
the methods from Jing and Robinson (1997).
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