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The first portion of this dissertation focuses on the velocity mapped imaging experiments 
that have been used to study the angular distribution of the products of nitric oxide predissociation 
following its excitation to the 11s, 10p, 11p and 9f  Rydberg levels based on the NO+ (X 2Σ+ ) core.  
Ion dip spectra of the Rydberg states were recorded along with velocity-mapped images at the 
major peaks.  Theory is presented based on previous analyses of Hund’s coupling cases (a) and (b) 
and has been modified to include transitions to states of case (d) coupling.  The reasonable 
agreement of the calculated and experimental anisotropy parameters β2 and β4 shows the predictive 
value of the theory. 
The second portion of this dissertation explores high resolution coherent multidimensional 
spectroscopy as an alternative to conventional methods for generating rotationally resolved 
electronic spectra of gas phase molecules.  In addition to revealing information such as the 
relationships among peaks, it can provide clearly recognizable patterns for systems that otherwise 
appear patternless due to rotational congestion.  These patterns depend upon the scanning strategy 
and the corresponding four wave mixing process.  The background and theory necessary for using 
high resolution coherent 3D spectroscopy are presented, including pattern prediction and 
dependence upon rotational constants and quantum numbers.  These tools are then applied to a 
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1.  Introduction to Photofragment Imaging 
 
 The ability to garner detailed information about the kinetics and dynamics of gas phase 
reactions has been an important field of study over the last half century.  The development of 
flash photolysis by George Porter and coworkers1 around 1950 was the first step forward in 
being able to spectroscopically study the reactions of atoms, molecules, and free radicals.  The 
primary spectroscopic tool at the time was absorption spectroscopy, and often it was not possible 
to detect intermediates of reactions that were not present on a long time scale, or products of 
reactions that were too low in concentration to be directly measured.  By recording spectra on a 
one-twenty thousandth of a second time scale from the flash tubes, it was possible to resolve 
spectroscopic lines from species whose concentrations were very small or intermediates whose 
lifetimes were rather short. 
 Later, in 1969, Diesen et al.2 first demonstrated photofragment recoil spectroscopy 
(PRS), and their experiments were an early example of a photofragment translational 
spectroscopy (PTS).  This technique was one of the first to demonstrate the ability to determine 
the angular distribution of products from a photodissociation reaction.  By rotating the direction 
of the linearly polarized photolysis laser using a half-wave plate and taking several 
measurements at different angles with respect to the direction of the molecular beam, Diesen and 
coworkers were able to determine the angular distribution of chlorine ions from the photolysis of 
molecular chlorine.  The chlorine ions were mass selected by the use of a quadrupole mass 
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spectrometer.  Similarly, at the time, Riley and Wilson3 were performing experiments on iodine 
from alkyl halide dissociation. 
Another method used to mass select the products of a photodissociation reaction is time 
of flight mass spectrometry (TOFMS).  In TOFMS, the species of interest is carried by an inert 
gas in a molecular beam, where is it then intersected by the photolysis laser.  The resultant cloud 
of ions and neutrals will be subject to an external electric field, which accelerates any ions into a 
field-free flight tube of known length.  The time of flight of the ions is recorded by a detector, 
and the mass to charge ratio of the ion can be determined from the length of the flight tube and 
the time of flight, as shown by Wiley and McLaren.4   
 
1.1  Molecular Beams 
 
Molecular beams are widely used in the study of gas phase dynamics because molecules 
in molecular beams have several desirable qualities.  Molecules in the beam have a generally 
well defined direction of flow, the local velocity distribution of the molecules in the beam is 
quite small, and the number density of molecules in the beam is low enough that most collisional 
effects are avoided.  The use of nozzle beams employed in the experiments mentioned to this 
point was first proposed by Kantrowitz and Grey5 in 1951, as an improvement upon what was 
referred to as the oven nozzle.  As opposed to the oven beam which worked by effusion through 
two slits, they proposed using a supersonic nozzle.  Expansion from high backing pressure 
behind the nozzle, through a small aperture into a very low pressure region converts most of the 
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random translational and internal energy of the bulk gas into directed translational motion after 
the nozzle.  In both the oven beam and the nozzle beam, a secondary slit, often called a skimmer, 
was placed downstream from the first slit or nozzle to further collimate the beam.  However 
since the supersonic nozzle has some “precollimation” effects on the beam when compared to the 
oven beam, it was proposed that the intensity of the nozzle beam would be appreciably higher 
than the previous oven beam.  
 After several experiments showed the beam intensities and velocity distributions did not 
quite come to match the theory proposed by Kantrowitz and Grey, Anderson and Fenn6 then 
refined the theory of nozzle beams.  In their approach it was assumed that the gas stream at the 
skimmer entrance has a three-dimensional Maxwell distribution of molecular velocities for 
stream temperature Ts, superimposed on the stream flow velocity vs.  They further assumed that 
upon entering the skimmer, the molecules would no longer undergo collisions with each other or 
with the walls of the skimmer, meaning the trajectories and velocities of the molecules in the 
final beam are the same as those of the molecules entering the skimmer.  Under these conditions, 
Anderson and Fenn were able to determine Ts and vs as follows: 
                                                                               
                                                     
where M is the Mach number, defined as the ratio of the average speed to the local speed of 
sound, γ is the specific heat ratio CP/CV of the gas, k is the Boltzmann constant, m is the mass of 
the species in the beam, and T0 is the nozzle stagnation temperature.  With increasing Mach 
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number the velocity distribution narrows, and the peak of the distribution shifts towards higher 
velocity.  The terminal Mach number sets the conditions where collisions in the beam stop, and  
                                                       
where Kn is the Knudsen number, which is related to the mean free path of the species in the 
beam.  In this case, , where D is the diameter of the nozzle, S is the effective 
molecular collisional cross section at the nozzle, and n0
 is the stagnation number density.  The 
beam intensity a distance l downstream from the skimmer thus will be:  
                                              
where As is the skimmer entrance area and ns is the number density at the entrance to the 
skimmer.  This statement holds true for Mach numbers greater than 3.  The number density at the 
skimmer entrance is approximately related to the stagnation number density by the expression   
ns ≈ .157 n0 (l/D)-2, where this expression assumes ideal gas behavior, and a distance l that is at 
least four times larger than D.  Finally, the beam intensity for a distance r off the axis of the 
beam, at a distance l downstream from the skimmer will be: 
                                





1.2  State Selective Techniques 
 
 By employing electron impact ionization and mass spectrometric detection, experiments 
to this point in time had the ability to be product selective, however the selectivity was achieved 
through the mass of the product and thus was not quantum state specific.7   
 
1.2.1  Laser Induced Fluorescence 
 
When tunable laser sources became more commonplace in the laboratory setting, several 
state selective methods came about.  In 1972, Zare and coworkers8 performed laser induced 
fluorescence (LIF) experiments on the product barium oxide from the reaction of Ba + O2 in a 
molecular beam.  By scanning a tunable dye laser through many v”, J”  v’, J’ transitions in the 
A-X band system of BaO and by monitoring the resultant fluorescence, they were able to 
determine the vibrational-rotational distribution of the products of the reaction in the molecular 







1.2.2  Resonance Enhanced Multiphoton Ionization 
 
Another method that was made possible by the advent of tunable laser systems is 
resonance enhanced multi-photon ionization (REMPI).  Like LIF, REMPI allows the observer to 
determine the quantum states of the products of molecular beam experiments.  Whereas LIF to 
this point had been used to detect the quantum states of products from these reactions, employing 
a REMPI tagging scheme in these experiments allows for the selection of the quantum state of 
the product ions, which are then detected by another means, such as an electron multiplier or 
multichannel plate detector.  In an experiment using REMPI tagging, a photolysis laser breaks a 
bond in a species in the molecular beam, and one of the two products of that bond cleavage is 
ionized via a REMPI scheme.  It is also possible to detect the products of collisions using this 
technique, for the example of dual molecular beams, a product of photolysis in one beam parallel 
to another could cause reactive collisions in the second beam, and REMPI can then be used to 
ionize a product of the collision. 
 For many neutral products of molecular beam reactions, photoionization requires the 
absorption of more than one visible-to-ultraviolet photon of light.  The probability of such a 
multiphoton excitation occurring is greatly increased when there is a real excited electronic state 
of the neutral product that is resonant with the frequency of one of the photons involved in the 
REMPI tagging.  It is possible to use this technique such that 1 or more photon energies can be 
required to reach this excited electronic state, however it is necessary that there be sufficient 
overlap between the states that the transition probability is larger than zero.  Also, the excited 
state must have a long enough lifetime to allow the absorption of yet another photon, which will 
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have sufficient energy to ionize the product from the excited electronic state.9  If one or two 
photons is required to reach the intermediate electronic state, it is referred to as 1+1 REMPI or 
2+1 REMPI respectfully.  Also, if the final ionizing photon is of the same frequency as the 
excitation photons, as opposed to being of a different frequency, it would be referred to as 2+1 
REMPI as opposed to 2+1’ REMPI respectfully.  Figure 1.1 shows an excitation diagram that 
represents a common 2+1 REMPI scheme. 
                                                                  
 
In Figure 1.1, ν1 represents the frequency of the photolysis laser.  For 2+1 REMPI tagging of 
product A, there must be a real excited electronic state denoted A*, that is 2ν2 in energy higher 
than the resultant state of product A, and this state must have a nonzero two photon transition 
possibility, and also have a sufficiently long lifetime to allow the absorption of another photon of 
Figure 1.1. Excitation diagram of a 2+1 REMPI process.  One photon of frequency ν1 
has sufficient energy to break the bond between the A and B fragment of species AB.  
Frequency ν2 is used in the 2+1 REMPI tagging of product A, and frequency ν2’ is used 
in the 2+1 REMPI tagging of product B.7 
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ν2 which ionizes product A.  Figure 1.1 also shows an analogous process for product B using a 
tagging laser frequency of ν2’. 
 A photolysis event occurs in the volume with which the profile of the laser overlaps the 
volume of molecular beam, and at that instant in time the products of the event begin expanding 
in a series of concentric spheres, called Newton spheres.7  The velocity at which the products 
recoil from each other, forming these spheres, is related to the amount of energy of the incident 
photolysis photon, as well as the dissociation energy, and the amount of internal energy that 
remains in the products.  For the example of the dissociation of species AB into products A and 
B in Figure 1.1, the total energy equation would be: 
                   Ephoton = Edissociation, AB + Einternal, A + Einternal, B + ½mAvA
2 + ½mBvB
2 . 
The REMPI lasers must interact with the product some time after the photolysis event has 
occurred, and therefore the products of the reaction will be expanding with some nonzero 
velocity.  Any product that has a component of its velocity vector in the direction either towards 
or away from the incoming REMPI laser field will resonantly absorb light either at a slightly 
higher or lower frequency when compared to a stationary product or a product moving exactly 
perpendicular to the field.  The frequency of the REMPI laser must then be scanned over a small 
range of frequencies, which corresponds to the Doppler profile.  Failure to do so will result in 






1.3  Velocity Map Imaging 
 
 The next important advancement in the field of photofragment imaging came in 1987 
when David Chandler and Paul Houston10 laid the foundation for a technique that became known 
as velocity map imaging (VMI).  By employing a REMPI scheme and utilizing the Doppler 
technique to ionize the quantum state selected products in the resulting Newton spheres from a 
molecular beam experiment, they were able to detect a two dimensional projection of the three 
dimensional spatial distribution of the desired product ion.  Figure 1.2 shows a diagram of the 
steps involved in velocity map imaging.  
                                
 
 
The first step is the photodissociation of molecules in a molecular beam with linearly polarized 
light whose polarization direction is parallel to the face of the detector.  The next step is the 
Figure 1.2.  A schematic diagram of the steps involved for measuring Newton 
spheres from dissociation via imaging.  See text for details. 
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ionization of the products of the photodissociation that form Newton spheres by REMPI or 
another ionization scheme.  The ions then interact with the two dimensional position sensitive 
detector, forming a 2D projection of the Newton spheres.  Finally, the two dimensional 
projection is mathematically converted back to a three dimensional data set.7  A technique 
proposed by Arthur Suits11, where the CCD camera that captures the image can be timed to only 
record what would be the “center slice” of the Newton sphere, makes the mathematical 
transformation of the image much simpler. 
 
1.3.1  Electrostatic Lens 
 
 About a decade later, Eppink and Parker12 incorporated an electrostatic lens into the VMI 
technique to address blurring issues present in the experiments to this point.  Since the 
interaction volume between the molecular beam and the waist of the ionizing lasers is not 
infinitely small, particles in the Newton spheres that are ionized and then accelerated towards the 
detector will have small spatial differentiations due to the slightly different locations where they 
are ionized.  The electrostatic lens consists of three spaced, circular electrodes, which in order 
starting from the molecular beam side of the apparatus are referred to as the repeller, the 
extractor, and the ground electrode.  During an experiment, photodissociation and ionization 
occur at a point between the repeller and extractor electrodes, both to which positive voltages are 
applied.  The lens serves to “focus” the ions created with the same velocity to the same position 
on the 2D detector, regardless of where in the interaction volume the ion is generated.  The 
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spacing between the electrodes and the ratio of the voltages applied to the repeller and extractor 
determine the specifics of the electric field experienced by the resultant ions, which can be 
simulated prior to experimentation using software such as Simion 6.0.13  Figure 1.3 shows 
simulated trajectories for ions generated in a finite volume, interacting with the electrostatic lens. 
                                 
 
The images utilizing the electrostatic lens have significantly better resolution than the previous 
images taken using grid electrodes, which limited transmission, could affect trajectory, and did 
not compensate for the nonzero interaction volume between the input fields and the molecular 
Figure 1.3. a) Total view of the simulated ion trajectories.  b-d) Focused view showing that 
for each point in the 3mm ionization length of the incident laser, ions are generated with 
several trajectories, simulating spherical expansion.  Regardless of the location at which 
the ions generated, the trajectories come together at the focal plane, with 1, 2, and 3 in 
panel d) illustrating 0°/180°, 45°/135°, and 90° ejection respectively.12 
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beam.  Figure 1.4 shows an example of images of O+ ions from O2 3dπ ( 3Σ1g
- ) (v = 2, N = 2)  
X 3Σg
- Rydberg excitation around 225 nm.12 




Vrakking and coworkers14 soon after incorporated an einzel lens in conjunction with the 
electrostatic lens proposed by Eppink and Parker.  By manipulating the charge ratio of the plate 
electrodes in the einzel lens, it became possible to magnify or reduce the size of the image 




Figure 1.4. a) O+ ion image measured with the fine mesh grid.  b) The same 
imaged measured with the electrostatic lens.12 
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1.3.2  Ion Counting 
 
 One further step to the improvement of image resolution came with a technique 
developed by Paul Houston and coworkers15 referred to as ion counting.  When a single ion 
impacts a position sensitive detector, such as the MCP/Phosphor assembly used in VMI 
experiments, an area of about 5x5 pixels of signal is recorded by the image intensified CCD 
camera for each ion hit.  The intensity distribution of this area approximately follows a two 
dimensional Gaussian profile, with the center of mass of the charge distribution for a single ion 
located at the peak.  For thousands of ion events per image, this effect can cause significant 
blurring of the data.  The ion counting approach analyzing each event as it is recorded, finding 
the centroid of the area associated with each ion impact and replacing that area of pixels with a 
single pixel.  The accumulated assembly of single pixel events results in an image with better 
defined features and should facilitate the subsequent analysis. 
 
1.3.3  Image Reconstruction 
 
Once the 3D Newton sphere of products is collapsed onto the 2D imaging detector, or 
similarly, once the center slice of the sphere is captured on the detector, steps must be taken to 
mathematically reconstruct the three dimensional data.  For systems with cylindrical symmetry it 
is possible to convert the two dimensional projection from the detector into a three dimensional 
velocity distribution using the inverse Abel transform.  However, when there is alignment in the 
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system, it is often not possible to directly invert the data.  Many of these studies require the use 
of a forward convolution method, where images are simulated based on a trial scattering 
distribution and compared with the experimental data, or conversely simulating and fitting a set 
of basis images and comparing to the experimental image in order to extract the parameters of 
interest.  A common program that employs the latter procedure is Basis Set Expansion 
(BASEX),16 which expands the 2D projection in a basis set of functions that are analytical 
projections of well-behaved Gaussian-like functions.  Polar Basis Set Expansion (pBASEX)17 
differs from BASEX in that pBASEX first converts the detected image to polar coordinates prior 
to inversion, which results in the noise from the conversion being localized to the center of the 
image as opposed to along a central line as is found when utilizing BASEX. 
 
1.4  Interpretation of the VMI Data 
1.4.1  Velocity 
 
 
 When the product of a photodissociation event is ionized and detected by VMI, assuming 
the experiment is planned correctly and the instrumentation is functioning properly, the resulting 
data will appear as concentric rings on the 2D position sensitive detector.  Determining the 
velocities of the product ions is relatively straight forward.  The time of flight on the ions is 
measured during the experiment, again it is defined as the difference between the time ionization 
of the product and time the ions are detected.  The distance at which a ring of ions appears from 
the center of the detector, along with the time of flight, gives one of the vector components of the 
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total velocity vector.  For example, product ions with higher velocities will form rings further 
from the center of the detector than ions with lower velocity.  Since the distance between where 
the ionization laser interacts with the products of photodissociation from the molecular beam and 
the detector is also known prior to the experiment from the instrumentation schematics, the angle 
of the trajectory of the product is also known.  From these pieces of information, the velocities 
and therefore the kinetic energies of the product ions can be determined. 
 
 
1.4.2  Angular Distribution 
 
 The other characteristic of the data besides the distance of the ring from the center of the 
image, is the weighting or alignment of the ring itself.  While it is certainly possible for a ring of 
data to be completely homogeneous over the entire circumference of the ring, that is not always 
the case.  Often it is found that certain sections of the ring, whether it be along the north and 
south “poles” of the ring, or along an equatorial line, there is a heavier concentration of ion 
impacts than in other sections of the ring.  This anisotropy must be due to the interaction of some 
characteristic of the molecule with the linearly-polarized input laser fields.  Zare and 
Herschbach18 proposed that the angular distribution of the products of photodissociation would 
be determined by the orientation of the electronic transition dipole moment in the molecule and 
the direction of the polarization of the exciting light.  Their 1963 paper describes in detail the 
case by case analysis for diatomic molecules.  When dealing with a diatomic dissociation are 
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four cases to consider, since the transition dipole moment µ can either be parallel or 
perpendicular to the molecular axis, and the recoil velocity v can either be in the direction of the 
molecular axis or perpendicular to it (quantities in boldface denote vector quantities).   
 The orientation of the transition dipole moment of the molecule of interest can be 
identified from the symmetry properties of the initial and final molecular states.  Zare and 
Herschbach18 enumerated the possible transitions, and showed that the allowed Σ  Σ, Π  Π, 
and Δ  Δ transitions are parallel orientation, and that Σ  Π and Π  Δ transitions are 
perpendicular orientation of µ.  For a diatomic molecule, with the polarization of the electric 
field ε set along the Z-axis, the angular distributions I(θ) for the four cases all have the form of a 
characteristic dipole interaction, 1 + aP2(cos θ), where P2 is the second Legendre polynomial.  
With ε polarized in the Z-direction, one limiting case of I(θ) is in the case of axial recoil, recoil 
along the molecular axis, when the transition dipole moment is parallel, leading to I(θ) = 1 + 
2P2(cos θ).  The other limiting case is for transverse recoil, recoil perpendicular to the molecular 
axis, when µ is parallel, or similarly for axial recoil when µ is perpendicular.  This leads to I(θ) = 
1 – P2(cos θ), where the angle θ is the ordinary polar coordinate that along with φ relate the z 
coordinate to the Z-axis relative to the XY plane in the laboratory frame.  The expression is then 
normalized over the solid angle and reduced to a more general form: 
                             
where P2(cos θ) = ½ (3cos2θ – 1), and β is defined as the anisotropy parameter.  This expression 
for I(θ) is most effective when the timescale of dissociation is much faster than the rotational 
period of the parent molecule.  Reactions where dissociation lifetimes are on the scale of or 
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longer than the rotational period will have measured angular distributions that can be artificially 
isotropic.  The anisotropy parameter can be expressed as an average over the distribution of an 
angle γ, which is defined as the angle between µ and v: 
                                                      . 
As γ increases from 0 to π/2, β decreases from 2 to -1.  Reaffirming what was seen in the limiting 
cases for diatomics, β = 2 describes the transition where µ is parallel to v, and β = -1 describes 
the transition where µ is perpendicular to v.  A value of β = 0 describes a completely isotropic 
angular distribution of products. 
 The above expression for the angular distribution I(θ) is most accurate when there is no 
alignment in the sample, which holds true for many cases of molecules in molecular beams.  
However in the case of a multistep photodissociation process using linearly polarized laser 
sources, it is possible for the first laser in the sequence to excite the molecule to a state that has 
an aligned vector for the rotational angular momentum.  If the molecule dissociates on a shorter 
timescale than the timescale required for the molecule to depolarize, a different expression 
should be used to fit the angular distribution data.19  The proper function for data where some 
alignment is suspected is: 
         
where β2 and β4 are the anisotropy parameters and P4(cos θ) = ⅛(35cos4θ – 30cos2θ + 3).  If a fit 
of the angular distribution data yield a value of zero for β4, then there was no alignment of the 
angular momentum vector in the sample. 
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1.5  Hund’s cases 
 
 When considering the rotational-vibrational energy levels and wavefunctions of diatomic 
molecules, it is necessary to consider the couplings between the different angular momenta 
present in the molecule.  Hund’s cases (a) – (d) describe circumstances where certain couplings 
dominate over others.  Most diatomic systems can be classified as closely following one or a 
mixture of Hund’s cases.  Cases (a), (b), and (d) are of particular relevance to the work on nitric 
oxide by Houston and coworkers.19 
 In the Hund’s case (a) coupling scheme, the electronic orbital angular momentum L and 
the electronic spin angular momentum S are both tied to the internuclear axis, while the nuclear 
rotational angular momentum R is at right angles to the internuclear axis.  The total angular 
momentum J is the vector sum of R and Ω, which is the sum of Λ and Σ, which are the 
projections of L and S respectively on the internuclear axis, and J makes a projection M (or MJ) 
on the space-fixed Z-axis as shown by Figure 1.5.20 
19 
 
                                             
 
 
In the simplest limit, the rotational Hamiltonian is Hrot = B(r)R
2, where B(r) is the rotational 
constant, and R = N – L, where N is the total angular momentum excluding electronic spin, or 
equivalently N = J – S.  For diatomics with one electron in the highest occupied molecular 
orbital, additional terms must be considered.  In a 2Σ state (S = ½ and Λ = 0), a spin-rotation 
coupling term γ(r)N ∙ S = γ(r) (J – S) ∙ S must be included.  The rotational Hamiltonian then 
becomes Hrot = B(r)R
2 + γ(r) (J – S) ∙ S, and the energies become E = BvN(N + 1) + ½γvN where 
J = N + ½ and E = BvN(N + 1) – ½γv(N + 1) where J = N – ½.  In a 2Π state (S = ½ and Λ = ±1), 
a spin-orbit interaction term must be included, which is approximated as HSO = A(r)L ∙ S.  The 
energies are then E = Bv{(J – ½)(J + 3/2) ± ½[4(J + ½)2 + Y(Y – 4)]1/2} where J = N ± ½ and Y 
is defined as the ratio of Av/Bv.
20 
Figure 1.5.  Vector diagram for Hund’s case (a) coupling. 
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 With increasing rotation, the N ∙ S coupling term begins to dominate the rotational part of 
the Hamiltonian when compared to the L ∙ S spin-orbit coupling term.  In this case, S uncouples 
from the internuclear axis and recouples to N, which is referred to as Hund’s case (b).  The total 
angular momentum J is now a vector sum of N and S, as is shown in Figure 1.6. 
                                           
 
 
The wavefunctions for the energy levels J = N + ½ and J = N – ½ (often referred to as F1 and F2 
respectively) become equally weighted linear combinations of the case (a) wavefunctions.20 
 Hund’s case (c) coupling is commonly seen in diatomics with heavy nuclei, where the 
spin-orbit interaction becomes very large and the coupling between L and S becomes stronger 
than the electrostatic interaction between L and the internuclear axis.  Hund’s case (d) describes 
Figure 1.6.  Vector diagram for Hund’s case (b) coupling. 
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the opposite extreme, where the interaction between L and R is so strong that L uncouples from 
the internuclear axis and recouples to R, as shown in Figure 1.7. 
                                                    
 
 
In the limit of very large rotation, such as the case of Rydberg’s where the Rydberg electron only 
weakly interacts with the molecular core, Hund’s case (d) is a limiting case of Hund’s case (b).  





Figure 1.7.  Vector diagram for Hund’s case (d) coupling. 
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1.6  Background on NO 
  
 The Rydberg series of nitric oxide have been a subject of interest for quite some time, 
however until more recently, there had been few studies of the angular distribution of the 
products of NO dissociation through Rydberg states.   
 
1.6.1  Rydberg States 
 
 Rydberg states of atoms and molecules are (often highly) electronically excited states 
whose spectroscopic assignment follow the Rydberg formula, which was proposed by Johannes 
Rydberg in the late nineteenth century.  The formula for a hydrogen-like element is:  
                                                    
where R is the Rydberg constant, Z is the atomic number of the element, and n1 and n2 are 
principle quantum numbers such that n1 > n2.  Rydberg molecules are generally not one electron 
systems themselves, however the Rydberg electron in the molecule can be excited to such an 
energy where its behavior is similar to that of an electron interacting with an ionic core.  
Typically the excitation energy of the Rydberg electron approaches an ionization limit of the 
molecule, with many Rydberg states converging as the ionization potential is reached.  If there 
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are more than one stable mono-cationic forms of the molecular ion, several Rydberg series are 
possible.   
 While the principle of the Rydberg formula can apply to Rydberg states of molecules, 
factors not encountered in the hydrogen-like formula must be considered.  For Rydberg 
molecules, especially those where the Rydberg electron has low n or a low value of the orbital 
angular momentum, the quantum defect parameter, δl, becomes important.  The quantum defect 
is a measure of the penetration of the Rydberg electron into the region of the electron distribution 
of the ion-like core, and represents a phase shift in the radial portion of the Rydberg electron 
wavefunction relative to its hydrogenic form.21  In the limiting case where there is essentially no 
interaction between the Rydberg electron and the ionic core, such as in Hund’s coupling case (d), 
the energy can be approximated as the sum of the core energy and the energy of the Rydberg 
electron.  The equation is: 
                        
where I0 is the adiabatic ionization energy, and E(v
+, N+, …) is the ionic core rotational-
vibrational energy.  However since most systems are not pure representations of Hund’s case (d), 
it is necessary to consider some electrostatic coupling between the Rydberg electron’s angular 
momentum with the core’s rotational angular momentum, which approaches Hund’s case (b).  In 
Hund’s case (b), v+ and N+ are no longer good quantum numbers, however the projection of the 
Rydberg electron’s angular momentum onto the internuclear axis becomes well defined, and Λ 
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or λ becomes a good quantum number.  In the limit of case (b) coupling, the energy expression is 
now approximated as: 
                           
Note that the coupling results in a series of rotational energy levels built on each vibronic level 
associated with v, l, and λ.21  For states where the Rydberg electron has low values of n and/or l, 
Hund’s case (b) coupling is a better estimation, where states with higher n tend to have more 
Hund’s case (d) character. 
 
1.6.2  Spectroscopy of NO 
 
Early work by Miescher and coworkers22,23 used absorption spectroscopy of cold NO to 
establish an “atlas” of the energetic requirements to access many Rydberg series in the region of 
the first three (v = 0, 1, 2) ionization limits of NO.   Soon after, Zakheim and Johnson24 
examined the multiphoton ionization spectrum of NO cooled by supersonic expansion.  They 
proposed that since the ground state electronic structure of NO consists of a single loosely bound 
electron outside of a filled core, the excited states leading up to the first ionization potential 
should be Rydberg-like states, where the weakly bound electron is in an atomic-like orbital.  
With the highest occupied orbital in ground state NO acting much like a d orbital, atomic-like 
selection rules should apply, and single photon excitation would predominantly result in 
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excitation to p or f type Rydberg states.  Even though this was not the case for all of the states 
observed, their examination of predissociation from various Rydberg states was noteworthy. 
Anezaki et. al.25 used two-color multiphoton ionization to examine the Rdyberg states 
above the ionization threshold of NO, and fluorescence dip spectroscopy to examine those below 
the threshold.  All Rydberg levels were accessed via the A 2Σ+ intermediate state, which has a 
mixed configuration of 3sσ with 5% d and a small amount of p character.  Only ns, np, and nf 
Rydberg states of NO were observed from this excitation scheme.  While the A 2Σ+ (3s) state 
belongs to Hund’s coupling case (b), it was observed that Rydberg states with higher principle 
quantum number mixed in more and more case (d) coupling as n increased.  They proposed that 
the molecular wavefunctions in this scenario could be expressed by a linear combination of the 
basis set of case (b), where the coefficients would be variation parameters.  For the f complex, 
the rotational structure of the observed spectra showed the branches increasing in energy 
separation as N increased, which indicates an intermediate case between cases (b) and (d).  The 
rotational energies of the A state (case (b)) are given by BN”(N” + 1) while the energies of pure 
case (d) are given by BR’(R’ + 1), and the branches occur by the selection rule R’ – N” = 0, ±2.  
The numerical energies can be obtained by matrix diagonalization and fit to the form  
TΛ
ev = TΣ
ev + CΛ2, where TΛev are the pure Hund’s case (b) energies, and C is the energy 
splitting of the vibronic sublevels.  The degree of case (d) coupling can be evaluated by the ratio 
of C to the rotational constant, with C = 0 meaning the sublevels are completely degenerate, 
indicating pure case (d).  For the p complex, the spectra showed some resolution of the vibronic 
sublevels for moderate values of n, which again indicates an intermediate between cases (b) and 
(d), and resulted in the selection rule R’ – N” = 0.  For lower values of n, more case (b) behavior 
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in the spectra was evident.  For the s complex, there is no orbital angular momentum and the 
difference between Hund’s case (b) and (d) disappears, and the rotational energy is given by the 
expression E = Tev + BN(N + 1). 
 The ability to express Hund’s case (d) wavefunctions as linear combinations of case (b) 
wavefunctions25, and thus case (a) wavefunctions20 is important when predicting the angular 
distribution of the products of dissociation from excitation to Rydberg states.  Consider a state  
|J M>, where J precesses uniformly about, and makes a projection M onto, the Z axis.  The 
probability of finding J making a projection M’ onto a new axis called Z’, which shares an origin 
with the Z axis but is rotated by an angle θ is: 
                                                 | DJM’ M (φ, θ, χ) |2 = [ dJM’ M (θ) ]2 
where the two Euler angles φ and χ represent azimuthal rotation about the old and new Z axes 
and play no role in the probability interpretation.20  Figure 1.8 displays the vector model picture 








When recalling Figure 1.5 which shows the vector diagram for Hund’s coupling case (a), one 
will note that J makes a projection M onto the Z axis, and also makes a projection Ω onto the 
internuclear axis, also called the z axis.  Comparing to Figure 1.8, with Ω analogous to M’ and 
the internuclear axis analogous to the Z’ axis, it is possible to relate the Z and internuclear axes 
by the angle θ.  Thus the ability to express Hund’s case (b) and (d) wavefunctions, and the 
intermediate cases, in terms of the case (a) wavefunctions allows for the determination of the two 
projections of J.  In the limit of axial recoil of the products of photodissociation (which is the 
case for NO), it is then possible to predict the angular distribution of the products for the above 
mentioned coupling cases.  Figure 1.8 was reproduced with permission from reference 20. 
 Expanding somewhat on the work by Anezaki et. al., Geng et. al.26 used two-color 
resonant four wave mixing spectroscopy to obtain the spectra of the ns, np, and nf Rydberg series 
Figure 1.8.  Vector model picture for the rotation of the state function |J M> 
from Z to Z’ by the angle θ. 
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of NO, with n both above and below the first ionization potential.  Rydberg states were accessed 
via the (A 2Σ+, v =0, N = 2, J = 1.5)  (X 2Π, v = 0, N = 1, J = 0.5) transition, as opposed to the 
work by Anezaki et. al. where most of the Rydberg states observed were accessed via an A 2Σ+,   
v =1 state.  For the ns states, they reaffirm pure Hund’s case (b) coupling due to the lack of 
orbital angular momentum of the Rydberg electron, and the rotational energies are E = T + BN(N 
+ 1), where T is the term value and B is the rotational constant, as before.  Similarly for the nf 
states, they reaffirm the intermediate case between (b) and (d), and were able to reproduce the 
selection rules and calculations of the parameter C by Anezaki et. al.25  The authors note that in 
contrast to the relatively sharp transition lines found in the ns and nf spectra for NO, there are 
some broad features present in the np spectra.  These diffuse features are likely due to fast 
predissociation.  In pure Hund’s case (b), the np complex consists of three states: np 2Π+, np 2Π-, 
and np 2Σ+.  The np 2Π+ and np 2Π- states can interact with valence states B 2Π and/or L 2Π, 
which both converge to the N(2D) + O(3P) dissociation limit.  Figure 1.9 shows several pertinent 
potential energy curves and the positions of the various dissociating limits for NO.27  This 
interaction between the np 2Π+, np 2Π- states above the dissociation limit, and the B 2Π, L 2Π 





                           
  
 Bakker et. al.27 performed some of the first experiments that investigated the angular 
distribution of products from NO dissociation.  N+ was imaged from the N(2D) + O(3P) channel, 
and O+ was imaged from both the N(2D) + O(3P) and N(4S) + O(3P) channels.  Angular 
distributions of the products are reported, and the alignment of products when fitting to the β 
parameters is discussed.  It was found that fitting the angular distribution data using β2 and β4 did 
not provide a significant improvement over fitting with only β2, meaning there was little 
alignment caused by the pump laser.  The laser promoting the A – X transition was set to a 
Figure 1.9.  Potential energy curves for NO, showing the positions of the dissociation 
limits and of the valence curves correlating with them.27 
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different bandhead than the one used by Geng et. al.26 and Houston and coworkers,19 which 
causes some disparity in the findings upon comparison.  A more detailed analysis of this 
comparison is forthcoming in the subsequent chapter. 
 Finally, experiments by Cosofret, Lambert, and Houston28 examined several Rydberg 
states of jet-cooled NO, taking velocity mapped images of O+ from the N(2D) + O(3P) channel.  
A theoretical approach for calculating the angular distributions of photoproducts from two 
photon excitation of NO to Rydberg levels is presented, beginning with a one photon excitation 
of Hund’s case (a) states, expanding that to two photon excitation of case (a) states, and then 
modifying the result to apply to two photon excitation of Hund’s case (b) states.  The calculated 
angular distributions aided in assigning peaks in the ionization spectra of various Rydberg bands 
in NO.  Also the angular distribution data, along with the presence or absence of peaks or 
branches in the ionization spectra of the investigated Rydberg bands, allowed for the 
determination of the character of the intermediate state in the two photon excitation scheme.   
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2.  NO Dissociation through ns, np, and nf Rydberg States: Angular Distributions 
 
Velocity-mapped imaging and theoretical calculations have been used to study the 
angular distribution of the products of NO predissociation following its excitation to the 11s, 
10p, 11p and 9f  Rydberg levels based on the NO+ (X 2Σ+ ) core.  The Rydberg states were 
reached from the NO (A 2Σ+, v =0, N = 2, J = 1.5) level prepared with strong alignment by 
excitation with linear polarization from NO (X 2Π, v = 0, N = 1, J = 0.5).  Ion dip spectra of the 
Rydberg states were recorded along with velocity-mapped images at the major peaks.  The 
results are compared to calculations based on a previous theoretical approach modified to include 
transitions to states of Hund’s case (d) coupling.  The reasonable agreement shows the predictive 
value of the theory.  The theory has also been used to reassess and explain previous results and to 
understand variations in the rate of photodissociation with components of the 10p and 11p 
Rydberg states. 
 
2.1  Introduction  
   
The use of multiphoton excitation techniques has made it possible to examine in detail 
the Rydberg states of a great number of molecules, leading in many cases to a better 
understanding of their structure, spectroscopy, and behavior.  The nitric oxide molecule in 
particular has been an interesting test case.1-13  Of special note is the early work by Meischer, 
Jungen, Fredin, Gauyacq and others.  Jungen and Meischer first reported observation of the first 
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two bands of the nf Rydberg series of NO and analyzed their rotational structure.1  Meischer and 
Huber subsequently published a review article on the electron spectroscopy of the NO molecule 
focusing on the Rydberg structure.2  The s and d Rydberg series of NO were later analyzed by 
Fredin et al.,3 and these bands were important to the development of multichannel quantum 
defect analysis.  Raoult et al. continued the investigation of nf and np Rydberg states by studying 
their linear Zeeman effect, again using a multichannnel quantum defect approach for the 
analysis.  Following these pioneering studies, Anezaki et al.6 investigated the spectroscopy of the 
ns, np, and nf Rydberg states built on the NO+ (X 2Σ+) core using fluorescence dip spectroscopy 
in a supersonic free jet. This work was followed by further spectroscopic study7 as well as 
investigations into the dissociation dynamics.8,9    Geng et al.10,11 and Kobayashi et al.13 provided 
further spectroscopic detail using two-color four-wave mixing spectroscopy.  It appears that the 
only report of the angular and velocity distribution of the N + O products followed the 
investigation by Bakker et al.,12 who used velocity mapped imaging to monitor the O(3P) and 
N(2D) products produced in the multiphoton dissociation of NO using light at 226 and 355 nm.   
The angular distribution of photoproducts as a function of excitation frequency, rotational 
constant and level, and lifetime has been discussed by Kim et al.14  The theory they present 
applies to any dissociating molecule whose states can be described as behaving as a mixture of 
Hund’s case (a) and (b).  While for NO the coupling in the ground state is close to Hund’s case 
(a) and in the first excited state is close to Hund’s case (b), the coupling in the Rydberg states for 
the np and nf levels is most closely described by a mixture of Hund’s case (b) and (d).  One 
purpose of the investigation reported here was to extend and test the theory to Hund’s case (d) 
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molecules.  A second objective was to improve our understanding of the interaction between the 
Rydberg levels and the dissociative levels leading to products. 
 
2.2  Experiment 
 
The experiment is carried out in a stainless steel reaction chamber where the interaction 
region of the chamber is kept at ~1 x 10-7 Torr while the supersonic jet system is running.  The 
molecular beam is generated when a gas mixture of 1:5 NO (Matheson, Chemically Pure) to He 
(Matheson, Ultra High Purity) with a backing pressure of 2 psi above atmosphere passes through 
a 0.5 mm diameter aperture, pulsed jet nozzle into a source chamber of pressure ~2 x 10-5 Torr.  
The pulsed molecular beam then travels through a 0.5 mm diameter skimmer located 1 cm 
downstream from the nozzle.  Source and interaction chamber pressures are maintained using a 
Varian TV2K-G turbo pump, and an Oerlikon 1000C Turbovac turbo pump, respectively.  
Varian SD-700 mechanical pumps back both turbo pumps. 
To achieve the desired excitation scheme, the first of the two pump lasers must be set to 
the transition energy for the A (2Σ+) (v’ = 0, N’ = 2, J’ = 1.5)  X (2Π1/2) (v” = 0, N” = 1, J” = 
0.5) transition of NO, which is approximately at λ1 = 226.1 nm.  Laser pulses at this wavelength 
are generated when the third harmonic of a Spectra Physics DCR-3 neodymium:yttrium 
aluminum garnet (Nd:YAG) laser pumps a PDL-1 dye laser using Coumarin 450.  The 
fundamental output of the dye laser is then doubled using an Inrad Autotracker.  The doubled 
light at wavelength λ 1 then passes through two neutral density filters to reduce the energy per 
pulse to about 10 µJ.  The second pump laser operates in the λ 2 = 335-355 nm range.  The 
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second harmonic of a Spectra Physics GCR-200 Nd:YAG laser pumps a Lambda Physik 
SCANmate dye laser, using LDS 698 (Exciton dyes), which is then doubled to provide output at 
wavelength λ2.   
The locations of the various Rydberg transitions are determined using a type of dip spectroscopy 
with λ1 and λ2.  Two photons of λ1 have sufficient energy to ionize NO to NO+.  However, when 
λ2 is scanned to the appropriate wavelength such that the energy corresponding to λ1 and λ2 is 
equal to the energy of a Rydberg state, some population of NO in the A state is excited to the 
Rydberg rather than being ionized, and the NO+ signal is reduced.   
Once the λ2 values for the various Rydberg states were determined, the N(2D3/2) 
photofragment is probed by three-photon ionization near 268.9 nm via the 3p 2S1/2 state.
15 The 
sibling fragment is primarily O(3P2).  Probe laser pulses are generated when the third harmonic 
of a Spectra Physics GCR-270 Nd:YAG laser pumps a Lambda Physik SCANmate OPPO using 
Coumarin 540.  All frequency doubling is done using BBO (beta barium borate) crystals, with 
the desired doubled light λ1, λ2, and λprobe being separated from the fundamental dye and Nd:YAG 
frequencies using a set of four Pellin-Broca prisms. 
All three lasers were polarized in the same direction, which is the vertical direction in the 
image to be described below.  The polarization of the third harmonic of the DCR-3, the second 
harmonic of the GCR-200, and the third harmonic of the GCR-270 are all vertical, since the 
respective dye lasers require the input polarization to be vertical.  The output polarization of the 
PDL-1, the Scanmate, and the Scanmate OPPO dye lasers are all horizontal.  In the case of the 
output of PDL-1 and the Scanmate, which are identified as pump lasers 1 and 2 above, the 
polarization is changed from horizontal to vertical using a pair of rotating polarizers.  The 
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outputs from these polarizers then are propagated by right angle prisms and, in the case of laser 
1, one dichroic mirror set at 45 degrees, maintaining vertical polarization.  For the output of the 
Scanmate OPPO, called laser 3 or the probe laser above, we used two setups depending on 
whether horizontal or vertical polarization is needed.  In the case of horizontal polarization, 3 
right angle prisms propagate the horizontal output from the Scanmate OPPO into the interaction 
region of the chamber.  When we require the probe to be vertically polarized, a set of two right 
angle prisms are placed at the output of the Scanmate OPPO, one prism located vertically with 
respect to the other.  The propagation of horizontally polarized light through the two right angle 
prisms in this configuration changes the polarization to vertical, and then one additional right 
angle prism propagates the resulting light into the chamber.  Finally, all output polarizations 
were verified using a “stack of plates” polarizer. 
The polarization of the probe laser made essentially no difference to the measured 
angular distributions.  We at first measured the angular distributions of the O(3P) product using 
226 nm ionization.  While there was too much interference from 266-nm excited NO to use this 
product reliably, we did observe that the O(3P2) image was unchanged in switching the 226 nm 
polarization from vertical to horizontal.  Similarly, we measured images for the N(2D3/2) in both 
polarizations for the 2R-1 transition of the 9f Ryberg level and for the R-branch transition of the 
11s Rydberg level; the small differences in β2 and β4 between vertical and horizontal probe 
polarization were well within our experimental error.  
The two pump lasers are focused into the interaction region using a 25-cm lens, while the 
probe laser is focused using a 12-cm lens.   The two pump laser beams counter-propagate with 
the probe laser beam across the output of the molecular beam nozzle and are spatially aligned for 
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maximum overlap in the molecular beam.  The pump lasers excite the NO in the beam into one 
of the various Rydberg series, selected by choice of the wavelength λ2.  Following a 10 ns delay, 
the probe laser ionizes the N(2D3/2) photofragment.  The energies are typically ~10 µJ per pulse 
for the first pump laser, ~2-3 mJ per pulse for the second pump laser, and ~0.5 mJ per pulse for 
the probe laser. 
Velocity and angular distributions were measured using the velocity-mapped, product 
imaging technique.16,17  The interaction region where the three lasers intersect the molecular 
beam is located between the first and second of a set of three circular, parallel, plate-like 
electrodes inside our interaction chamber.  Voltages are applied to these first two plates causing 
the ions resulting from the experiment to be accelerated towards and through the center of the 
third plate, which is held at ground, and down a 30 cm field-free region towards a position-
sensitive detection assembly.  The ion “cloud” will expand while traversing this field-free region, 
allowing for better spatial separation of the products.  The ratio of the charge on the first two 
plates is such that ions with similar velocities immediately after the photodissociation will arrive 
at a similar position on the detector.   
The detector itself consists of a microchannel plate assembly with a fast phosphor 
attached.  A PMT ( Hamamatsu 1P21) monitors the phosphor output to determine the time of 
flight of the ions resulting from the reaction with respect to the time at which the lasers fire.  By 
monitoring the PMT signal at the arrival time of the N mass, we can determine the signal-to-
background level for various laser combinations.  The two-laser background level measured with  
λ1 + λ2,  λ1 + λprobe, or λ2 + λprobe is at least 10 times smaller than the three-laser signal, and often 
the signal-to-background ratio is much better.  Once the time of flight of the N+ ions is known, 
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the MCP voltage is held constant at 1000 V until the ions of interest are due to arrive.  Then, 
using a pulsed voltage generator (DEI, model GRK-3K-H), the voltage of the MCP is gated up to 
1700-2000V for 150 ns, ensuring that only the ions of the proper mass are detected during the 
imaging experiment.  A CCD camera records the position of each of the ion hits on the 
MCP/phosphor, and that data is transmitted to a computer running Labview 5.0.  The position of 
the ion events relative to the center of the image reveals the velocity of the ions resulting from 
the experiment, and their distribution relative to the axis of linear polarization provides the 
degree of anisotropy, which gives information about the dynamics of the reaction.  Images were 
analyzed using the BASEX program.18 
 
2.3  Theory 
 
Product angular distributions as a function of dissociation lifetime, excitation frequency, 
rotational level, and rotational constant have been discussed in detail previously,14 but the 
method for their determination can be summarized in a few words.  For a single transition with 
linear polarized light in a diatomic molecule from a state described by Hund’s case (a) coupling 
to a similar state that subsequently dissociates in the axial recoil limit, the angular distribution is 
obtained from the square of a rotation matrix element.  The simplicity of this relationship 
depends on the case (a) coupling, for which the rotation matrix element dJMJ,,Ω (θ) gives the 
probability amplitude that, when the total rotation J makes a projection of Ω onto the molecular 
axis and a projection of MJ onto the axis of linear polarization, the molecular axis will make an 
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angle θ with respect to the light polarization axis.  This relationship can be seen from the figures 
on pages 92 and 298 of reference 21. 
The interesting variations occur when there are multiple pathways between the initial 
state and the state leading to dissociation along angle θ.  A typical example is excitation via 
multiple rotational transitions, e.g., P- and R- branch transitions, or P-, Q-, and R-branch 
transitions.  Then the probability amplitude for each pathway depends on a transition matrix 
element, given in Table I of reference 19, and on the overlap between the excitation wavelength 
and the absorption profile for that path.  In analogy with light passing through multiple slits, the 
probability amplitude for each path is summed, the sum is multiplied by the appropriate rotation 
matrix element, and the result is then multiplied by its complex conjugate to obtain the overall 
probability.  When the lines for each rotational transition are narrow compared to the spacing 
between them, then for a narrow laser linewidth principally one transition dominates at any given 
wavelength, so that each transition has a separate angular distribution.  For a parallel transition, 
Zare calculated these probabilities as early as 1982.20  When the rotational transitions are 
broadened, for example by rapid dissociation, then the absorption of even a narrow band laser 
line typically involves simultaneous excitation on all branches; the pathways then interfere with 
one another.  In the extreme case of such broadening, the angular distribution at any absorbed 
wavelength is nearly the same, typically yielding β2 = 2 for a parallel electronic transition and β2 
= -1 for a perpendicular one, where the angular distribution is given by I(θ) ∝ 1 + β2 P2(cosθ).  It 
is important to remember, however, that this conclusion holds only when the broadening is large 
compared to the rotational spacing, or, equivalently stated, when the dissociation lifetime is 
shorter than a rotational period. 
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Most electronic states are not pure Hund’s case (a).  However, other coupling cases can 
always be expanded in a basis of Hund’s case (a) wavefunctions.21,22  This expansion is useful 
because, as discussed above, the case (a) wavefunctions can easily be related to the angular 
distribution.  For example, mixed case (a/b) coupling has been considered elsewhere,21 and 
formulae expanding any mixed case (a/b) wavefunction into a sum of case (a) wavefunctions are 
available.  The expansion coefficients depend on the on the ratio, Aso/B, of the spin-orbit 
coupling constant to the rotational constant.  For dissociation through Rydberg states, it would be 
useful to expand mixed case (a/b)/(d) wavefunctions into case (a) coupling.  Such an expansion 
can be accomplished as follows, using the method outlined by Anezaki et al.6   
We expand the case (d) wavefunction as 
      
max
min




J M N S L N d N N N S J M 

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where Lmin , Lmax = -Lryd , Lryd  if  N
+ ≥ Lryd , and  Lmin , Lmax = -N+, N+ otherwise.  In this equation, 
N+ is the rotation of the ion core, Lryd is the angular momentum of the Rydberg electron, Nryd is 
the vector sum of N+ and Lryd, and l is the projection of Lryd onto the N+ axis of rotation.  |Λ, N, S, 
J, M> is the case (a/b) wavefunction, and the coefficients d(...) are to be determined.  Of course, 
as noted above, the case (a/b) wavefunction can be expanded in case (a) as 
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Combining these two equations and rearranging the order of summation, we have 
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The coefficients d(...) are determined by diagonalization of the secular matrix.  For the case of 
NO, this matrix is given for Lryd = 1 or 3 by Anezaki et al.
6  Diagonalization provides 
eigenvalues giving the energies for each Nryd or l state, as well as eigenvectors which are the 
elements d(...) providing for each eigenstate the fractional composition to the wavefunction of 
the basis states.  In the case of Lryd = 1, a closed form solution is straight-forward.  The basis 
states in order of decreasing energy are the Σ+, Π-, and Π+ states corresponding to l = -1, 0, 1, and 
the corresponding eigenvectors are d(l = -1) = [ s+ , 0, p+ ], d(l = 0) = [ 0 , 1, 0], and d(l = 1) = [ 
s-, 0, p- ], where 
                                                             s± = 1/( (z±)2 + 1)1/2, [6] 
                                                             p±= z±/( (z±)2 + 1)1/2, [7] 
and 
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In these equations Bryd is the rotational constant for the ion core, c = -2 Bryd (Nryd (Nryd + 1))
1/2, 
and C describes the energy separation between the zero-order, case (b), states:6  
                                                                
2ev evT T C     .    [9] 
In the case of Lryd = 3, it is more convenient to obtain the eigenvectors by numerical methods.  
The degree of case (d) coupling is determined by the ratio of C to Bryd, with pure case (d) 
corresponding to C/Bryd = 0.  Values for C and Bryd are tabulated by Anezaki et al.
6 for several np 
and nf Rydberg states of NO, though mostly in v = 1.  For Lryd = 0, we have Λ = 0, so that there is 
no decoupling of Λ from the internuclear axis.  Thus, ns Rydberg states can simply be treated in 
case (b) coupling.  
The computer code described previously14 was modified to handle case (d) coupling as 
described above and then used to predict the value of β2 and β4 as a function of wavelength, 
rotational constant and level, and lifetime broadening.   
While this approach is sufficient for determining the spectra and angular distributions in 
straightforward cases, it is worth noting that Rydberg spectra can be quite complex.  For 
example, interactions can couple states with different values of l (l-mixing), such as in the NO s 
and d Rydberg states for low values of n*,3 and the overall behavior can best be described by 







2.4  Results 
 
Two types of experiment were performed.  Ion dip spectra obtained by scanning λ2 while 
monitoring the decrease in the NO+ signal induced by λprobe were recorded and compared to 
previous results.6,11  For the most part, the spectra were similar except for small shifts of the 
whole spectrum due to a shift in wavelength calibration.  In many cases, the spectra were weak, 
and two spectra were recorded, one using focused light for λ2 and one using unfocused light.  
More and sharper features were detected in the focused case.   
The second type of experiment was to fix wavelength λ2 and use the velocity mapped 
imaging to detect the angular and speed distribution of the N+ product.  The angular distributions 
were analyzed using BASEX18 and fit to the function I(θ)= 1 + β2 P2(cos θ) + β4 P4(cos θ).   
Calculations were performed under two different assumptions.  In principle, excitation at 
wavelength λ1 with a linearly polarized laser aligns the sample prior to its interaction with the 
pulse at λ2.  Thus, one assumption was that this alignment is present.  A second assumption is 
that the alignment is completely degraded due, for example, to hyperfine depolarization.  In this 
case, the wavelength λ2 interacts with an isotropic sample in the selected state, NO (A 2Σ+, v’ = 0, 
N’ = 2).  Issues of alignment by the polarization of λ1 will be discussed below.   
Figure 2.1 shows a representative image of the N+ ion positions on the CCD screen.  The 
distribution is not isotropic, and there is a strong ring indicating that that there is one 
predominant speed.  This particular image is for the 0Q0 transition to the 
2Π- component of the 9f 









Figure 2.2 shows the analysis of the data of Fig. 2.1 using the BASEX computer code.  
Given the dissociation energy and the heat of formation of NO, and the dissociation energies for 
N2 and O2, one can calculate that the N velocity should be1.05 km/s for N(
2D3/2) detected in 
coincidence with O(3P2) at the wavelengths used.  The speed distribution in the top panel shows 
a prominent peak at 43 pixels, in rough agreement with this calculation using previous values for 
pixel-to-velocity calibration.  While this value can be used as a calibration of the speed per pixel 
Figure 2.1.  Velocity-mapped image of the N+ produced following excitation 
of NO from the A 2Σ+, v = 0,  N = 2, J = 1.5 level on the 0Q0 transition to the 
2Π- component of the 9f, v=0, Rydberg level at 29168.8 cm-1. 
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ratio, the angular distribution is unaffected by the choice as long as it is taken at the peak of the 
speed distribution.  The angular distribution in the bottom panel shows that a function of the 
form 1 + β2 P2 (cos θ) + β4 P4 (cos θ) with β2 = 0.57 and β4 = 0.22 fits the variation of intensity 
with angle relative to the direction of linear polarization.    
              
 
 
Figure 2.2.  Analysis of the data from Fig. 2.1 using BASEX.18  Top 
panel:  speed distribution of the N+, showing a prominent peak at 43 pixels, 
corresponding the the expected velocity of N.  Bottom panel: angular 
distribution and fit of the function I(θ) ∝ 1 + β2 P2 (cos θ) + β4 P4 (cos θ) to 
the data, with β2 = 0.57 and β4 = 0.22. 
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Results for experiment and theory are shown in Figs. 2.3 – 2.6 for the 11s, 10p, 11p, and 
9f Rydberg states based on the NO+ (X 2Σ+) core.  The values of β2 and β4 are read on the right-
hand ordinate, while the spectral intensities in arbitrary units are read on the left-hand ordinate.  
The solid red line gives β2 for the aligned assumption, the dashed one for the isotropic 
assumption and the dot-dashed one for the saturated, aligned assumption.  The value of β4 is 
shown in green for the aligned assumption.  For the isotropic assumption, the value of β4 is zero.  
Measured spectra are in red, while calculated ones are in blue.  The red triangles and green 
squares represent the respective values of β2 and β4 measured at a particular energy.  The 
transition energies are given on the bottom axis, while the total energies relative to the NO (X 
2Π1/2, v = 0, J = 0.5) level are given on the top axis.  The uncertainties indicated in the plot were 
based both on a repeated measurement of the 2R-1 line of the 9f Rydberg transition and from an 
estimate of the results of the BASEX program, where the angular results are given for the peak in 
the velocity distribution, but different values would be obtained at points ±10% from the peak. 
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Figure 2.3.  Experimental and theoretical results for the 11s Rydberg state.  The values of 
β2 and β4 are read on the right-hand ordinate from the red and green curves, respectively, 
while the spectral intensities in arbitrary units are read on the left-hand ordinate.  The solid 
red line gives β2 for the aligned assumption, and the dashed provides β2 for the isotropic 
assumption.  The value of β4 is shown in green for the aligned assumption.  For the 
isotropic assumption, the value of β4 is zero.  Measured spectra are in red, while calculated 
ones are in blue.  The red and green squares represent the respective values of β2 and β4 
measured at a particular wavelength.  The bottom abscissa gives the transition energy from 
the NO A 2Σ+ (v = 0, N = 2, J=1.5) level.  The top axis gives the total energy relative to the 
level NO X 2Π (v = 0, N = 1, J=0.5).   
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Figure 2.4.  Experimental and theoretical results for the 10p, v=0, Rydberg state.  See the 
caption to Fig. 2.3 for an explanation of the symbols. 
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Figure 2.5.  Experimental and theoretical results for the 11p, v=0, Rydberg state.  See the 
caption to Fig. 2.3 for an explanation of the symbols. 
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The calculated and measured spectra are shown but should be taken with some caution.  
First, the experimental spectra in the case of the 9f and, to a lesser degree, the 11p states are 
saturated spectra and differ from those published previously.6,11  The additional lines in the 9f 
spectrum could be caused by l-mixing or by other Rydberg-Rydberg interactions, or they could 
arise from inadvertent excitation of other rotational levels of the NO A (2Σ+) state.  As mentioned 
previously, the calculational method may be inadequate for the former case, whereas in the 
second case the calculation should still produce the correct answer for the 9f levels.   Second, the 
calculations also have adjustable parameters, such as the value of Δv that determines the 
Figure 2.6.  Experimental and theoretical results for the 9f, v=0, Rydberg state.  See the 
caption to Fig. 2.3 for an explanation of the symbols. 
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broadening, discussed below.14  Thus, the widths of the lines are fitted, while the intensities, 
angular distributions, and the positions are calculated.  The calculated line positions are accurate 
and used for the 11s, 10p, and 11p transitions.  Those for the 9f transition were not sufficiently 
accurate to match the experiment, and calculated values were adjusted by up to 0.5 cm-1 to match 
the experimental spectrum.    
 
2.5  Discussion 
 
The excitation of NO with wavelength λ1 on the SR21(0.5) line takes the molecule from 
the X 2Π1/2 F1, v=0, N=1, J=0.5 level to the A 2Σ+ F2, v=0, N=2, J=1.5 level.  In linear 
polarization, the MJ level will not change in the excitation, and since the initial state has only MJ 
= ± ½, the final state must also have only these two levels; that is, levels MJ = ± 3/2 are missing 
and the state is said to have an aligned vector for the rotational angular momentum, N.  In time, 
however, N will become coupled with the spin angular momentum, S, and the nuclear spin 
angular momentum, I, resulting in loss of alignment.  Reid has investigated the coupling time for 
such loss in the NO case.23   For the state under consideration, use of her formulae provide a 
depolarization time of about 20 ns.  Because the λ2 laser pulse is timed to coincide with the λ1 
pulse to within 0-5 ns, it would seem that the alignment should be preserved for our experiment.  
Indeed, the presence of non-zero values for β4 indicates that some alignment must take place.  On 
the other hand, Bakker et al.12 reported no evidence for alignment under similar conditions, 
although the Q11 + P21 line(s) they used for excitation included more than one transition for each 
initial J level (more discussion of this issue will follow below).  It appears quite likely that there 
is substantial retention of alignment in our experiment, but we have performed the calculation of 
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the angular distribution parameters for both assumptions B aligned and isotropic NO in the initial 
state selected by λ1.  There are of course differences in the results for the two assumptions, but 
for the wavelengths we measured the values of β2 and β4 on the peaks are not substantially 
different. 
While the agreement between the calculated values of β2 and β4 and the measured ones in 
Figs. 2.3 – 2.6 is not perfect, it is fairly good.  In the case of the 11s Rydberg state, there are only 
two observed lines, the R-branch transition at about 29392.3 cm-1 and the P-branch transition at 
about 29374.6 cm-1.  The measured values for β2 and β4 are both small but positive, in agreement 
with the prediction for the P-branch transition, but somewhat below the prediction for the R-
branch.  For the 10p and 11p Rydberg states, the results are in fairly good agreement with the 
predictions for all three transitions.  For the 9f Rydberg state, the agreement is similarly good, 
except that the results for the -2R3 line at 29156.2 cm
-1 are both a bit low compared to theory.   
Bakker et al.12 have reported the velocity and angular distributions of N(2D3/2) following two-
photon dissociation of NO using techniques similar to those used in the current study.  In their 
case, the laser fundamental was tripled to provide the A 2Σ+  X 2Π excitation of NO and was 
also doubled to provide the excitation from the A 2Σ+ state to the 11p Rydberg state at 29465 cm-
1.  This wavelength is not resonant with any transition from N=2 of the NO A 2Σ+ state to the 
Rydberg state, and the authors suggested that the transition originated from the N=3 level of the 
NO A state, also populated by the A 2Σ+  X 2Π excitation that they used.  (They excited NO on 
the Q11+P21 bandhead, whereas the current work excited it on the 
SR21(0.5) line, the line also 
used previously by Geng et al.11)  With this assumption, excitation in the Bakker et al. 
experiment could occur on a weak transition to the N=3, 2Π+ component of the 11p Rydberg 
level.  Their measurement of the angular distribution, obtained both from the N(2D3/2) image and 
54 
 
from multiple measurements of the O(3P2) image, gave β2 = -0.71 ± 0.17 and β4 = 0.  While they 
argue that a negative value of β2 should be expected on the basis of a 2Π  2Σ+ transition, this 
argument is true for all J values only if the lifetime broadening is large compared to the 
rotational spacing.  The individual rotational transitions are clearly evident in the spectra, so this 
condition is not met.  The argument would also depend on starting from unaligned levels in the 
NO A 2Σ+ state.   
A careful consideration of all the transitions that could have been excited in the 
experiment of Bakker et al. leads to a somewhat different explanation for their observation.  We 
agree that the most likely transition is from N=3 level of the NO A 2Σ+ state; other levels do not 
have the correct total energy to contribute.  Under this assumption, the total energy of their 
experiment is the energy of the photons plus the energy of NO X 2Π1/2 (v=0, J=3.5), measured for 
our purposes relative to the energy of the lowest level, NO X 2Π1/2 (v=0, J=0.5):  Etot= 44197 + 
29465 + 25.1 = 73687.1 cm-1.  
Excitation to the NO A 2Σ+ state in their experiment takes place on two transitions, each 
of which would be expected to produce alignment.  Excitation on the P21 transition produces NO 
(A 2Σ+, v=0, J=2.5, N=3, F2) with an MJ distribution that varies as (J2 - MJ2).19  Excitation on the 
Q11 transition produces NO (A 
2Σ+, v=0, J=3.5, N=3, F1) with an MJ distribution that varies as 
MJ
2.  Based on our own results and the calculations of Reid,23 it seems likely that these 
alignments would persist on the time scale of the experiment.  However, we note that they are 
opposite in sign.  The two transitions are coherently excited, since they originate from the same 
state in NO X 2Π1/2.  A proper calculation would take into account the interference between these 
two paths, but the likely result would be that, on average, there would be little overall alignment.  
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Bakker et al.12 reported that there was no evidence for alignment, as judged by the lack of need 
for a non-zero β4 parameter in their angular fits. 
With either of the NO A 2Σ+ excitations they used, the next photon would excite the 
molecule to the 11p Rydberg state at an energy between that of the (very weak) -2P1 transition to 
the N=2, =1, 2Π+ level and that of the strong 0Q0 transition to the N=3, =0, 2Π- level.  For 
reasonable parameters, a calculated spectrum for this energy range and transition is shown in 
Figure 2.7, made under the assumption that the level in the NO A 2Σ+ state is not aligned and that 
the excitation to that state from the ground state was on the P21 transition.  The 
0Q0 transition 
from the resulting NO A 2Σ+ state to the 2Π-, 11p Rydberg state is a shoulder at a total energy of 
73703 cm-1.  The -2P1 transition is too weak to be seen at 73687.2 cm
-1, in agreement with the 
fact that it is unobserved in the work of Geng et al .11  Our calculations show that both the -2P1 
and 2R-1 transitions that Geng et al..
11 thought should be allowed but did not observe are at least 
ten times weaker than the main peaks for comparable linewidths.  Figure 2.7 provides the 
calculated anisotropy parameters along with symbols representing the measurement by Bakker et 
al.12  As can be seen from the diagram, the calculated values for β2 and β4 are not far from their 
measurements.  The principal absorption, however, is on the wings of the 0Q0 transition rather 
than on the -2P1 transition; the former is calculated to have a value of β2 = -0.69 in isolation and 
on resonance, while the latter has one of β2 = 0.10.  A very similar calculated plot is obtained 
under the assumption that the level in the NO A 2Σ+ state is not aligned and that the transition to 
that state is Q11 rather than P21.  We note that for our own experimental conditions shown in Fig. 
2.5 the calculated value of β2 at the 2Π- state (29480 cm-1 ) would be near β2 = -0.5 if we had 
started with NO that was not aligned.  It appears that the positive values we find for this state in 
the 11p and 10p Rydbergs are due to the fact that our NO A 2Σ+ state molecules are aligned, 
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whereas the alignment effects likely cancel in the multiple transition excitation scheme used 
Bakker et al.12 
                   
 
 
The roles of photoionization and photodissociation in np Rydberg states of NO has been 
extensively studied by Giusti-Suzor and Jungen.5  Predissociation is predominantly caused by 
Rydberg-valence interactions between the excited states and either the NO B 2Π or L 2Π states.  
The mechanism of predissociation thus appears to be electrostatic in nature and due to the 1/r12 
operator.24  It is interesting, then, to correlate the rate of predissociation, as evidenced by the 
linewidths of transitions, with the degree of Π character in the Rydberg state.  The results are 
Figure 2.7.  Experimental results from Bakker et al.12 along with calculated results for 
their experiment, assuming A  X excitation on the P21 transition and a non-aligned 
sample.  A similar result is found for A  X excitation on the Q11 transition. 
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most noticeable in the 10p spectrum shown in Fig. 2.4 and 11p spectrum shown in Fig 2.5.  In 
each case, the three main peaks in increasing order of energy are the 2Π-, the 2Π+, and the 2Σ+, 
and the widths entered in the calculation were {1.5, 4.6, and 0.15 cm-1} for the 10p and {1.5, 2.0, 
and 0.15 cm-1} for the 11p.  Recall that the Rydberg states can be decomposed into case (a) basis 
functions, in this case Π and Σ states.  The 2Π- Rydberg is pure case (a) Π-, whereas the 2Π+ and 
2Σ+ Rydbergs are each mixtures of Π and Σ case (a) basis functions.  Because the predissociation 
coupling is homogeneous, one might expect the linewidths to correlate with the square of the 
case (a) Π coefficient.  The squares are, respectively, {1.00, 0.82, and 0.05} for the 10p and 
{1.00, 0.78, .07} for the 11p.  The correlation between these squares and the linewidths extracted 
from the experimental spectra is not exact, but it does provide some understanding of why the 
2Σ+ component of the np Rydberg states is so sharp relative to the others.  In the case of the 9f 
Rydberg states, there is not a noticeable difference in the broadening among the lines, and, in 
general, the case (a) Π component is more evenly spread among the transitions.  
 
2.6  Conclusions 
 
The theory of Kim et al.14 modified as described above to include transitions to mixed 
case (a,b)/(d) coupling states appears to correctly predict the angular distribution of products 
from the photodissociation of NO through a variety of ns, np, and nf Rydberg levels, as 
measured by velocity-mapped imaging.  The theory also accounts for the experimental results of 
Bakker et al.12 under the assumption that alignment effects cancel in their excitation via multiple 
transitions.  The degree of case (a) Π character in the 10p and 11p Rydberg states appears to 
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correlate with the rate of predissociation, in agreement with previous results that suggest that a 
homogeneous dissociative transition to either the B 2Π or L 2Π state. 
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3.  Introduction to High Resolution Coherent Multidimensional Spectroscopy 
 
 
 High-resolution spectroscopy is sometimes limited to diatomics and other small 
molecules that yield relatively simple and uncongested spectra.  Larger molecules, and some 
small molecules like NO2 where conical intersections make the interpretation of one-dimensional 
spectra difficult, require a different type of technique in order to resolve and identify peaks.  
High Resolution Coherent Two-dimensional Spectroscopy (HRC2DS), and more recently, High 
Resolution Coherent Three-dimensional Spectroscopy (HRC3DS) have been developed to 
investigate these types of spectra. 
 Both HRC2DS and HRC3DS involve nonlinear optical processes.  When the magnitude 
of the input electric fields become comparable to or stronger than the electric fields present in the 
sample, the polarization induced in the sample is distorted by the input electric fields.  In general, 
the polarization of a sample resulting from interaction with one or more electric fields can be 
written as a Taylor series: 
                                           
(1) (2) 2 (3) 3
, , , , , , ....i j i j k i j k lP E E E       
where E  is the total electric field from all the input laser sources exciting the sample, 
i
i
E E  
and 
( )n  is the nth order susceptibility term.1  The susceptibility term for n=1 describes linear 
processes while all higher order terms describe nonlinear processes.  For an isotropic sample, 
such as an ensemble of molecules in the gas phase, 
(2)
, ,i j k terms must vanish, since the 
61 
 
polarization must reverse if the electric field reverses.  As shown by the above Taylor expansion, 
in fact all even-ordered susceptibility tensors must not exist for an isotropic sample.   
However 
(2)
, ,i j k  plays a significant role at interfaces, where the sample can no longer be 
considered isotropic.  For an input electric field with wave vector k and frequency ω,  
                                 . 
For two input beams with frequencies ω1 and ω2, when the χ(2) E2 term in the above Taylor series 
is expanded, the polarization will have terms oscillating at 
 1 12i k z te

, 
   1 2 1 2i k k z te
      , and 
   1 2 1 2i k k z te
      , among others.1  The nonlinear processes associated with each one of these 
terms in the polarization are second harmonic generation (SHG), sum frequency generation 
(SFG), and difference frequency generation (DFG) respectively, all of which are considered 
three wave mixing (TWM) processes, since two input light waves mix to create a third wave.  
These processes are commonly seen when using beta barium borate (BBO) or potassium 
dideuterium phosphate (KDP) crystals in laser applications. 
 
3.1  Four Wave Mixing 
 
 HRC2DS and HRC3DS are both based on four wave mixing (FWM) techniques.  For 
HRC2DS, one input source is a narrow-band, tunable laser while the other is a broadband optical 
parametric oscillator (OPO) that generates a large range of frequencies simultaneously.  Two of 
the three mixing waves in this case come from the broadband OPO.  For HRC3DS, two narrow-
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band, tunable sources are used as well as the broadband OPO.  Generally though, either case can 
be examined using three input laser sources with frequencies ω1, ω2, and ω3.  Expanding the χ(3) 
E3 term in the same manner as the second order term above, the polarization will have terms 
oscillating at 
 1 13i k z te

, 
   1 2 1 22 2i k k z te
      , and 
   1 2 3 1 2 3i k k k z te
          among others.1  The 
nonlinear processes associated with the first two terms listed are frequency tripling and coherent 
anti-Stokes Raman Spectroscopy (CARS).  The third term is one of many similar terms 
associated with general FWM processes, and it is these processes that will be examined more 
closely later on.   
In these FWM processes, the output beam with frequency ω4 can be any combination of 
the sum or difference of the input frequencies.  The input fields must be carefully phase matched, 
and for the general FWM process above, the output wave vector is 





   
 , 
where n4 is the index of refraction experienced by 4 1 2 3k k k k  and 4a  is the unit vector of the direction of 
the output beam.  The condition for proper phase matching in this case is 4 1 2 3k k k k   .  The 
simplest way to achieve phase matching is to bring the input waves into the sample collinearly.  
For condensed phase spectroscopy, this is often not possible, since the real part of the refractive 
index of most condensed materials increases as the frequency of light interacting with the 
medium increases.  This would likely result in a phase mismatch ∆k.  Figure 3.1a shows a 
situation where a four-wave mixing process is properly phase matched, where Figure 3.1b 









For gas phase samples, usually the real part of the refractive index is fairly constant with 
respect to frequency, and therefore collinear phase matching is possible, which was the technique 
used in the experiment.  However collinear phase matching results in the output beam travelling 
in the same direction as the three input beams, and thus requires the user to filter out the input 
frequencies in order to examine the resultant beam.  One method to avoid the need to filter out 
the input beams is to bring the input beams into the sample at different angles, such that the 
vector addition results in phase matching.  The scalar equations that must be satisfied in this 
geometry of phase matching are as follows: ω4 = ω1 – ω2 + ω3, n1ω1sin(θ1) = n3ω3sin(θ3), 
n2ω2sin(θ2) = n4ω4sin(θ4), and n1ω1cos(θ1) + n3ω3cos(θ3) = n2ω2cos(θ2) + n4ω4cos(θ4), where ni is 
the refractive index the i-th wave experiences, and θi is the angle the i-th input wave makes with 
the resultant output wave, k4 (Figure 3.2). 
Figure 3.1 a) A vector diagram of a four wave mixing process that is 
properly phase matched.  b) A similar diagram except this process is not 







The result of the FWM processes used in High Resolution Coherent Multidimensional 
Spectroscopy (HRCMS) is an output beam with frequency ω4, indicating that the process must 
be coherent, as will now be described.  If a molecule has two quantum states a and b, and ca and 
cb are the amplitudes for the molecule being in each state, then ca ca* and cb cb* give the 
population of each state.  Similarly ca cb* and cb ca* measure the coherence of the two states.  A 
coherence is a quantum mechanical superposition of the two states, whose wavefunction can be 
written as 
2
( , ) ( ) ( )a b
i t i t
a bx t x e x e
     , which has cross terms that oscillate at ωba = ωb – 
ωa.  This coherence launches the fields that are responsible for molecular spectroscopy.  
Assuming that state b is significantly higher in energy than state a, the population ca ~1 and cb ~ 
0 with no influence from an external electric field.  Turning on a field of frequency ωba will 
cause the system to absorb energy from the field, until the populations reverse, at which point the 
Figure 3.2.  A common orientation for noncollinear phase-matched four wave mixing.                     
Note that the resultant wave vector is colored in green and makes an angle θi with 
respect to each vector ki 
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system will start emitting energy and the original populations of states a and b will return.  These 
two processes are of course stimulated absorption and emission, and the cycle from the initial 
state and back again is called a Rabi oscillation.  The Rabi frequency is 
2
E 
  , where µ is the 
transition dipole induced by the electric field, 
i
i
E E.  It is important to note that the Rabi frequency 
increases as the intensity of 
i
i
E E increases, a fact that HRCMS takes advantage of.  Interactions of 
the molecules with the surrounding environment, such as collisions and thermal fluctuations, will 
cause decoherence of the molecular states, which causes the phase relationship of the 
polarization to the external field to be lost.  Some representative dephasing rates are ~103 sec-1 
for condensed phase NMR, ~1012 sec-1 for vibrational states, and ~1014 sec-1 for electronic states.  
The dephasing time is longer in gas phase spectroscopy when compared to condensed phase, 
however it cannot be ignored.  Since the three external fields must interact with the sample 
coherently, the ratio of the Rabi frequency to the dephasing rate must be such that successive 
resonance enhancements can occur.  The high electric field strengths employed by the HRCMS 
techniques ensure that the Rabi frequency is comparable to or higher than the dephasing rate, Γ, 
which permits the three external fields to interact with the sample coherently.1  
 The character of a nonlinear optical process is determined by a succession of coherences 
and populations that are created by successive interactions with the external input fields.  One 
common notation used to describe these successions of coherences is by use of bra and ket 
notation.  In general, for a system with two states i and j interacting with a resonant electric field 
with frequency ωij, the entangled states can be written as a density matrix element ρij.  This is 
equivalent to ij i j  , where the first subscript i corresponds to the ket, and the second 
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subscript j corresponds to the bra.  Absorption and refraction are both indicated by a single 
interaction with the ket, so for a system with a population jj, a single interaction with the 
resonant electric field would create a superposition of states, which can be denoted jj  ij.   Now 
consider another system that will be representative of the systems investigated using HRCMS.  
There would be a ground level g, and several excited levels a, b, c, and so on.  If the first input 
field (with frequency ωag) causes a coherence that does not dephase before the Rabi cycle ends, 
gg  ag, then successive interactions with the second and third fields (with frequencies ωba and 
ωcb respectively) will cause an evolution of resonances, gg  ag  bg  cg.1 
 
3.1.1  Wave Mixing Energy Level Diagrams 
 
Wave mixing energy level diagrams are a pictorial representation of the energy levels and 
resonances involved in the FWM process and work well in conjunction with the Dirac notation.  
For the three input and one output fields involved in HRCMS, there are ten distinct four wave 
mixing energy level diagrams possible (Figure 3.3).2  It is important to note that the letters 
assigned to the energy levels in the wave mixing energy level diagrams do not match the brief 
example mentioned above.  In the ten diagrams in Figure 3, the lowest energy level or ground 
level is denoted level a, while each excited state is denoted letters b-h, dependent on their energy 
relative to level a.  The first four of those ten processes are parametric processes, meaning the 
final emitting coherence involves the initial state.  From the example above, after the cg 
coherence emits, the molecule returns to the ground level.  The other six FWM processes are 
nonparametric, and the emitting resonance involves a level that is either higher or lower in 
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energy than the initial state.  It is important to note that there are many more four wave mixing 
diagrams possible for the input and output fields if we consider the cases where a singular input 
field can interact more than once, and thus one of the input fields would not interact.  The ten 
possible diagrams considered are the ones where each of the three input fields contributes to the 
output field.  It is possible that many of the processes can contribute somewhat to the overall 











Figure 3.3.  The ten distinct wave mixing energy level diagrams generated from the 
four wave mixing processes involved in HRCMS when ω4 > ω1 > ω3 > ω2.  Note that 
the numbers 1-4 at the bottom of each diagram represent ω1, ω2, ω3, ω4.2 
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3.1.2  Resonance 
 
One main reason that the four wave mixing diagrams considered for HRC3DS are the 
ones where each of the three distinct input fields contributes to the output field is that the signal 
in the experiment is triply resonant.  Not only does the output signal depend on all three of the 
input fields being present, but the signal strength is also greatly enhanced when the frequency of 
each input field matches a resonant frequency in the sample.  It is typical for triply resonant 
signal in the experiment to be at least ten times more intense than doubly or singly resonant 
signal.  With regards to multiplicity of the resonances in HRCMS, it is helpful to consider what 
the output would look like in each case.  For conventional one-dimensional spectroscopy, the 
single input frequency being resonant with the sample yields a peak in the output spectrum.  For 
two dimensional, coherent spectroscopy, if only one of the two input frequencies is resonant with 
the sample, the output spectrum will contain a continuous line of signal.  If one pictures a set of 
three frequency axes, one being the output and the other two the independent input frequency 
axes, if one input frequency is resonant with the sample, then there will be singly resonant signal 
present at that frequency for every point along the second input frequency axis.  Only when both 
input frequencies are resonant with the sample will the spectrum contain discreet peaks.  Finally 
for three dimensional, coherent spectroscopy, when only one of the three input frequencies are 
resonant with the sample, the spectrum will contain a continuous plane of signal.  For example if 
the first input frequency is resonant with the sample, the plane that the second and third 
frequency axes create contain singly resonant signal at every point.  When two frequencies are 
resonant, a continuous line would be present, similar to the situation described above. In this 
case, only when all three input frequencies are resonant with the sample are peaks the result.  As 
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an example of this, the peaks in our HRC3DS spectra are all a result of triply resonant signal.  
However in the raw data, a horizontal line of signal is present, which is doubly resonant CARS 
signal that is independent of the one input field.  This signal is very weak compared to the triply 
resonant signal, and is filtered out by the peak picking software that will be described later.  
 When three input fields interact coherently with a sample, the resulting intensity of the 
FWM signal is dependent upon the intensities if the three input fields according to the expression 
                                         
where Ii is the intensity of each of the three input fields, χ(3) is the 3rd order susceptibility term, L 
is the wave-mixing path length, and ∆k is the wave vector mismatch.3  Note that sinc(LΔk/2)2 = 
1 when the three input fields are properly phase matched (∆k = 0).  The third order nonlinearity 
χ(3) is a sum of contributing terms that are directly proportional to the product of the four 
molecular dipole moments associated with interaction of the three input fields and the FWM 
field  
                                                       
where each µ is a transition dipole moment of the molecule for interaction with the four fields.3  
The three resonance denominators have the general form Δ = δ – iΓ, where δ is the difference 
between the molecular transition frequencies and the input laser frequencies, and Γ is the 
dephasing rate.  Resonance enhancement is achieved when one or more or the input field 
frequencies approach the molecular frequencies; when the field frequencies are much different 
from those of the molecule, the denominators are large and real, and the observed spectra will be 
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broad and rather featureless.  When an input field frequency is resonant with a molecular 
frequency, δ = 0, then Δ  -iΓ, and the amplitude of the nonlinear oscillation increases, 
producing a resonance peak in the spectrum.3  Maximum resonance enhancement is achieved 
when all three of the resonance denominators collapse to Δ  -iΓ, and the resultant signal, as 
described above, is referred to as triply or fully resonant. 
 
3.2  Bromine as a Model for HRCMS 
 
 The bromine atom and the Br2 molecule have been very well studied since the element 
was first isolated in 1825.  The bromine atom has two stable isotopes, 79Br which accounts for 
50.69% of the naturally occurring bromine, and 81Br which accounts for the remaining 49.31%.  
This isomeric distributions leads to three common isotopologues of the bromine molecule: 79Br-
79Br, 79Br-81Br, and 81Br-81Br, which naturally occur in roughly a 1:2:1 ratio.  The first 
isotopologue will often be referred to as the 79 isotopologue, the second as the mixed 
isotopologue, and the third as the 81 isotopologue.   
 The first vibrational analysis on the bromine molecule was done by Kuhn in 1926,4 which 
covered the visible range from 5117-6722 Å with the exception of 5280-5550 Å.  In 1931, 
Brown established that there were two absorption systems in the region 5113-7605 Å.  One was 
referred to as the “main system” and consisted of six v’ progressions from 5113-6590 Å, and the 
other was referred to as the “extreme red” system, which consisted of five v’ progressions from 
6448-7605 Å.  The more intense, main system is attributed to the transition B 3Π0+u – X 1Σg+ and 
the weaker, secondary system is attributed to the transition A 3Π1u – X 1Σg+.  Brown5 then 
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rotationally analyzed a group of bands with 2 ≤ v” ≤ 4 and 7 ≤ v’ ≤ 13 of the mixed isotopologue 
around the same time as Mulliken6 established his electronic assignment of the B 3Π0+u – X 1Σg+ 
main system of Br2.   
 In 1967 Horsely and Barrow7 separately recorded the B 3Π0+u – X 1Σg+ spectra of the 79 
and 81 isotopologues of Br2 in the 5100-6200 Å region and rotationally resolved bands involving 
the 0 ≤ v” ≤ 3 and 9 ≤ v’ ≤ 19.  A few years later in 1971, Coxon8 recorded a high resolution 
spectrum of the B 3Π0+u – X 1Σg+ system of the 79 isotopologue in the range 6350-7700 Å, and 
used this data to calculate Rydberg-Klein-Rees (RKR) potential energy curves for the B 3Π0+u 
and X 1Σg+ states.  In 1974 Coxon, Barrow, and others9 published a more complete analysis of the 
B 3Π0+u – X 1Σg+ system, including rotational constants and Franck-Condon factors for 0 ≤ v” ≤ 
10 and 0 ≤ v’ ≤ 55 for the 79 isotopologue and 0 ≤ v” ≤ 3 and v’ = 9, 11-13, 16, 19, and 39-54 
for the 81 isotopologue.   
 Then in 1987, building upon the existing data, Gerstenkorn, Luc, and others10 recorded 
for the 79 isotopologue a B 3Π0+u – X 1Σg+ absorption spectrum covering the 11600-19577 cm-1 
region by means of Fourier Transform Spectroscopy.  Analysis of the ~80000 transitions led 
them to publish an atlas where the transitions for 0 ≤ v” ≤ 14 and 0 ≤ v’ ≤ 52 could be calculated 
by a set of Dunham parameters.   
J. L. Dunham11 proposed in 1932 that one could express the rotational-vibrational energy 
levels of a diatomic molecule as an expansion of the form 
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where v and J are the rotational and vibrational quantum numbers.  The Yk,l constant coefficients 
are referred to as the Dunham parameters.  Table 3.1 enumerates many of the Dunham 
parameters, along with their more common representations. 
 
          
 
Further analysis by Gerstenkorn and Luc12 in 1989 led them to calculate a set of Dunham 
parameters for all three isotopologues of Br2.  Figure 3.4 shows the calculated potential energy 
curves for the B 3Π0+u and X 1Σg+ states of Br2 from Gerstenkorn and Luc.  
Table 3.1.  A list of many important Dunham parameters, their equivalent symbols in 




                  
 
The data from Gerstenkorn and Luc allows for the calculation of the energies and frequencies for 
all the rotational-vibrational transitions for the vibrational levels investigated, 0 ≤ v” ≤ 14 and 0 
≤ v’ ≤ 52.  For a room temperature sample of bromine, these levels allow the calculation of 
expected resonances for ω1 in HRC2DS and HRC3DS, since that resonance likely involves a low 
Figure 3.4.  Potential energy curves deduced from Fourier transform data.  X state: 
quantum mechanical potential (IPA potential) up to v” = 14.  B state: RKR potential up 
to v’ = 52.  Values of Dc’, Dc” and Te,e are equal to 3839.592, 16056.926, and 
15902.480 cm-1 respectively.  The values of T0,0, the dissociation limits D0’ and D0” 






value of v”, and any value of v’.  This is also true for calculating the expected output frequency 
ω4.  However, the resonant frequencies ω2 and ω3 will likely involve higher values of v” than 
were investigated by Gerstenkorn and Luc.   
 In 2000, Focsa, Li, and Bernath13 published findings from their Laser Induced 
Fluorescence (LIF) spectrum of the B 3Π0+u – X 1Σg+ system in Br2 also recorded by Fourier 
Transform Spectroscopy.  They resolved ~1800 lines originating from the 10 ≤ v’ ≤ 22 levels of 
the B 3Π0+u state, involving the 2 ≤ v” ≤ 29 levels of the X 1Σg+ ground state for all three 
isotopologues of Br2.  These findings, along with the findings from Gerstenkorn and Luc, 
allowed them to improve upon the Dunham parameters for the ground state, making them 
applicable for a larger range of v”.  This data allows for a complete picture of most of the 
rotational-vibrational transitions in the B 3Π0+u – X 1Σg+ system in Br2, and indeed this data was 
used for the purpose of simulating and verifying the signal from the both the HRC2DS and 
HRC3DS experiments. 
 Using the Dunham parameters from the works of Gerstenkorn and Luc12 and Focsa, Li, 
and Bernath13, a database was generated and a simple program created to identify fully resonant 
peaks in the HRC3DS spectra.  All the rotational-vibrational transitions for the quantum numbers 
0 ≤ v” ≤ 34, 0 ≤ J” ≤ 101, 0 ≤ v’ ≤ 40, 0 ≤ J’ ≤ 101 in the B 3Π0+u – X 1Σg+ system for all three 
isotopologues of bromine were calculated.  The “target” signal that was initially investigated was 
for ω1 = 16330.86 cm-1 which corresponds to the v” = 1, J” = 62 to v’ = 6, J’ = 61 resonance for 
79,81Br2 for the B 
3Π0+u – X 1Σg+ system.  These calculations allowed for the identification of other 
series of data whose ω1 resonances were within the linewidth of the fixed narrowband input 
laser, as will be discussed in the results.  Most of the accumulated data agreed with the calculated 
transitions within > 0.5 cm-1. 
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3.3  Developing HRC2DS 
 
 There are several advantages when comparing HRCMS to one dimensional 
spectroscopies.  One dimensional spectroscopies can yield spectra that are very congested, for 
example an absorption spectrum of bromine gas at room temperature in the λ = 514 nm region 
can have up to 1000 absorption lines per nanometer, partly due to the presence of several 
isotopologues.  Cooling the sample, perhaps by means of supersonic expansion, can aid in 
reducing this congestion, but at a loss of information, in this case it would be rotational 
information.  The FWM techniques employed by HRC2DS and HRC3DS allow the output 
signal, called ω4, to be plotted as a function of one of the input frequencies.  The result is a 
reduction in peak density, from possibly hundreds to thousands of peaks per nanometer in one 
dimensional spectroscopies, to tens of peaks per square nanometer in HRC2DS, to several peaks 
per square nanometer in HRC3DS.  Figure 3.5 shows this effect with respect to a one-
dimensional absorption spectrum of bromine being expanded into two dimensions using one of 
the HRC2DS techniques, in this case 2D coherent double resonance electronic (CDRE) 
spectroscopy.14  The spectra in Figure 3.5 were simulated in Mathcad using spectroscopic 
constants from references 10 and 12. 
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Figure 3.5.  Top: 1D absorption spectrum of naturally occurring bromine (blue 
represents signal from 79Br2, green represents 
79,81Br2, and red represents 
81Br2).  
Bottom: 2D CDRE spectrum of bromine with the above 1D section indicated.  
Peak separation and ordering are a result of the HRC2D technique. 
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3.3.1  RECARS and CDRES 
 
 Peter Chen and coworkers14 employed several coherent, two-dimensional techniques 
from about 2004-2012, including work on molecules such as Br2 and NO2.  In the case of Br2, 
the techniques were called 2D resonantly enhanced coherent anti-Stokes Raman spectroscopy 
(RECARS) and 2D CDRE spectroscopy.  The names these techniques were given reflect the 
FWM process that contributed the majority of the signal.  Figure 3.6 shows a reproduction of the 
wave mixing energy level diagram for both. 
                                                   
 
The FWM process responsible for 2D RECARS is analogous to process 3 in Figure 3.3, and the 
FWM process responsible for the 2D CDRE spectroscopy signal is analogous to process 1 in 
Figure 3.3.  
 
Figure 3.6. Wave mixing energy level diagrams for the FWM processes responsible 
for the output signal in 2D RECARS and 2D CDRE spectroscopy14 
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3.3.2  Cluster Patterns in HRC2DS 
 
 2D RECARS was abandoned in favor of 2D CDRE spectroscopy (CDRES) for the later 
studies of Br2 and for the studies of NO2 by P. C. Chen and coworkers.
14,15  The output signal 
from 2D CDRES has clusters of signal that are vertically and horizontally aligned, where the 
signal from 2D RECARS showed some vertical alignment but no horizontal alignment, which 
made pattern recognition and thus quantum number assignment more difficult.  The 2D CDRES 
spectra, such as the one simulated in the bottom of Figure 3.5, show two types of regular 
repeating patterns.  First, peaks produced by the same ω4 vibrational resonance are grouped into 
clusters that somewhat resemble a parabola.  This clustering occurs because the energy 
separation between rotational levels as well as the rotational selection rules cause the distance 
between consecutive rotational peaks to be small and relatively consistent.  Second, the parabola-
shaped clusters seem to be arranged in horizontally and vertically aligned patterns.3  As seen in 
the bottom of Figure 5, the vibronic origins or bases of the parabola-shaped clusters are 
horizontally ordered according to the upper vibrational level in the ω4 resonance, denoted v4’, 
which increases as energy increases, or as wavelength decreases.  Vertically, the parabola-shaped 
clusters will be ordered according to the upper vibrational level in the ω3 resonance, v3’, however 
in the bottom of Figure 3.5, only the peaks associated with the v3’ = 25 resonance have been 
simulated.14  As with the horizontal alignment, the vibrational quantum number v3’ will increase 
as energy increases, or as wavelength decreases. 
 The parabola shape of the clusters from the 2D CDRES simulation of bromine lend 
insight to the relationship between the rotational constants for the two electronic states involved 
in the coherence.  If the rotational constants for both states were approximately equal, B’ = B”, 
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then the cluster shape would be in the form of an “X” rather than a parabola.  Figure 3.7 will help 
elucidate the reasoning behind this. 
               
 
Along the left and bottom axes of Figure 3.7 are simulated 1D spectra of the interaction of ωn 
and ωm (analogous to ω3 and ω4, respectively, in Figure 3.6) with the molecule.  The 1D spectra 
show many resolved rotational lines from a single vibronic transition.  As shown on the 2D plot 
in Figure 3.7, there can be many singly resonant lines present in the 2D spectrum, but since 
CDRES is a parametric process, doubly resonant peaks will only occur when the J” for the 
Figure 3.7.  Relationship between rotational peaks in conventional 1D spectra (left 
and bottom), their corresponding vertical and horizontal resonance lines in a 2D 
spectrum, and their points of intersection.  These intersection points that produce 
CDRES peaks are represented by the black dots and occur only for intersecting 
resonance lines that have identical J” values.3 
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interaction with ωn and ωm are the same.  Figure 3.8 gives a representation of the cluster shape 
when the rotational constant of the two states are not equal. 
                      
 
Putting the information from Figures 3.7 and 3.8 together; for a cluster where B’ = B”, 
the four doubly resonant peaks formed by singly resonant lines from the ωm and ωn axes with 
identical J” values form concentric squares.  Using the rigid rotor model, the distance between 
peaks within each square should be equal to 4B’(J” + ½) along each axis.  The J” = 0 peak is 
near the center of the cluster but is shifted in both the x- and y-directions by B’ from the exact 
center of the box, and is shifted by 2B’ from the rotationless vibronic origin.3  From this 
information, and referencing the CDRES simulation of bromine in Figure 3.5, one can deduce 
that B’ < B” along both the ωm and ωn axes for bromine. 
Figure 3.8.  Left: predicted shape of a cluster formed by CDRES, assuming B’ = B” for 
both axes and a rotational selection rule of ∆J = ±1.  Only a few J” values are shown here; 
higher values follow the same pattern.  Four peaks with identical J” values form a box.  
Near the center, the grey point is the solitary J” = 0 peak and the X marks the location of 
the vibronic origin.  Right: similar features for a cluster that is parabolic because B’ ≠ B” 
for both axes (B’ > B” along the ωn axis and B’ < B” along the ωm axis).3  
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The signal acquisition in the studies of Br2 and NO2 by 2D CDRES was aided by a 
technique called multiplexing.  In a typical 2D CDRES experiment, and this applies for many 
coherent two-dimensional spectroscopies, the resultant FWM signal is monitored while one of 
the input field frequencies is scanned, while the other input field frequencies are held constant.  
If one or more of the input frequencies is from a broadband laser source, then entire spectra can 
be taken each laser shot, since many resonances within the sample will be present in the 
broadband field.  With multiplexing, the output frequencies must be spectrally resolved, in this 
case using a monochromator, multi-channel array detector, and CCD camera that will be 
described further later on.1  For all HRC2DS techniques employed by Chen and coworkers, two 
of the three input fields involved in the FWM processes were from broadband laser sources.  
Specifically for the 2D CDRES work on Br2 and NO2, referring to Figure 3.5, the fields denoted 
ω1 and ω2 were from a broadband source, while ω3 was the narrowband source that was scanned 
during the experiment.14  Broadband multiplexing dramatically decreases the acquisition time 
that would be necessary to complete 2D and 3D spectra, especially in the case of the 2D 
experiments since two of the input fields are from broadband laser sources.  Since the HRC3DS 
technique employs only one broadband source as an input field, while holding another 
narrowband source fixed and scanning a third narrowband source, the data acquisition time for a 
spectrum containing the same number of points as an analogous 2D scan would be significantly 
longer.  However, the employment of multiplexing in the 3D case still reduces the data 






3.4  Developing HRC3DS 
 
The development of HRC3DS from the two-dimensional analog was spurred on by the 
results Chen and coworkers found when exploring 2D CDRES experiments on NO2.  Even with 
the reduction in peak density that the HRC2DS techniques offer, the resultant 2D spectra were 
still difficult to resolve.  There are many vibronic origins in the spectral region that was probed, 
and sufficiently high rotational quantum numbers are accessed using the technique that it made 
pattern recognition very difficult.15  The principle difference between the 2D and 3D version of 
the techniques is that for 3D, two of the three input fields are narrowband, whereas for 2D, two 
of the three input fields are from a single, broadband source.   
The first experiments employing HRC3DS used bromine as the model molecule.  As 
mentioned earlier, bromine has a well-studied main system, attributed to the transition B 3Π0+u – 
X 1Σg+.4  This system was chosen, in part, since the frequencies of the majority of the rotational-
vibrational resonances lie in the visible to near-infrared region, making the instrumental 
requirements for generating the input fields and separating the input fields from the resulting 
FWM signal more favorable.  By controlling two of the three input fields, and knowing 
something about the energetics of the system being investigated, it is possible to begin deducing 
which of the FWM processes enumerated in Figure 3.3 are responsible for the resulting output 
signal.  For processes 5-10 in Figure 3.3, one of the input fields would need to involve a near 
infrared resonance with levels a and c in the figure.  The energy associated with this resonance is 
likely too small to involve anything besides an overtone band within the ground electronic state 
of the system, and that resonance will be much weaker than one involving two different 
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electronic states with favorable symmetry.  Thus the primary focus of identifying the FWM 
process centered on processes 1-4, the parametric processes. 
 
3.4.1  Intercluster Patterns 
 
The spectra of bromine generated using the experimental setup described below, 
consisted of clusters of three peaks, and the clusters themselves were aligned vertically and 
diagonally when ω3 from Figure 3.3 is plotted along the y-axis and ω4 is plotted along the x-axis.  
By recognizing the intercluster pattern, it is then possible to determine which FWM process is 
responsible for the signal.  Again, the relationship between the intensity of the resultant FWM 
signal can be expressed as 
           and             
where Δi = δi – iΓ, and δi are the difference between the molecular transition frequencies and the 
input laser frequencies.3  When the resonance denominators go to zero, or when the input fields 
are resonant with the molecular transition frequencies, the most intense FWM signal is produced.  
From Figure 3.3, focusing on processes 1-4, the possible resonance denominators are shown in 





Beginning with the first resonance denominator of process 1, in the experiments being 
investigated ω1 is set to a transition frequency in the molecule and is held constant for the length 
of the scan.  Thus the entire 2D plane created when plotting ω3 vs ω4 is resonant with ωfa = ω1.  
The second resonance denominator requires ω3 to equal ωha – ω1, which would result in a 
horizontal resonance line in the 2D plane when plotting ω3 vs. ω4.  The final resonance 
denominator for process 1 requires ω4 = ωga, which would result in a vertical resonance line in 
the 2D space when plotting ω3 vs. ω4.  Thus periodically, when ω3 = ωha – ω1 simultaneously as 
ω4 = ωga, a fully resonant cluster of peaks will appear, and those clusters will be aligned 
vertically and horizontally.  This analysis is supported by the 2D work done by Chen and 
coworkers when they observed the clusters for 2D CDRES, whose FWM process is analogous to 
process 1, were aligned vertically and horizontally.14 
For process 2, there are two resonance denominators that are identical to the ones in 
process 1.  However the third resonance denominator requires ω3 to equal ωda to achieve 
resonance.  It is a rare and coincidental occurrence when ω3 = ωha – ω1 = ωda simultaneously, and 
thus fully resonant clusters of peaks are uncommon for process 2.  Similarly for process 3, two of 
Table 3.2.  Resonant denominators from the expression for χ(3) for the four parametric 
FWM processes shown in Figure 3, where the ωnm are the molecular transition frequencies 
and the ωi are the input or resulting FWM frequencies. 
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its resonance denominators have been analyzed, however the third will require ω4 to equal ωba – 
ω1 to achieve resonance.  Again, since ω4 needs to equal ωba – ω1 and ωga simultaneously, it will 
be rare to see fully resonant signal in this experiment from process 3.  
Process 4 has two resonance denominators in common with process 1, and the third 
requires ωea to equal ω1 – ω2 to achieve resonance.  From Figure 3 we can see that energetically 
ω1 – ω2 is equivalent to ω4 – ω3, which would result in a diagonal resonance line with slope equal 
to one in the 2D plane created when plotting ω3 vs ω4.  Thus periodically, when ω2 = ω1 – ωea 
simultaneously as ω4 = ωga, a fully resonant cluster of peaks will appear, and those clusters will 
be aligned vertically and diagonally.  It is therefore likely that the FWM process responsible for 
the majority of the fully resonant signal in this experiment is process 4. 
The HRC3DS experiments were designed such that the three input fields responsible for 
producing the output FWM signal from the sample are from two narrowband lasers and one 
broadband OPO.  It is possible to hold ω1 and scan ω3 as has been described above, however it is 
also possible to conduct the experiment holding ω3 constant and scanning ω1.  The resonance 
denominators from Table 3.2 are accurate regardless of which narrowband laser is fixed or 
scanned, however the intercluster patterns that result from each process will be different.  
Looking at the first resonance denominator for processes 2 and 3, since ω3 is set to a molecular 
frequency and is held constant for the length of the scan, the entire 2D plane created when 
plotting ω1 vs. ω4 is resonant with ωda = ω3.  Process 2 will yield fully resonant signal when ω1 = 
ωha – ω3 and when ω4 = ωga, resulting in clusters that are aligned vertically and horizontally in 
the plane ω1 vs. ω4.  For process 3 to yield fully resonant signal, ω2 = ω3 – ωba and ω4 = ωga, 
which yields clusters that are aligned vertically and diagonally in the plane created when plotting 
ω1 vs. ω4.   
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When holding ω3 constant and scanning ω1, processes 1 and 4 do not have a term in 
Table 3.2 that makes the entire 2D plane of ω1 vs. ω4 yield resonant signal.  Process 1 requires ω1 
= ωfa simultaneously as ω1 = ωha – ω3 for the output signal to be fully resonant, which will not 
happen often and as a result will not generate regularly repeating patterns of clusters of peaks.  
For process 4 to result in fully resonant signal, ω4 must equal both ωga simultaneously as ωea + 
ω3, which is a rare occurrence and therefore will also not display regularly repeating clusters.  It 
is interesting to note that when setting ω1 equal to a molecular transition and holding it constant 
while scanning ω3, process 1 yields the same pattern as process 2 does when setting ω3 equal to a 
molecular transition and holding it constant while scanning ω1.  Similarly, process 3 while 
holding ω3 constant and scanning ω1 will yield the same pattern as process 4 does when holding 
ω1 constant and scanning ω3.  Figure 3.9 shows the resonance lines present in each of the two 
cases, holding ω1 constant while plotting ω3 vs. ω4, and holding ω3 constant while plotting ω1 vs. 









3.4.2  Intracluster Patterns 
 
The intracluster patterns that result from process 1 and process 4 for a scan in which ω1 is 
tuned to a molecular transition and held fixed while ω3 is scanned, are well explained in the work 
of Strangfeld, Wells, and Chen2 which is included in the next chapter.  Briefly, the FWM process 
responsible for the signal in the HRC3DS experiment is a parametric process.  In the experiment 
for bromine, process 4 is responsible for the resultant FWM signal, but process 1 is also 
examined.  Being parametric processes, the initial state must be the same as the final state, which 
Figure 3.9.  Resonance vibrational patterns for the four parametric processes.  
The bottom two rows indicate the shape of the vibrational pattern (“rare” 
indicates that triple resonances are so infrequent that a regular repeating pattern 
may not be produced).2 
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means the initial v” and J” must be the same as the final.  Using the rotational selection rule ∆J = 
±1, this constricts the number of transitions possible for each resonance in the FWM process, 
since ω1 is set to a specific molecular transition frequency and held constant.  When ω1 is tuned 
to a P-type transition in the molecule, three transitions are allowed via the selection rule, and 
three fully resonant peaks result in each cluster of signal.  When ω1 is set to an R-type transition, 
a different set of three peaks is the result.  For process 4, two of the peaks in the P-type cluster 
are identical to two of the peaks in the R-type cluster, where as in process 1, all six peaks have 
unique resonant frequencies.  By approximating the rotational energy with the simple rigid rotor 
formula, EJ = Bv J(J + 1), it is possible to get an estimated relationship between the locations of 
the peaks within the cluster.  Figure 3.10 summarizes the intracluster patterns for processes 1 and 
4 when ω1 is tuned to a molecular transition and held fixed while ω3 is scanned, and also shows 
the relationship between the location of the peaks relative to each other in terms of the rotational 
quantum number J”, and the vibrational constant for the relevant level in the FWM diagrams 










 In the experiments where bromine has been investigated using HRC3DS, the intensity of 
the peaks that result from the FWM signal have not been thoroughly analyzed, besides setting a 
baseline threshold below which peaks are removed from the analysis.  This is due in part to some 
limitations in the experimental equipment; at times the input laser intensities and temporal 
overlap of the fields could not be maintained to the point where an intensity-dependent analysis 
would not have yielded much practical information.  The intensity of the resultant FWM signal is 
dependent upon many factors, one being the concentration of the gas-phase sample being 
investigated.  By using ω1 to select a certain molecular transition frequency, it seems reasonable 
that a concentration analysis would be possible with accurate intensity data, perhaps even to the 
point of detecting trace compounds in a mixture.  For a single species, examining the intensity of 
Figure 3.10.  Intracluster patterns that result when ω1 is fixed and ω3 is scanned.  
Process 4 pattern is shown on the left and process 1 on the right.  The green 
peaks are shared by both the P- and R-type cluster, while the yellow peaks are 
unique to the R-type pattern, and the red peaks are unique to the P-type pattern.  
The Bv’s reference the vibrational level from the FWM diagrams, reproduced 
from Figure 3, and X has replaced J”.2  
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the FWM peaks should also give some idea as to the degree of correlation between the two 
frequency axes. 
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4.  Rotational and Vibrational Pattern Interpretation for High Resolution Coherent 
3D Spectroscopy and Analysis of Bromine 
 
High-resolution coherent multidimensional spectroscopy provides an alternative to 
conventional methods for generating rotationally resolved electronic spectra of gas phase 
molecules.  In addition to revealing information such as the relationships among peaks, it can 
provide clearly recognizable patterns for systems that otherwise appear patternless due to 
rotational congestion.  Despite this improvement, high-resolution coherent 2D spectroscopy can 
still exhibit congestion problems; expansion to the second dimension is often not sufficient to 
prevent overlapping of peaks from different patterns.  A new 3D version of the technique has 
been developed that can provide improved resolution and selectivity to help address cases with 
severe congestion.  This 3D technique also produces vibrational and rotational peak patterns that 
are different from the 2D version.  These patterns depend upon the scanning strategy and the 
corresponding four wave mixing process.  This chapter provides information on the theory, 







4.1  Introduction 
 
Coherent two-dimensional1-6 and three-dimensional spectroscopy7-15 have gained much 
attention as analogs to multidimensional NMR that reveal the relationship between peaks in 
optical spectroscopy.  Most coherent multidimensional techniques have been developed for 
condensed phase systems.  However, a high-resolution form using nanosecond lasers and 
frequency-domain acquisition has been created for gas phase electronic spectroscopy, where 
severe rotational congestion often causes pattern obscuration.16  The 2D spectra produced by 
high-resolution coherent 2D (HRC2D) spectroscopy can show clearly recognizable patterns for 
systems where other techniques yield seemingly patternless spectra.  HRC2D spectra utilize 2D 
space to show two types of patterns, a vibrational pattern and a rotational pattern, so that 
vibrational information is spatially distinct from rotational information.  Within the patterns, 
peaks are sorted sequentially by their quantum numbers.17  The patterns for hot bands are 
spatially distinguishable from those for cold bands.18  Patterns from different isotopologues may 
also appear spatially separated.19,20  HRC2D is useful for taking spectra of molecules at any 
temperature, making it suitable for studying systems where rotational information is needed or 
cryogenic preparation is not feasible.    
One key difference between HRC2D spectroscopy and most other forms of high-
resolution spectroscopy is the fact that it relies upon resonantly enhancing a coherent optical 
process rather than creating an excited state population.  As a result, the technique is more robust 
than laser-induced fluorescence, which can be diminished by depopulating effects such as 
quenching and predissociation.   Another key advantage is that the coherent process can be a 
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parametric form of four wave mixing (FWM).  In such cases, light that is coherently generated 
comes from molecules where the final level is identical to the initial level (i.e., the molecule does 
not experience a net gain or loss of energy from the input light fields).   Unlike most other forms 
of conventional spectroscopy (absorption, fluorescence, etc.) the initial and final levels of a 
parametric FWM process will have identical vibrational and rotational quantum numbers.  This 
fact restricts the number of levels that can participate in the creation of light and the types of 
peaks that subsequently appear in the coherent 2D spectrum.  The resulting peaks and patterns 
are therefore limited in number, freer from congestion, and yet sufficiently rich in information to 
facilitate a detailed spectroscopic study. 
Despite the reduction in congestion made possible by expansion into a second dimension, 
all of the molecules that have been studied using HRC2D spectroscopy have yielded 2D spectra 
that show some degree of persistent spectral congestion.  It appears that expansion into the 
second dimension may reduce rotational congestion for gas phase electronic spectroscopy 
sufficiently for some molecules but not for others.  Severe congestion can be expected to be a 
serious problem for systems containing mixtures, molecules at elevated temperatures, and 
molecules that are large and/or have mixed states due to conical intersections.  In order to 
address severe congestion problems, a three-dimensional form of high-resolution coherent 
multidimensional spectroscopy was pursued and has recently been demonstrated.21  The purpose 
of this approach is similar to that for 3D NMR: to use the third dimension to further reduce the 
peak density by several orders of magnitude.   In that initial demonstration, several different 
patterns were observed, but the theory needed to explain them had not yet been developed.  For 
example, it was unclear whether some of the patterns may have been due to different FWM 
processes, different levels in the same species, or different isotopologues. 
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The purpose of this chapter is to provide the background and theory needed to understand 
and use high-resolution coherent 3D (HRC3D) spectroscopy.  While HRC2D spectroscopy 
provides specific advantages over conventional (1D) spectroscopy (e.g., it improves resolution, 
reveals patterns, and sorts peaks), it lacks the options and flexibility needed when trying to deal 
with regions in the 2D spectrum that appear highly congested.  In addition to improving the 
resolution by expansion into the third dimension, HRC3D spectroscopy also provides a means 
for achieving selectivity (i.e., produces spectra that contain peaks from a specific species, 
quantum number, process, etc.).   On the other hand, HRC3D experiments are also more 
complicated to carry out and 3D spectra can be more challenging to interpret compared to that 
for HRC2D spectroscopy.  Solutions to these challenges are also discussed in this chapter.   
 
4.2  Background 
 
High-resolution rotationally resolved electronic spectroscopy is a powerful technique that 
can provide exquisitely detailed information on the structure and behavior of gas phase 
molecules.  However, the technique is limited to very small and simple molecules; spectra 
produced by larger and more complicated molecules have long evaded analysis.  In addition to 
reducing congestion by expanding into a second dimension, HRC2D can help address these 
problems because the 2D spectra show patterns based upon the relationship between peaks, even 
for molecules where patterns in conventional (1D) spectra are obscured by severe rotational 
congestion.  Within these patterns, peaks are spatially sorted by quantum number, species, 
selection rules, hot band vs. cold band, etc.  In fact, vibrational and rotational information is 
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separated into a rotational pattern (where the peaks are sorted by rotational quantum number) and 
a vibrational pattern (where the rotational patterns and their peaks are sorted by vibrational 
quantum number).  However, coherent 2D spectroscopy is not a panacea; congestion still 
remains a potential problem in HRC2D spectra, and the technique lacks the flexibility and 
selectivity needed to further reduce persistent congestion problems.   For example, the peaks 
from all isotopologues of a given species can appear in the 2D spectrum since the technique 
lacks the ability to provide species selectivity.   
Tackling this problem by increasing the dimensionality from 2D to 3D involves an 
increase in experimental complexity.  Additional time is then needed to collect data; a single 3D 
spectrum consisting of 1000 x 1000 x 1000 points would require a data collection time of more 
than 30 years if the points are collected at a rate of one point per second.  HRC2D experiments 
involve two broadband near infrared beams in order to achieve dual-broadband multiplexing.  
Expansion to 3D can be achieved by replacing one of the two broadband near infrared input 
fields used in HRC2D spectroscopy with an independently tunable laser source.  The use of a 
multichannel array detector, which can be used because one of the input lasers is still broadband, 
significantly reduces the time required to take 3D data, but it is still considerably longer than the 
time required to take 2D data.   
Careful selection of one of the (narrowband) input beam frequencies can reduce the 
number of fully resonant FWM processes and therefore help simplify analysis of the resulting 
HRC3D spectra.  Most molecules do not have strong resonances in the near infrared (1000-2000 
nm) region.  If only one of the input beams is narrowband, tunable, and in the UV or visible 
region while the other two are in the near infrared region, then the number of possible fully 
resonant FWM processes can be limited to a small number.  As a result, spectral interpretation 
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will be greatly simplified and the output beam can also be generated in the UV or visible region, 
allowing use of highly efficient monochromator and CCD systems. 
Unlike traditional spectra that are simple xy plots (a plot of a measured quantity as a 
function of wavelength or frequency), high-resolution coherent multidimensional spectra display 
the intensity of a beam (produced by four wave mixing) as a function of two or more 
independent frequencies.  For HRC3D spectra, the intensity of the generated beam is a function 
of three independent input frequencies.  As a result, it is possible to use resonance patterns to 
distinguish among singly resonant, doubly resonant, and fully (triply) resonant FWM processes.  
In a conventional coherent 1D spectrum, peaks may be produced by singly resonant, doubly 
resonant, or triply resonant FWM processes, and determining the degree of resonance requires 
additional experimentation or careful lineshape analysis (e.g., modeling coherence interference 
effects).  For coherent 3D spectra, where the peaks reside in three-dimensional space (each 
orthogonal dimension corresponds to a unique frequency axis), the degree of resonance may be 
determined by the observed structure (see Table 4.1).  Singly resonant processes should produce 
resonance planes that propagate through 3D space because the same resonance can be 
maintained by either keeping one of the four fields constant (for a resonance such as 1 = level 
where the resonance plane would be parallel to the axes for two of the fields) or by keeping the 
relationship between two fields constant (for a resonance such as 1 - 2 = level where the 
resonance plane would be diagonal with respect to the axes for two of the fields).  Doubly 
resonant processes should produce resonance lines that propagate through 3D space.  Only fully 
(triply) resonant processes can produce discrete resonance points (peaks) in the 3D space; a triply 
resonant process requires that all fields have the appropriate wavelengths needed to create a fully 
resonant four wave mixing process.    
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Since displaying the four dimensions of a 3D spectrum is a challenge, the spectra 
presented in this chapter are 2D slices through the 3D spectrum, where one of the input field 
frequencies is held constant.  If the data is displayed as a 2D slice rather than a complete 3D 
spectrum, additional slices may be needed in order to confirm the degree of resonance.   For 
example, a doubly resonant process will produce a ridge (due to the resonance line) in a coherent 
2D spectrum if the data plane contains the entire double resonance line.  If the double resonance 
line and the plane of the 2D slice intersect, however, then the coherent 2D signal will contain a 
peak (at that point of intersection) rather than a line.  This observation is consistent with the 
notion that peaks in HRC2D spectra may be caused by doubly resonant or fully resonant 
processes, and peaks in conventional (1D) coherent spectra may be singly resonant, doubly 




Table 4.1.  Effect of different degrees of resonance enhancement on 
multidimensional resonance patterns. 
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4.3  Theory 
 
A common challenge in coherent spectroscopy is to identify the appropriate FWM 
process for setting up an experiment and/or for interpreting experimental results.   The use of 
three independent input beam frequencies (1, 2, and 3) to produce a FWM signal can result in 
up to eight possible frequency combinations  (4 = +1 +2 +3).    For our experiments, only 
one of the input fields (1) is from a tunable visible (or UV) beam.  The other two input fields 
are in the near infrared region: 2 is broadband to facilitate multiplex detection, 3 is 
narrowband and tunable, and 3 > 2.  As a result, only one frequency combination (4=1-
2+3) can be phasematched and generate light that is anti-Stokes of 1, a condition that is 
preferred in order to reduce susceptibility to spectral interference from other processes such as 
laser-induced fluorescence.  Figure 4.1 shows the ten possible FWM processes that can be used 
to generate coherent light at 4=1-2+3.  Energy level diagrams 1-4 describe parametric 
processes (final state = initial state), diagrams 5-7 correspond to one set of nonparametric 
processes, and diagrams 8-10 correspond to a second set of nonparametric processes.  All ten 
processes have the same phasematching geometry because they all can produce the same output 
frequency.  However, the molecular energy levels that can provide resonance enhancements and 
produce peaks in the spectra are different.  Therefore, the pattern of multidimensional resonance 
features produced by each will be unique.  For a specific molecule and a given set of input 
wavelengths, some of the FWM processes shown in Figure 4.1 may be fully resonant, while 
others may be doubly resonant, singly resonant, or non-resonant.    
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The FWM process responsible for generating the observed peaks must be known in order 
to design appropriate experiments and to correctly interpret results.  During the development of 
HRC2D spectroscopy, it was discovered that the FWM processes could be determined using the 
observed vibrational pattern18.  For example for a typical HRC2D spectrum where 1 is plotted 
on the y-axis and 4 is plotted on the x-axis, process 1 in Figure 4.1 produces a rectangular 
vibrational pattern (showing vertical and horizontal alignment), while process 3 in Figure 4.1 
produces a parallelogram vibrational pattern with vertical and diagonal (rather than horizontal) 
alignment. 
Figure 4.1.  FWM diagrams that can produce an output frequency at ω4= ω1- ω2+ ω3  
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A similar approach would be useful for HRC3D spectroscopy; if available, differences 
among the rotational and/or vibrational patterns could be used to determine which FWM process 
is responsible for generating the observed peaks and patterns.  But first, it is important to note 
that some FWM diagrams in Figure 4.1 can be eliminated because they are unlikely to provide a 
fully resonant FWM process.  Since the vast majority of molecules have excited electronic states 
in the UV or visible region, any resonances involving the broadband near infrared beam (2) and 
level a will usually involve overtones or combination bands that are too weak to provide a 
significant resonance enhancement.  Therefore, none of the nonparametric processes (5 through 
10) will be fully resonant.  Of the parametric processes, the first and fourth have the best chance 
of being fully resonant because it is also unlikely that the first photon (3) for processes 2 and 3 
will be fully resonant.  For process 4, each photon can cause strong interactions if the resonance 
occurs between levels from different electronic states that have reasonably large Franck-Condon 
factors.  The first photon can match a resonance between a level in the ground electronic state 
and a level in an excited electronic state.  The second, third, and fourth photons can each also 
cause resonant interactions between the ground and excited electronic states if levels a and e are 
in the ground electronic state and levels f and g are from an excited electronic state.  For process 
1, two different excited electronic states are needed in order to avoid the harmonic oscillator 
selection rule of v=+1 for levels in the same electronic state.  Therefore, levels f and g should 
involve different electronic states from level a, and level h should involve a different electronic 
state compared to levels f and g.   
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Figure 4.2.  Evolution of the rotational quantum number for processes 1-4; X is 
the initial value for J” at the starting energy level (a).  For each process, the level 
and field (see Figure 4.1) are directly below the corresponding rotational 
quantum numbers and arrow.  
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Figure 4.3.  Evolution of the rotational quantum number for process 1 when 
1 is fixed and 3 is scanned.  The top diagram with yellow arrows is for an R 
process, while the bottom diagram with the red arrows is for a P process.  
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The next step is to determine the rotational pattern produced by each FWM process.   For 
parametric processes 1-4, the rotational quantum numbers can evolve according to the diagram 
shown in Figure 4.2, which is based upon a selection rule of J=+/-1.   In this Figure, X 
represents the starting value of J”.  Since 2 is broadband and 4 is always spectrally dispersed 
and analyzed, the two choices for creating a 2D slice are to scan 3 (while keeping 1 fixed) or 
to scan 1 (while keeping 3 fixed).  For processes 1 and 4, if 1 is fixed, the first photon can 
either decrease J by one unit (a P-type resonance) or it can increase it by one unit (an R-type 
resonance).  Figure 4.3 shows both cases during the evolution of the rotational quantum number 
Figure 4.4.  Evolution of the rotational quantum number for process 4 when 1 is 
fixed and 3 is scanned.  The top diagram is for an R process and the bottom 
diagram is for a P process.  
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for process 1 when 1 is fixed and 3 is scanned.  Figure 4.4 shows the same type of diagram for 
process 4.  For both cases, there are two possible values for 4, so the corresponding rotational 
patterns shown in Figures 4.5 and 4.6 indicate two possible resonances on the x-axis.  Process 4 
has four possible values of 3, three for the P-type process (the red and green peaks in Figure 
4.5) and three for the R-type process (the yellow and green peaks).  The two green peaks are 
common for both the P-type process and the R-type process, and the presence of a sole peak (not 
paired with another peak that has the same x-axis value) on the right or left immediately reveals 
whether 1 involves a P-type or R-type resonance.  The y-axis position of the red and yellow 
peaks relative to the green peaks depends upon the relationship between the rotational constants.  
The relative y-axis positions drawn in this figure assume that the Be = Bg, where Be represents 
the rotational constant for level e and Bg represents the rotational constant for level g.  The 
positions on the y-axis correspond to the following 3 resonances (the values below show the 
change in the rotational quantum number from level e → level g): 
A X-2 → X-1  
B X → X+1  
C X → X-1  
D X+2 → X+1  
Process 1 also has four possible values of 3, but according to Figure 4.3, two are exclusively P-
type (red in Figure 4.6) and the other two are only for the R-type (yellow).  Unlike that for 
process 3, the P-type and R-type patterns for process 1 have no peaks in common.  The relative 
y-axis positions drawn in this figure assume that the Bf = Bh.  Again, the sole peak on the right 
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indicates a P-type pattern and a sole peak on the left indicates an R-type pattern.  However, the 
process 4 pattern provides an additional advantage over the process 1 pattern; the duplicate green 
peaks may facilitate the pairing of P-type and R-type patterns that have the same initial J” value 
when comparing different 2D slices of the 3D spectrum. 
                            
Figure 4.5.  Process 4 rotational pattern (1 fixed, 3 scanned).  The yellow peak 
is part of the R-type pattern (see Figure 4.3), the red peak is part of the P-type 
pattern, and the green peaks are common to both R-type and P-type patterns.  
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Figure 4.6.  Process 1 rotational pattern (1 fixed, 3 scanned): the yellow peaks 
make up the R-type pattern and the red peaks comprise the P-type pattern.  
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The situation is strikingly different when 3 is fixed and 1 is scanned for process 4.  
Examples of four different kinds of patterns (A-D) for this situation are shown in Figure 4.7.  As 
observed earlier in Figure 4.5, there are two possible resonances for 4 and four possible 
resonances for 3.  Each of these four possible 3 resonances (A-D in Figure 4.5) will now 
produces a different kind of rotational pattern; setting 3 to A or D yields a single peak, while 
setting it to B or C yields a pair of vertically aligned peaks.  When combined, the four possible 
peaks shown in Figure 4.7 are similar to that observed in HRC2D spectroscopy, where both 2 
and 3 are broadband.  Since 3 is narrowband and fixed in HRC3D spectroscopy, no more than 
Figure 4.7.  Process 4 rotational pattern where 3 is fixed and 1 is 
scanned. Four different kinds of rotational patterns (A-D) may be 
observed: A and D produce a single peak, while B and C each produce a 
pair of peaks that have the same x-axis value.   
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one of those four possible patterns can exist during a given scan.  This kind of scan therefore has 
the disadvantage that the rotational patterns contain only one or two peaks and may therefore be 
more difficult to identify; a repeating pattern of three peaks is probably easier to recognize than a 
repeating pattern of just one or two peaks, especially when the number and/or density of peaks 
(from other molecules and/or processes) is high.   
The predicted rotational patterns for all four parametric processes and both types of scans 
are summarized in Table 4.2.  The case where the rotational pattern consists of just one or two 
peaks is expected for half of the cases, (3 scan for processes 2 and 3, or 1 scan for processes 1 
and 4), and the easier-to-find pattern of three peaks that form the shape of a triangle is found for 
the remaining cases (3 scan for processes 1 and 4, or 1 scan for processes 2 and 3).  Since 
processes 1 and 4 are the most likely to be fully resonant, the best general strategy for creating 
2D slices appears to be keeping 1 fixed while scanning 3.   
                 
In addition to the rotational pattern, the vibrational pattern in the 2D slice of a HRC3D 
spectrum can also be used to determine the FWM process.  The equations for the two candidates 
Table 4.2.  Rotational patterns for parametric FWM processes. 
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most likely to be fully resonant (processes 1 and 4) can be generated using density matrix 
diagrams, and the simplified expressions are: 















where the is the product of transition dipole moments for the four fields and the ’s are 
resonance denominators:  

ea
 = ea – (1 – 2) – iea 
fa = fa – 1 – ifa 

ga 
= ga – 4 – iga 

ha 
= ha – (1 + 3) – iha 
 
Figure 4.8 shows the kinds of resonance lines that these resonant denominators will generate for 
a coherent 2D slice of the HRC3D spectrum.  First consider the situation where 3 (narrowband 
NIR beam) is tuned while the UV-visible input laser frequency (1) is fixed.  If 1 has been 
tuned to a resonance, then the left side of the diagram in Figure 4.8 is in the fa plane, so that fa 
= – ifa.  The equations for processes 1 and 4 both include a fa denominator, which results in one 
resonance.  For process 1, two additional resonances occur at the intersection between resonance 
lines ha (horizontal) and ga (vertical).  Therefore, a triple resonance situation occurs at the 
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intersection of these two perpendicular lines within the fa resonance plane.  In the harmonic 
oscillator approximation, ha and ga will each produce a set of somewhat regularly spaced 
horizontal and vertical lines (each with separate vibrational quantum numbers).  Therefore, the 
triply resonant vibrational patterns will be regularly spaced as well, forming a rectangular grid of 
rows and columns.  For a simple diatomic molecule, the distance between rows will be roughly 
equal and the distance between columns will also be roughly equal because of the roughly equal 
spacing between vibrational levels.  Polyatomic molecules will appear more varied due to the 
existence of 3N-5 or 3N-6 vibrational modes, but the pattern should still show a recognizable 






          
 
 
For process 4 (3 scanned, 1 fixed), the resonance denominator ea produces a diagonal 
resonance line in the fa resonance plane.  Therefore, the triply resonant vibrational patterns 
occur at intersections between vertical double resonance lines (from ga), diagonal double 
resonance lines (from ea), and the resonance plane fa.  The resulting parallelogram pattern 
appears different from that of process 1; many peaks will have the same x-axis value, but they 
will not have the same y-axis values (except by accidental coincidence).   
The resulting vibrational pattern changes if the 1 is scanned while 3 is fixed.  If 3 has 
been tuned to a resonance, then the right side of the diagram in Figure 4.8 (in the da plane, 
Figure 4.8.  Resonance vibrational patterns for the four parametric 
processes.  The bottom two rows indicate the shape of the vibrational 
pattern (“rare” indicates that triple resonances are so infrequent that a 
regular repeating pattern may not be produced).   
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where da = da – 3 – ida = – ida) becomes useful and processes 2 and 3 now yield regularly 
spaced rectangular and parallelogram vibrational patterns.  On the other hand, processes 1 and 4 
now require the overlap of three separate resonance lines rather than the overlap of two 
resonance lines and one resonance plane.  For process 1, two resonance lines are horizontal (fa 
and ha) while one is vertical (ga).  Therefore, triple resonances only occur when the fa and ha 
resonance lines are on top of each other.  Since this situation rarely occurs, peaks from this 
process are infrequent and are irregularly spaced along the y-axis.  For process 4, ea and ga 
both produce vertical resonance lines, so triple resonances from this process are also rare and 
irregularly spaced along the x-axis.   
Ultimately, the strongest FWM process depends upon the choice of lasers and the energy 
level diagrams of the molecule.  For the purpose of pattern recognition, the most useful FWM 
process is one that produces both a rotational pattern with three peaks (as opposed to just one or 
two peaks) and a regular vibrational pattern (rectangular or parallelogram).  The patterns that 
satisfy these two requirements for the choice of lasers discussed above (1=vis, 2=broad and 
3=nir) are processes 1 & 4 with an 3 scan and processes 2 & 3 with an 1 scan.  Of these, the 
most useful strategy for conducting HRC3D experiments appears to be the latter, since processes 
2 and 3 require resonances with overtones and combination bands in the ground electronic state 
that are usually weak.  If this approach is taken, the vibrational and rotational patterns may then 
be used to determine whether process 1 or process 4 is responsible for the observed peaks.  The 
combined rotational and vibrational patterns for the two best candidates (processes 1 and 4 with 
an 3 scan) are shown in Figure 4.9.  Fortunately, these two processes are easy to discern 
because of their different vibrational patterns.  Process 1 produces a vibrational pattern that 
aligns horizontally and vertically (i.e., a rectangular grid), while the 3-scanned process 4 creates 
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a vibrational pattern made from vertical and diagonal resonance lines (i.e., a parallelogram 
shaped grid).  Furthermore, processes 1 and 4 yield different rotational patterns (see Figures 5 
and 6).    For process 4, none of the peaks have the exact same y-axis value (except by 
coincidence), and two of the peaks appear in both the P-type resonance and the R-type resonance 
(selected by 1).  For process 1, two of the three peaks that form a “triangle” must have the exact 
same y-axis value, and all of the peaks will change their position when 1 is changed between a 
P-type resonance and an R-type resonance.  The rotational spacing between peaks is also 
different for these two processes, as indicated in Figures 4.5 and 4.6. 
                      
 
Figure 4.9.  Combined rotational and vibrational patterns for 
processes 1 and 4 when 3 is scanned and 1 is fixed.  For the Process 
4 3 scan spectra, none of the peaks have the same y-axis values, 
except by coincidence.  All axes are in units of cm-1.  
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One additional benefit of HRC3D spectroscopy over HRC2D spectroscopy is that it can 
provide information on intermediate levels.  For example, consider the intermediate level e in 
process 4.    For an 3 scan with a frequency equation of 4 = 1 – 2 + 3, the y-axis 
corresponds to 3 and the x-axis corresponds to 4.  Rearranging the above equation yields a 
linear equation with a slope=1 and a y-intercept of 2-1, which also equals 3-4.   Therefore, 
the difference in energy between level e and level a is equal to the negative of the y-intercept of 
the line that runs through the vibrational patterns that align diagonally in the spectrum.  This line 
runs through the “common points” that are colored green in Figure 4.5.  As mentioned earlier, 
these points are common to both the P-type and R-type patterns for a given J” value, while the 
other two points (red and yellow in Figure 4.5) only appear for the P-type and R-type triangles, 
respectively.  The two common points are relatively easy to identify because the line forming 
them has a slope of m=1, and they therefore line up with other common points involving the 
same overtone or combination band (level e).  A similar approach can be developed for process 
1, where the energy of level h should be equal to 1+3 for a given row. 
If the sample consists of a mixture, it is possible that species selectivity may be achieved 
by analyzing only the patterns that lie along a specific diagonal corresponding to known 
overtones and combination bands of the molecule of interest.  This pattern-based selectivity 
would be in addition to that made possible by fixing the dye laser at a specific wavelength during 






4.4  Experimental Methods 
 
Nonlinear spectroscopy serves as a well-suited method for generating coherent 
multidimensional spectra because the resulting signal depends upon multiple beams that can 
have independently controllable frequencies, each of which can constitute an orthogonal axis in a 
multidimensional spectrum.  Four wave mixing (FWM) techniques can therefore be used to 
generate spectra with up to 4 orthogonal frequency dimensions.  By using three independently 
controllable beams to drive the FWM signal, fully (triply) resonant FWM signals can be 
generated that provide greater selectivity and resonant enhancement over doubly or singly 
resonant processes that might be used to create 1D or 2D spectra.  The fully resonant FWM 
approach used in this work was pioneered by Wright and coworkers and makes effective use of 
the additional dimensions that are available when creating coherent 3D spectra.19,20  The use of a 
broadband beam for one of the fields can facilitate multichannel detection with a CCD, which 
helps reduce the time required to acquire data.  The FWM signals produced in this work were 
driven by three independent input beams (1= narrowband tunable visible dye laser beam, 2 = 
broadband near-infrared OPO beam, and 3 = narrowband near-infrared tunable OPO beam).  
The use of three independent beams to drive fully (triply) resonant FWM processes allows us to 
explore and maximize the capabilities of coherent 3D spectroscopy.    
A simplified diagram of the setup is shown in the top portion of Figure 4.10.  Three 
independent injection-seeded Nd:YAG lasers (SpectraPhysics Lab 150, GCR 230, and PRO 250) 
were used to pump a dye laser (Coherent Scanmate plus, linewidth = 0.15 cm-1), a broadband 
OPO (custom-built, linewidth >3000 cm-1)), and a narrowband tunable OPO (SpectraPhysics 
MOPO 730, linewidth = 0.2 cm-1, pumped by 355 nm).  The idler beam from the MOPO 730 
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was used in this experiment, but the wavelength of the idler beam was controlled using the signal 
beam wavelength (pump = signal + idler).  The firing of the three pump lasers was synchronized 
using a delay generator (Stanford Research System DG 535).  The three beams were combined 
using collinear phasematching before being focused into the sample cell.  The pump beams were 
then removed by KG3 and BG40 absorption filters and a Semrock 633 nm notch filter.  The 
remaining FWM beam was focused into a 1.25 meter monochromator (SPEX 1250m) equipped 








Figure 4.10.  Top: Simplified experimental layout of the coherent 3D 
spectrometer.  Bottom: Schematic diagram of the custom built broadband 




In order to produce a single 2D slice of a coherent 3D spectrum, we set the dye laser to a 
specific wavelength, scanned the narrowband near infrared OPO (3) wavelength, and collected 
a series of spectra using the monochromator and CCD (4).  During the scan, the dye laser 
wavelength was continuously monitored using a Bristol instruments 821 wavemeter.  The 
resulting 1D spectra were stacked in order to produce the 2D slice.  The wavelength of the light 
from the dye laser (1) could then be changed in order to produce different 2D slices within the 
third dimension.  Multichannel detection (needed to reduce the amount of time required to 
collect data) along the 4 axis was facilitated by the use of a degenerate OPO for 2, which was 
not tuned but generated broadband light covering a continuous range of wavelengths from 1150-
1700 nm.  A diagram of this broadband OPO is shown in the bottom portion of Figure 4.10.  The 
three axes of the 3D spectra therefore correspond to 1, 3, and 4, with intensity as an 
additional (unplotted) dimension.  For plotting purposes, the results are most clearly shown as a 
series of stackable 2D plots where the x and y axes correspond to 4 and 3 and peaks appear as 
dots.  These peak positions were obtained using a modified version of a computer program 
(nmrDraw) that includes a two-dimensional peak picker.   
Each 2D slice consists of approximately 5000 stacked 1D spectra, each taken with a 
specific 1 wavelength.  Small step sizes (0.002 nm) that were a factor of 3 times smaller than 
the linewidth of the 3 beam were used in order to help distinguish FWM peaks from spurious 
peaks caused by cosmic rays that periodically hit the CCD detector.  The “real” FWM peaks 
persist for several steps (appearing as a group of peaks along the y-axis) and are reproducible, 
while the cosmic ray spikes appear as single sporadic events that are irreproducible.  The 
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acquisition time required to produce each 2D slice was approximately 2 hours.   The spectra 
were repeated, and spurious cosmic ray spikes were removed using a Fortran computer program 
that eliminated many (but not all) of the irreproducible peaks.   
The sample consisted of 0.001 atm of bromine in an evacuated 0.5 meter long glass cell.  
Bromine was selected because of its simplicity as a diatomic molecule and the availability of 
published spectroscopic constants for its B and X states.22-25  The beam pulse energies were 3 mJ 
for the broadband OPO, 3 mJ for the narrowband tunable OPO, and 0.3 mJ for the dye laser.  In 
order to ensure that the observed signal depended upon all three beams, we periodically blocked 
each beam and confirmed that the signal disappeared.  The wavelengths of the dye and OPO 
beams were also changed to confirm that the signal was triply resonant. 
 
4.5  Results and Discussion 
 
Bromine is a spectroscopically well-characterized molecule that serves as a useful test 
case.22-25  The well-known B-X transition for bromine involves light in the visible region, so 
achieving electronic resonance enhancements is easily accomplished using a visible dye laser.  
Previously published20 HRC2D spectra of bromine show a considerable amount of congestion 
due to several factors.  First, the rotational and vibrational spectroscopic constants are small due 
to the relatively large mass of the bromine atom.  Second, the rotational constants B’ (~0.06 cm-
1) and B” (~0.08 cm-1) differ considerably, causing a rotational pattern of elongated double 
Fortrat parabolas.  This elongation causes parabolas to run into each other.  Third, bromine’s 2D 
spectrum is further complicated because of the presence of peaks from all three naturally 
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occurring isotopologues (79Br2, 
81Br2, and 
79,81Br2).  The parabolas produced by the isotopologues 
overlap; they are shifted in position from each other because their vibrational constants slightly 
differ.  Finally, HRC2D spectroscopy does not provide the ability to use selectivity or other 
methods for addressing the resulting overlap and congestion problems.   
HRC3D spectroscopy was used to reduce congestion by expansion to a third dimension.  
Selectivity was also explored by setting the visible dye laser frequency (1) to match a resonance 
frequency for the species of interest.  To produce the resulting 2D slice, the narrowband tunable 
near-infrared OPO idler beam was then scanned while the monochromator and CCD monitored 
the output beam.  The results after setting the dye laser to 612.336 +/- 0.002 nm (16326.46 cm-1) 
and scanning the near infrared OPO from 9290 - 10,000 cm-1 are shown in the top half of Figure 
4.11.  The data used to create this 2D slice is from the same coherent 3D spectroscopy 
experiment that was discussed in an earlier paper21, where the spectra were not fully analyzed 






The easily recognized patterns in this 2D slice immediately reveal several important 
features.  First, the rotational patterns consist of multiple sets of three peaks that form repeating 
Figure 4.11.  Coherent 3D spectrum of bromine with the dye laser set to 612.336 (+/- 
0.002) nm.  For the experimental spectrum (top), triangles are drawn around the 
observed 81Br2 patterns, rectangles are drawn around the 
79Br2 patterns, and circles are 
drawn around the 79,81Br2 patterns.  The simulated spectrum on the bottom shows the 
peaks for the same three isotopologues, and are indicated by green, red, and blue 
markers.      
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triangles, indicating that the peaks are coming from either process 1 or 4.  Process 1 can be 
eliminated because none of the triangles have the same y-axis values; the vibrational patterns 
reveal a structure that shows repeating columns, but not repeating rows.  Instead, they resemble 
parallelograms (vertical and diagonal alignment), providing further evidence that process 4 is 
responsible for these peaks.   The fact that there are at least two differently sized triangles (see 
the enclosing ovals, triangles, and rectangles in Figure 4.11) suggests the possibility of multiple 
sets of quantum numbers and/or isotopologues.  Finally, each triangle consists of a sole peak on 
the right side, indicating that the 1 frequency in process 4 matches a P-type resonance.   
The next step in the analysis was to determine the vibrational and rotational quantum 
numbers from the positions of the peaks in the 2D slice.  The size and shape of a triangle reveal 
information about the rotational constants and quantum numbers, and relatively simple 
relationships between the triangle dimensions and the rotational constants and/or quantum 
number can be obtained.   For example, the width of the triangle depends upon the two possible 
output (4) frequencies for a given initial rotational quantum number.  For process 4 (3 scan), 
these two frequencies correspond to: 
Te’- Te” + G’(v’) – G”(v”) + F’(J”+1) - F”(J”) 
And  




Where J” is the initial rotational quantum number of the molecule.  If the molecule acts like a 
rigid rotor with a small amount of vibration-rotation interaction, then the difference between 
these two frequencies is  
[B’(J”+1)(J”+2) – B”(J”)(J”+1)] – [B’(J”+1)(J”+2) – B”(J”)(J”+1)] = B’ (4J”+2) 
where B can be written in terms of Dunham coefficients (B = Y01 + Y11 (v+1/2) + Y21 (v+1/2)
2 + 
…).  The four y-axis (3) resonance frequencies, labeled A-D (see Figure 4.5) can be used to 




where the subscripts on the rotational constants indicate the corresponding level in the 
accompanying four wave mixing diagram.  Y-axis frequencies A, B, and C are involved in a P-
type pattern, while frequencies B, C, and D are found in an R-type pattern.  Since the shapes of 
the triangles in Figure 4.11 (two points on the left and one point on the right) correspond to a P-
type rotational pattern, the spacings A-C and B-C may be helpful while analyzing this spectrum.   
To illustrate this point, the following method was used to complete the assignment of 
quantum numbers for the triangles enclosed in ovals in Figure 4.11.  This method is suitable for 
analyzing triangles produced by process 4 when 1 is held fixed and3 is scanned.   The first 
step was to identify a series of triangles that lie along the same diagonal.  All peaks that comprise 
these triangles should have identical values of J” and v” for level a as well as an identical value 
of v” for level e (see Figure 4.1).  Two of the three peaks in each triangle are “common peaks”, 
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and a straight line with a slope of 1 can be drawn connecting all of these common peaks if both 
axes on the spectrum are in units of cm-1.   The negative of the y-intercept for the resulting 
diagonal line should be equal to the sum of G + F between levels e and a.  Values of G for 
several v”  v” resonances between levels a and e were then calculated.  For a room 
temperature sample, it was reasonable to assume that several vibrational levels (v”= 0-5 for level 
a) are initially populated.  Two approximations were used to help determine the correct values of 
v” for levels a and e.  The first assumption was that G > F, so that G should be roughly 
comparable in size to the y-intercept.  This assumption was used to calculate an approximate 
value of v” for level e, which was then used to calculate an approximate value for J” using the 
formula A-C = Be (4J”-2), where A-C is the difference in y-axis energy spacing between the two 
peaks in the triangle that share the same x-axis value.  (For an R-type process, A-C = Be 
(4J”+6)).  The second assumption was that the value of F is not highly dependent upon the 
value of J”; for Br2, F changed by only 1-2 cm-1 for neighboring values of J”.  The resulting 
values for G + F were then compared with the y-intercept, and the best pairs of v” values (for 
energy levels a and e) were identified.  The values of J” for these best fits were then refined to 
minimize the discrepancy.  This procedure was carried out for all three isotopologues.  The 
correct isotopologue could be easily identified because incorrect ones had simulated triangle 
widths (values of Bg (4J”+2)) that differed considerably from the observed experimental values 
(by several wavenumbers).   
In addition to the triangles enclosed in ovals, additional unexpected patterns (enclosed in 
triangles and rectangles) in Figure 4.11 are attributed to additional 1 resonances due to the 
relatively wide linewidth of the dye laser (0.15 cm-1).  Both the expected and unexpected patterns 
could be assigned.  The triangles enclosed in ovals correspond to a 79,81Br2 resonance at 16326.42 
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cm-1, where v”= 1, J”= 62 and v’= 6, J’= 61.  Eight vertical columns of triangles are due to a 
vibrational pattern involving v’ = 25-32 (from left to right) for level g and four diagonal lines of 
triangles are observed, corresponding to v” = 31-34 (top to bottom) for level e.  The triangles 
enclosed in rectangles are attributed to a 79Br2 resonance at 16326.53 cm
-1, where v”=2, J”=49 
and v’=8, J’=48.  Twelve columns of these triangles are attributed to the vibrational pattern 
involving v’ = 29-40, while the four diagonal lines of triangles are due to v”=32-35.  The 
triangles enclosed in triangles correspond to a 81Br2 resonance at 16326.39 cm
-1, with v”=2, 
J”=48 and v’=8, J’=47.  Twelve observed columns are due to v’ = 29-40 and the four diagonals 
are due to v” = 32-35.  The lower half of Figure 4.11 shows a simulation based upon these 
assignments.  The spectroscopic constants used for this simulation were taken from references 
22-24.  The agreement between experimental and simulated peak positions along the x-axis and 
y-axis was typically within a few hundredths of a nanometer.  The strong diagonal line that runs 
through the spectrum was caused by unwanted stray light from the MOPO 730 signal beam 
during the scan. The strong vertical line was caused by unwanted stray light from nearby 





The top half of Figure 4.12 shows results after moving the dye laser to 611.821 (+/- 
0.002) nm, which is very close to the wavelength predicted for the R-type counterpart to the 
Figure 4.12.  Coherent 3D spectrum of bromine when the dye laser is set to 611.821 (+/- 
0.002) nm. All simulated peaks (lower half) were for 79,81Br2: the blue and red dots 
(peaks) are for two different R-type processes and the green peaks are for a P-type 
process.  For the experimental spectrum (top), different shaped circles, boxes, or triangles 
were used to indicate different v and J values, and colors were used for to differentiate 
these three types of peaks in the simulated spectrum. (See text for more details). 
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pattern in Figure 4.11 enclosed in ovals.  The predicted value of this counterpart is 16340.21 cm-
1 and involves a resonance between v”= 1, J”= 62 and v’= 6, J’= 63 for 79,81Br2.  The 
corresponding observed peaks in Figure 4.12 are also enclosed in ovals (blue dots in the 
simulated plots).  For this pattern, the columns correspond to v’ = 25-27 and the diagonals 
correspond to v” = 31-33.  Once again, additional unexpected patterns were observed due to the 
relatively wide bandwidth of the dye laser.  One of these patterns (enclosed in rectangles) was 
another R-type process at a calculated value of ω1 = 16340.18 cm-1, corresponding to v”=0, 
J”=71 to v’=4, J’=72 for the same isotopologue.  For this pattern, the columns correspond to v’ = 
21-23 and the diagonals correspond to v” = 30-32.  An additional unexpected pattern (enclosed 
in triangles) was observed and attributed to a P-type process at ω1 = 16340.36 cm-1, 
corresponding to v”=2, J”=43 to v’=8, J’=42, also for the same isotopologue.  For this pattern, 
the columns correspond to v’ = 28-32 and the diagonals correspond to v” = 32-35. 
For both Figures 4.11 and 4.12, the experimental results show excellent agreement with 
simulated results (shown on the bottom half of these figures) that were based on the assigned 
quantum numbers above.  Both experimental spectra are dominated by peaks from 79,81Br2, with 
starting level quantum numbers v”= 1 and J”= 62.  Unexpected peaks from other resonances 
and/or isotopologues can be distinguished from the expected ones because the vibrational and 
rotational patterns are significantly different; the size of the triangles and their locations in the 
plot are different.   Vibrational and rotational pattern recognition therefore facilitates additional 
selectivity by providing the ability to determine the number of simultaneously contributing 1 
resonances/isotopologues and to classify the peaks accordingly.  Obviously, improved selectivity 




4.6  Conclusion 
 
HRC2D spectroscopy can be used to overcome problems of congestion and pattern 
obscuration in high-resolution spectroscopy.  For the rotationally resolved electronic spectra of 
many gas phase molecules, however, expansion to the second dimension may not be sufficient to 
overcome severe congestion.  HRC3D spectroscopy may be an effective way to fix these severe 
congestion problems; in addition to using an additional dimension to increase the spacing 
between peaks, HRC3D spectroscopy also provides selectivity by species and quantum 
number(s).   
These findings suggest that the best approach for carrying out high-resolution coherent 
3D spectroscopy may be to use one tunable visible/UV beam to select a resonance, and two near 
infrared beams, one that is scanned in frequency and the other that is broadband.  This approach 
limits the number of possible FWM processes, and also employs multichannel detection to help 
reduce collection times that might otherwise be prohibitively long.  Fixing the tunable 
visible/UV beam and scanning the tunable near infrared beam should produce spectra with 
patterns that are easier to recognize and interpret.  In order to analyze molecules like bromine 
(e.g., no excited electronic states in the near infrared region), the FWM processes that are most 
likely to be successful are processes 1 and 4, which will produce rotational patterns consisting of 
three peaks that form triangles.  These two processes are easily distinguishable based upon their 
different rotational and vibrational patterns.  Achieving the desired fully-resonant FWM process 
may be easier for process 4 than process 1 because each field can create resonances between the 
ground electronic state and an excited electronic state; a simple system with a ground electronic 
state and just one bound excited electronic state would be sufficient.  HRC3DS also provides a 
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possible method for identifying the intermediate level (h for process 1 and e for process 4) by 
studying the diagonals that can be drawn between triangles in HRC3D spectra. 
After analyzing the vibrational and rotational patterns to identify the process, one can use 
the shapes of the patterns to determine quantum numbers and assign peaks, provided that high 
quality spectroscopic constants are known.  One can imagine that the reverse should also be true; 
determining the spectroscopic constants should be possible if the quantum numbers are known.  
Doing so, however, will probably require the acquisition of a substantial number of 2D slices.  
Each slice requires a couple of hours to acquire, so the time required to generate a complete 3D 
cube, or enough of a cube to obtain a full set of Dunham coefficients, could be considerable.  
Nonetheless, considerable time and effort might be worth it for molecular systems that have 
otherwise evaded analysis.   
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