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Abstract 
Missing data are ubiquitous in medical research. Although there is increasing guidance on 
how to handle missing data, practice is changing slowly and misapprehensions abound, 
particularly in observational research. We present a practical framework for handling and 
reporting the analysis of incomplete data in observational studies, which we illustrate using 
a case study from the Avon Longitudinal Study of Parents and Children. The framework 
consists of three steps: 1) Develop an analysis plan specifying the analysis model and how 
missing data are going to be addressed. An important consideration is whether a complete 
records analysis is likely to be valid, whether multiple imputation or an alternative approach 
is likely to offer benefits, and whether a sensitivity analysis regarding the missingness 
mechanism is required. 2) Explore the data, checking the methods outlined in the analysis 
plan are appropriate, and conduct the pre-planned analysis. 3) Report the results, including 
a description of the missing data, details on how the missing data were addressed, and the 
results from all analyses, interpreted in light of the missing data and the clinical relevance. 
This framework seeks to support researchers in thinking systematically about missing data, 
and transparently reporting the potential effect on the study results.  
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BACKGROUND 
Despite recent reviews emphasising the need to minimise missing data during the design 
stage,1 missing data remain ubiquitous in medical research. For example, in the Avon 
Longitudinal Study of Parents And Children (ALSPAC), a transgenerational prospective 
observational study of 14,500 families in the UK, only 48.2% of children completed the 12 
measures collected during adolescence. Electronic routinely-collected clinical datasets, 
which are increasingly exploited in observational research, are particularly susceptible to 
missing data because data are collected for clinical reasons, rather than designed research.  
Despite an increasing number of papers providing guidance on how to handle missing data,2-
4 practice is changing slowly and misapprehensions abound. This is particularly pertinent in 
observational research,5,6 where there is no regulatory framework guiding the analysis and 
analyses are often adjusted for confounders which can have missing values. Restricting 
analysis to records with complete data for the analysis model (termed complete case or 
complete records analysis) is still the most common approach,7,8 although it is known to 
result in a loss of power, and in many situations will cause bias. Yet researchers often do not 
consider the potential impact of missing data on their scientific conclusions.9 This is despite 
journals requiring justification for the method used to handle missing data,10 and tools for 
assessing the quality of studies having domains referring to how missing data were 
addressed. 
Multiple imputation (MI) is a practical, flexible approach for handling missing data11 that is 
becoming increasingly popular.12,13 Under this approach, missing values are imputed from 
the predictive distribution of the missing given observed data multiple times. Next, the 
analysis model is fitted to each `complete’ dataset and the results combined using Rubin’s 
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rules.11 A key benefit of MI is that it can readily incorporate auxiliary variables (variables 
predictive of missing values but not in the substantive model) into the imputation step; this 
can reduce bias and improve efficiency. MI is now available in all the leading statistical 
software packages. However, this ease of use may result in MI being applied without proper 
consideration of its appropriateness, and to fundamental mistakes being made.14,15  
In this paper we propose our Treatment And Reporting of Missing data in Observational 
Studies (TARMOS) framework, a practical framework for researchers faced with analysing 
incomplete observational data. We focus on MI because of its flexibility and prominence in 
the literature, although — as we discuss later — similar principles apply to any approach for 
handling missing data.  
First, we describe a case study from ALSPAC. We then present our framework, illustrating 
each step in turn. Although we focus on a simple exposure-outcome relationship, the 
principles underpinning our framework apply quite generally.  
 
CASE STUDY: THE AVON LONGITUDINAL STUDY OF PARENTS AND CHILDREN 
ALSPAC recruited pregnant women living in and around Bristol, England, in the early 1990s. 
The study has been described previously.16,17 Briefly, 14,541 women were initially recruited, 
resulting in 14,062 live births and 13,988 children alive at one year; additional children were 
enrolled subsequently. ALSPAC has a fully searchable data dictionary and variable search 
tool (http://www.bristol.ac.uk/alspac/researchers/our-data/). Ethical approval was obtained 
from the ALSPAC Ethics and Law Committee and the Local Research Ethics Committees.    
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ALSPAC suffers from attrition and sporadic missingness. Attrition was highest in infancy and 
late adolescence, and previous analyses have shown that those who continue to participate 
are more likely to be female and white and less likely to live in low-income households.16 
Our case study explores whether there is a causal relationship between smoking at 14 years 
and educational attainment at 16 years. This is a modified version of the research question 
published previously.18 The analysis used data from 14,684 adolescents - the full cohort less 
those who died or withdrew consent before 14 years, but there are missing data in all 
variables required for analysis (except sex).  Stata code for the case study is given in Section A of 
the Supplementary Material. 
 
Outcome 
Educational attainment score obtained via linkage to the National Pupil Database 
(https://www.gov.uk/government/collections/national-pupil-database). The score is the 
percentage of the maximum observed in the data (540 points).  
 
Exposure  
Participants were asked about smoking via (1) a computerised questionnaire during a clinic 
assessment (mean age 13.8 years), and (2) a postal questionnaire (mean age 14.1 years). 
Both included questions about past and current smoking which were used to classify 
individuals as current smokers or non-smokers. 
 
Additional variables 
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Data were collected on several potential confounding and auxiliary variables capturing 
education and related social factors at recruitment and previous waves of data collection 
(Supplementary Table 1).  
 
THE FRAMEWORK  
Figure 1 outlines our framework. Below we describe the steps of this framework. 
< Figure 1 > 
 
Step 1: Plan the analysis 
When designing a research study, it is important to pre-specify an analysis plan stating the 
primary and any secondary analyses (prospectively for prospectively collected data). In 
much observational research, (e.g. our case study), the data will have already been 
collected. In this context there may be knowledge about the data, including levels of 
missingness and potential missingness mechanisms, which can be used to develop the 
analysis plan.  
 
Step 1a. Identify the substantive research question(s) and plan the statistical analysis  
The first step is to identify the substantive research question(s), i.e. the exposure(s), 
outcome(s), causal structure, confounders and corresponding analysis model(s). This should 
(generally) be done without consideration of the missing data. In ALSPAC, the target 
quantity is the mean difference in educational attainment in smokers versus non-smokers, 
and our analysis model is a linear regression of educational attainment at 16 years on 
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smoking at 14 years adjusted for confounders outlined in Supplementary Table 1. For 
simplicity we assume this is a valid analysis model for our question.  
 
Step 1b. Specify how the missing data will be addressed 
Decisions concerning missing values should be informed by their most plausible contextual 
cause. For a single incomplete variable, this is often linked to Rubin’s typology19: 
 missing completely at random (MCAR) – missingness does not depend on anything 
related to the substantive research question, e.g. missingness dependent on wave of 
data collection in a cross-sectional analysis;  
 missing at random (MAR) - the reason for data missingness may depend on its value, 
but this dependence is broken within strata of (i.e. conditional on) fully observed 
variables, e.g. missingness on smoking is dependent on smoking status, but not after 
stratifying by social class (which has no missing data); and 
 missing not at random (MNAR) - even within strata of observed variables, 
missingness still depends on the value itself, e.g. within social strata, missing 
smoking data depends on smoking status.  
Although this classification is useful when there is a single incomplete variable, it is not 
straight-forward when there are multiple incomplete variables. A more natural way to 
understand the assumptions and likely impact of missing data in specific analyses where 
there are multiple imcomplete variables is to use causal diagrams20-22 (Supplementary 
Figure 1).  
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Figure 2 provides an overview of the decision-making process regarding missing data when 
estimating an exposure-outcome association as in our case study. We propose three key 
questions to guide the process: 
< Figure 2 > 
 
Q1: Is a complete records analysis likely to give valid inference for the exposure effect? 
This will depend on: 
 How much information is expected to be lost because of missing values: This will 
depend on which variables are incomplete, the proportion of missing data and the 
information retained by auxiliary variables. If there is unlikely to be much missing 
information in the exposure, outcome and key confounders (e.g. if <5% of records 
are expected to have missing values), it will not make much difference how missing 
data are handled, irrespective of auxiliary variables, and a complete records analysis 
might be acceptable.23 If, however, there is more missing information, e.g. more 
incomplete records, then MI may be more efficient. This may not be true if there is 
only missingness in the outcome (dependent variable) and there are no auxiliary 
variables, as noted below.  
 What are the likely mechanisms behind missing data: There are a range of 
situations under which a complete records analysis is likely to be unbiased for linear 
and logistic regression models; these have been outlined in the literature.20,21,24,25 
Importantly, a complete records analysis will be unbiased for estimating a correctly 
specified exposure-outcome relationship if the reasons for missingness in any 
variable in the analysis model is not related to the outcome (given the other 
variables in the analysis model), although it may still be inefficient. 
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The analysis plan may specify that the strategy for dealing with missing data will depend on 
the extent of, and reasons for, missing data. For example, the plan could be that if <5% of 
cases have missing data and there is little evidence that the observed variables are 
associated with any missingness then a complete records analysis will be used. If, however, 
≥5% of cases have missing data and there is evidence that data are not MCAR then MI will 
be used.  
Note, if a complete records analysis is not to be the primary analysis, it can still be useful to 
conduct such an analysis as a sensitivity analysis that makes a different assumption about 
the missingness. 
In ALSPAC, dropout is associated with many of the covariates in the analysis model (i.e. is 
not MCAR), and in particular educational attainment (the outcome).16 Given this, complete 
records analysis is likely to be biased, and hence would be inappropriate. 
 
Q2: Is MI (or an alternative inferentially equivalent approach) likely to give a) important 
bias reduction and/or b) increased precision over a complete records analysis? This will 
depend on: 
 The extent of missing information: The more missing information, the greater the 
potential gains from MI. 
 Whether there are auxiliary variables that may provide information about the 
missing values: If there are auxiliary variables that are correlated with the 
incomplete variable(s), including these variables in the imputation model will reduce 
bias and improve precision over the complete records analysis. In many analyses, 
there will be a large list of possible auxiliary variables. Typically, it will be best to 
  10 
identify a small number to include, focusing on variables that are strongest, nearly 
independent predictors of missing values. Variables which predict missingness in 
one or more variable but are unrelated to the missing values, are of less 
importance.26 In selecting auxiliary variables, it is important to consider their 
completeness; their inclusion is only beneficial if they are observed when the 
variables of interest are missing.  
 Which variables are likely to contain missing data: If most individuals have 
complete outcome and exposure data but incomplete confounders then MI can 
increase the information about the exposure effect. In contrast, there is less to gain 
if the missingness is in the exposure and/or outcome,27 unless there are strong 
auxiliary variables. In the absence of auxiliary variables, MI provides no additional 
information if only the outcome is incomplete, irrespective of whether covariates 
are incomplete.  
As with all statistical models, an improvement in bias and/or precision with MI  is contingent 
on having an appropriately specified imputation model. In particular, the imputation model 
needs to be compatible with the substantive model - that is includes the same variables in 
the same form, including any non-linear terms and interactions.28 See 29 for a formal 
description of compatibility. 
In ALSPAC, 51% have missing data on smoking status at 14 years, and we expect missingness 
to be associated with the outcome. There are a number of strong auxiliary variables, such as 
smoking status at previous and later waves, which are observed when the exposure of 
interest is missing in some observations. Given this, MI has the potential to reduce bias and 
improve presicion over a complete records analysis. 
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Q3: Is a sensitivity analysis required? Given that any analysis makes specific (and 
untestable) assumptions about the missingness mechanism, it is important to explore the 
robustness of the scientific conclusions to the assumptions.30 For example, we may wish to 
carry out an analysis allowing for the fact that data may be MNAR. Another form of 
sensitivity analysis considers the specification of the imputation models, which relies on 
numerous subjective decisions. This can be important but, for brevity, we restrict our focus 
to sensitivity analysis regarding the missingness mechanism. 
In ALSPAC, we hypothesised that missingness in smoking at 14 would be associated with 
smoking itself, conditional on the covariates in the analysis model (i.e. MNAR), hence we 
specify that we will conduct a sensitivity analysis. 
 
Step 1c. Provide details on how the MI will be conducted (if required) 
If the analysis plan states that MI (or an alternative MAR method) will be used to handle the 
missing data, it is important to detail exactly how the analysis will be conducted (including 
justification) in the analysis plan. For MI this should include: the method of imputation, the 
variables to be included in the imputation model, the form of variables to be imputed, the 
nature of the relationships between the variables including any non-linear relationships and 
interactions, the method of imputation (e.g. multivariate normal imputation,31 fully 
conditional specification,32,33 predictive mean matching etc.), the number of imputations, 
and the software to be used. 
See Section B of the supplementary material for example text for our case study. 
 
Step 1d. Provide details on how the sensitivity analyses will be conducted (if required) 
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Sensitivity analyses can rapidly get very complex, hence it is common to focus on one or two 
contextually important variables, e.g. the outcome and/or exposure of interest (if a non-
trivial proportion of missing values) or the confounder(s) with the largest proportion of 
missing data.  
In a sensitivity analysis we need to change the dependency of the missing values on the 
other variables, typically the outcome, exposure of interest, or the incomplete variable 
itself. This can sometimes be done quite simply. For example in ALSPAC, individuals with 
observed data on smoking at 14 years were less likely to report ever having smoked at 10 
and 13 years compared to those with missing data (0.8% vs 3.2% at 10 years and 10.0% vs 
29.3% at 13 years). Thus, as an initial, relatively crude, sensitivity analysis, we could explore 
what happens when smoking is always imputed as `1’.34,35 If this has limited effect, a more 
subtle approach is not required. However, when this extreme assumption has a strong 
effect, we may need to explore more plausible mechanisms.  
A simple way to allow different relationships in the complete and incomplete records is 
using a pattern-mixture approach,36,37 where e.g. we assume that the value of the variable 
(or log odds, conditional on the other variables in the imputation model) is different in those 
observed and unobserved by a value, 𝛿, known as the sensitivity parameter. This is 
illustrated for our case study in Figure 3. This can be achieved within MI by adding 𝛿  to the 
imputed values (or linear prediction of the imputed values) within each imputed dataset.38  
<Figure 3> 
Sensitivity analyses rely on external information about how the predictions for missing 
values differ from those we estimate from the observed values. This information can be 
elicited from content experts39 or a tipping-point analysis can be conducted, where a range 
of values are assumed for 𝛿 to determine how large 𝛿 would need to be to change the 
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overall conclusion.40 See 38,41-43 for more information on these approaches. The details 
regarding how the sensitivity analysis will be conducted and how the sensitivity parameters 
will be obtained should be detailed in the analysis plan.  
In ALSPAC, we pre-specified that the sensitivity analysis would be conducted using a 
pattern-mixture approach, where (after discussion with content experts) we add the fixed 
log-odds of 0.1, 0.25, 0.5, 1 and 10 (the latter to represent an extreme MNAR mechanism) 
within the logistic regression model used to impute smoking status using the “offset” option 
within Stata’s mi impute chained command.  
 
Step 2: Conduct the pre-planned analysis 
 
Step 2a. Explore the data 
Once the data have been collected, the first step is to explore the data. This should include: 
1. A table showing the proportion of missing data for all variables in the analysis model. 
Ideally this should be by variable and for the analysis as a whole. It can also be useful 
to explore the patterns of missing data e.g. which variables are missing together.  
2. A table of the observed characteristics for the “complete” versus “incomplete” (or 
all) participants, or by whether variables with substantial missingness are observed.  
3. An assessment of the predictors of missingness, e.g. using a logistic regression model 
fitted to an indicator for being a complete record, and predictors of missing values 
i.e. associations with the incomplete variables.  
This exploration should be used to judge the methods outlined in the analysis plan, and 
whether the specified auxiliary variables are likely to be useful. 
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In ALSPAC, 3,313 of the 14,684 eligible participants (23%) had complete data on all variables 
required for analysis (Supplementary Table 2). Those with complete records were more 
likely to be first born, female, have higher educated parents, and have parents who were 
non-smokers than those with incomplete data (Supplementary Table 3). After adjusting for 
covariates, educational attainment (the outcome) and smoking at 13 years were associated 
with being a complete case. This suggests that 1) a complete records analysis would have a 
much reduced sample size, and 2) the outcome is associated with any missingness. This 
confirms a complete records analysis will be biased and inefficient and, because we have 
potentially strong auxiliary variables, MI is likely to reduce bias. It also suggests that the data 
may be MNAR hence a sensitivity analysis will be important. 
 
Step 2b. Conduct the analysis as per the analysis plan 
Once satisfied the assumptions made in the analysis plan are acceptable, the next step is to 
conduct the pre-planned primary, secondary and sensitivity analyses. If the analysis plan 
needs to be revised in light of the exploratory data analysis, any changes should be 
acknowledged and justified. 
In ALSPAC, data exploration confirmed the methods outlined in the analysis plan are 
appropriate, hence we proceed with the pre-planned MI and sensitivity analysis. 
 
Step 3: Reporting  
The methods section of a paper should state how the missing data were addressed in the 
primary, secondary and sensitivity analyses, including whether this was pre-specified, and 
any changes made to the pre-specified plan. For each analysis, state the assumptions made 
(e.g. data are MAR), and provide enough detail for the analysis to be reproducible (outlined 
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in 1c for MI). For the sensitivity analysis, specify how this was conducted (outlined in 1d). 
Some of these details may appear in the supplementary material. 
In the results section, the extent of missing data should be described using the summaries 
outlined in Step 2a, along with a summary of the reasons for the missing values if possible. 
Again, some of this information can be included in the supplementary material. 
The inference from the various analyses should then be reported and interpreted in light of 
the missing data and the clinical relevance. Although the main results from secondary and 
sensitivity analyses should be given in the paper, the full details may be presented in the 
supplementary material for brevity. If the results from all analyses are similar, the 
researcher can be reasonably confident that the missing data is having little impact on the 
inference. In contrast, if there are contextually substantive differences, it is important to 
suggest an explanation for these, bearing in mind that under the MAR assumption MI 
should correct at least some of the biases that may arise in a complete records analyses. In 
this context, it should be made clear which result is likely to be the most accurate based on 
clinical knowledge, but acknowledge the discrepancy reveals more uncertainty.  
Table 1 shows the results from the various analyses of our case study. These results all show 
strong evidence of a causal relationship between teenage smoking and lower educational 
attainment at 16 years (assuming the absence of unmeasured confounders and no reverse 
causality), even in the extreme sensitivity analysis, when we set the sensitivity parameter to 
10. Given the similarity of these results we can be reasonably confident this is the true 
relationship. See Section B in the supplementary material for example text for our case 
study. 
< Table 1 > 
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DISCUSSION 
We have proposed and illustrated a framework for the planning, analysis and reporting of 
data from observational studies with incomplete data. The framework places a strong 
emphasis on pre-specifying the analysis, including how missing data will be handled subject 
to a priori assumptions regarding the missingness. The full analysis plan could be published 
or registered for transparency. We highlight the need to assess the validity of the pre-
planned methods once the data are available. Finally, we encourage researchers to report 
the details of the analysis methodology to enable reproducibility, ideally including the 
statistical code, and to interpret the results based on the clinical relevance and the 
suspected missingness mechanism.  
The proposed framework encourages researchers to exploit information from auxiliary 
variables to recover information from incomplete observations. However, this relies on the 
researchers having some insight into the missingness mechanism. Therefore, when 
designing a study, it is important to identify plausible missingness mechanisms and plan to 
(i) reduce the extent of missing data during implementation as much as possible (1), and (ii) 
collect data on potential auxiliary variables. 
We have focussed on MI to conduct MAR and MNAR analyses. One attractive feature of MI 
is that it separates the handling of missing data from the analysis model, so that the 
decision regarding the analysis model can be made without considering how the missing 
data will be handled. There are more elaborate ways of conducting MI e.g. using doubly-
robust44 and machine learning methods45,46 that are not considered here. However, MI is 
not always the most efficient approach, and can give poor results if not carried out 
appropriately (i.e. when data are MNAR or using an inappropriate imputation model).20 
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There are a range of alternative methods available for conducting analyses under MAR (or 
MNAR), such as direct likelihood47 and full Bayesian analysis.48 Weighting based methods 
are another alternative, but present their own challenges.47,49 MI has the practical 
advantage of ease of (i) including auxiliary information, (ii) conducting sensitivity analyses, 
and (iii) handling large datasets. Irrespective of the statistical method chosen, researchers 
should use the steps presented here, including providing a justification for the analytical 
approach(es), and enough information to enable readers to repeat the analysis.50  
In some scenarios, it may be acceptable to only report results from a complete records 
analysis, e.g. if there is strong justification for data being MCAR or covariates are the only 
incomplete variables, but this would need careful justification.24  
We have focussed on the simple scenario of estimating an exposure-outcome relationship 
adjusted for confounders. The same principles would, however, apply for more complex 
analyses e.g. using propensity scores.51 However, if the analysis involves particularly 
complex analysis models, e.g. splines or hierarchical models, or specific forms of missing 
data, e.g. in linkage data, then conducting an MAR analysis may require more sophisticated 
methods than presented here.29   
Finally, we propose using simple sensitivity analyses if required. Firstly, this can be difficult 
to judge as it is not possible to determine from the observed data whether data are MAR or 
MNAR. And secondly, sensitivity analyses can become complex if there is missingness in 
multiple variables as it is not always clear what assumptions to make under MNAR in such 
analyses. Methods have been developed to conduct complex sensitivity analyses, for 
example not at random fully conditional specification (NARFCS),52,53 and for elicitation of 
sensitivity parameters,54 although these are beyond the scope of this manuscript.  
  18 
In summary we have proposed an accessible framework for planning, analysis and reporting 
studies with missing data. By following the framework researchers will be encouraged to 
think carefully about missing data and the assumptions made during analysis, and be more 
transparent about the potential effect on the study results. If adopted, this framework will 
improve the standards and increase confidence in the reliability and reproducibility of 
published results.55  
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Figure 1: The framework 
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Figure 2: Flowchart for selecting an appropriate method to handle the missing data 
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Figure 3: Sensitivity analysis where we vary the imputation distribution of the incomplete 
smoking exposure: (A) Relationship between the incomplete exposure and the other 
variables in the dataset in the observed data; (B) Relationship between the incomplete 
exposure and the other variables in the dataset assumed in the complete and incomplete 
cases under MAR, namely that the relationship is the same for all cases; (C) Relationship 
between the incomplete exposure and the other variables in the dataset assumed in the 
complete and incomplete cases in the (MNAR) sensitivity analysis where we allow these 
relationships to be different in those with complete and incomplete data.  
 
 
Note, in practice we can never know 𝛽∗. Instead we specify a sensitivity parameter, 𝛿, or a 
range of 𝛿’s, which represent the hypothesised difference between 𝛽 and 𝛽∗. 
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Table 1: Analysis of the relationship between smoking at 14 years and educational attainment 
at 16 years 
Method of Analysis Regression 
coefficient (95% CI) 
p % of missing 
smoking values 
imputed as 
‘smokers” 
Primary analysis: Multiple imputation -10.8 (-12.2, -9.4) <0.001 13.3 
Complete records analysis -7.9 (-9.1, -6.7)  <0.001 N/A 
Sensitivity Analysis – sensitivity parameter = 0.1 -10.9 (-12.4, -9.4) <0.001 14.2 
Sensitivity Analysis – sensitivity parameter = 0.25 -11.0 (-12.3, -9.6) <0.001 15.5 
Sensitivity Analysis – sensitivity parameter = 0.5 -11.0 (-12.3, -9.6) <0.001 18.1 
Sensitivity Analysis – sensitivity parameter = 1 -10.7 (-11.8, -9.6) <0.001 24.2 
Sensitivity Analysis – sensitivity parameter = 10 -4.3 (-4.7, -3.8) <0.001 99.8 
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Supplementary material 
 
Section A: Stata code to reproduce the analysis for the Avon Longitudinal Study of Parents and 
Children (ALSPAC) case study  
clear all 
capture log close 
version 15 
use smoke_attain 
egen miss=rowmiss(ks4pct smoke14b sex parity mumed daded dadsmoke /// 
smoke ks2pct sdqtot81) 
replace miss=1 if miss>1 
gen complete=1-miss 
save smoke_attain, replace 
 
* Summarise characteristics of full sample and complete cases 
tab1 smoke14b sex parity mumed daded dadsmoke smoke  
summ ks2pct ks4pct sdqtot81, detail 
tab1 smoke14b sex parity mumed daded dadsmoke smoke if complete==1 
summ ks2pct ks4pct sdqtot81 if complete==1, detail 
 
* Predictors of being a complete case 
logistic complete sex 
logistic complete i.parity 
logistic complete i.mumed 
logistic complete i.daded 
logistic complete i.smoke 
logistic complete dadsmoke 
logistic complete sdqtot81 
logistic complete ks2pct 
logistic complete smoke14b 
logistic complete ks4pct 
 
*Complete case analysis 
regress ks4pct smoke14b sex i.parity i.mumed i.daded dadsmoke /// 
i.smoke ks2pct sdqtot81 
 
*Multiple imputation 
mi set mlong 
mi register regular sex 
mi register imputed ks4pct smoke14b parity mumed daded dadsmoke /// 
   smoke ks2pct sdqtot81 car sclasshigh housing bfduration rooms /// 
   eversmoke10 eversmoke13 fsmoke15 iq8 behave57  
mi impute chained /// 
   (regress, omit((ks4pct) (ks2pct)) include((ks4pct^3) (ks2pct^2))) iq8 
/// 
   (regress, omit((iq8)) include((iq8^(1/3)))) ks4pct /// 
   (regress, omit((iq8)) include((iq8^(1/2)))) ks2pct /// 
   (pmm, knn(5)) rooms sdqtot81 behave57 ///  
   (logit) bfduration housing sclasshigh car dadsmoke eversmoke10 /// 
   eversmoke13 smoke14b /// 
   (mlogit) parity daded mumed smoke fsmoke15 /// 
   = sex, burnin(20) add(100) rseed(5432127) augment  
save smkattain_impute100, replace 
mi estimate: regress ks4pct smoke14b sex i.parity i.mumed i.daded /// 
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   dadsmoke i.smoke ks2pct sdqtot81 
 
*Sensitivity analysis 
use smoke_attain, clear 
foreach delta in 0.1 0.25 0.5 1 10 { 
use smoke_attain 
gen msmk=mi(smoke14b) 
gen sens=`delta'*msmk 
mi set mlong 
mi register regular sex 
mi register imputed ks4pct smoke14b bfduration parity car /// 
   sclasshigh housing mumed daded dadsmoke smoke ks2pct eversmoke10 
/// 
   eversmoke13 eversmoke15 fsmoke15 iq8 rooms behave57 sdqtot81 
mi impute chained /// 
(regress, omit((ks4pct) (ks2pct)) include((ks4pct^3) (ks2pct^2)))       
iq8 /// 
(regress, omit((iq8)) include((iq8^(1/3)))) ks4pct /// 
       (regress, omit((iq8)) include((iq8^(1/2)))) ks2pct /// 
   (pmm, knn(5)) rooms sdqtot81 behave57 ///  
       (logit) sclasshigh car dadsmoke eversmoke10 eversmoke13 /// 
   bfduration housing /// 
   (logit, offset(sens)) smoke14b /// 
       (mlogit) parity daded mumed smoke fsmoke15 /// 
   = sex, burnin(20) add(10) rseed(5432127) augment  
mi estimate: regress ks4pct smoke14b sex i.parity i.mumed i.daded /// 
   dadsmoke i.smoke ks2pct sdqtot81 
save misens`delta'_imp20, replace 
clear 
} 
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Section B: Example of the pre-specified statistical analysis plan, and the methods, results, 
conclusions for a paper for the ALSPAC case study  
1) Statistical Analysis Plan 
The causal relationship between teenage smoking (at 14 years) and educational attainment at age 
16 years will be assessed using a linear regression of educational attainment at age 16 years on 
smoking at age 14 years adjusted for the following confounders: child’s sex;  parity; maternal and 
paternal smoking status and educational level (O level/Certificate of Secondary 
Education/vocational, A level1, and degree or higher); the child’s total score on the Strength and 
Difficulties Questionnaire (SDQ), a measure of behavioural difficulties, measured using a parent-
completed questionnaire at age 81 months; and attainment score at age 11 years (ranging from 0 to 
280, converted to a percentage). 
 
We expect there to be relatively high rates of missingness, particularly in smoking status, the 
exposure of interest. Missing data in ALSPAC has previously been shown to be associated with many 
of the covariates in the analysis model (i.e. is not MCAR). In particular, attrition and non-response 
have been shown to be associated with educational attainment (the outcome measure of interest in 
this analysis), with those with lower attainment being less likely to respond {Boyd, 2013 #506}. There 
are also a number of potentially useful auxiliary variables, such as smoking status at previous and 
later waves for imputing the smoking exposure and IQ for imputing the outcome, educational 
attainment. Given this, MI will be the primary method of analysis at it has the potential to reduce 
bias and improve precision over a complete records analysis. However, we will also conduct a 
complete records analysis as a comparison.  
We also hypothesise that missingness in smoking at age 14 years will be associated with smoking 
itself, conditional on the covariates in the analysis model (i.e. MNAR), hence we will conduct a 
sensitivity analysis. The sensitivity analysis will be conducted using a pattern-mixture approach, 
where we will apply a range of sensitivity parameters within the logistic regression model used to 
impute smoking status. This will be incorporated using the “offset” option within Stata’s mi impute 
chained command, where (after discussion with content experts) we will add the fixed amounts of 
0.1, 0.25, 0.5, 1 and 10 (the latter to represent a very extreme MNAR mechanism) to the imputed log 
odds of smoking to increase the log odds of smoking among those with missing smoking data.  
MI will be conducted using fully conditional specification applied to all the variables in the analysis 
model, as well as the auxiliary variables: smoking (ever smoked) reported by the child at study clinics 
at age 10 and 13 years; frequency of smoking at 15 years (never, < daily and daily) reported at a 
study clinic; IQ measured at a study clinic at 8 years using the Wechsler Intelligence Scale for 
Children 3rd edition (WISC-III; ref); child behaviour score at age 57 months, generated from five 
questions included on a parent-completed questionnaire (frequency the child bullies other children, 
is disobedient, tells lies, takes things belonging to others, fights with other children, each measured 
using a Likert-type scale from never to always); duration of breastfeeding (<3 months, 3+ months); 
and additional measures of socio-economic position measured during pregnancy: family 
occupational social class (classified as manual vs. non-manual), number of rooms in home (excluding 
bathrooms), housing tenure (owned/mortgaged vs rented/other) and car ownership. It is known that 
the attainment scores (at age 16 years, the outcome of interest, and at age 11 years, covariate) are 
not linearly associated with IQ. Therefore, fractional polynomials will used to obtain the best fitting 
                                                          
1 CSEs (Certificate of Secondary Education) and O levels were qualifications taken at age 16 – now replaced by 
GCSEs (General Certificate of Secondary Education) in England, Wales and Northern Ireland. A levels are exams 
taken at age 18 in these countries. 
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non-linear model for these relationships, which will then be incorporated into the imputation model. 
These variables will be included as linear variables when imputing other variables. Predictive mean 
matching, selecting from the 5 nearest neighbours, will be used to impute both behaviour scores 
and number of rooms in the home because these variables are positively skewed and take on only 
positive values. The remaining covariates will be imputed using either logistic or multinomial logistic 
regression, as applicable. MI will be conducted using Stata’s mi impute chained command; 100 
datasets will be imputed with a burn-in of 20 iterations.  
 
2) Methods, results, conclusions for a published paper 
 
Methods 
We first summarised the data for the variables relevant to this analysis, including the amount of 
missing data, both overall and for each variable in turn. 
 
The causal relationship between teenage smoking (at 14 years) and educational attainment at age 
16 years was then assessed using a linear regression of educational attainment at age 16 years on 
smoking at age 14 years adjusted for the following confounders: child’s sex; parity; maternal and 
paternal smoking status and educational level (certificate of secondary education/vocational, O 
level, A level, and degree or higher); the child’s total score on the Strength and Difficulties 
Questionnaire (SDQ), a measure of behavioural difficulties, measured using a parent-completed 
questionnaire at age 81 months; and attainment score at age 11 years (ranging from 0 to 280, 
converted to a percentage). As per our pre-specified analysis plan, MI was used to address the 
missing data as the primary analysis, although as a sensitivity analysis we also present the data from 
a complete records analysis. Finally, we conducted a sensitivity analysis where we assumed an 
MNAR missingness mechanism for the exposure of interest (smoking at age 14 years). The sensitivity 
analysis was conducted using a pattern-mixture approach, where we applied a range of sensitivity 
parameters (0.1, 0.25, 0.5, 1 and 10), the latter to represent a very extreme MNAR mechanism), as 
an “offset” within the logistic regression model used to impute smoking status.  
All MI analyses were conducted using fully conditional specification applied to all the variables in the 
analysis model, as well as the auxiliary variables (ever smoked at 10 and 13 years, frequency of 
smoking at 15 years, IQ at 8 years, child behaviour score at age 57 months, duration of 
breastfeeding, family occupational social class, number of rooms in home, housing tenure, and car 
ownership). Attainment scores (at age 16 years, the outcome of interest, and at age 11 years, 
covariate) were imputed using a non-linear relationship with IQ based on fractional polynomials, 
which resulted in attainment at age 16 years (the outcome) being imputed using linear regression 
dependent on the cube root of IQ and the age 11 years attainment score being imputed from the 
square root of IQ. Similarly, IQ was imputed from the attainment score at age 16 years cubed and 
attainment score at age 11 years squared. These variables were included as linear variables when 
imputing other variables. Predictive mean matching, selecting from the 5 nearest neighbours, was 
used to impute both behaviour scores and number of rooms in the home. The remaining covariates 
were imputed using either logistic or multinomial logistic regression, as applicable. In each case, MI 
was conducted using Stata’s mi impute chained command; 100 datasets were imputed with a burn-
in of 20 iterations.   
 
Results 
Supplementary Table 2 presents a summary of the variables relevant to this research question. 
Importantly, only 22% of participants have complete data on all the variables required for the 
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substantive analysis. Participants with complete records were more likely to be first born, female, to 
have more highly educated parents, and to have parents who were non-smokers than those with 
incomplete data (Supplementary Tables 2 and 3). Importantly, after adjusting for covariates, 
educational attainment (the outcome) (odds ratio [OR]=1.37 95% confidence interval [CI] 1.27, 1.47 
per 10% increase in attainment), and smoking at 13 years (OR=0.35 95% CI 0.26, 0.47) were 
associated with being a complete case. This confirms a complete records analysis will be biased and, 
because we have auxiliary variables likely to be strongly associated with smoking and attainment, 
this justifies the use of MI as the primary analysis.  
 
Table 1 in the main manuscript presents the estimated mean difference in attainment score 
comparing those who smoked to those who did not obtained from the primary analysis (MI), the 
complete records analysis and the sensitivity analyses. All of these results show that smoking at age 
14 years is associated with lower educational attainment at age 16 years. This is even the case for 
the extreme sensitivity analysis, when we set the sensitivity parameter to 10. 
 
Conclusions 
There is a causal relationship between smoking at age 14 years and lower educational attainment at 
age 16 years under the assumptions of no residual confounding and no reverse causality. 
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Section C: Supplementary tables and figures  
Supplementary Figure 1: Causal diagram for the ALSPAC case study 
 
 
 
 
 
 
 
 
 
 
 
 
 
Note, this figure illustrates the fact that we expect missingness to depend on the outcome of 
interest, educational attainment, and the presence of potential auxiliary variables that are both 
associated with missingness and with the incomplete exposure variable (smoking age 14 years) 
  
Smoking at 
14 yrs 
Missingness 
indicator 
(smoking at 
14 yrs) 
Potential 
confounders e.g. sex,  
maternal smoking, 
paternal smoking,… 
etc 
Educational 
attainment 
at 16 yrs 
Potential auxiliary 
variables e.g. 
smoking status at 
previous waves 
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Supplementary Table 1: Variables of interest in the ALSPAC case study 
Variable  Variable name Values 
Educational attainment score at 16 years 
(outcome) 
ks4pct 0-100% 
Smoking at 14 years (exposure) smoke14b 0=non-smoker 
1=current smoker 
Confounders   
Child sex sex 0=male; 1=female 
Parity parity 0, 1, 2, 3+ 
Maternal smoking status smoke 1 = never 
2 = yes, but not in current 
pregnancy 
3 = yes, including in pregnancy 
Paternal smoking status dadsmoke 0 = never  
1 = current or previous smoker 
Maternal educational level mumed 0 = O level/CSE/vocational  
1 = A level 
2 = degree or higher 
Paternal educational level daded As above 
Behavioural difficulties score at 81 months sdqtot81 0-40 
Attainment score at 11 years ks2pct 0-100% 
Auxiliary variables   
Smoking age 10 years eversmoke10 0 = never smoked 
1 = current or previous smoker 
Smoking age 13 years eversmoke13 0 = never smoked 
1 = current or previous smoker 
Frequency of smoking at 15 years fsmoke15 0 = never 
1 = < daily  
2 = daily 
IQ age 8 years  iq8 45-151 (range in data) 
Behaviour score at 57 months behave57 0-20 
Duration of breastfeeding bfduration 0 = never/<3 months 
1 = 3+ months 
Number of rooms in home (excluding 
bathrooms) during pregnancy 
rooms 0 to 9 
Family occupational social class (higher of 
maternal and paternal) 
sclasshigh 0 = non-manual 
1 = manual 
Car ownership car 0 = yes; 1 = no 
Housing tenure housing 0 = mortgaged/owned 
1 = private rented / other 
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Supplementary Table 2: Summary of the variables in the analysis model for the ALSPAC case study 
including the amount of data available for each variable, and a summary of the characteristics for 
the enrolled sample and those with complete records. 
Characteristic  Available data 
(n=14,684) 
N (%) 
Enrolled 
singletons and 
twins alive at 
one year and 
not withdrawn 
(n=14,684)1 
Complete 
records 
(n=3,313) 
Sex Male 
Female 
14,684 (100%) 7,536 (51%) 
7,148 
1,559 (47%) 
1,754 
Parity 0 
1 
2+ 
12,924 (88%) 5,770 (45%) 
4,539 (35%) 
2,615 (20%) 
1,628 (49%) 
1,181 (36%) 
504 (15%) 
Mother’s 
education 
O level/lower 
A level 
Degree/higher 
12,412 (85%) 8,022 (65%)  
2,791 (22%) 
1,599 (13%) 
1,800 (54%) 
932 (28%) 
581 (18%) 
Father’s education O level/lower 
A level 
Degree/higher 
10,717 (73%) 5,445 (51%) 
3,104 (29%) 
2,168 (20%) 
1,473 (44%) 
1,054 (32%) 
786 (24%) 
Mother’s smoking Never smoked 
Smoked, not in pregnancy 
Smoking in pregnancy 
13,242 (90%) 6,413 (48%) 
3,584 (27%) 
3,245 (25%) 
1,958 (59%) 
934 (28%) 
421 (13%) 
Paternal smoking 
(ever smoked) 
No 
Yes 
10,690 (73%) 4,419 (41%) 
6,271  
1,624 (49%) 
1,689 
Behavioural 
difficulties score 
at 81 months 
Median (IQR) 7,289 (50%) 6 (4-10) 6 (4-9) 
Attainment score 
at 11 years 
Mean (SD) 11,813 (80%) 65% (16%) 71% (14%) 
Smoking at 14 
years 
No 
Yes 
7,211 (49%) 6,762 (94%) 
449 (6%) 
3,123 (94%) 
190 (6%) 
Outcome: 
attainment score 
Mean (SD) 12,020 (82%) 58% (18%) 67% (13%) 
Note, there are 3,153 participants who have complete data on all of these variables required for 
analysis (21% of the original 14,684). 
1 Denominators vary because the variables come from different sources/questionnaires and have 
different completion rates. 
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Supplementary Table 3: Predictors of being a complete case in the ALSPAC case study (n=14,684)1 
Characteristic  Crude odds ratio (95% 
confidence interval) 
Area under 
the curve 
Sex Male 
Female 
1.00 
1.25 (1.15, 1.35) 
0.53 
Parity 0 
1 
2+ 
1.00 
0.89 (0.81, 0.98) 
0.61 (0.54, 0.68) 
0.54 
Mother’s education O level/lower 
A level 
Degree/higher 
1.00 
1.73 (1.58, 1.90) 
1.97 (1.76, 2.21) 
0.57 
Father’s education O level/lower 
A level 
Degree/higher 
1.00 
1.39 (1.26, 1.53) 
1.53 (1.38, 1.71) 
0.55 
Mother’s smoking Never smoked 
Smoked, not in pregnancy 
Smoking in pregnancy 
1.00 
0.80 (0.73, 0.88) 
0.34 (0.30, 0.38) 
0.59 
Paternal smoking (ever 
smoked) 
No 
Yes 
1.00 
0.63 (0.58, 0.69) 
0.56 
Behavioural difficulties 
score at 81 months 
For each 1 point increase 0.96 (0.95, 0.97) 0.55 
Attainment at 11 years For each 10% increase 1.47 (1.43, 1.51) 0.66 
Smoking at 14 years No 
Yes 
1.00 
0.85 (0.70, 1.04) 
0.50 
Outcome: attainment score For each 10% increase 1.67 (1.61, 1.73) 0.70 
1 Denominators in each analysis vary because vary because the variables come from different 
sources/questionnaires and have different completion rates. 
 
 
 
 
