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A dynamical core for topological
directed graphs
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(Communicated by Joachim Cuntz)
Abstract. A topological graph, or quiver, is a directed graph where the edge and vertex
spaces are topological spaces. The C*-algebra associated with the graph is a Cuntz-Pimsner
algebra of an associated C*-correspondence over an abelian C*-algebra. For a given graph
satisfying a properness hypothesis we construct and abstractly characterize a subgraph con-
taining the iterative dynamical core of the original graph. The C*-algebra of this subgraph
is a quotient of the C*-algebra of the graph, and under some additional assumptions is a
crossed product C*-algebra by a shift endomorphism. This is accomplished using a compo-
sition product of topological graphs.
Introduction
We investigate an underlying dynamical structure for C*-algebras associ-
ated with directed graphs, including a general topological analogue of directed
graphs, referred to here as topological graphs. C*-algebras of these topological
graphs include many families of C*-algebras. For example, among the finite
discrete multiplicity free graphs one finds the well studied family of Cuntz and
Cuntz-Krieger C*-algebras.
The initial introduction and investigations of Cuntz and Cuntz-Krieger C*-
algebras occurred in the seminal papers [6] and [7]. Although a connection
with directed graphs was immediately made in [9] it was not until [13] that a
systematic approach to C*-algebras associated with discrete directed graphs
was introduced, initiating a period of sustained inquiry over the past decade.
The idea of a (topological) polymorphism was shown in [1] to provide a link
via groupoids between many known constructions of C*-algebras, including
the graph C*-algebras of [13]. The introduction of the far reaching context of
Cuntz-Pimsner C*-algebras for C*-correspondences introduced in [21], which
included the family of Cuntz-Krieger algebras, was found to apply to more gen-
eral discrete directed graphs, cp. [22]. The context of Cuntz-Pimsner algebras
led naturally to considering C*-algebras associated with various topological
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analogues of directed graphs, with [8] (using polymorphisms) and [23] both
making early use of this context. Several general approaches followed, occur-
ring more or less simultaneously. In all approaches this involved first forming a
C*-correspondence from a topological version of a directed graph. In [3] a way
to associate a C*-correspondence with a topological relation, namely a closed
subset of a product space, was considered; a topological relation can be viewed
as the topological analogue of a multiplicity free discrete directed graph. The
work [20] initiated a detailed and definitive study of the C*-correspondence as-
sociated with the more general construct of a topological quiver—a topological
analogue of a discrete directed graph allowing multiplicity. In both of these
approaches the description of a topological graph involved a pair of continuous
maps on locally compact spaces, the range and source maps, with one map
of the pair an open map. In [15] topological directed graphs were introduced
under the more restrictive condition that one of the pair of maps was required
to be a local homeomorphism. The earlier approach of [8] was confined to
compact spaces with surjective local homeomorphisms for maps. Please refer
to [20] for additional information and references on historical context.
For a given correspondence E over a C*-algebra A one can form the Cuntz-
Pimsner C*-algebra OE associated with E ; it is a universal C*-algebra for
representations of the correspondence E subject to relations determined by an
ideal of A. Given a topological graph or quiver G one can form an associated
C*-correspondence E = EG; the Cuntz-Pimsner C*-algebra of this correspon-
dence can be viewed as the C*-algebra of the topological graph.
Below we show that a given topological graph always has an intrinsically
defined smallest subset of the vertex space containing the sinks of the quiver,
so that the complement yields a graph with no sinks. We view this new graph
as containing the iterative dynamical information of the given graph. The
C*-algebra of this graph is a quotient of the C*-algebra of the original graph.
Under certain hypotheses involving compactness conditions it is isomorphic to
a colimit C*-algebra which itself is a C*-correspondence coming from the shift
on a one-sided infinite path space formed from the given graph.
The simplest illustration of the results described below occurs for the dis-
crete directed graph with two directed edges {e1, e2} and two vertices {v1, v2};
here the directed edge e1 is a loop with source and range vertex v1 while the
edge e2 has source v1 and range vertex v2. If V1 and V2 are the partial isometries
associated with e1 and e2 then one can easily verify that the graph C*-algebra
(the Cuntz-Pimsner C*-algebra for the associated correspondence) is just the
C*-algebra generated by the isometry V1 + V2, so the Toeplitz algebra. The
iterative core for this discrete graph is the graph consisting of the edge e1 and
vertex v1, which has as its associated graph C*-algebra C(T), the continuous
functions on the unit circle T. This must be a quotient of the original graph
algebra. The iterative core graph is a graph with no sinks (and ‘range finite’),
so it has a structure of a crossed product algebra by an endomorphism, namely
it is isomorphic to the Cuntz-Pimsner C*-algebra for the shift endomorphism,
here in this case an automorphism on the space consisting of a single point:
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so C(T) is viewed as having the structure C(point)⋊Id Z. The results extend
this sort of C*-algebraic structural description to discrete directed graphs with
some finiteness conditions, as well as to topological directed graphs under ap-
propriate hypotheses. For the special case where the range and source maps are
surjective local homeomorphisms of compact spaces this dynamical structure
for the iterative core graph recovers the result in [8], while for the finite dis-
crete case for those graphs with no sinks or sources yielding the Cuntz-Krieger
C*-algebras, the dynamical structure for the iterative core recovers the result
in [10]. Both of these approaches use Fell bundle techniques and differ from
ours. We note, as pointed out and shown in [8], that the C*-algebras consid-
ered in [1] for polymorphisms via groupoids are generally not the same as the
ones considered here, even when the maps defining the topological graph are
surjective local homeomorphisms.
The organization of this article is as follows. The initial section summa-
rizes some definitions and concepts needed from the literature. In section 2 we
introduce both the edge pullback of topological graphs and the composition
product. Viewing a continuous function as a topological relation, or multi-
plicity free topological graph, we see that the composition product of graphs
covariantly extends the composition of continuous functions. For an arbitrary
topological graph G there is an associated C*-correspondence EG, and on the
level of the associated Hilbert modules and C*-correspondences the edge pull-
back corresponds to a certain interior tensor product of correspondences. The
crucial concept for our purposes of a proper composable pair is also introduced.
In the following section the iterative core of a topological graph is constructed
and also intrinsically characterized. While this characterization can be ap-
proached in a general context, the construction employed here is restricted to
the setting of topological graphs G which are proper self-composable. The
C*-algebra of the iterative core is a quotient of the C*-algebra of the topo-
logical graph. The iterative core of a graph has no sinks, and the following
section, on a system of topological relations is mainly concerned with graphs
with no sinks. The iterated edge pullbacks of such proper graphs form a natu-
ral limit structure and the colimit of the associated Cuntz-Pimsner C*-algebras
is the C*-algebra of the limit graph. Under the additional assumption of the
graph G being finite range, in other words the left action of the associated re-
stricted correspondence is via compact adjointable Hilbert module operators,
the unaugmented Cuntz-Pimsner C*-algebra of EG is isomorphic to the unaug-
mented Cuntz-Pimsner C*-algebra of this limit graph. This requires applying
Theorem 4.8 of [5]. This latter C*-algebra may be described as the C*-algebra
of the natural shift endomorphism on the limit graph. The final section ex-
plores some relationships between G and the n-fold iteration of both the edge
pullback and the composition product of G, and applies the previous results
to these topological graphs. The C*-algebra of the n-shift endomorphism on
the same limit graph arises in this situation.
As noted in [20] the concept of a topological quiver includes both the topo-
logical relations found in [3] and the topological graphs of [15]. The term
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topological quiver was chosen to conform to accepted usage for graphs appear-
ing in a ring theoretic setting ([20]). However, since these were also defined
as topological analogues of directed graphs I have here opted to use the term
‘topological graph’ as an equivalent term to topological quiver.
Most of the stated results are geared towards using the unaugmented Cuntz-
Pimsner C*-algebra OR(E) of a correspondence E , especially as these are often
the appropriate algebras to consider if there are sources in a topological graph.
However, many statements also hold, or can be suitably altered to hold, for
the augmented C*-algebra of a correspondence.
We thank the referee for pointing out the reference [8].
Notation
For A,B, subsets of a set Y , A \B is the set of those points in A and not in
B. If A is a subset of a topological space Y then the closure of A is denoted by
ClY A, or if there is no ambiguity by A; the complement of A is denoted Y \A,
or by Ac if the context is clear. The interior of A is IntYA. The *-algebra of
continuous functions on Y is C(Y ), and the *-algebra of bounded continuous
functions on Y is Cb(Y ). If Y is locally compact Hausdorff Cc(Y ) is the algebra
of continuous functions with compact support. Its closure in the uniform sup
norm, ‖‖∞, is the algebra of continuous functions that vanish at infinity, C0(Y ).
For K a compact set in Y the subalgebra of functions in Cc(Y ) with support
in K is CK(Y ). A Radon measure on Y is a positive linear functional on
Cc(Y ), so is continuous when viewed on the subalgebra CK(Y ) for K compact
in Y . The supports of a function f or of a measure λ are denoted supp(f)
and supp(λ) respectively. If f : Y → Z is a continuous map of topological
spaces then f r will denote the restriction of f : Y0 → Z0 to a set Y0 (the
context will usually be clear) with f(Y0) ⊆ Z0. Denote the domain and range
of f by dom(f) and ran(f) respectively. The dual map f ♯ : C(Z) → C(Y )
is given by f ♯(h) = h ◦ f . Note that if i : A → Y is the inclusion map of
a closed subspace A of topological space Y then i# : Cc(Y ) → Cc(A) is the
restriction map. If {Ym | m ∈ I} is a family of topological spaces then for
n ∈ I let ρn : ΠIYm → Yn be the canonical n-th coordinate projection map,
while for J ⊆ I, ρJ : ΠIYm → ΠJYmwill denote the canonical projection onto
the components in J .
By an ideal of a C*-algebra A we shall mean a closed two-sided ideal, and
if B is a subset of a C*-algebra A then I(B) denotes the ideal of A generated
by B. For an ideal J of A, J⊥ denotes the ideal {a ∈ A | ab = 0, (b ∈ J)}. The
multiplier algebra of the C*-algebra A is denoted M(A). As usual K denotes
the C*-algebra of compact operators on a separable Hilbert space and T the
Toeplitz algebra, the C*-algebra generated by an isometry.
1. The C*-algebra of a correspondence
For results and conventions on C*-modules we follow Lance [17]; so if A
is a C*-algebra a Hilbert A-module EA is a Banach space E which is a right
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A-module with an A-valued inner product 〈, 〉A, denoted 〈, 〉 if the context is
clear. The norm on E is given by ‖x‖
2
= ‖〈x, x〉‖, (x ∈ E); L(E) denotes
the C*-algebra of adjointable operators on E while K(E), in analogy with the
case when A is the complex numbers, is the closed two-sided ideal of compact
operators span{θEx,y|x, y ∈ E} where θ
E
x,y(z) = x 〈y, z〉, (z ∈ E). If E is a Hilbert
A-module the linear span of {〈x, y〉 | x, y ∈ E}, denoted 〈E ,E〉, has closure a
two-sided ideal of A. Note that E 〈E ,E〉 is dense in E [17]. The Hilbert module
E is called full if 〈E ,E〉 is dense in A. If A is a C*-algebra then AA refers to
the Hilbert module A over itself, where 〈a, b〉 = a∗b for a, b ∈ A.
Definition 1.1. If A,B are C*-algebras then an A-B C*-correspondence E , or
a C*-correspondence E from A to B, is a right Hilbert B-module EB together
with a left action of A on E given by a *-homomorphism φA : A → L(E),
a·x = φA(a)x, (a ∈ A, x ∈ E). The notation AEB refers to a C*-correspondence
from A to B.
If A1EA2 and B1FB2 are C*-correspondences then a morphism (pi1, T, pi2) :
E → F consists of a linear map T : E → F together with C*-homomorphisms
pii : Ai → Bi satisfying
(1) pi2(〈e, f〉A2) = 〈T (e), T (f)〉B2 .
(2) T (e)pi2(a2) = T (ea2).
(3) T (φA1(a1)e) = φB1(pi1(a1))T (e) for all e, f ∈ E , ai ∈ Ai.
Notation 1.2. When convenient the *-homomorphism φA may be denoted by
φ. If A = B refer to E as a correspondence over A. For E a correspondence
over A and F a correspondence over B a morphism (pi, T, pi) : E → F will be
denoted by (T, pi). The notation (T, pi) may also be used to refer to a morphism
EA2 → FB2 of Hilbert modules satisfying conditions 1 and 2 above.
Condition 1 ensures that T is a continuous linear map of bound 1, and if pi2
restricted to the ideal 〈E ,E〉 of A2 is injective then T must be an isometry of
Hilbert modules, so injective. Thus a morphism (T, pi2) : EA2 → FB2 of Hilbert
modules is an isomorphism if T : E → F is a surjection and pi restricted to
the ideal 〈E ,E〉 of A is injective. Evidently the composition of two morphisms
is a morphism. For A a C*-algebra, the identity correspondence A refers to
A viewed as a Hilbert module over itself with the left action given by left
multiplication. A representation of an A-B correspondence E in a C*-algebra
C is a correspondence morphism (piA, T, piB) : E → C where C is viewed as the
identity correspondence (and similarly for a representation of a Hilbert module
in a C*-algebra).
It is still the case for a morphism of Hilbert modules (T, pi) :
E → F , as noted in [20] for the case that (T, pi) is a representa-
tion in a C*-algebra, that the second condition is a consequence of the
first, since ‖T (e)pi2 (a2)− T (ea2)‖
2
is the norm in B2 of the element
〈T (e)pi2 (a2)− T (ea2) , T (e)pi2 (a2)− T (ea2)〉B2 . The first condition along
with properties of the B2-valued inner product ensure however that this inner
product is equal to 0.
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Amorphism of Hilbert modules (T, pi) from E to F yields a *-homomorphism
ΨT : K(E) → K(F) where ΨT (θx,y) = θT (x),T (y) for x, y ∈ E [14], and if
(S, σ) : D → E , (T, pi) : E → F are morphisms of Hilbert modules then ΨT ◦
ΨS = ΨT◦S. For B a C*-algebra, using the identification of K(B) with B, a
representation (T, pi) of E in a C*-algebra B yields a *-homomorphism ΨT :
K(E) → B given by θx,y → T (x)T
∗(y). As noted in [4] the argument of [14,
Lem. 2.2] showing that ΨT is injective if pi is injective also serves to show that
ΨT is injective if only the restriction of pi to the ideal 〈E ,E〉 of A is required to
be injective.
For E a C*-correspondence over A denote the ideal φ−1(K(E)) of A by J(E),
and the ideal J(E) ∩ (kerφ)⊥ by JE . If AEA and BFB are C*-correspondences
over C*-algebras A and B respectively and K an ideal in J(E), a morphism
(T, pi) : E → F is coisometric on K if ΨT (φA(a)) = φB(pi(a)) for all a ∈ K.
A morphism is coisometric if K = J(E). If (T, pi) : E → B is a representation
of AEA in a C*-algebra B the C*-subalgebra of B generated by T (E) ∪ pi(A)
is denoted C∗(T, pi). If ρ : B → C is a *-homomorphism of C*-algebras then
(ρ ◦ T, ρ ◦ pi) is a representation of E in C, denoted ρ ◦ (T, pi).
Recall an ideal I of A is E-invariant if φ(I)E ⊆ EI, and for such an ideal
we may form the quotient correspondence E/EI over A/I. With qE and qI
(denoted q if the context is clear) denoting the quotient maps on E and A
respectively we see that (qE , qI) is a correspondence morphism from E to E/EI.
For all x ∈ E we have φA/I(q(a))qE (x) = qE(φA(a)x) which, for a ∈ J(E), is
equal to ΨqE (φA(a))qE (x) by [5, Prop. 1.2]. Thus φA/I(q(a)) = ΨqE (φA(a)) for
a ∈ J(E) and so q(J(E)) ⊆ J(E/EI). An ideal I is E-saturated if φA(a)E ⊆ EI
and a ∈ JE implies a ∈ I. For I both E-invariant and saturated we have by
[20, Lem. 8.2] that q(JE) ⊆ JE/EI .
Given a C*-correspondence E over A and K an ideal in J(E) there is a
representation (TE , piE) of E in a C*-algebra which is coisometric on K and
universal among all such representations [11], in the sense that if (T, pi) is a
representation of E in a C*-algebra B which is coisometric on K then there
is a *-homomorphism ρ : C∗(TE , piE) → B with (T, pi) = ρ ◦ (TE , piE). The
C*-algebra C∗(TE , piE) is called the relative Cuntz-Pimsner algebra of E de-
termined by K and denoted O(K, E). When K = 0 the C*-algebra O(K, E)
is denoted T (E) and called the universal Toeplitz C*-algebra for E . The C*-
algebra O(JE , E) is denoted OE .
For a given C*-correspondence E over A the restricted correspondence R(E)
was introduced in Section 1 of [5]. It is the C*-correspondence IEI over the
ideal I = 〈E ,E〉 of A where the space E remains unchanged, the original A-
valued inner product is viewed as having values in the ideal I, and the *-
homomorphism φI : I → L(E) defining the left action of the correspondence is
given by the restriction φ ◦ i, where i : I → A is the inclusion. It was shown
in [5, Thm. 1.10] that the C*-subalgebra C∗(T (E)) of OE generated by the
subspace T (E), an ideal of OE , is isomorphic to the Cuntz-Pimsner C*-algebra
OR(E) = O(JR(E),R(E)).
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2. Topological directed graphs
Definition 2.1. A topological directed graph G is a diagram X
s
←− E
r
−→ Y
where X,E, and Y are second countable locally compact Hausdorff spaces, r
and s are continuous maps with r open, along with a family λ = {λy | y ∈ Y }
of Radon measures on E satisfying
(1) supp(λy) = r
−1(y), (y ∈ Y )
(2) y → λy(f) =
∫
E f(α)dλy(α) ∈ Cc(Y ) for f ∈ Cc(E).
A topological directed graph could also be thought of as a bipartite topo-
logical graph. If convenient the ordered tuple (X,E, Y, r, s, λ) or (X,E, Y ) will
also be used to denote G, and in the case that X = Y we write (X,E, r, s, λ)
and refer to it as a (topological directed) graph over the space X . In this sit-
uation they were introduced as topological quivers [20], or, in the multiplicity
free case, topological relations [3]. By considering the disjoint union of X and
Y any graph could be viewed as a graph over a single space, while a topological
directed graph over a space is also a topological directed graph in the above
sense.
Over recent years differing terminology has been used to identify successive
topological distinctions among the various hypotheses used within the same
basic framework of a pair of maps X
s
←− E
r
−→ Y , and in this sense the
definition above is another variation of this sort. Pairs of such maps, or more
generally functors, have appeared in the mathematical literature for over 50
years. In [1] a polymorphism (Y,X) of topological spaces, namely a pair of
surjective local homeomorphisms s : Σ→ X , r : Σ→ Y defined on an interme-
diary space Σ (a topological analogue of Vershik’s earlier measure theoretical
polymorphisms) is introduced as a unifying concept behind many construc-
tions of C*-algebras, including the graph algebras introduced in [13]. Note
with these hypothesis that if one of the three spaces X,Y , or Σ is discrete then
the other two are forced to be discrete also. Deaconu used this notion to define
continuous graphs V
o
←− E
t
−→ V with o, t surjective local homeomorphisms,
and investigated Cuntz-Pimsner C*-algebras associated with these polymor-
phisms for E, V compact spaces. For such continuous graphs the edge space
E must be a subspace of V × F × V for some finite discrete space F . In [15]
a triple (E1, d, r, ) with d : E1 → E0 a local homeomorphism and r : E1 → F 0
a continuous map of locally compact spaces is termed a topological correspon-
dence from E0 to F 0, while a topological graph is a topological correspondence
from E0 to itself, i.e., when E0 = F 0. Under these hypothesis, if the vertex
space E0 of a topological graph (in the sense of [15]) is discrete then E1 is
also discrete and one obtains a discrete directed graph. In the situation we are
considering such restrictions no longer hold; so for example, topological graphs
X
s
←− E
r
−→ X where X is a discrete space, for example a point, and where
E is a connected space, for example the torus or real line, are possible [3]. As
already mentioned topological directed graphs over a space are identical to the
topological quivers introduced in [20].
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If G = (X,E, Y, r, s, λ) is a topological directed graph then so is (X ′, E, Y, r,
s′ ◦ s, λ) where s′ : X → X ′ is an arbitrary continuous map.
Consider a function f : dom(f)→ Y where dom(f) is viewed as a subspace
of a locally compact space X . If pi1:X × Y → X and pi2:X × Y → Y denote
the canonical continuous projections onto the first and second coordinates re-
spectively, set r = pi1|graph(f) and s = pi2|graph(f), continuous maps of the
subspace graph(f) of X × Y to X and Y respectively. It is shown in [4] that
the map r : graph(f) → X is open if and only if f : dom(f) → Y is contin-
uous and dom(f) is open in X . In this case dom(f) is homeomorphic with
graph(f), and graph(f) is locally compact in X × Y . Thus with a continuous
function f : X → Y , so dom(f) = X , we may associate a topological graph
F = (Y, graph(f), X) = (Y, dom(f), X) = (Y,X,X) and so view topological
directed graphs as a context containing continuous maps. Thus, in analogy
with function nomenclature we may refer to X as the codomain or range space
and Y as the domain space of a topological graph G = (X,E, Y, r, s, λ).
The usual way to associate a correspondence over the single C*-algebra
C0(X) with a topological directed graph [20], cp. [3], over the single space
X can easily be extended to associate a correspondence EG to a topological
directed graph G. For G = (X,E, Y, r, s, λ) form a correspondence E (or EG
) of C0(X) to C0(Y ). The map r : E → Y along with the family λ defines a
Hilbert module E over the C*-algebra B = C0(Y ) by setting
〈g, h〉 (y) =
∫
r−1(y)
g(α)h(α)dλy(α), (y ∈ Y ; g, h ∈ Cc(E)),
on Cc(E) with E its completion with respect to the norm, ‖f‖
2
=
∥∥∥λy(|f |2)∥∥∥
∞
.
The right action of b ∈ B on an element h of Cc(E) is given by
h · b = h(r♯(b)).
If ϕ ∈ M(C0(E)) = Cb(E) then the map Mϕ, denoting multiplication by
ϕ, defines a continuous linear map with norm ‖‖∞ of the dense normed linear
subspace Cc(E) of E , so extends to a continuous linear map, again denoted
Mϕ, of the same norm, to E . This map is clearly adjointable, with Mϕ the
adjoint, so Mϕ ∈ L(E) and M
G : Cb(E) → L(E) defined by M
G(ϕ) = Mϕ is
a *-homomorphism—denoted M if the context is clear—(cp. [20, Lem. 3.6]),
thus defining a left action of Cb(E) on the Hilbert module E . Since s
#(a) ∈
Cb(E) for a ∈ A = C0(X) (in fact for a ∈ Cb(X)) the map s yields a left
action of the C*-algebra A ( even of Cb(X)) as adjointable operators via the *-
homomorphism φ = φG : A→ L(E) given by φG =M ◦s
#
G. Thus a topological
graph G = (X,E, Y, r, s, λ) gives rise to a C0(X) − C0(Y ) correspondence
E = EG of C*-algebras.
In [20], Xsink denotes the open subset of X with kerφ ∼= C0(Xsink) and
it is shown that Xsink = X \ s(E), or equivalently that s(E) = {x ∈ X |
f(x) = 0, (f ∈ kerφ)}, so kerφ =
{
f ∈ C0(X) | f |s(E) ≡ 0
}
. The open subset
Xfin of finite emitters of X is defined by C0(Xfin) ∼= φ
−1(K(E)) = J(E),
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and it is shown that Xfin = {x ∈ X | ∃ neighborhood Nx of x with Nx and
s−1(Nx) compact with r|s−1(Nx) a local homeomorphism}. Since (kerφ)
⊥ =
C0
(
X \Xsink
)
= C0
(
Int(s (E))
)
it follows [20] that JE (defined as J(E) ∩
(kerφ)⊥) = C0
(
Xfin ∩ Int(s (E))
)
: the set Xfin ∩ Int(s (E)) is denoted by
Xreg. In [4] it is shown that the ideal I = 〈E ,E〉 of C0(Y ) is C0(r(E)) = {f ∈
B | f ≡ 0 on Yr(E)}.
Notation 2.2. For a topological graph G = (X,E, r, s, λ) over a space X
define C∗(G) to be the Cuntz-Pimsner C*-algebra OE of the correspondence
EG over A = C0(X). We will mainly be dealing with the unaugmented Cuntz-
Pimsner C*-algebra, so the Cuntz-Pimsner algebra OR(E) of the restricted
correspondence R(EG) over C0(r(E)). We denote this C*-algebra by C
∗
R(G).
For G = (X,E, Y, rG, sG, λ
G) and H = (Y, F, Z, rH , sH , λ
H) topological
directed graphs we form a new topological directed graphGH = (E,E×Y F, F )
where E×Y F = {(e, f) ∈ E × F | rG(e) = sH(f)} is the pullback of the maps
rG and sH and the family λ
GH (we just write λ for now) is defined by λf =
λGsH (f) for f ∈ F . The maps sGH (= s) and rGH (= r) are given by s(e, f) = e
and r(e, f) = f . The set r−1(f) = {(e, f) ∈ E × F | e ∈ r−1G (sH(f))} which is
homeomorphic to supp(λGsH(f)), so Condition 1 of Definition 2.1 is clearly the
case. The arguments of [5, Sec. 2] show that E ×Y F is closed in E × F so a
locally compact Hausdorff space, and also that GH is a topological directed
graph. Notice that E×Y F is a subspace of E×F so it is actually a ‘topological
relation’, or multiplicity free graph [3]. We refer to the topological graph GH
as the edge pullback of G and H .
Remark 2.3. In the case that a topological graph G = (X,E, r, s, λ) is over a
space X , and has no sinks, so s(E) = X , then the multiplicity free topological
relation G1 associated with G introduced in [5, Sec. 2] is the same as GG. For
G discrete GG is the complete insplit ofG, which is also the same as the adjoint
or dual graph of the discrete graph G, cp. [12], [22]. Other terms occurring
in discrete graph theory for this graph include the (directed) edge graph, line
graph, or derived graph of G.
The map sG : E → X may be used to form the new topological di-
rected graph XGH = (X,E ×Y F, F, r, sG ◦ s, λ). Furthermore one may
apply the map rH to also form the topological directed graph XGHZ =
(X,E ×Y F,Z, rH ◦ r, sG ◦ s, µ). To see this note that sinceGH is a topological
graph then for ξ ∈ Cc(E ×Y F ) the map f → λf (ξ) = λ
G
sH (f)
(ξ) is an element
of Cc(F ), so since H is also a topological graph the map z → λ
H
z (λf (ξ)) is an
element of Cc(Z). Therefore for z ∈ Z, the linear functional µz on Cc(E×Y F )
defined by ξ → λHz (λf (ξ)) defines a family of Radon measures on E ×Y F
with the required properties. We define this topological graph XGHZ as the
product G ◦H of the graphs G and H .
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This definition of the product of correspondences is covariant with the com-
position product of continuous maps when these are viewed as topological
graphs. If g : Y → X and h : Z → Y are continuous functions defining
topological graphs G with E = graph(g) and H with F = graph(h) then it
can easily be checked that the product directed graph XGHZ may be identified
with the topological graph arising from the composition function g◦h : Z → X .
It is to emphasize this relationship that we have denoted the product XGHZ
by G ◦H , and will also refer to this product as the composition product of G
and H . After chasing through the definitions it is straightforward to see that
this product is associative. Note that the edge spaces for the product G◦H and
the edge pullback GH are identical, so the edge pullback GH may be viewed as
a pre-, or partial product. We note that the composition of topological graphs
was also considered in [15, Sec. 2] (in its more restricted context).
Just as for correspondences we may consider restricted Hilbert A-modules;
if E is a Hilbert module over a C*-algebra A then the restricted Hilbert mod-
ule R(E) is just E viewed as a module over the closed ideal I = 〈E , E〉 of A.
If EG is the Hilbert C0(Y )-module associated with a topological graph G =
(X,E, Y, rG, sG, λ
G) then the ideal IG = 〈EG, EG〉 of C0(Y ) is C0(rG(E)) [5,
Sec. 2], so the restricted Hilbert moduleR(EG) is the module for the ‘restricted’
topological graph G = (X,E, rG(E), rG, sG, λ
G). If G = (X,E, Y, rG, sG, λ
G)
and H = (Y, F, Z, rH , sH , λ
H) are topological graphs and GH their edge pull-
back then r(E ×Y F ) = {f | (e, f) ∈ E ×Y F} = s
−1
H (rG(E)), an open subset
of F . The restricted Hilbert module R(EGH) is therefore a module over the
C*-algebra IGH = C0(s
−1
H (rG(E))). This C*-algebra IGH , when viewed as a
Hilbert module over itself in turn admits a left multiplication action by ad-
jointable maps of the C*-algebra C0(rG(E)) via the map (sH)
#. The restricted
Hilbert module EG is a module over the same C*-algebra C0(rG(E)) = IG.
Recall there is a left multiplication action M of Cb(E) on the Hilbert module
R(EG). A variant of the following theorem was previously established in [5,
Thm. 2.9].
Theorem 2.4. Let G = (X,E, Y, rG, sG, λ
G) and H = (Y, F, Z, rH , sH , λ
H)
be topological graphs. The restricted Hilbert module R(EGH) is isomorphic to
the interior tensor product of Hilbert modules R(EG)IG⊗IGIGH where IG =
C0(rG(E)) and IGH = C0(s
−1
H (rG(E))). If Φ : L(EG)→ L(EGH) is the unital
*-homomorphism given by T → T ⊗ IdIGH then the left action of Cb(E) on the
Hilbert module R(EGH) defined by φGH =M
GH◦s#GH corresponds to the action
of Cb(E) on the Hilbert module R(EG)IG⊗IGIGH via Φ ◦M
G =MG ⊗ IdIGH .
In particular Φ ◦ φG = M
GH ◦ (sGsGH)
# as maps with domain C0(X) under
this identification.
Proof. (Cp. [5, Thm. 2.9].) The closed set E×Y F is a subset of E×s
−1
H (rG(E))
so the inclusion map i : E ×Y F → E × s
−1
H (rG(E)) is proper and i
# : Cc(E ×
s−1H (rG(E))) → Cc(E ×Y F ). Let ϕ : Cc(E) ⊗ Cc(s
−1
H (rG(E))) → Cc(E ×
s−1H (rG(E))) be the linear map defined on the algebraic tensor product by
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ϕ(h ⊗ g)(e, f) = h(e)g(f) for (e, f) ∈ E × s−1H (rG(E)). For a ∈ IG and
g ⊗ h ∈ Cc(E) ⊗ Cc(s
−1
H (rG(E))) the subspace generated by the elements
g·a⊗h−g⊗σ#(a)h is in the kernel of i#ϕ since i#ϕ(ga⊗h−g⊗s#H(a)h)(e, f) =
(g · a)(e)h(f) − g(e)(s#H(a)h)(f) = g(e)a(rG(e))h(f) − g(e)a(sH(f))h(f) = 0
since rG(e) = sH(f) for (e, f) ∈ E ×Y F . This yields a well defined map
γ from the quotient space, a dense subspace of the interior tensor product
R(EG)IG⊗IGIGH , to Cc(E ×Y F ) which is clearly a right IGH module map.
We have, for g ⊗ h, k ⊗ l simple tensors and f ∈ s−1H (rG(E)) that
〈γ(g ⊗ h), γ(k ⊗ l)〉 (f) =
∫
r−1(f)
[i#ϕ(g ⊗ h)i#ϕ(k ⊗ l)(e, f)]dλGHf (e)
=
∫
r−1(f)
g(e)h(f)k(e)l(f)dλGsH (f)(e)
= (hl)(f)
∫
r−1g (sH (f))
(gh)(e)dλGsH (f)(e)
= (hl)(f)[〈g, k〉IG (sH(f))]
= 〈g ⊗ h, k ⊗ l〉IGH (f).
Thus γ defines an isometry of Hilbert IGH− modules. The map i
# ◦ ϕ has
dense range in Cc(E ×Y F ) by results in [5] (Remark 2.1 and Proposition 2.4)
so γ is a surjective isometry.
For a ∈ Cb(E) we have
(φGH(a)(γ(g ⊗ h)))(e, f) = a(e)g(e)h(f)
= (MG(a)g)(e)⊗ h(f)
= γ(MG(a)⊗ IdIGH (g ⊗ h))(e, f)
which shows Φ ◦MG = φGH under this isomorphism. Since φG = M
G ◦ (s#G)
the last statement is clear. 
Recall from [5, Def. 3.4] that a topological graph G = (X,E, r, s, λ) over a
space X is said to be proper if r(E) is contained in the proper part, Xp(s) =
{x ∈ X | ∃ a neighborhood Nx of x with both Nx and s
−1(Nx) compact}, of s.
In other words sr, the map given by restricting s to the open domain s−1(r(E))
and codomain r(E), is a proper map. Since X is locally compact Xp(s) is also
the same as {x ∈ X | ∃ a neighborhood Nx of x with both Nx and s−1(Nx)
compact}. Note that if G = (Y, dom(f), X) is a topological graph arising from
a continuous function f : dom(f)→ Y with dom(f) an open subset of X then
it is a straightforward check to notice that G is proper if and only if f is a
proper map. We recall that the set Xp is open in X and always contains the
open set X \ s(E) so that a set U is in Xp if and only if U ∩ s(E) ⊆ Xp. We
extend this concept to apply to more general topological graphs.
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Definition 2.5. For G = (X,E, Y, rG, sG, λ
G) and H = (Y, F, Z, rH , sH , λ
H)
topological directed graphs we say the pair (G,H) is a proper pair if rG(E) ⊆
Yp(sH).
Thus to say a topological graph G = (X,E, r, s, λ) over a space X is proper
is the same as saying that the pair (G,G) is a proper pair.
With (G,H) a proper pair note that the left action of C0(rG(E)) =
IG via M ◦ (sH)
# on the right C*-algebra factor of the tensor product
C0(s
−1
H (rG(E))) = IGH is by elements of IGH , in other words by ele-
ments of K(IGH). Thus the (strictly continuous on the unit ball) unital *-
homomorphism Φ : L(EG) → L(EGH) given by T → T ⊗ IdIGH restricts to a
*-homomorphism of K(EG)→ K(EGH) [17, Prop. 4.7] in this case.
Lemma 2.6. If G = (X,E, Y, rG, sG, λ
G) and H = (Y, F, Z, rH , sH , λ
H) are
topological graphs with (G,H) a proper pair then the map s in the edge pullback
GH = (E,E ×Y F, F, r, s, λ) is proper.
Proof. The graph GH = (E,E ×Y F, F, r, s, λ) where r = rGH , s = sGH , and
λ = λGH . If K ⊆ E is compact then rG(K) is compact, and since (G,H) is
proper, then s−1H (rG(K)) is compact. Since s
−1(K) is a closed subset of the
compact set K × s−1H (rG(K)) it is compact and s is a proper map. 
In particular, if a topological graph G = (X,E, rG, sG, λ) over a space X is
a proper graph then Ep(sGG) is all of E and the edge pullback GG must be a
proper topological graph. We also have that the composition G◦G is a proper
topological graph. To see this write G ◦ G = (X,E ×X E,X, r, s, µ) where
r = rG ◦ rGG, s = sG ◦ sGG. Then r(E ×X E) ⊆ rG(E), which by hypothesis
is contained in Xp(sG), so if K is compact and contained in r(E ×X E) then
s−1G (K) is compact, and since sGG is a proper map by the above Lemma,
s−1GG(s
−1
G (K)) is compact. Thus s
−1(K) is compact and r(E ×X E) ⊆ Xp(s),
so G ◦G is a proper topological graph.
The following extends aspects of some results in [5] (Propositions 3.6, 3.7,
Theorem 3.8).
Proposition 2.7. If G = (X,E, Y, rG, sG, λ
G) and H = (Y, F, Z, rH , sH , λ
H)
are topological graphs with (G,H) a proper pair then (s#GH , s
r#
H ) is a morphism
of the Hilbert module R(EG) over the C*-algebra IG = C0(rG(E)) to the Hilbert
module R(EGH) over IGH = C0(s
−1
H (rG(E))). We also have Ψs#
GH
= Φ on
K(EG) and s
#
G(J(EG)) ⊆ J(EGH).
Proof. The previous Lemma implies that the maps s#GH : Cc(E)→ Cc(E×Y F )
and sr#H : C0(rG(E)) → C0(s
−1
H (rG(E))) are defined. It is enough to verify〈
s#GH(g), s
#
GH(h)
〉
= sr#H 〈g, h〉 for g, h ∈ Cc(E). Evaluating the left hand side
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at f ∈ s−1H (rG(E)) we obtain∫
(r)−1(f)
sGH#(g)(e, f)(sGH
#(h))(e, f)dλGHf (e, f)
=
∫
r−1
G
(sH (f))
g(e)h(e)dλGsH (f)(e)
= 〈g, h〉I (s
r
H(f))
which is the right hand side.
We have already noted that Φ restricts to a map K(EG)→ K(EGH) if (G,H)
is proper composable. The computation that both sides of Ψs#
GH
= Φ agree on
the elements θk,l ∈ K(EG) where k, l ∈ Cc (E) is basically [5, Prop. 3.7]. An
element a ∈ C0(X) is in J(EG) if and only if φG(a) ∈ K(EG), so Ψs#
GH
(φG(a)) =
Φ(φG(a)) which by the previous Theorem is φGH(s
#
Ga). Thus s
#
G(a) must be
in J(EGH). 
3. The core of a topological graph
In the following section we let G = (X,E, r, s, λ) be a topological graph over
the same range and domain space X .
Given a topological graph G = (X,E, r, s, λ) form the one-sided infinite
path space E∞ = {(ei) ∈ Πi≥0E | r(ei) = s(ei+1)} for G. Recall that the
infinite product of locally compact spaces is not a locally compact space unless
all but a finite number of the spaces are compact, however the hypothesis of G
being proper ensures that the subspace E∞ is locally compact. Later we will
see some weaker hypotheses ensuring that E∞ is locally compact.
Proposition 3.1. Let G = (X,E, r, s, λ) be a proper topological graph over
X. Then E∞ is a locally compact Hausdorff space.
Proof. First note that the continuity of r and s imply that the subset E∞ of
Πi≥1E is closed. If E
∞ is empty there is nothing to show. Otherwise, choose
a point (ei) ∈ E
∞. Since E is locally compact there is a neighborhood V0 of e0
with compact closure. The map r is open and continuous so r(V0) is an open
set with compact closure contained in r(V0). Since G is proper s
−1(r(V0)) is
compact, and V1 = s
−1(r(V0)) is a neighborhood with compact closure which
contains e1 since r(e0) = s(e1). In this way we obtain a sequence of open sets
Vn+1 = s
−1(r(Vn)) of en+1 with compact closure in E; so Πn≥0Vn is compact
in Πi≥0E, and since E
∞ is closed, (Πn≥0Vn)∩E
∞ is compact in the subspace
E∞.
Consider the open set O = (V0 × Πi≥1E) ∩ E
∞ of E∞ containing (ei). If
(fi) ∈ O then since s(f1) = r(f0) ∈ r(V0) we see that f1 ∈ s
−1(r(V0)) = V1, so
by induction fn ∈ Vn and so O ⊆ (Πn≥0Vn) ∩ E
∞. Thus the point (ei) has a
compact neighborhood in E∞. 
Example 3.2. Note that E∞ can fail to be locally compact if G =
(X,E, r, s, λ) is not proper, even if the maps r and s are local homeomorphisms.
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For example let X = R, and E the closed subset {(a, b) ∈ X ×X | b− a ∈ Z}
of X × X with r(a, b) = a and s(a, b) = b the usual projection maps, and
λx counting measure on r
−1(x). This is in fact a topological relation which
is not proper. Consider an arbitrary basic neighborhood U of the point
e = ((0, 0), (0, 0), (0, 0), . . .) in E∞. Thus there is an n ∈ N and Ui open
in E for 1 ≤ i ≤ n with (U1 × . . .× Un × E × E . . .) ∩ E
∞ ⊆ U . Consider the
sequence of points ek = ((0, 0), . . . , (0, 0), (k, 0), (k, k), (k, k) . . .) of E∞ where
the first n+ 1 elements are (0,0). Then the sequence ek ∈ U and has no con-
vergent subsequence. In particular U cannot have compact closure and E∞
cannot be locally compact. Note also both the maps r and s are actually
local homeomorphisms, so satisfy stronger conditions than those for general
topological graphs.
Definition 3.3. Let G = (X,E, r, s, λ) be a topological graph over X . De-
fine CG = ρ0(E
∞) where ρn : Πi≥0E → E is the canonical n-th coordinate
projection map (n ≥ 0). If the context is clear C will be used.
Note that ρn+1(E
∞) ⊆ ρn(E
∞). The definition of C implies that r(C) ⊆
s(C), so r(C) is contained in the locally compact space s(C). It also follows
easily that r−1(s(C)) = C and that r(s−1(x))∩s(C) is nonempty given x ∈ C.
Proposition 3.4. Let G = (X,E, r, s, λ) be a proper topological graph over
X. Then the subset C = ρ0(E
∞) is closed in E, so is locally compact in the
subspace topology.
Proof. If ek → e with ek ∈ C then there are points of the form (ek, ek1 , e
k
2 , . . .) ∈
E∞. The open set r(E) is locally compact so choose an open neighborhood U in
r(E) of r(e) with compact closure. The hypothesis implies s−1(U) is compact,
so there is a subsequence of
{
ek1
}
converging to a point e1 of s
−1(U) which
necessarily satisfies s(e1) = r(e). This argument may be applied inductively
to obtain a sequence ek with (e, e1, e2, . . .) ∈ E
∞, and thus e ∈ C. 
Lemma 3.5. Let G = (X,E, r, s, λ) be a topological graph over X and C as
in Definition 3.3. If D is a subset of E then r(C) ∩ r(D) = r(C ∩ D) and
s(C) ∩ r(D) = r(C ∩D)
Proof. If d ∈ D with r(d) = r(e) for some e ∈ C then clearly d ∈ C also, so
r(C)∩ r(D) ⊆ r(C ∩D) and equality follows. Similarly if r(d) = s(e) for some
e ∈ C then d ∈ C and s(C) ∩ r(D) ⊆ r(C ∩D). Conversely, if d ∈ C ∩D then
there is (d, e1, e2, . . .) ∈ E
∞ and e1 ∈ C with s(e1) = r(d). 
Lemma 3.6. For G = (X,E, r, s, λ) a topological graph over X, C as in
Definition 3.3, and Y ⊆ Xp(s) we have s(C)∩Y = s(C)∩Y . Thus s(C)∩Y =
s(C) ∩ Y if G is proper.
Proof. For x ∈ Y ∩ s(C) choose a neighborhood Nx of x in the open set Xp(s)
with both Nx and s
−1(Nx) compact. Thus s
−1(Nx) ∩ C is compact and if en
is a net in C with s(en) → x then there is an n0 with en ∈ s
−1(Nx) ∩ C, so
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in the compact set s−1(Nx) ∩ C, for n0 ≺ n. There is a convergent subnet
eni → e ∈ s
−1(Nx) ∩ C, so s(eni)→ s(e) and x = s(e) ∈ Y ∩ s(C). 
Lemma 3.7. For G = (X,E, r, s, λ) be a topological graph over X and C as
in Definition 3.3 we have r−1(s(C)) = C.
Proof. We have already noted that r−1(s(C)) = C. Since r−1(s(C)) is closed
and contains C we have r−1(s(C)) ⊇ C. Conversely if r(e) ∈ s(C) then since
r is an open map, r(O) ∩ s(C) is nonempty for every neighborhood O of e.
Thus there is a sequence ek → e with r(ek) ∈ s(C). We have each ek ∈ C, so
e ∈ C. 
Recall from [20, Def. 8.3] that for G = (X,E, r, s, λ) a topological graph
over X then a subset U of X is hereditary if r(s−1(U)) ⊆ U . For U open
in X the ideal C0(U) of C0(X) is EG-invariant if and only if U is hereditary
[20, Lem. 8.5]. Given an open hereditary subset U then one may form GU =
(X \ U,E \ r−1(U), rr , sr, λr), which is again a topological graph. Here rr , sr,
and λr are the appropriate restrictions of r and s to E \r−1(U) and λ to X \U ,
although we will often use r, s, and λ whenever the context is clear.
Proposition 3.8. For G = (X,E, r, s, λ) a proper topological graph over X
and U an open hereditary subset of X the topological graph GU is a proper
topological graph.
Proof. We need to show that r(E \ r−1(U)) ⊆ Xp(s
r) = {x ∈ X \ U | ∃ a
neighborhood Ox of x with both Ox and (s
r)−1(Ox) compact}. For x ∈ r(E \
r−1(U)) there is a neighborhood Nx of x in X with Nx and s
−1(Nx) compact.
Since r(E) is open we may assume that Nx ⊆ r(E). The neighborhood Ox =
Nx ∩ (X \ U) of x in the subspace X \ U has closure Ox = Nx ∩ (X \ U)
which is compact in X , therefore as X \ U is closed, it is compact in the
subspace X \ U also. As G is proper s−1(Nx ∩ (X \ U)) is compact in E,
so s−1(Nx ∩ (X \ U)) ∩ E \ r
−1(U) is compact in E and, since E \ r−1(U)
is closed, also compact in the subspace E \ r−1(U). However (sr)−1(Ox) =
s−1(Nx ∩ (X \ U)) ∩ E \ r
−1(U), so is compact. 
Proposition 3.9. For G = (X,E, r, s, λ) a topological graph over X the set
H = X \ s(C) is open and hereditary.
Proof. By definitionH is open. To showH is hereditary we show that r(e) ∈ H
if e ∈ E with s(e) ∈ H . If not, then r(e) ∈ s(C), so by Lemma 3.7 e ∈ C and
s(e) ∈ s(C) ⊆ s(C), contradicting the condition that s(e) ∈ H . 
Theorem 3.10. Let G = (X,E, r, s, λ) be a topological graph over X and
H = X \ s(C). Then (s(C), C, r, s, λ) is a topological graph equal to GH . This
graph has no sinks. If G is proper then GH = (s(C), C, r, s, λ) is proper.
Proof. Clearly C and s(C) are locally compact. The set of sinks s(C)sink =
s(C) \ s(C) is also empty. To finish the proof we show that (s(C), C, r, s, λ) is
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identical with the topological graphGH = (X\H,E\r
−1(H), r, s, λ) whereH is
the hereditary open setX\s(C). However E\r−1(X\s(C)) = r−1(s(C)) which
is C by Lemma 3.7. If G is proper then C is closed by Proposition 3.4. 
Therefore, for example, the (restriction of the) map r : C → s(C) must be
an open map.
Definition 3.11. For G = (X,E, r, s, λ) a proper topological graph over X
let Gc = (s(C), C, r, s, λ) be the iterative core of G, a proper topological graph
with no sinks.
There are no sinks for the topological graph Gc = (s(C), C, r, s, λ), and
clearly C
∞
= E∞, so the iterative core for Gc is just Gc again. Also, if G is a
proper topological graph with r(E) \ s(E) empty, so in particular if G has no
sinks, then r(E) = r(E) ∩ s(E) = r(E) ∩ s(E), so r(E) ⊆ s(E) and C = E,
i.e. Gc = (s(E), E, r, s, λ).
For G a proper topological graph there is an abstract characterization of
the set C, cp. 3.22 below, and therefore of the core topological graph Gc
associated with G. Recall from [20, Def. 8.3] that for G = (X,E, r, s, λ) a
topological graph over X , a subset U of X is saturated if for x ∈ Xreg and
r(s−1(x)) ⊆ U then x ∈ U . The ideal C0(U) of C0(X) is EG-saturated if and
only if U is saturated [20, Lem. 8.5]. In order to intrinsically characterize the
core of a given graph G we introduce a slightly stronger version of the notion
of saturated set.
Definition 3.12. For G = (X,E, r, s, λ) a topological graph over X , a subset
U of X is fully saturated if
(1) for x ∈ Xp(s) and r(s
−1(x)) ⊆ U then x ∈ U , and
(2) for x /∈ Xp(s) and r(s
−1(Nx)) ⊆ U for some neighborhood Nx of x
then x ∈ U .
Evidently the space X itself is fully saturated, and if U is fully saturated
then U is saturated. Also if U is fully saturated and r(s−1(V )) ⊆ U for some
open set V then V ⊆ U . This follows by noting that each element y of V is
either in Xp(s) or not, and since U is fully saturated then y ∈ U in either case.
Lemma 3.13. Let G = (X,E, r, s, λ) be a topological graph. If U ⊆ X is fully
saturated then r(s−1(V )) ⊆ U for an open set V implies V ⊆ U . Conversely,
if U is open and r(s−1(V )) ⊆ U for an open set V implies V ⊆ U then U is
an open fully saturated set.
Proof. (Cp. [20, Lem. 8.4].) We have just shown that if U is fully saturated
then it satisfies the stated property.
Suppose U is open and satisfies r(s−1(V )) ⊆ U for an open set V implies
V ⊆ U . If x ∈ Xp(s) and r(s
−1(x)) ⊆ U then let Nx ⊆ Xp(s) withNx and
s−1(Nx) compact. If r(s
−1(Nx)) ⊆ U for some such Nx then by assumption
Nx ⊆ U and x ∈ U . Thus we may assume that r(s
−1(Nx)) ∩ (X \ U) is
nonempty for any such neighborhood Nx, so there is a net en in some fixed Nx
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with s(en) → x and r(en) ∈ X \ U , a closed set. By compactness there is a
subnet of the en converging to an e which must satisfy s(e) = x and r(e) /∈ U ,
contradicting r(s−1(x)) ⊆ U .
If x /∈ Xp(s) and r(s
−1(Nx)) ⊆ U for some neighborhood Nx of x then we
have already noted that Nx ⊆ U . 
Lemma 3.14. If G = (X,E, r, s, λ) a topological graph over X and U is fully
saturated then Int(U) is fully saturated.
Proof. Since Int(U) is open we need to show that if r(s−1(V )) ⊆ Int(U) for an
open set V then V ⊆ Int(U). Since U is fully saturated the previous Lemma
implies V ⊆ U . Since V is open V ⊆ Int(U). 
Lemma 3.15. If G = (X,E, r, s, λ) is a topological graph and Uα is a family
of fully saturated sets then
⋂
α Uα is fully saturated.
Note that Xsink is a subset of Xp(s) and satisfies the Condition 1 of Defini-
tion 3.12, so the open set Xsink is contained in every fully saturated set. Thus,
if the empty set is fully saturated then Xsink is empty. The last results show
that if Xsink is nonempty, then there is a smallest fully saturated set which
must be nonempty, that it is open, and that it is generated by Xsink. One
can also show that if Xsink is empty then the empty set is fully saturated, so
Xsink is empty if and only if the empty set is fully saturated.
Lemma 3.16. If G = (X,E, r, s, λ) is a topological graph and U is the smallest
fully saturated set then U is hereditary.
Proof. We need to show that r(s−1(U)) ⊆ U . If U is empty then it is hered-
itary. If U is not empty, suppose that there is an x ∈ U with r(s−1(x)) " U ,
then we show U \ {x} is fully saturated. Since U is the smallest fully sat-
urated set it is open, and U \ {x} is also open, so it is enough to show if
r(s−1(V )) ⊆ U \ {x} for an open set V then V ⊆ U \ {x}. However U is
fully saturated so V ⊆ U . Now r(s−1(x)) " U by assumption, so x /∈ V and
V ⊆ U \ {x}. 
Lemma 3.17. If G = (X,E, r, s, λ) is a topological graph and U is the smallest
fully saturated set then the topological graph GU has no sinks.
Proof. The graph GU = (X \ U,E \ r
−1(U), r′, s′, λ′); we need to show that
(X \ U)sink = (X \ U) \ s(E \ r−1(U)) is empty. For any open set O in
X \ U we must have that r(s−1(O)) " U ; otherwise O ⊆ U since U is fully
saturated, which contradicts the choice of O. In other words there is an element
e ∈ E \ r−1(U) with s(e) ∈ O. Thus s(E \ r−1(U)) is dense in X \ U and
(X \ U) \ s(E \ r−1(U)) is empty. 
Theorem 3.18. If G = (X,E, r, s, λ) is a topological graph then there is a
smallest fully saturated set HG (or H if the context is clear) which is nonempty
if and only if Xsink is nonempty. The set HG is open, saturated, and heredi-
tary. Also GH is a topological graph with no sinks, so the smallest fully satu-
rated set for GH is empty.
Mu¨nster Journal of Mathematics Vol. 3 (2010), 111–144
128 Berndt Brenken
On the level of general C*-correspondences over C*-algebras the notions of
saturated and hereditary ideals have been considered [20, Def. 8.1]. Thus if
E =AEA is a correspondence over A we may define an ideal I of A to be fully E-
saturated if {a ∈ A | φ(a)E ⊆ EI} ⊆ I. Then, if EG is the correspondence over
C0(X) associated with a topological graph G = (X,E, r, s, λ) and C0(U) = I
is an ideal of A it follows with a proof similar to [20, Lem. 8.5] that I is fully
E-saturated if and only if U is fully saturated.
For a topological graph G and the graph GU for an open hereditary and
saturated subset U it is known that the Cuntz-Pimsner C*-algebra C∗(GU )
is a quotient of C∗(G) [20, Thm. 8.22]. The same holds for the unaugmented
Cuntz-Pimsner algebras. We sketch a proof.
Theorem 3.19. If G = (X,E, r, s, λ) is a topological graph over X and U
an open, hereditary, saturated subset then the unaugmented Cuntz-Pimsner
C*-algebra C∗R(GU ) is a quotient of C
∗
R(G).
Proof. If E = EG is the correspondence over A = C0(X) associated with G
then the C*-correspondence EU= EGU associated with the topological graph
GU is the correspondence E/EI over A/I = C0(X \U) [20, Rem. 8.9]. Let qE :
Cc(E)→ Cc(E \ r
−1(U)) and q : C0(X)→ C0(X \U) be the restriction maps.
The map q is surjective and since the intersection of a compact set of E with the
closed set E \r−1(U) is compact, qE is also surjective. If (TU , piU ) is a universal
representation of EU (coisometric on the ideal JEU ) in the C*-algebra OEU =
C∗(GU ) then (TU ◦ qE , piU ◦ q) is a representation of E in C
∗(GU ) coisometric
on JE [20, Lem. 8.18], so by the universal property there is a surjective *-
homomorphism h : C∗(G) → C∗(GU ) with (h ◦ T, h ◦ pi) = (TU ◦ qE , piU ◦ q)
where (T, pi) is a universal representation of E in C∗(G). Now the unaugmented
Cuntz-Pimsner C*-algebra C∗R(G) (respectively C
∗
R(GU )) may be identified
with the C*-subalgebra of C∗(G) (respectively C∗(GU )) generated by T (E) so
by T (Cc(E)) (respectively TU (Cc(E \r
−1(U)))) [5, Thm. 1.10]. Noting that qE
is surjective and that h ◦ T = TU ◦ qE it follows that h restricts to a surjective
map of C∗R(G) to C
∗
R(GU ). 
The kernel of the *-homomorphism h : C∗(G) → C∗(GU ) is the ideal gen-
erated by pi(C0(U)) ∪ T (Cc(r
−1(U))), cp. [20, Lem. 8.20], and it can also be
shown ker(h) in C∗R(G) is generated by T (Cc(r
−1(U))).
Corollary 3.20. A topological graph G = (X,E, r, s, λ) has a smallest fully
saturated set H and the unaugmented Cuntz-Pimsner C*-algebra C∗R(GH) is
a quotient of C∗R(G). This is a proper quotient algebra if and only if Xsink is
nonempty.
Proposition 3.21. If G = (X,E, r, s, λ) is a topological graph over X then
the set L = X \ s(C) is open and fully saturated.
Proof. The set L is clearly open. By Lemma 3.13 we need to show that if V
is open and r(s−1(V )) ⊆ L then V ⊆ L. If not, then V ∩ s(C), and therefore
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also V ∩s(C) is nonempty. If v ∈ V ∩s(C) then r(s−1(v)) contains an element
of s(C), contradicting r(s−1(V )) ⊆ L. 
Theorem 3.22. If G = (X,E, r, s, λ) is a proper topological graph over X
then the set H = X \ s(C) is the smallest fully saturated set.
Proof. For U a fully saturated set we show that U c is contained in Hc = s(C).
Since X \ s(E) ⊆ U we have U c ⊆ s(E). Let x ∈ U c.
Consider x ∈ Xp(s). First assume x /∈ s(E); then x /∈ s(E) since Xp(s) ∩
s(E) = Xp(s)∩s(E) [5, Lem. 3.2]. Thus x ∈ X\s(E) ⊆ U , a contradiction. On
the other hand suppose x ∈ s(E). Since x /∈ U and U is fully saturated there
is an e1 ∈ s
−1(x) with x1 = r(e1) ∈ U
c. Thus x1 ∈ r(E) ∩ s(E) which is equal
to r(E)∩s(E) as G is a proper topological graph, so x1 ∈ U
c∩s(E). Continue
by induction to obtain an element (e1, e2, . . .) ∈ E
∞. Thus x ∈ s(C) ⊆ s(C).
Now consider x /∈ Xp(s). Since x ∈ U
c and U is fully saturated, every
neighborhood Nx of x must satisfy r(s
−1(Nx))∩U
c is non empty. Thus there
are xn → x with s(en) = xn and r(en) /∈ U . The elements r(en) are therefore
in r(E)∩s(E), so also in Xp(s) since G is proper. By the preceding paragraph
r(en) ∈ s(C) and thus x ∈ s(C). 
Thus we could arrive at the iterative core Gc = (s(C), C, r, s, λ) of a proper
topological graph G by setting it to be GH where H is the smallest fully
saturated set for G. More generally, for an arbitrary topological graph G over
a space X one could consider the topological graph GH for this smallest fully
saturated set H (3.18) as the iterative core Gc of G.
Definition 3.23. For G = (X,E, r, s, λ) a topological graph over X and H =
HG the smallest fully saturated set for G. Define the topological graph GH to
be the iterative core Gc of G, a topological graph with no sinks.
Lemma 3.24. Let G = (X,E, r, s, λ) be a topological graph over X, H the
smallest fully saturated set for G and GH = (X \H,E \ r
−1(H), r′, s′, λ′) the
iterative core Gc of G. Then the path space E
∞ for G is also the path space
(E \ r−1(H))∞ of Gc. In particular CG = CGc ⊆ E \ r
−1(H).
Proof. It is enough to show that if (ei) ∈ E
∞ then ei /∈ r
−1(H) for all i. If
we assume that ek0 ∈ r
−1(H) for some k0 then since H is hereditary we have
r(ek) ∈ H for all k ≥ k0. We claim that H \ {
⋃
k≥k0
r(ek)} is fully saturated.
For example suppose that x ∈ Xp(s) and r(s
−1(x)) ⊆ H \ {
⋃
k≥k0
r(ek)}.
Then since H is fully saturated we have x ∈ H . If x = r(ek) for some k ≥ k0,
then we have r(ek+1) ∈ r(s
−1(x)) ⊆ H \ {
⋃
k≥k0
r(ek)}, a contradiction. Thus
H \ {
⋃
k≥k0
r(ek)} is fully saturated, which contradicts that H is the smallest
fully saturated set. Also, by definition CGc = ρ0((E \ r
−1(H))∞) where ρn :
Πi≥0(E \ r
−1(H)) → E \ r−1(H) is the canonical n-th coordinate projection
map. This is ρ0(E
∞) which is CG by definition. 
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Thus, by Propositions 3.1 and 3.4 we have the condition that the iterative
core Gc of G is proper is sufficient to ensure that E
∞ is locally compact and
that CG is closed. We will arrive at weaker conditions ensuring this.
Proposition 3.25. Let G = (X,E, r, s, λ) be a topological graph over X, H
the smallest fully saturated set for G and GH = (X \H,E \ r
−1(H), r, s, λ) the
iterative core Gc of G. If Gc is a proper topological graph then E
∞ is locally
compact and Gc = (s(C), C, r, s, λ) where C = CG is closed.
In summary we see that if G = (X,E, r, s, λ) is a topological directed graph
overX then there is an intrinsically defined short exact sequence of C*-algebras
0→ I → C∗R(G)→ C
∗
R(GH)→ 0
where H is the smallest fully saturated set for G. The topological graph
GH = (X \H,E \ r
−1(H), r′, s′, λ′) is called the iterative core Gc of G. The
ideal I is generated by T (Cc(r
−1(H))). If G is a proper topological directed
graph then H = X \s(C) where C is the space of initial edges for the one-sided
path space of G. In the following sections we investigate the unaugmented
Cuntz-Pimsner C*-algebra of a topological directed graph which has no sinks,
viewing Gc = GH as our intrinsic example (Theorem 4.8 below). Under various
hypotheses we show that the C*-algebra of a graph with no sinks is the Cuntz-
Pimsner C*-algebra associated with a shift on a path space. These results
extend the classical structure result for the Toeplitz C*-algebra to graph C*-
algebras.
4. A system of topological relations
For G = (X,E, r, s, λ) a topological graph over X and n ≥ 0 define the
edge pullbacks G(n) = G(n−1)G(n−1) for n ≥ 1, and G(0) = G. Write G(n) =
(E(n−1), E(n), r(n), s(n), λ
(n)) where E(n) = E(n−1) ×E(n−2) E
(n−1) (so E(0) =
E, r(0) = r, s(0) = s, and E
(−1) = X) for n ≥ 1). For n ≥ 0, define
E(n) = r(n+1)(E
(n+1)), a subspace of E(n). By the pullback construction
we have E(n) = s
−1
(n)(r(n)(E
(n))) = s−1(n)(E(n−1)), so that s(n)(E
(n)) ∩ E(n−1) =
s(n)(E(n)) and the (restricted) map s
r
(n) : E(n) → E(n−1). This map s
r
(n) is
surjective if and only if r(n)(E
(n)) ⊆ s(n)(E
(n)). Note E(0) = s
−1(r(E)), and
we may define E(−1) = r(E).
Clearly, for n ≥ 0, we may identify E(n) with {(e0, e1, . . . , en) ∈ E× . . .×E |
r(ei) = s(ei+1) for 0 ≤ i ≤ n − 1} in which case r(n)(e0, e1, . . . , en) =
(e1, . . . , en) and s(n)(e0, e1, . . . , en) = (e0, . . . , en−1). Chasing through the def-
inition of the family of measures λ(n) we have, for (e0, e1, . . . , en−1) ∈ E(n−1)
that λ
(n)
(e0,e1,...,en−1)
= λs(e0). We also see that E(n) = {(e0, e1, . . . , en) ∈
E(n) | e0 ∈ E(0) = s
−1(r(E))}, so for n ≥ 1, E(n) may also be described
as the pullback E(n−1) ×E(n−2) E(n−1)of the maps r(n−1) and s
r
(n−1), in fact
(E(n−1), E(n), r(n), s
r
(n), λ
(n)) also forms a topological graph which we denote
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by G(n). If we view G
(n) as the topological directed graph (E(n−1), E(n),
E(n−1), r(n), s(n), λ
(n)) then the edge pullback G(n)G(n) is defined in our sense.
Lemma 4.1. For n ≥ 0 the topological graph G(n+1) = G(n)G(n).
Proof. View G(n) as the topological directed graph (E(n−1), E(n), E(n−1), r(n),
s(n), λ
(n)). The space E(n+1) with the maps r(n+1) and s(n+1) arise from the
pullback construction E(n) ×E(n−1) E(n) of the maps r(n) : E
(n) → E(n−1) and
(the restriction of) sr(n) : E(n) → E(n−1). 
Consider the restricted correspondence R(EG(n)) over the C*-algebra
C0(E(n−1)) and denote the left action φG(n) by φn. Theorem 2.4 implies that
the restricted correspondence R(EG(n+1)) over the C*-algebra C0(E(n)) is iso-
morphic to the interior tensor product of Hilbert modules R(EG(n))⊗C0(E(n−1))
C0(E(n)), with a left action of C0(E(n)) on this tensor product given byM
G(n)⊗
IdC0(E(n)); the action φn+1 =M
G(n+1)s#(n+1) corresponds toM
G(n)⊗IdC0(E(n))
under this isomorphism.
Proposition 4.2. Let G = (X,E, r, s, λ) be a topological graph over X. If
G(n) has no sinks then G(m) has no sinks for m ≥ n. If G is proper then
G(n) is proper (n ≥ 0) and the pair (s#(n+1), s
r#
(n)) : R(EG(n)) → R(EG(n+1))
is a morphism of the C*-correspondence R(EG(n)) over C0(E(n−1)) to the C*-
correspondence R(EG(n+1)) over C0(E(n)), (n ≥ 0). This morphism is coiso-
metric on the ideal J(R(EG(n))). If in addition G has no sinks then there is
an injective *-homomorphism τn : C
∗
R(G
(n))→ C∗R(G
(n+1)), (n ≥ 0).
Proof. Note Remark 2.3 and that the edge pullback G(n−1)G(n−1) = G(n) is
the desingularization (G(n−1))1 of G(n−1) if G(n−1) has no sinks. The first
statement then follows from [5, Prop. 2.7], or also from Theorem 3.18.
The fact that G(n) is proper if G is follows from Lemma 2.6. Proposi-
tion 2.7 (with the previous Lemma) implies that (s#(n+1), s
r#
(n) ) is an isome-
try of the Hilbert module R(EG(n)) over C0(E(n−1)) to the Hilbert module
R(EG(n+1)) over C0(E(n+1)). Property 3 of Definition 1.1 is easily verified
while Ψs#
n+1
(φn(a)) = φn+1(s
r#
(n)a) for a ∈ J(R(EG(n))) was shown in Proposi-
tion 2.7, thus showing the morphism is coisometric on J(R(EG(n))) and that
sr#(n) (J(R(EG(n)))) ⊆ J(R(EG(n+1))).
If G is proper and has no sinks then the conclusions follow from the results
for the construction of G1 from G in [5, Sec. 3].
If G has no sinks then r(E) = r(E) ∩ s(E) which is r(E) ∩ s(E) if G is
proper. Thus r(E) ⊆ s(E) if G is proper and has no sinks. Since G(n) is then
also proper with no sinks we have r(n)(E
(n)) ⊆ s(n)(E
(n)), thus sr(n) : E(n) →
E(n−1) is surjective and s
r#
(n) is injective. [5, Cor. 1.5] implies that there is an
injection τn : C
∗
R(G
(n))→ C∗R(G
(n+1)). 
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If (Tn, pin) is a universal representation of R(EG(n)) in C
∗
R(G
(n)) then the
universal properties also yield τn ◦ (Tn, pin) = (Tn+1, pin+1) ◦ (s
#
(n+1), s
r#
(n)),
n ≥ 0, and that τn is the unique such map [5, Prop. 1.4].
For G = (X,E, r, s, λ) a topological graph with E∞ a locally compact space
we define G∞ = (E∞, E∞, r(∞), s(∞), λ
∞) a topological graph with s(∞) =
IdE∞ , r(∞) = σ the one-sided shift, σ(e0, e1, . . .) = (e1, e2, . . .), on E
∞, and λ∞
the family with λ
(∞)
(e0,e1,...)
= λs(e0). Noting that E
∞ is the pullback E ×X E
∞
over the map r and the projection map ρ0 we see that the projection of the
pullback to E∞ is the map r(∞) = σ. Thus, since r is an open map we
have [5, Thm. 2.5] that r(∞) = σ is an open map and therefore G
∞ is a
topological graph. We note that this topological graph has no sinks, since
s(∞) = IdE∞ , and so E
∞\s(∞)(E∞) is empty. Define E∞ = r(∞)(E
∞), which
is {(e0, e1, . . .) ∈ E
∞ | e0 ∈ E(0) = s
−1(r(E))}. This is a locally compact space
since r(∞) is open, and note as above that G∞ = (E∞, E∞, r(∞), Id
r, λ∞) is
also a topological graph. Also, since s(∞) = IdE∞ it is trivially a proper map.
In particular, if E∞ is a locally compact space, then G∞ is always a proper
topological graph, so is a proper topological graph with no sinks.
Lemma 4.3. Let G = (X,E, r, s, λ) be a topological graph with E∞ a lo-
cally compact space. For n ≥ 1 the restricted Hilbert module R(EG∞) over
the C*-algebra C0(E∞) is isomorphic to the interior tensor product of Hilbert
modules R(EG(n)) ⊗C0(E(n−1)) C0(E∞) where the left action of C0(E(n−1)) on
the right factor C*-algebra C0(E∞) is multiplication by ρ
r#
(0,1,...,n−1)(a) for
a ∈ C0(E(n−1)). The left action of C0(E
(n)) on this tensor product given
by MG
(n)
⊗ IdC0(E∞) corresponds to the action M
G∞ ◦ ρ#(0,1,...,n) of C0(E
(n))
on R(EG∞).
Proof. For each n ≥ 1 the topological graph Gn+1,∞ = G(n)Gn,∞ where
Gn+1,∞ = (E(n), E∞, E∞, r(∞), ρ(0,1,...,n), λ
∞), Gn,∞ = (E(n−1), E∞, E∞,
r(∞), ρ
r
(0,1,...,n−1), λ
∞), and ρ(0,1,...,n) : E
∞ → E(n) is the canonical projec-
tion onto the first n components of an element of E∞. To see this note that
the space E∞ with the maps r(∞) = σ and ρ(0,1,...,n) arise from the pull-
back construction E(n) ×E(n−1) E∞ of the maps r(n) : E
(n) → E(n−1) and
ρr(0,1,...,n−1) : E∞ → E(n−1). The isomorphism result now follows from The-
orem 2.4 since as Hilbert modules over C0(E∞), the modules R(EG∞) and
R(EGn+1,∞) are equal. The last claim now follows from Theorem 2.4 after
noting that ρ(0,1,...,n) corresponds to the map sGH . 
Consider the restricted C*-correspondences R(EG(n)) over the C*-algebra
C0(E(n−1)) and R(EG∞) over the C*-algebra C0(E∞). Denote the left action
φG∞ by φ∞. Since s(∞) = IdE∞ the map φ∞ is just the multiplication repre-
sentation MG
∞
of C0(E
∞) in L(EG∞). We note that JR(EG∞ ) = J(R(EG∞)).
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We see next that the projection maps ρ(0,1,...,n) : E
∞ → E(n) provide ap-
propriate injections of correspondences for G a proper topological graph with
no sinks.
Proposition 4.4. Let n ≥ 1, and let G = (X,E, r, s, λ) be a topological graph
over X. If G is proper then the pair
(ρ#(0,1,...,n), ρ
r#
(0,...,n−1)) : R(EG(n))→R(EG∞)
is a morphism of the C*-correspondence R(EG(n)) over C0(E(n−1)) to the C*-
correspondence R(EG∞) over C0(E∞). This morphism is coisometric on the
ideal JR(E
G(n)
) with ρ
r#
(0,...,n−1)(JR(EG(n) )) ⊆ JR(EG∞ ), so yields a *-homo-
morphism ιn : C
∗
R(G
(n)) → C∗R(G
∞), (n ≥ 1). If in addition G has no sinks
then the morphism is isometric and the *-homomorphism ιn is injective.
Proof. A compact set K in E(n) is contained in the compact set ρ0(K)× . . .×
ρn(K) of E
(n) and ρ−1(0,1,...,n)(ρ0(K) × . . . × ρn(K)) ⊆ ρ0(K) × . . . × ρn(K) ×
Kn+1 × . . .. where Kj+1 = s
−1(r(Kj)) for j ≥ n are compact sets. It follows
that ρ(0,1,...,n) : E
∞ → E(n) is a proper map, and since ρ(0,1,...,n)(E∞) ⊆ E∞
it follows that ρr(0,1,...,n) : E∞ → E(n) is also proper. Proposition 2.7 and
the previous Lemma imply that (ρ#(0,1,...,n), ρ
r#
(0,...,n−1)) is an isometry of the
Hilbert module R(EG(n)) over C0(E(n−1)) to the Hilbert module R(EG∞) over
C0(E∞).
To show the morphism property we need to also establish Property 3 of
Definition 1.1; it is enough to see
ρ#(0,1,...,n)(φ(n)(a)g) = φ∞(ρ
r#
(0,...,n−1)(a))ρ
#
(0,1,...,n)(g)
for g ∈ Cc(E
(n)) and a ∈ C0(E(n−1)). However s(n) ◦ ρ(0,1,...,n) = ρ(0,1,...,n−1)
so the left side is ρ#(0,1,...,n)(s
#
(n)(a)g) = ρ
r#
(0,1,...,n−1)(a)ρ
#
(0,1,...,n)(g) which is the
right side.
The map Ψρ#
(0,1,...,n)
is a map of K(EG(n)) to K(EGn+1,∞) = K(EG∞). By
Proposition 2.7 Ψρ#
(0,1,...,n)
= Φ on K(EG(n)), so for a in the ideal J(R(EG(n)))
of C0(E(n−1)),
Ψρ#
(0,1,...,n)
(φn(a)) = φ(n)(a)⊗ IdC0(E∞)
=MG
(n)
(s#(n)(a))⊗ IdC0(E∞)
which by the previous Lemma is
MG
∞
◦ ρ#(0,1,...,n)(s
#
(n)(a)) =M
G∞(ρr#(0,1,...,n−1)(a))
= φ∞(ρ
r#
(0,1,...,n−1)(a)).
This shows that ρr#(0,1,...,n−1)(J(R(EG(n)))) ⊆ J(R(EG∞)) (as in Proposition 2.7)
and that the morphism is coisometric, and so clearly coisometric on the ideal
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JR(E
G(n)
) of C0(E(n−1)). Since G
∞ always has no sinks JR(EG∞ ) = J(R(EG∞))
and the stated inclusion holds.
As in the previous Proposition r(E) ⊆ s(E) if G is proper and has no sinks,
so both ρ(0,1,...,n) and ρ
r
(0,...,n−1) : E∞ → En−1 are surjective, and so both
ρ#(0,...,n) : Cc(E
(n)) → Cc(E
∞) and ρr#(0,...,n−1) : C0(E(n−1)) → C0(E∞) must
be injective. [5, Cor. 1.5] implies ιn is injective. In addition ιn ◦ (Tn, pin) =
(T∞, pi∞)◦(ρ
#
(0,1,...,n), ρ
r#
(0,...,n−1))where (Tn, pin) is a universal representation of
R(EG(n)) in C
∗
R(G
(n)) for 1 ≤ n ≤ ∞. 
Given G = (X,E, r, s, λ) a topological graph over X it follows from [5,
Prop. 1.4] that J(R(EG)) = C0(Xfin) ∩ C0(r(E)) which is C0(r(E)fin) since
r is open. Here r(E)fin = r(E) ∩ Xfin. If G is proper, so r(E) ⊆ Xp(s),
it follows that r(E)fin = {e ∈ r(E) | ∃ neighborhood Ne of e with r|s−1(Ne)
locally injective}.
Lemma 4.5. Let G = (X,E, r, s, λ) be a topological graph over X. If G
is proper and has no sinks then
⋃
n≥1 ρ
r#
(0,...,n−1)(J(R(EG(n)))) is dense in
J(R(EG∞)).
Proof. Note first that (the ‘inverse’) lim(E(n), s
r
(n)) = E∞. We have
J(R(EG(n))) = C0((E(n−1))fin),
J(R(EG∞)) = C0((E∞)fin)
while
sr#(n)(J(R(EG(n)))) ⊆ J(R(EG(n+1)))
and
ρr#(0,1,...,n−1)(J(R(EG(n)))) ⊆ J(R(EG∞)).
It follows that the surjection sr(n) : E(n) → E(n−1) satisfies
(sr(n))
−1((E(n−1))fin) ⊆ (E(n))fin
while the surjection ρr(0,1,...,n−1) satisfies
(ρr#(0,1,...,n−1))
−1((E(n))fin) ⊆ ((E∞)fin).
These are also straightforward to show directly using the above description of
the finite points. We therefore have lim((E(n))fin, s
r
(n)) ⊆ (E∞)fin.
To finish we need to show lim((E(n))fin, s
r
(n)) = (E∞)fin; this is clear if
we show given e = (ek) ∈ (E∞)fin that (e0, e1, . . . , ep) ∈ (E(p))fin for some
p. Using the description of (E∞)fin and recalling that s(∞) = Id we see
that (E∞)fin = {e ∈ E∞ | ∃ neighborhood Ne of e with σ|Ne injective},
so given e = (ek) ∈ (E∞)fin choose a neighborhood Ne with σ|Ne injective.
We may assume that for some p, Ne = (N1 × . . . × Np × E × . . .) ∩ E∞ for
open sets Nk in E containing ek, 0 ≤ k ≤ p. We claim that the neighbor-
hood U = (N1 × . . . × Np) ∩ E(p) of ρ
r#
(0,1,...,p)(e) satisfies r(p+1)|s−1(p+1)(U)
is
injective. Let c = (c0, . . . , cp+1) and d = (d0, . . . , dp+1) ∈ s
−1
(p+1)(U) with
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r(p+1)(c) = r(p+1)(d), so (c1, . . . , cp+1) = (d1, . . . , dp+1). Since G is proper
with no sinks and cp+1 = dp+1there are ki ∈ E with (c0, . . . , cp+1, kp+2, . . .)
and (d0, . . . , dp+1, kp+2, . . .) ∈ Ne. Since σ agrees on these two elements of Ne
these elements must be equal, and so c = d. 
In the following theorem we make use of the equality (ρ#(0,1,...,n+1), ρ
r#
(0,...,n))◦
(s#(n+1), s
r#
(n)) = (ρ
#
(0,1,...,n), ρ
r#
(0,...,n−1)) shown in the previous Proposition.
Theorem 4.6. Let G = (X,E, r, s, λ) be a topological graph over X and G∞
the topological graph (E∞, E∞, σ, Id, λ∞). If G is proper and has no sinks then
colim(C∗R(G
(n)), τn) ∼= C
∗
R(G
∞).
Proof. We first show that this is a directed system, so the maps τn :
C∗R(G
(n)) → C∗R(G
(n+1)) and ιn : C
∗
R(G
(n)) → C∗R(G
∞) satisfy ιn+1 ◦ τn =
ιn. Since the images of Tn and pin generate C
∗
R(G
(n)) it is enough to
show ιn+1 ◦ τn ◦ (Tn, pin) = ιn ◦ (Tn, pin); we have the left side is ιn+1 ◦
(Tn+1, pin+1) ◦ (s
#
(n+1), s
r#
(n)) by the comment after Proposition 4.2, which is
(T∞, pi∞) ◦ (ρ
#
(0,1,...,n+1), ρ
r#
(0,...,n)) ◦ (s
#
(n+1), s
r#
(n)) by the previous Proposition.
This is (T∞, pi∞) ◦ (ρ
#
(0,1,...,n), ρ
r#
(0,...,n−1)), and again the previous Proposition
shows that this is the left side.
We show that the universal property for colimits is satisfied by C∗R(G
∞).
Let A be a C*-algebra with *-homomorphisms αn : C
∗
R(G
(n)) → A such
that αn = αn+1 ◦ τn. We have already noted (the inverse) lim(E(n), s
r
(n)) =
E∞, and also lim(E
(n), s(n)) = E
∞ with sr(n) : E(n) → E(n−1) and s(n) :
E(n) → E(n−1) proper surjections, so colim(C0(E(n)), s
r#
(n+1)) = C0(E∞) and
colim(Cc(E
(n)), s#(n+1)) = Cc(E
∞). We have αn+1 ◦Tn+1 ◦s
#
n+1 = αn ◦Tn, and
there is a *-homomorphism β : C0(E∞)→ A with β◦ρ
r#
(0,...,n−1) = αn◦pin. De-
fine a map S on the dense subspace
⋃
n≥1 ρ
#
(0,...,n−1)(Cc(E
(n))) of the Hilbert
module EG∞ by S(ρ
#
(0,...,n)(gn)) = αn(T (gn)) for gn ∈ Cc(E
(n)). This is well
defined, and since Tn is isometric and αn is norm decreasing the map S ex-
tends to a norm reducing linear map of EG∞ to A. We show that (S, β) is a
representation of R(EG∞) in the C*-algebra A: for gn, hn ∈ Cc(E
(n)) we have
〈
S(ρ#(0,...,n)(gn)), S(ρ
#
(0,...,n)(hn))
〉
= 〈αn(T (gn)), αn(T (hn))〉
= αn(T (gn))
∗αn(T (hn))
= αn ◦ pin(〈gn, hn〉).
By the definition of β and using that (ρ#(0,1,...,n), ρ
r#
(0,...,n−1)) is a morphism this
is β ◦ ρr#(0,...,n−1)(〈gn, hn〉) = β(
〈
ρr#(0,...,n−1)gn, ρ
r#
(0,...,n−1)hn
〉
). For condition 3
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of Definition 1.1: with a ∈ C0(E(n−1)) we have
β(ρr#(0,...,n−1)a)S(ρ
#
(0,1,...,n)gn) = αnpin(a)(αnTn(gn))
= αnTn(φn(a)gn).
This is S(ρ#(0,...,n)(φn(a)gn)), which equals S(φ∞(ρ
r#
(0,...,n−1)a)ρ
#
(0,...,n)gn), again
since (ρ#(0,1,...,n), ρ
r#
(0,...,n−1)) is a morphism.
To finish showing that there is a *-homomorphism α∞ : C
∗
R(G
∞)→ A with
α∞ ◦ ιn = αn it is enough to show that (S, β) is coisometric on JR(EG∞). First
note that JR(EG∞) = J(R(EG∞)) since we assume that G has no sinks, so G
(n)
also has no sinks for all n. By the preceding Lemma it is enough to show that
ΨS(φ∞(ρ
r#
(0,...,n−1)a)) = β(ρ
r#
(0,...,n−1)a) for a ∈ J(R(EG(n))). The morphism
(ρ#(0,1,...,n), ρ
r#
(0,...,n−1)) is coisometric so the left side is ΨS(Ψρ#
(0,...,n)
φn(a)) =
ΨS◦ρ#
(0,...,n)
(φn(a)) = Ψαn◦πn(φn(a)) which is αn ◦ pin(a) since (Tn, pin) and
therefore also αn ◦ (Tn, pin) is coisometric on J(R(EG(n))). By definition this is
the right side. 
Recall from [5, Lem. 4.2] that a topological graph G = (X,E, r, s, λ) over
X is said to be range finite if the left action φG restricted to C0(r(E)) is by
elements of K(EG), or equivalently if r (E) ⊆ Xfin. Since Xfin ⊆ Xp(s), a
range finite topological graph is also proper. We are interested in the case
when the iterative core Gc = GH for a topological graph G is range finite,
where H is the smallest fully saturated set for G. One straightforward way to
guarantee this is, for example, if G is range finite.
Lemma 4.7. If G = (X,E, r, s, λ) is a range finite topological graph over X
then the iterative core Gc = (s(C), C, r, s, λ) is also range finite.
Proof. If G is proper then so is Gc = (X \ H,E \ r
−1(H), r, s, λ), which is
(s(C), C, r, s, λ) for G proper. The description of r(E)fin along with r(E)fin =
r(E) clearly implies r(C)fin = r(C). 
We note that Lemma 3.24 implies that E∞ is the same space as (E \
r−1(H))∞, so if (E \ r−1(H))∞ is locally compact then so is E∞ and then
the topological graph G∞ = (E∞, E∞, r(∞), s(∞), λ
∞) formed from G and the
topological graph (Gc)
∞ = ((E \ r−1(H))∞, (E \ r−1(H))∞, r(∞), s(∞), λ
∞)
formed from the iterated core Gc of G are identical topological graphs. Thus
if Gc is a proper topological graph then E
∞ is locally compact and G∞ =
(E∞, E∞, r(∞), s(∞), λ
∞) is a topological graph.
Theorem 4.8. Let G = (X,E, r, s, λ) be a topological graph over X, G∞ the
topological graph (E∞, E∞, σ, Id, λ∞), and Gc = (X\H,E\r
−1(H), r, s, λ) the
iterative core for G where H is the smallest fully saturated set for G. If Gc is
proper then the one-sided path space E∞ is locally compact. If Gc is range finite
then C∗R(Gc)
∼= C∗R((Gc)
∞) ∼= C∗R(G
∞) where G∞ = (E∞, E∞, σ, Id, λ∞) is
the topological graph given by the shift on the one-sided path space E∞.
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Proof. By construction Gc has no sinks, and since it is range finite it is proper.
Theorem 4.6 implies colim(C∗R(Gc)
(n), τn) ∼= C
∗
R(G
∞
c ). Since Gc is range finite
with no sinks then, noting Remark 2.3, so is (Gc)
(1) by [5, Prop. 4.3], and
therefore also (Gc)
(n) for each n. We also have [5, Thm. 4.8] that the *-
homomorphism τ0 : C
∗
R(Gc) → C
∗
R((Gc)
(1)) is an isomorphism, and therefore
so are the *-homomorphisms τn for all n. The comment preceding the Theorem
yields the last identification. 
Remark 4.9. The use of the unaugmented Cuntz-Pimsner C*-algebra rather
than the (augmented) Cuntz-Pimsner algebra, so of the Cuntz-Pimsner C*-
algebra for the restricted correspondence R(E) rather than the Cuntz-Pimsner
C*-algebra of the correspondence E , is crucial here since the map τ0 :
C∗R(GH) → C
∗
R((GH)
(1)) of the associated unaugmented Cuntz-Pimsner al-
gebras is an isomorphism whereas C∗(GH) and C
∗((GH)
(1)) are generally not
isomorphic [5], [2]. We also note that in the case that G = (X,E, r, s, λ)
with both X,E compact and with r, s surjective local homeomorphisms then
this result is in [8] (note that Gc = G is proper and range finite under these
assumptions).
Note that the path space models, appearing here for the edge pullbacks
G(n), and also in the next section for the n-fold composition product (G, ◦)n,
appear often in the groupoid context, cp. [1] for example, and also appear
via composition with the more restricted notion of topological graph in [15,
Sec. 3]. There a faithful representation of the (augmented) graph C*-algebra
on a certain path space model is obtained via the Fock space construction, so
using a disjoint union over all the finite path spaces. This is shown to hold for
all of the topological graphs considered in [15]. Here, through a direct limit via
morphisms of correspondences we obtain a direct limit of actual graph Cuntz-
Pimsner C*-algebras over the finite path spaces, and under our hypothesis,
identify this with the graph C*-algebra of a topological graph described by a
shift on an infinite path space. Note that this infinite path space may not even
be locally compact (Example 3.2 above) even in the setting of the topological
graphs of [15].
5. Iterated Compositions
We now consider the n-fold composition product of G = (X,E, r, s, λ) with
itself. Denote this topological graph by (G, ◦)n; for n ≥ 1 it is the topological
graph (X,E(n−1), rn, sn, µ
(n)) where rn = r ◦ r(1) . . . ◦ r(n−1), and sn = s ◦
s(1) . . . ◦ s(n−1). For ξ ∈ Cc(E
(n−1)) and −→e = (e0, e1, . . . , en−1) ∈ E
(n−1), the
family of measures µ
(n)
x indexed by x ∈ X is described by
µ(n)x (ξ) =∫
r−1(x)
∫
r−1(s(en−1))
. . .
∫
r−1(s(e1))
ξ(−→e )dλs(e1)(e0) . . . dλs(en−1)(en−2)dλx(en−1).
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The use of the direct limit allows for some relaxation in our previous hy-
potheses. For example, one can consider requiring that only the n-fold edge
pullback, G(n) of G, or the n-fold composition product (G, ◦)n be proper topo-
logical graphs, without asking for G itself to be proper. We explore some of
these conditions and their consequences below.
It is first of interest to have an example where G = (X,E, r, s, λ) it-
self is not proper, but some higher self edge pullback, or composition prod-
uct, is proper. Consider the discrete directed graph where X is the finite
set {xk | 0 ≤ k ≤ n+ 1} and E = {ek | 0 ≤ k ≤ n+ 1} ∪ {fk | k ∈ N} where
s(ek) = xk for all k, r(ek) = xk+1 for 0 ≤ k ≤ n − 1, r(en) = xn,
r(en+1) = xn+1, and each fk is an edge from xn−1 to xn+1. Note that the
graph G has no sinks. For the composition (G, ◦)m the set Xp(sm) contains
all of X except for the vertex xn−1, since the infinite set {fk | k ∈ N} is in
the preimage s−1m (xn−1); however the image rm(E
(m−1)) contains the vertex
xn−1 as long as m ≤ n − 1. Thus (G, ◦)
m is proper unless m ≤ n − 1. A
slightly different argument for the mth iterative edge pullback G(m) yields a
similar result. For example, the inverse image s−1(n−2)(e1, e2, . . . , en−2) is infinite
and r(n−2)(e0, e1, . . . , en−2) = (e1, e2, . . . , en−2), so one can see that G
(m) is not
proper for 0 ≤ m ≤ n−2, while G(n−1) is proper since r(n−1)(E) ⊆ Xp(s(n−1)).
The following result therefore gives a slightly weaker condition than Proposi-
tion 3.1 for the local compactness of E∞.
Proposition 5.1. Let G = (X,E, r, s, λ) be a topological graph over X. If
G(n) is proper then E∞ is locally compact. Also the graph (G(n))∞ ∼= G∞.
Proof. The topological graph G(n) = (E(n−1), E(n), r(n), s(n), λ
(n)), so by Pro-
position 3.1 (E(n))∞ = {(ei) ∈ Πi≥0E
(n) | r(n)(ei) = s(n)(ei+1)} is locally
compact. There is an obvious homeomorphism between (E(n))∞ and E∞, so
E∞ is locally compact. Since (s(n))(∞) = Id(E(n)) is IdE∞ under this identifi-
cation, and since the one-sided shift σ(e0, e1, . . .) = (e1, e2, . . .) on (E
(n))∞ is
still the shift σ on E∞ under this identification, we see (Gn)∞ ∼= G∞. 
Since by definition G(n+1) is the edge pullback G(n)G(n), it follows immedi-
ately from Lemma 2.6 that if G(n) is proper then so is G(m) for all m ≥ n.
We may now apply our previous results to the iterative core (G(n))c of the
topological graph G(n).
Theorem 5.2. Let G = (X,E, r, s, λ) be a topological graph over X. If
the topological graph (G(n))c is range finite then E
∞ is locally compact and
C∗R((G
(n))c) ∼= C
∗
R(((G
(n))c)
∞) ∼= C∗R(G
∞).
Proof. If (G(n))c is proper the comments preceding Theorem 4.8 show that
then ((G(n))c)
∞ and (G(n))∞ are (identical) topological graphs. The previous
Proposition then shows (G(n))∞ and G∞ are (identical) topological graphs.
The rest follows from Theorem 4.8. 
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We now consider analogous questions for the composition product. We first
note the following Lemma, whose proof is clear.
Lemma 5.3. If G = (X,E, r, s, λ) is a topological graph over X the sets
rn(E
(n−1)) from a decreasing sequence of open subsets of X. If K is any subset
of rn(E
(n−1)) then r(s−1(K)) ⊆ rn+1(E
(n)), so r(s−1(K)) ⊆ rn(E
(n−1)).
Proposition 5.4. If (G, ◦)n is proper for some n ∈ N then (G, ◦)m is proper
for m ≥ n.
Proof. The hypothesis states that rn(E
(n−1)) ⊆ Xp(sn), while we need to
show that the open set rn+1(E
(n)) is contained in Xp(sn+1). Since the subset
Xp(s) is characterized as the largest open set U in X with s : s
−1(U) → U a
proper map, cp. [5] the comments after Definition 3.1. Thus it is enough to
show that if K is a compact subset of rn+1(E
(n)) then s−1n+1(K) is compact in
E(n). Since K is then contained in rn(E
(n−1)) the hypothesis implies s−1n (K)
is compact in E(n−1). Since r and the projection map ρ0 are continuous,
r(ρ0(s
−1
n (K))) is a compact subset of r(s
−1(K)) which, by the above Lemma, is
in rn(E
(n−1)). Thus s−1n (r(ρ0(s
−1
n (K)))) is compact. Therefore, since s
−1
n+1(K)
is contained in the product of compact sets ρ0(s
−1
n (K))× s
−1
n (r(ρ0(s
−1
n (K)))),
it is compact. 
Note that sn(E
(n−1)) also forms a decreasing sequence of subsets of X , so
if (G, ◦)n has no sinks, then (G, ◦)m has no sinks for m ≤ n. However, the
next result shows that if s(E) is dense in X then sn(E
(n−1)) is also dense in
X for every n, or in other words, if G has no sinks then (G, ◦)n has no sinks
for every n.
Proposition 5.5. If G = (X,E, Y, rG, sG, λ
G) and H = (Y, F, Z, rH , sH , λ
H)
are topological directed graphs with sG(E) dense in X, and sH(F )∩rG(E) dense
in rG(E), then G ◦H = (X,E ×Y F,Z, rH ◦ rGH , sG ◦ sGH , µ) is a topological
graph with sG ◦ sGH(E ×Y F ) dense in X. In particular (G, ◦)
n has no sinks
for some n ∈ N if and only if (G, ◦)m has no sinks for every m.
Proof. Let U be an arbitrary open set in X . By the density of sG(E) in
X , the open set s−1G (U) is nonempty. Then rG(s
−1
G (U)) is a nonempty open
set in rG(E), so by the density of sH(F ) ∩ rG(E) in rG(E) there is an f ∈
s−1H (rG(s
−1
G (U))). Thus (e, f) ∈ E ×Y F for some e ∈ s
−1
G (U), and sG ◦
sGH(e, f) = sG(e) ∈ U .
If (G, ◦)n has no sinks then sn(E
(n−1)) is dense in X , so s(E) must also be
dense in X . Apply the above paragraph with G replaced by (G, ◦)n and H
replaced by G to see that (G, ◦)n+1 = (G, ◦)n ◦G has no sinks. 
The next result implies, for example, that the sequence of open subsets
Xp(sn) of X (the subsets of X describing the proper part for the topological
graphs (G, ◦)n) is decreasing if G = (X,E, Y, rG, sG, λ
G) has no sinks.
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Proposition 5.6. If G = (X,E, Y, rG, sG, λ
G) and H = (Y, F, Z, rH , sH , λ
H)
are topological directed graphs with sH(F ) ∩ rG(E) dense in rG(E) then
Xp(sG) ⊇ Xp(sG ◦ sGH).
Proof. Assume x ∈ Xp(s˜) where we denote sG ◦ sGH by s˜. Choose an open
set Nx containing x with s˜−1(Nx) and Nx compact. The set sGH(s˜−1(Nx)) is
compact, so closed and contains sGH(s˜−1(Nx)). To show that x ∈ Xp(sG) it
is sufficient to show that s−1G (Nx) ⊆ sGH(s˜
−1(Nx)).
For a given e ∈ s−1G (Nx) we show that any neighborhood V of e has
nonempty intersection with sGH(s˜
−1(Nx)). Since sG is continuous we may
assume that sG(V ) ⊆ Nx. The set rG(V ) is open, so has nonempty intersec-
tion with sH(F ). Thus there is f ∈ F with sH(f) = rG(e˜) for some e˜ ∈ V .
The element (e˜, f) ∈ s˜−1(Nx) while sGH(e˜, f) = e˜ ∈ V ∩ sGH(s˜
−1(Nx)). 
Recall that the open subsets rn(E
(n−1)) of X form a decreasing sequence,
so the following gives another weaker condition implying that E∞ is locally
compact. The proof proceeds in a similar fashion to that of Proposition 3.1.
Proposition 5.7. If rn(E
(n−1)) ⊆ Xp(sm) for some n,m ≥ 1 then E
∞ is
locally compact. In particular if (G, ◦)n is proper for some n ≥ 0 then E∞ is
locally compact.
Proof. As before choose a point (ei) ∈ E
∞. Since E(n−1) is locally compact
there is a neighborhood V0 of (e0, e1, . . . , en−1) with compact closure. The
map rn is open and continuous so rn(V0) is an open set with compact closure
contained in rn(V0). Since rn(E
(n−1)) ⊆ Xp(sm), s
−1
m (rn(V0)) is compact;
and so s−1m (rn(V0)), and therefore also V0 × s
−1
m (rn(V0)), is a neighborhood
with compact closure. Since the projection ρ{m−1,...,m+n−1} map is open and
continuous, ρ{m−1,...,m+n−1}(V0×s
−1
m (rn(V0))) is a neighborhood V1 in E
(n−1)
of (em−1, . . . , en+m−1) with compact closure. Now apply rn and conclude
s−1m (rn(V1)) is compact. In this way we obtain a sequence of compact sets
s−1m (rn(Vk)), k ≥ 1. So V0 ×Πk≥1s
−1
m (rn(Vk)) is compact in Πi≥0E, and since
E∞ is closed, (Πn≥0Vn) ∩ E
∞ is compact in E∞.
Consider the open set O = (V0 × Πi≥1E) ∩ E
∞ of E∞ containing (ei).
If (fi) ∈ O then (f0, . . . , fn−1) ∈ V0, and since sm(fn, . . . , fn+m−1) =
rn(f0, . . . , fn−1) ∈ rn(V0) we have (fn, . . . , fn+m−1) ∈ s
−1
m (rn(V0)), and by
induction (fi) ∈ V0 × Πk≥0s
−1
m (rn(Vk)) ∩ E
∞. Thus O is a neighborhood of
(ei) with compact closure in E
∞.

A slight modification of the example at the beginning of this section, namely
replacing the edges {fk | k ∈ N} from xn−1 to xn+1 by the (compact) topolog-
ical space T or any nondiscrete locally compact topological space, also shows
that (G, ◦)m is range finite unless m ≤ n− 1, and that G(m) is not range finite
for 0 ≤ m ≤ n− 2, while G(n−1) is.
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The topological graph (G, ◦)n has path space
(E(n−1))∞ = {(e0,k, . . . , en−1,k) ∈ Πk≥0(E
(n−1)) |
rn((e0,k, . . . , en−1,k)) = sn(e0,k+1, . . . , en−1,k+1) for k ≥ 0}.
This is clearly identifiable with E∞, and under this identification the map
(sn)∞ remains the map Id while (rn)(∞) becomes the n-shift σ
n on E∞,
σn(e0, e1, . . .) = (en, en+1, . . .), on E
∞. Therefore if E∞ is locally com-
pact the topological graph ((G, ◦)n)∞ is identified with the topological graph
(E∞, E∞, σn, Id, λ∞).
If Hn denotes the smallest fully saturated set for (G, ◦)
n =
(X,E(n−1), rn, sn, µ
(n)) then (X \Hn, E
(n−1) \ r−1n (Hn), rn, sn, µ
(n)) is the it-
erated core ((G, ◦)n)c for (G, ◦)
n. Proposition 3.25 implies that if (G, ◦)n is
proper then Hn = X \sn(Cn) and ((G, ◦)
n)c = (sn(Cn), Cn, rn, sn, µ
(n)) where
Cn = C(G,◦)n = ρ0((E
(n−1))∞) with ρ0 : Πi≥0(E
(n−1)) → E(n−1) the canoni-
cal projection to the first component. We also have that Cn is closed and that
ρ0((E
(n−1))∞) = ρ0,1,...,n−1(E
∞), which is the set of paths of length n from
C = CG. Thus sn(Cn) = s(C), and ((G, ◦)
n)c = (s(C), Cn, rn, sn, µ
(n)). We
note also that E∞ is locally compact by Proposition 3.25 and r−1n (s(C)) = s(C)
by Lemma 3.7.
Theorem 5.8. Let G = (X,E, r, s, λ) be a topological graph over X, (G, ◦)n
the n-fold composition product of G, and ((G, ◦)n)c, the iterative core of (G, ◦)
n.
If ((G, ◦)n)c is proper then E
∞ is locally compact. If ((G, ◦)n)c is range finite
then C∗R(((G, ◦)
n)c) ∼= C
∗
R((((G, ◦)
n)c)
∞) ∼= C∗R(((G, ◦)
n)∞) where ((G, ◦)n)∞
is the topological graph (E∞, E∞, σn, Id, λ∞) given by the n-shift on E∞.
Proof. If ((G, ◦)n)c is proper the comments preceding Theorem 4.8 show that
then (((G, ◦)n)c)
∞ and ((G, ◦)n)∞ are (identical) topological graphs. The
previous comments show ((G, ◦)n)∞ and (E∞, E∞, σn, Id, λ∞) are (identical)
topological graphs. The rest follows from Theorem 4.8. 
Acknowledgments
The author gratefully acknowledges support, in connection with this re-
search, from the Natural Sciences and Engineering Research Council of Canada
and from the Fields Institute during the fall of 2007 where this project was
initiated.
References
[1] V. Arzumanian and J. Renault, Examples of pseudogroups and their C∗-algebras, in
Operator algebras and quantum field theory (Rome, 1996), 93–104, Int. Press, Cam-
bridge, MA. MR1491110 (99a:46101)
[2] B. Brenken, C∗-algebras of infinite graphs and Cuntz-Krieger algebras, Canad. Math.
Bull. 45 (2002), no. 3, 321–336. MR1937668 (2004g:46072)
[3] B. Brenken, C∗-algebras associated with topological relations, J. Ramanujan Math. Soc.
19 (2004), no. 1, 35–55. MR2054608 (2004m:46134)
Mu¨nster Journal of Mathematics Vol. 3 (2010), 111–144
142 Berndt Brenken
[4] B. Brenken, The isolated ideal of a correspondence associated with a topological quiver,
New York J. Math. 12 (2006), 47–62 (electronic). MR2217163 (2007a:46063)
[5] B. Brenken, Topological quivers as multiplicity free relations, Math. Scand. 106 (2010),
no. 2, 217–242. MR2641962
[6] J. Cuntz, Simple C∗-algebras generated by isometries, Comm. Math. Phys. 57 (1977),
no. 2, 173–185. MR0467330 (57 #7189)
[7] J. Cuntz and W. Krieger, A class of C∗-algebras and topological Markov chains, Invent.
Math. 56 (1980), no. 3, 251–268. MR0561974 (82f:46073a)
[8] V. Deaconu, Continuous graphs and C∗-algebras, in Operator theoretical methods
(Timis¸oara, 1998), 137–149, Theta Found., Bucharest. MR1770320 (2001g:46123)
[9] M. Enomoto and Y. Watatani, A graph theory for C∗-algebras, Math. Japon. 25 (1980),
no. 4, 435–442. MR0594544 (83d:46069a)
[10] R. Exel, A new look at the crossed-product of a C∗-algebra by an endomorphism, Er-
godic Theory Dynam. Systems 23 (2003), no. 6, 1733–1750. MR2032486 (2004k:46119)
[11] N. J. Fowler, P. S. Muhly and I. Raeburn, Representations of Cuntz-Pimsner algebras,
Indiana Univ. Math. J. 52 (2003), no. 3, 569–605. MR1986889 (2005d:46114)
[12] M. Fujii and Y. Watatani, Cuntz-Krieger algebras associated with adjoint graphs, Math.
Japon. 25 (1980), no. 4, 501–506. MR0594552 (83d:46069b)
[13] A. Kumjian et al., Graphs, groupoids, and Cuntz-Krieger algebras, J. Funct. Anal. 144
(1997), no. 2, 505–541. MR1432596 (98g:46083)
[14] T. Kajiwara, C. Pinzari and Y. Watatani, Ideal structure and simplicity of the C∗-
algebras generated by Hilbert bimodules, J. Funct. Anal. 159 (1998), no. 2, 295–322.
MR1658088 (2000a:46094)
[15] T. Katsura, A class of C∗-algebras generalizing both graph algebras and homeomor-
phism C∗-algebras. I. Fundamental results, Trans. Amer. Math. Soc. 356 (2004), no. 11,
4287–4322 (electronic). MR2067120 (2005b:46119)
[16] T. Katsura, A construction of C∗-algebras from C∗-correspondences, in Advances in
quantum dynamics (South Hadley, MA, 2002), 173–182, Contemp. Math., 335 Amer.
Math. Soc., Providence, RI. MR2029622 (2005k:46131)
[17] E. C. Lance, Hilbert C∗-modules, London Mathematical Society Lecture Note Series,
210, Cambridge Univ. Press, Cambridge, 1995. MR1325694 (96k:46100)
[18] P. S. Muhly, D. Pask and M. Tomforde, Strong shift equivalence of C∗-correspondences,
Israel J. Math. 167 (2008), 315–346. MR2448028
[19] P. S. Muhly and B. Solel, Tensor algebras over C∗-correspondences: representations,
dilations, and C∗-envelopes, J. Funct. Anal. 158 (1998), no. 2, 389–457. MR1648483
(99j:46066)
[20] P. S. Muhly and M. Tomforde, Topological quivers, Internat. J. Math. 16 (2005), no. 7,
693–755. MR2158956 (2006i:46099)
[21] M. V. Pimsner, A class of C∗-algebras generalizing both Cuntz-Krieger algebras and
crossed products by Z, in Free probability theory (Waterloo, ON, 1995), 189–212, Fields
Inst. Commun., 12 Amer. Math. Soc., Providence, RI. MR1426840 (97k:46069)
[22] I. Raeburn, Graph algebras, CBMS Regional Conference Series in Mathematics, 103,
Published for the Conference Board of the Mathematical Sciences, Washington, DC,
2005. MR2135030 (2005k:46141)
[23] J. Schweizer, Crossed products by C∗-correspondences and Cuntz-Pimsner algebras, in
C∗-algebras (Mu¨nster, 1999), 203–226, Springer, Berlin. MR1798598 (2002f:46133)
Mu¨nster Journal of Mathematics Vol. 3 (2010), 111–144
A dynamical core for topological directed graphs 143
Received October 17 2008; accepted August 24 2009
Berndt Brenken
Department of Mathematics and Statistics
University of Calgary
Calgary, AB Canada T2N 1N4
E-mail: bbrenken@math.ucalgary.ca
URL: http://math.ucalgary.ca/profiles/berndt-brenken
Mu¨nster Journal of Mathematics Vol. 3 (2010), 111–144
