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 1．はじめに
 十年ほど前まで，線形計画問題を解く方法といえばG．B．Dantzigが1940年代に考案したシ
ンプレックス法のことを指していた．線形計画問題を解くソフトウェアパッケージは，シンプ
レックス法に基づいて開発され，実際にかなり大規模な問題を解くことができた．線形計画問
題の解法として，シンプレックス法がかたり実用的であるため，他の解法を考えるということ
はほとんどなかった．
 しかし，数理計画法の理論的な研究者の間では，シンプレックス法が指数オーダの解法であ
り，最悪の場合には100変数程度でも現在の計算機では解けたい問題が存在することが知られ
ていた．したがって，多項式オーダの解法が存在するかという問題が研究者の関心の的であっ
た．この問題に答えたのは，Khachiyan（1979）であった．彼は，楕円体法と呼ばれる多項式オー
ダの解法を開発した．しかし，楕円体法は実用的な解法ではたかった．
 Karmarkar（1984）は，楕円体法とは異なる多項式オーダの新解法を発表した．その解法は，
理論的に優れているのみならず，シンプレックス法よりも早く例題を解くことができると発表
された．Karmarkarの発表以後，その解法に変形，改良を加えたさまざまなアルゴリズムが開
発された．それらのアルゴリズムは，実行可能領域の（相対的）内部に点列を生成するという共
通の特徴を持つ．その特徴は，実行可能領域の端点列を生成するシンプレックス法と比較して，
大きな相違点である．それゆえに，Karmarkarのアルゴリズムとそれ以後に開発されたアルゴ
リズムは内点法と呼ばれる．
 内点法には多くの種類があり，それらの分類の仕方もさまざまである．対象とする問題によ
り分類すると，標準形の線形計画問題（等式制約と非負変数）を解く主内点法，その双対問題
（不等式制約のみ）を解く双対内点法，主問題と双対問題の組を同時に解く主双対内点法があ
る．また，線形計画問題のみでなく，二次計画問題，相補性問題，非線形計画問題を解く内点
法もある．点列の生成方法により分類すると，射影変換法，アフィンスケーリング法，（センター）
パス追跡法，点列追跡法などがある．ポテンシャル関数あるいは罰金関数を減少させる方法は，
ポテンシャル減少法あるいは罰金関数法と呼ばれる．一般的た内点法についてより詳しい解説
は，Todd（1989）あるいはGo1dfarb andTodd（ユ989）などに書いてある．Kranich（1991）に
は900以上にのばる内点法の参考文献が上げてある．
 本論の目的は，主問題と双対問題の組を同時に解く主双対内点法を総括的に示すことである．
主双対内点法は，Megiddo（1989）による解析結果を基礎としてKojima et a1．（1989a）と
Tanabe（1987a，1987b）により提案された．Kojima et a1．（1989a）のアルゴリズムは多項式
オーダである．McShane et a1．（1989）とLustig et a1．（1991）は，主双対内点法により開発し
たプログラムを使って数値実験をし，効率よく大規模な線形計画問題を解くという結果を報告
した．
28 統計数理 第40巻 第1号 1992
 次章では，線形計画問題の標準形の主問題と双対問題を定義し，その最適条件を示す．3章で
は，一般的たスタイルで主双対内点法を示し（アルゴリズム1），そのアルゴリズムが初期点の
計算，収束判定，探索方向の計算，ステップサイズの計算から構成されることを説明する．4章
から7章では，上記のそれぞれの構成要素（初期点の計算，収束判定，探索方向の計算，ステッ
プサイズの計算）についてより詳しく述べる．8章では，さまざまだ主双対内点法のアルゴリズ
ムを3章に述べるアルゴリズム1の枠組みで記述し，それぞれの大域的収束性を示す．9章で
は，主双対内点法の局所的収束性についてまとめ，いくつかのアルゴリズムが局所的に超一次
収束あるいは二次収束することを述べる．10章では，アノレゴリズム全体の計算複雑度について
示し，同時に計算複雑度を下げるための行列の部分的更新について述べる．11章では，実際に
プログラミングをする場合の指針を述べる．
2．線形計画問題と双対問題
標準形の線形計画問題は次式により定式化できる：
         Minimize  o1κ1＋o2κ2＋…十。。κ。．
         Subject to   α。、κ、十α・2κ2＋ ・十α・nκn ＝6・，
                α。、κ。十α。。κ。十・・十α。。κ。＝ろ。，
                 αm、κ。十αm。κ。十…十αm。伽＝ろm，
                        κ、，κ。，．．．，伽》O．
この問題は行列とベクトルを使い次式により表せる：
            （P）M1inimize oτκ．
               Subject to  λκ＝ろ，   κ》0．
ここで，oはm次の定数ベクトル，λはm行m列の定数行列，ろはm次の定数ベクトル，κ
はm次の変数ベクトルであり，Tはベクトルあるいは行列の転置を表す．次の問題（D）は，問
題（P）の双対問題である：
            （D）Maximize  ろり．
               Subject to   λ干γ斗2＝o，   z≧0．
線形計画法の双対定理により，主問題（P）と双対問題（D）がともに実行可能解を持つなら
ば，問題（P）と（D）はそれぞれ最適解を持ち，その最適値は等しい．このことから，主問題
の最適解〆と双対問題の最適解（ゾ，〆）の組（〆，ゾ，z＊）は，次の条件をみたす点である：
        cTκ＝め， ル＝ろ， λり十2＝o， κ》O， z》O．
ここで，次式より，第一の条件は〆急＝0と同値である：
          ズz＝〆（o一λ㌃）＝oTκ一（λκ）㌃：cτκ一ろ㌃．
κ≧O，z≧Oのとき，κTz＝0とκ必＝0（ク＝1，2，．．．，m）は同値であるので，線形計画問題（P）と
（D）の解κと（y，る）は次の方程式系の解である．
（2．1） ぼ十
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ここでX＝diag（κ）は，κの各要素と等しい値を対角成分に持つ対角行列である．逆に，方程
式系（2．1）の解（κ，y，z）がκ》0，z；≧0をみたすたらば，κと（ツ，z）はそれぞれ（P）と（D）の
解である．
3．主双対内点法
 この章では，一般的たスタイルで主双対内点法を示す．主双対内点法は，反復解法であり，点
列｛（〆，ゾ，Z庖）｝を生成する．点（〆，ゾ，Z庄）が与えられているとし，次の点（〆十1，ゾ十1，Z糾1）
の求め方を示す．
 m次のベクトル。に対して，次の方程式系を考える：
（3．1） し㍍十
この方程式系は，o＝Oのとき方程式系（2．1）と一致する．主双対内点法は，0に収束する点列
｛州をもちいて，各反復で。＝炉とした方程式系（3．1）の近似解を求める方法である．点（〆，
ゾ，zゐ）において，v＝炉とした方程式系（3．1）のニュートン方向（ル尾，小尾，∠メ）は，次の線
形方程式系の解である：
制） @（手土㌻）（妻1）一一ぼ14
ここで，Zゐ＝diag（〆）かつX均＝diag（κ尾）である．次の点（〆十1，ゾ十’，〆十1）は，主問題の変
数と双対問題の変数がそれぞれのステップサイズで探索方向（∠〆，∠ゾ，ム角）へ進んだ点であ
る：
（3．3）
（llll）一（l11則
ここでα多とα岩は，それぞれ主問題と双対問題のステップサイズを表すパラメータである．一
般的た主双対内点法は，下記のアルゴリズム1である．
アルゴリズム1．
ステップ0：后＝0とし，初期点（κ0，ツ。，zo）を求める．
ステップ1：収束条件が成立したたらば停止する．
ステップ2：ベクトルv尾を定め，方程式系（3．2）の解（∠〆，∠ゾ，∠メ）を求める．
ステップ3：パラメータα岩とα岩の値を定め，（3．3）により（〆十1，ゾ十1，ノ十1）を求める．
ステップ4：后←々十1としてステップ1へ行く．
 上記の主双対内点法を実際に一つのアルゴリズムとして確定するには，以下の4点について
その方法を具体的に定める必要がある：
 ・初期点（κO，yO，急O）を求める方法．
 ・収束を判定する方法．
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 ・探索方向（∠〆，∠ゾ，ル島）を計算するためにベクトル炉を決める方法．
 ・パラメータα多とα岩の値を求める方法．
これらの方法をうまく定めれば，問題を実際に効率よく解くアルゴリズムを作成でき，理論的
によい収束性を持つアルゴリズムも作成できる．
 経験的に例題を効率よく解くといわれているアルゴリズムの一つ（Lustig et a1．（1991））を
示す．初期点は，κo＞Oとzo＞Oをみたす適当た点とする：たとえばe＝（1，1，．．．，1）に対しでん。
＝e，ツ0＝0，z0＝eとする．収束判定は，十分小さな正の数εに対して，
          κ尾τ〆≦ε，llル尾一ろllくε，llλy＋z尾一。ll≦ε
とする．ベクトル〆は，
                  虎丁 尾               尾＿  κ z              o一γ    e，                  m
              l－／lκ万11；：：鮒
により定める．パラメータα岩とα岩は，
               α多＝0．9995雄，
               α岩＝0．9995砧，
               ∂岩＝suP｛α：κ庖十α∠伐尾≧O｝，
               6岩＝suP｛α：z尾十α∠7z尾≧O｝
により定める．しかし，このアルゴリズムが収束するという理論的た保証はたい．実際，Kojima
et a1．（1990）は，砧＝十∞となり，このアルゴリズムが収束したい例題を示した．
4．初期 点
 主双対内点法の初期点は，三つのタイプに分類できる：初期点を（κO，yO，20）と表せば，
 タイプ1：ベクトノレκoと宕。が正である，すなわ亨κo＞0，2o＞O．
 タイプ2：タイプ1の条件に加え，κoと（ツ。，20）がそれぞれ問題（P）と（D）の実行可能解で
      ある，すなわちλκ0＝ろ，λy＋z0＝c，κo＞0，宕。＞0．
 タイプ3：（κo，yo，2o）がセンターパスSの近傍Mに含まれる，すなわち（κ，y，2）∈M．こ
      ごて，センターパスSは次の式により定義される：
      S＝｛（κ，y，2）：Xz＝μe，μ＝κTz／m，λκ＝ろ，λ㌃十z二。，κ＞0，z＞0｝．
      近傍Mは，多くの場合問題（P）と（D）の実行可能領域の内部｛（κ，ツ，2）：ル＝
      ろ，λ㌃十2＝o，κ＞0，2＞0｝に含まれる．
 任意の線形計画問題（P）と（D）に対して，タイプ1の初期点は容易に求められる．たとえば
κo＝e，yo＝O，る。＝eとする．しかし，タイプ2と3の初期点を求めること1キ，特殊な場合を除
くと，元問題（P）と（D）を解くことと同程度に難しい．タイプ3に使われる近傍Nとして代表
的たものに次の4種類がある：
   M2（β）＝｛（κ，ツ，2）：ll xz一μe ll．1≦；βμ，μ＝κTz／m，ノし＝ろ，λ㌃十2＝o，
       κ〉0，z＞O｝forβ∈［O，1］，
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   jV固（β）＝｛（κ，y，2）：ll Xz一μe ll。。くβμ，μ＝κT2／m，ノし＝ろ，λ㌃十z＝o，
       κ＞O，z＞0｝forβ∈［O，1］，
   2V＿（β）＝｛（κ，y，名）：Xz》（1一β）μe，μ＝κτz／m，ノし＝ろ，λ㌃十2＝o，
       κ＞O，z＞O｝forβ∈［0，1］，
                〃 ハ71n（β）＝｛（κ，ツ，2）：m1nμ一Σ1n（仙2言）くβ，μ＝κTZ／m，ノし＝ろ，λ㍗ソ十2＝0，
                ｛＝1
       κ＞O，る＞0｝forβ≧0．
ここで，ll・ll。と11・ll。。は，それぞれ4。ノルムと4。。ノルムを表す．上記の各近傍は，β＝Oのと
きセンターパスSと一致し，βの値が大きくたるほど広くだる．さらに，
               M。（β）⊂jV。。（β）⊂M＿（β）
が任意のβ∈［0，1］に対して成立する．これらの近傍は，問題の実行可能領域に含まれ，特に
凡（1）とW1。（o・）は実行可能領域の内部全体と一致する．
 タイプ2あるいは3の初期点を求めるには，一般的に人工的に問題を作成する．人工問題は，
明らかな初期点を持ち，さらにその問題を解けば元問題が解けるようにする．適当なヘクトノレ
パ＞O，ツ。，2o＞0（例えばκo＝e，ツ。こ0，メ＝e）および二つの実数ρとσに対して，人工問題
（P’）と（D’）を次のように定義する：
           （P’）Minimize  o’Tκ’．
              Subject to  ／rκ’＝〆，    κ’≧0．
           （D’）Maximize ポy．
              Subject to  ■4’㍗y’十z’＝o’，    z’》0．
ここで，
1一i1〉｝｛。㌧㍗／
←（∴／ベト（：1二！
上記の（D’）は問題（P’）の双対問題である．次の条件
                σ＞（λy＋尾O－C）τκO，
               ρ＞（ろ一λκO）干yO
が成立するたらば，問題（P’）と（D∫）のタイプ2の初期点〆と（ゾ，2’）は次式により求められ
る：
∴は、∵∵刈十ω㌻）吋
 タイプ3の初期点を求めるためには，若干の工夫を加える必要がある．ここでは，センター
パス上の初期点を持つ人工問題を作成する．その初期点は，センターバスのすべての近傍に含
まれる．正の数Mに対して，κo＝Me，ゾ＝0，zo：Meとする．この（κ0，yo，zo）について，上
記の人工問題を作成する，ただし
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              σ＝（λy＋ZL0）TκO＋〃2，
              ρ＝（ろ一ノ1κ0）干γO＋M2
とする．このとき，上記に定義した（パ，ゾ，Z’）は，X’〆＝M2eをみたし，センターパス上の初
期点である．
 人工問題を解けば元問題も解けることを示す．人工問題（P’）と（D’）は，ともに実行可能解を
持つので，最適解を持つ．次の定理は，人工問題の最適解と元の問題の関係を示している．定
理の証明は，たとえば水野（1989）に示されている．
定理4．1．人工問題（P’）と（D’）の最適解をそれぞれκ’＊＝（〆，κ実。、，κ実。。）と（ゾ＊，2’＊）＝
（ゾ，始。。，〆，劣。。，劣。。）とする．
 ・κ麦。。＝0かつ劣。。＝0たらば，〆と（ゾ，〆）はそれぞれ問題（P）と（D）の最適解である．
 ・条件σ＞（λy＋zo－o）τκをみたす問題（P）の最適解が存在し，条件ρ＞（トル。）㌃を
  みたす問題（D）の最適解が存在するたらばκ麦。。＝Oかつz実。。：Oである．
 線形計画問題は，最適解が存在するたらば，その中に基底解が存在する．線形計画問題のサ
イズ（問題を計算機に記述するのに必要なビット数）を工で表せば，任意の基底解は分母と分
子の大きさがともに20（工）の分数で表せる（たとえば伊理（1986）参照）．ベクトルλy＋zo
－oとトル。の大きさが20（工）となるようにκ0，yo，君。を定めれば，問題（P）と（D）の基底解
κと（ツ，2）に対して，（λy＋zL0）τκと（ろ一ル。）㌃の大きさは20（工）となる．したがって，
σとρ（あるいはM）の大きさを2則にすれば，定理4．↓から，人工問題を内点法で解き最適
解（〆，ゾ，〆）を得たとき，κ実。、＞Oまたはz麦。。＞Oたらば元問題（P）または（D）に最適解が
存在せず，κ麦。・＝Oかつる麦十・＝0たらば元問題（P）と（D）の最適解を得る．
 ここでは，人工問題を一つ固定して，内点法の初期点を求める方法を示した．この方法は，大
きた定数（ρとσ）を前もって準備したければならないという欠点を持つ．その定数が大きすぎ
れば計算効率が悪ぐたり，小さすぎれば元問題の解を得られたい場合がある．Kojima et a1．
（1991e）は，この欠点を解消するために，小さな定数から人工問題をはじめ，その定数が小さす
ぎる場合をアルゴリズムの実行中に判断し，定数を大きく更新する方法を提案した．
 5．収束判定
 収束判定は，実行可能内点列を生成する内点法とそれ以外の内点法（または外点法）とで異
なる．点（〆，ゾ，メ）が実行可能（ル尾＝ろ，λy＋〆＝c，〆≧O，〆≧O）であるとき，〆「ノ
＝Oが成立すれば，〆と（ゾ，メ）はそれぞれ問題（P）と（D）の最適解である．したがって，実
行可能内点列を生成する内点法の収束判定は，十分小さな正の数εに対して，
                  〆τ〆くε
とする．実行可能でない点列を生成している場合の収束判定は，十分小さな正の数ε、，ε。，ε。に
対して，
                〆Tz冶≦ε1，
                llルゐ一ろ11くε。，
                llλγ十〆一011くε。，
                κ々；≧0， ノ≧O
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とする．また，点列が発散する場合を判定するために十分大きな正の数ωに対して
                 ll（〆，ゾ，2尾）11≧ω
を収束判定に加える場合もある．
 上記に現れたεとωは，実際の計算では適当な大きさにとるが，理論的に評価するときε＝
2一δ工とω＝2δ正とする．ここで，Lは線形計画問題のサイズを表し，δは適当た正の整数である．
 6．探索方向
 3章で示したように，アノレゴリズム1の探索方向（〃尾，∠ゾ，∠メ）は，現在の点（〆，ゾ，メ）
における方程式系（3．1）のニュートン方向であり，線形方程式系（3．2）を解き計算する．した
がって，探索方向はベクトル〆に依存して決まる．方程式系（3．1）に現れるベクトル炉の決
め方を示す．多くの内点法では，正の数μに対して〆＝μeとする．〆＝μeと表せるとき，方
程式系（3．1）の解はセンターパス上の点である．したがって，この場合の探索方向は，センター
パス上の点を求めるための方向である．
 〆＝μeとするときに，パラメータμの値は定数γ∈［O，1］に対してμ＝μ尾丁メ／mとする．γ
＝1のときあ探索方向はセンタリング方向と呼ばれ，γ＝Oのときの探索方向はアフィンスケー
リング方向と呼ばれる．ショートステップの内点法ではγとして1に近い値を使い，ロングス
テップの内点法ではγとして小さた値を使う．
7．ステップサイズ
 アルゴリズム1では，ステップサイズをパラメータα岩とα岩により表している．このパラ
メータ値の決め方として下記に述べる方法がある：
 ・定数とする．
 ・実行可能領域に含まれる楕円体を使う．
 ・実行可能領域の境界までのパラメータ値を使う．
 ・実行可能領域に含まれるセンターパスの近傍Mを使う．
 ・ポテンシャル関数を使う．
 定数とする代表的た方法は，α岩＝α岩：1とするニュートン法である．現在の点が目標とする
センターに十分近い場合にもちいる方法である．
 楕円体を使いステップサイズを決める例として，定数γ∈（0，1）に対して，
                 α岩＝γ／ll X．1∠比ゐll，
                 α岩＝γ／ll z－1∠一2島11
とする方法がある．この方法は，主問題に対するKarmarkar法だどで使われるが，主双対内点
法では余り使われていたい．
 実行可能領域の境界までのパラメータ値∂岩と砧は，すでに3章で定義した．それを使った
内点法の一つも，3章に示した．このようた方法は，多くの計算実験に使われ，実際に効率よく
例題を解いたという報告がある（Lustig et a1．（1991），McShane et a1．（1989））．
 実行可能領域に含まれるセンターパスの近傍Mの例については，すでに4章にいくつか示
した．近傍Mを使ってステップサイズを決める代表的た方法では，
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        α差＝α岩＝SuP｛α：（κ尾，ツ庄，Z尾）十α（∠7κ尾，∠7y尾，∠72尾）∈M｝
とする．
 主双対内点法に使われるポテンシャル関数として代表的なものは
                            η           九（κ，る）＝ρ1nκτ2＋n1n（κτえ／m）一ΣInκκ｛
                           ｛！1
である．ここで，ρ＞0は定数である．この関数を使い，ステップサイズを
            α多＝α岩＝argmin九（〆十α〃，メ十α雌）
により定める．このときの最小点は，変数αについての一次元探索により求められる．一次元
探索により最小点を求める代わりに，Goldstein－Armijoの規則をみたすステップサイズを求め
る方法もある．ここに述べたポテンシャル関数は一つの例であり，他の関数を使用することも
可能である．
 8．アルゴリズムと収束性
 この章では，アルゴリズム1の枠組みに当てはまるいくつかの内点法を述べ，それぞれのア
ルゴリズムの理論的な大域的収束性を示す．取り上げる方法は，アフィンスケーリング法，点
列追跡法，バス追跡法，プレディクタ・コレクタ法，ロングステップ法，ポテンシャル減少法，
外点法の7種類である．
 8．1 アフィンスケーリング法
 アフィソスケ．一リング法は，主内点法としてDikin（1967），Bames（1986），Ad1er et a1．
（1989）が提案した．主双対内点法としてのアフィンスケーリング法は，Monteiroet al．（1990）
が提案した．アフィンスケーリング法は，各反復において常に探索方向を〆＝Oとして計算す
る方法である．
 Monteiro et a1．（1990）は，初期点（κ0，yo，2o）がセンターパス上（ル0＝ろ，λy＋2o＝o，
X．zo＝μoe，μo＝κo「メ／m，κ0＞O，メ＞0，X・＝diag（州）にあり，収束判定を〆〆く6とする
とき，ステップサイズを
                 に尾＿  1                 αP一αり一1。（・μ・／ε）
とすれば，高々m（1n（mμo／ε））2回の反復でアルゴリズム1が収束するということを証明した．理
論的には，μ0＝20（z）かつε＝2－0ωであるので，0（m工2）反復のアルゴリズムである．
8．2点列追跡法
 点列追跡法は，Mizuno（1989）が提案したアルゴリズムである．線形計画問題（P）と（D）の
タイプ2の初期点（κo，yo，zo）（ル。＝ろ，λy＋zo＝o，κo〉O，zo＞O）が既知であると仮定する
（あるいはその初期点を持つ人工問題を作成したとする）．収束判定は，〆T〆≦εとする．初期
点に対して，〃0＝x．zoとする，あるいは不等式11x．zL0o11く。．3o島i、をみたす〃。を定める．ア
ルゴリズム1の第后反復では，
（8．1）       11γごi・（〆一L〆）11く。．3／麻
をみたすベクトル炉を定める．ここで，γ尾一、＝diag（〆一ユ），omi、＝min｛〃。：ク＝1，2，．．．，m｝であ
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る．ステップサイズ・パラメータα岩とα岩の値はともに1とする．このとき，生成される点列
｛（κ尾，ゾ，メ）｝は不等式
             11X尾z島1尾11≦0．3o名i、， 々＝O，1，．．．
をみたす．したがって，后＝zに対して
                       1 （82）            eT〆く ε                       1．3
が成立すれば，
                 〆Tメく1．3eT〆くε
どたり，収束判定が成立する．
 点列追跡法は，がに対して（8．1）と（8．2）をみたす点列｛〃尾：后＝0，1，．．．，Z｝を定めると，
（P）と（D）の近似解の組（〆，ノ，2‘）を求める．Mizuno（1989）は，（1／〃）eく。o≦〃eのとき，
Z＝0（〃1n（M／ε））に対して（8．1）と（8．2）をみたす点列｛oゐ｝が存在することを示した．一
般に，1n（M／ε）：0（工）であるので，0（”工）反復のアルゴリズムである．このアノレゴリズムは，
タイプ2の任意の初期点（λパ＝ろ，λy＋20＝o，2イeくκoく2工e，2一工eく2oく2工e）に対して
0（〃工）反復が証明されている唯一の内点法である．
 8．3パス追跡法
 線形計画問題（P）と（D）のセンターパス
     S＝｛（κ，y，z）：ル＝ろ，λり十z＝o，κ＞O，尾＞0，Xz＝μe，μ＝κT2／m｝
の近傍Mを一つ定める（4章参照）．近傍Nは実行可能領域の内部に含まれているとする．近
傍Nに属するタイプ3の初期点（κo，ツ。，zo）が既知であると仮定する（あるいはその初期点を
持つ人工問題を作成したとする）．収束判定は，〆ノ≦εとする．ベクトル〆として，μ尾eを
使う．ステップサイズの決め方には，二通りある．一方は定数1を常に使い，他方はセンター
バスの近傍を使う．
 Kojima et a1．（1989a）のアルゴリズムは，近傍としてM。。（β）（βは定数）を使い，反復后で
〆＝0．5（〆ノ／m）eを使う．ステップサイズは，現在の点に依存したセンターパスの近傍により
定める．このアルゴリズムは，0（n工）反復を必要とする．
 Kojima et a1．（1989b）とMonteiro and Adler（1989a，1989b）により提案されたアルゴリズ
ムは，近傍としてM・（β）（β＝O．1）を使い，反復后で〆＝（1一δ／〃）（〆T〆／m）e（δは定数）を
使い，ステップサイズとして1を使う．この方法により生成される点列は，近傍M。（β）に含ま
れる．0（〃工）反復のアノレゴリズムである．
 Tanabe（1987a，1987b）のアルゴリズムは，近傍として凡（β）（βは定数）を使い，反復々
で〆＝γ（〆Tメ／m）eとし，ステップサイズをα岩＝α岩＝αとして，近傍Ml、（β）内で双対ギャッ
プ。T（〆十α〃尾）一ろτ（ゾ十α∠ツ島）を最小にするパラメータγとαを二次元探索により求め
る．
 Mizunoeta1、（1991）は，近傍としてM。。（β）あるいは凡（β）を使い，反復々で〆干
γ（〆z尾／m）eを使い，ステップサイズを近傍の境界に定めるとき，任意の定数β∈（0，1）とγ∈
（0，1）に対して，そのアルゴリーズムが0（m工）反復を必要とすることを証明した．
 Mizunoeta1．（1989）は，各反復において，ベクトル炉をパラメータμを使い〆＝μeと表
して，ステップサイズをユとしたときに近傍Mに含まれるような最小のμの値を計算するア
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ルゴリズムを提案した．彼らは，数値実験により，いくつかの例題を効率よく解くという結果
を報告した．このアルゴリズムは，理論的に多項式オーダであり，W：M。（β）のとき0（〃工）
反復を必要とする．
 8．4プレディクタ・コレクタ法
 プレディクタ・コレクタ法は，ブレディクタステップとコレクタステップから成る．両方の
ステップを合わせて一反復と見ることが一般的であるが，ここではアルゴリズム1の枠組みで
示す．この方法も，パス追跡法とみなせるが，ブレディクタステップとコレクタステップにお
いて定めるベクトル炉とステップサイズが異なる．ブレディクタステップでは，炉としてコ
レクタステップより小さたベクトルを使う．
 線形計画問題（P）と（D）のセンターバスの近傍M。（β）（βは定数）に属するタイフ3の初
期点（κO，yO，ZO）が既知であると仮定する（あるいはその初期点を持つ人工問題を作成したと
する）．収束判定は，〆Tz尾くεとする．各反復の始めに，ブレディクタステップを行うかコレク
タステップを行うか判定する．
 Ding and Li（1991）のアルゴリズムは，后が偶数のときブレディクタステップを行い，奇数
のときコレクタステップを行う．ブレディクタステップでは，〆＝（1一δ／〃）（κ尾τz尾／m）e（δ
＝0－5）とし，ステップサイズを1とする．．コレクタステップでは，〆＝（〆Tz尾／m）eとし，ステッ
プサイズを1とする．このアルゴリズムは，0（〃工）反復を必要とする．
 Mizmo et a1．（1991）のアルゴリズムも后が偶数のときブレディクタステ．ツブを行い，奇数
のときコレクタスナッブを行う．ブレディクタステップでは，〆＝Oとし，ステップサイズを近
傍M・（β）の境界に定める．コレクタステップでは，〆＝（〆Tメ／m）eとし，ステップサイズを1
とする．β∈（O，O．5］であるとき，このアルゴリズムは0（〃工）反復を必要とする．また，各コ
レクタステップの後に生成される点はセンターパスのより小さた近傍M。（β／2）に属する．
 8．5 ロングステップ法
 ロングステップ法は，ステップサイズを長くとる方法であり，実際の計算プログラムによく
使われる方法である（Marsten et a1．（1990），McShane et al．（1989））．線形計画問題（P）と
（D）のタイプ2の初期点（が，ツ。，2o）（λが＝ろ，λy＋メ〒o，パ＞O，名。＞O）が既知であると仮
定する．収束判定は，〆τz尾くεとする．ベクトル炉として，γ∈［O，1］に対してγ（〆メ／m）e
を使う．ステップサイズは，現在の点（〆，ゾ，〆）から実行可能領域の境界までのステップサイ
ズ雄と∂彦（3章参照）を使い計算する．
 Marsten et a1．（1990）とMcShane et a1．（1989）の方法は，定数θ∈（O，1）を使い，
                   α岩＝θ雄，
                   α岩＝θ雄
とする．この方法は，雄または∂岩が。oとたる場合に適用できたい．雄または砧の少なくと
も一つは理論的に有界であるので，
                 ∂尾＝min｛磁，6彦｝
は有界である．したがって，
                  α岩こα岩＝θ∂る
とすれば，常に計算可能である．しかし，このステップサイズを使うアルゴリズム1の収束性
については，炉を定めるパラメータγの値をどのように設定しても，まだ不明である．
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 Kojima et a1．（1990）は，大域的収束性を持つロングステップ法と，多項式オーダの大域的
収束性を持つロングステップ法を提案した．大域的収束性を持つアノレゴリズムでは，小さな正
の定数ωとα＊を固定し，各反復においてパラメータγを区間［O，O．99］から，パラメータθを
区間［0．01，0．99］から任意にとり，ステップサイズを
   oT（〆十α幼κ危）一ろT（ゾ十α彦∠ツ角）く（1一ω）（oT〆一ろy），α岩＜磁，α岩＜鵡
をみたす任意の値，または
             11－11－／lζwl：1：：ll
に設定する．多項式オーダの大域的収束性を持つアルゴリズムでは，小さた正の定数γ‡とα＊
を固定し，各反復においてパラメータγを区間［γホ，O．5］から，パラメータθを区間［0．5，O．99］
から任意にとり，ステップサイズを
             α1一α1－／lζwll隻1：ク
に設定する．タイプ3の初期点から始めれば，このアノレゴリズムは0（m工）反復を必要とする．
 8．6ポテンシャル減少法
 ポテンシャル減少法は，あるポテンシャル関数を減少させるようにステップサイズを決める
方法である．Karmarkar（1984）のアルゴリズムもポテンシャル減少法である．Ye（1991a）と
Fremd（1991）は，0（〃工）反復のポテンシャル減少法をはじめて提案した．その方法は，主
問題と双対問題の実行可能内点を生成するが，アルゴリズム1の枠組みには入らたい主内点法
である．
 線形計画問題（P）と（D）のタイプ2の初期点（κo，yo，zo）（ル。＝ろ，λy＋zo＝c，κo＞O，
zo＞0）が既知であると仮定する．ただし，初期点でポテソジャノレ関数の値がある定数で抑えら
れる必要があるという意味で，タイフ3の初期点が必要な場合もある．収束判定は，〆z尾くε
とする．ベクトル炉の法あ方は，ポテンシャル減少法の中にもさまざまな方法がある．単純た
方法の一つは，〆＝γ（〆TZゐ／m）e（γは定数）とする．ステップサイズは，一般にα岩＝α岩とし
て，ポテンシャル関数を最小にする値とする．主双対内点法で使われる標準的たポテンシャル
関数は，
。、（、，。）一（κT・ζ（”・）n，
                      nκ”
                      ｛ヨ1
またはその対数をとった
                            n           ノレ（κ，2）＝ρ1nκτ2＋m1n（κτ2／m）一Σ1nκκ｛
                           ｛二1
である．これらのポテンシャル関数は，Tanabe（1987a，1987b）あるいはTodd andYe（1990）
により提案された．
 Tanabe（1987a，1987b）の提案したアルゴリズムは，各反復尾で〆二γ（〆T〆／m）eとしス
テップサイズをα多＝α岩＝αとして，ポテンシャル関数gρ（〆十α∠〆，〆十αム点）を最小にする
パラメータγとαを二次元探索により求める．
 Todd and Ye（1990）は，Kojima et a1．（1989b）とMonteiro and Ad1er（1989a，1989b）の
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バス追跡法により生成される点列がポテンシャル関数九（κ，名）（ρ＝”）を単調に減少させる
ことを示し，0（”工）反復のアルゴリズムであることを証明した．
 Kojima et a1．（1991d）は，〆＝（m／（m＋〃））（〆τ〆／m）eとしステップサイズをα差＝α岩＝
αとして，ポテンシャル関数九（〆十α∠〆，ノ十α」z庄）（ρ＝〃）を最小にするパラメータα
を一次元探索により求めるアルゴリズムを提案した．このアルゴリズムは0（〃工）反復を必
要とする．ここで使われている探索方向は，スゲ一リングした空間におけるポテンシャル関数
の最急降下方向を実行可能領域に射影した方向とみなすこともできる．
 Kojimaet a1．（1991c）は，近傍とポテンシャル関数の両方を使ってステップサイズを決める
アルゴリズムを提案した．すなわち，近傍Wl。（β）（βは定数）内でポテソジャノレ関数力（〆
十αル尾，z尾十α此尾）を最小にするパラメータαを一次元探索により求めるアルゴリズムであ
る．このアルゴリズムは，βの値が小さいときにバス追跡法とみたすことができ，βの値が大き
いときにポテンシャル減少法とみたすことができる．その論文では，広範囲のパラメータの設
定に対してアルゴーリズムの大域的収束性あるいは多項式オーダの収束性が証明されている．常
に〆＝Oとするアフィンスケーリング法において，ステップサイズをポテンシャル関数を最小
化する点により計算するアルゴリズムの収束性も証明されている．ただし，その反復回数は多
項式オーダではない．
 ポテンシャル減少法には，外ステップー内ステップ（outerstep－imerstep）法もある．この
方法は，主内点法としてGonzaga（1991a，1991b）が提案した．そのアルゴリズムの特徴は，外
ステップで炉を大幅に更新し，内ステップでは炉を一定にしたままポテンシャル減少法をあ
る条件（たとえば阯X島メー列1くδ（〆丁メ／m），δは定数）が成立するまで繰り返すことであ
る．外ステップー内ステップ法の一つをアルゴリズム1の枠組みに入れ説明する．第尾反復で条
件11Xゐノー炉llくδ（κ尾τメ／m）が成立したたらば〆＝O．5〆一1とし，さもたければ〆：〆一と
する．ステップサイズは，α岩＝α岩＝αとして，ポテンシャル関数力（〆十α〃尾，zゐ十α」メ）を
最小にするパラメータ値とする．
 8．7外点法
 いままで述べた方法は，すべてタイプ2または3の実行可能な初期点を必要とする．外点法
はタイプ1の初期点から始まり，必ずしも実写可能でなし＝点列を生成する方法である．収束判
定は，5章で示したように，
                〆τノくε。，
                l1ル々一ろ11くε。，
                llλy＋〆一Cl≦ε。，
                〆≧O， ノ≧0，
または
                 ll（〆，ゾ，る尾）ll》ω
とする．ここで，6。，ε。，ε。は小さた正の定数であり，ωは大きな正の定数である．
 Lustig（1991）は，元問題の人工問題を4章の方法により作成するとき，定数ρとσを∞と
したときの探索方向が元問題の外点法で計算される方向と一致することを証明した．彼は，人
工問題の内点法においてρとσを・・にするという発想のもとに外点法を提案したが，その方
法の理論的た収束性については何等得ていない．Lustiget a1．（1991）は，外点法が効率よく大
規模た問題を解くという計算実験の結果を報告した．
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 田辺（1989）は，各反復后で〆＝γ（〆Tz々／m）eとしステップサイズをα岩＝α岩＝αとして，次
の式で定義されるポテンシャル関数！ρ（〆十α〃尾，ゾ十αψ左，メ十α此尾）を減少させるパラ
メータγとαを求めるアルゴリズムを提案した：
                                     n  アρ（κ，y，z）＝ρ1n（〆宕十11λκ一ろ11、十11λ㌃十z－cll、）十m1n（〆z／m）一Σ1nκ必．
                                    ゴ＝1
このアルゴリズムの収束性についてはまだ不明である．
 Kojima et a1．（1991a）は，大域的に収束する外点法を提案した．そのアルゴリズム．は，第后
反復で定数γ∈（O，1）に対して〆＝γ（κゐ丁メ／m）eとし，以下の条件をみたすようにステップサ
イズを求める：
          κタzタ≧δ1κ”z為／m，
          κ尾τ2尾；≧δ211λκ尾一ろll，
          κ尾丁2尾》δ311λ㌃尾十Z尾一011，
          （κ尾十α差∠一κ尾）T（z尾十α岩∠7z為）く（1一δ4）κが2ゐ．
Kojima et a1．（1991a）は，上記の条件をみたす定数δ、，δ。，δ。，δ。とステップサイズα岩，α岩が
存在するこ．とを示した．このアルゴリズムでは，元問題に実行可能内点が存在するとき有限回
の反復で近似解を求め，存在しないとき点列｛（〆，ゾ，メ）｝が発散する．
 9．局所的収東．性
 この章では，主双対内点法の局所的収束性について述べる．主内点法の局所的収束性につい
ては，Iri and Imai（1986），Yamashita（1986），Tsuchiya and Tanabe（1990），Tsuchiya（1991）
たどに示されている．Tsuchiya（1991）は，乗法的罰金法（Iri and Imai（1986））が非退化の
仮定だして二次収束することを証明した．
 主双対内点法（アルゴリズム1）により実行可能点列｛（〆，ゾ，ノ）｝を生成し，双対ギャップ
（dua1ity gap）列｛〆τz危｝がOに収束するとき，
                    々十1丁 尾十1                    κ   z                  1m  ゐ、尾 ＝O
                  々→。。  κ  z
が成立するたらば，双対ギャップ列が0に（局所的に）超一次収束する，あるいはその内点法が
超一次収束するといい，正の整数Z＞Oに対して
                   （ゐ十1）一丁 （尾十1）工                   κ    z               1mSuP       ＜十○○                尾一。。 （κ”Z尾工）2
が成立するたらば双対ギャップ列がZ回の反復ごとに0に（局所的に）二次収束する，あるい
はその内点法がZ回の反復ごとに二次収束するという．Z＝1のとき単に二次収束するという．
また双対ギャップ列のQオーダは，
               …l1・1蛸高二一・1
によっ．て定義される．二次収束すればQオーダは2以上であるが，Qオーダが2でも二次収束
するとは隈らたい．
 Kojimaet a1．（1991b）は，主双対線形計画問題を一般化した非線形相補性問題に対する内点
法の局所的収束性を調べた．線形計画問題の場合について述べれば，問題（P）と（D）がそれぞ
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れ唯一つの最適解〆と（ゾ，宕＊）を持つ場合に，ある種のバス追跡法が局所的に二次収束する
ことを示した．
 Zhang et a1．（1990）は，アノレゴリズム1とより実行可能内点列｛（〆，ゾ，～）｝を生成すると
き，以下の条件が成立すれば超一次収束することを証明した：
 ・ある最適解（〆，ゾ，名＊）に対して（〆，ゾ，z尾）→（〆，y＊，～）．
・ある定数1∈（叫・）とすべて舳こ対して，〃・γ（宇）・漱立する．
・0に収束する点列｛σゐ｝（σ尾∈（O，1））と1に収束する点列｛τ尾｝（τ尾∈（0，1））に対して〆＝
♂（学）・，α1一α1－1尾・・1σ島酬とする．
彼らは，さらに以下の条件が成立すれば二次収束することも証明した：
 ・σ々＝0（〆「〆）かつ1一τ尾＝0（〆τノ）．
 ・κ＊は非退化な端点である．
Zhang and Tapia（1991）は上記において条件（〆，ゾ，ノ）→（〆，ゾ，〆）をκ㍗尾→Oとして
も超一次収束することを示し，さらに二次収束に非退化条件が不必要であることを示した．
Zhang and Tapia（1990）は，Zhang et a1．（1990）の条件のもとで，大域的に0（m工）の反復
回数を必要とし局所的に超一次収束するアルゴリズムを提案した．
 Mehrotra（1991）とYe et a1．（1991）は，別々にしかもほぼ同時期にMizmo et a1．（1991）
のプレディクタ・コレクタ法が非退化の仮定なしで局所的に2反復（1回のブレディクタス
テップとコレクタステップ）ごとに二次収束することを証明した．Ye（1991b）は，そのプレ
ディクタ・コレクタ法を改良し，Qオーダが2となる内点法を提案した．
 10．アルゴリズムの計算複雑度
 この章では，アルゴリズム全体の計算複雑度についてまとめる．アルゴリズム1は，方程式
系（3．2）を解くので，一反復ごとに0（m3）の基本演算を必要とする．したがって，0（m工）反復
のアルゴリズムは0（m4工）の計算量を必要とし，0（”工）反復のアルゴリズムは0（m3’5工）の
計算量を必要とする．
 Karmarkar（1984）は，彼の提案した0（m工）反復の主内点法に，部分的に逆行列を更新する
方法を導入することにより，全体として0（m3．5）のアルゴリズムを提案した．Gonzaga（1988）
とVaidya（1990）は，Renegar（1988）の提案した0（〃工）反復の主内点法を改良し0（m3工）
のアルゴリズムを構築した．
 主双対内点法も，探索方向の計算時に逆行列の部分的更新を利用することにより計算複雑度
を下げられる．Kojimaeta1．（1989b）とMonteiroandAd1er（1989a，1989b）は，0（〃工）反
復と0（m3工）の計算量を必要とするパス追跡法を提案した．Mizuno（1990）は，0（〃工）反復
と0（m3工）の計算量を必要とする点列追跡法を提案した．
 Bosch and Anstreicher（1990）は，Kojima et a1．（1991d）のポテンシャル減少法に
Go1dstein－Armijoの規則と逆行列の部分的更新を利用し0（m3工）のアルゴリズムを提案し
た．
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11．おわりに
 本論では，主双対内点法を一般的たスタイル（アルゴリズム1）で述べ，その枠組みでさまざ
まなアルゴリズムを説明した．実際にプログラミングして例題を解くときに，それらのアルゴ
リズムのたかでどれを使えばよいかという問題がある．このとき二つの面から判断する必要が
ある．一つは理論的に判断する方法であり，もう一つは標準的た例題を解いた経験から判断す
る方法である．
 理論的た結果は，多くの場合に最悪の例題に対する評価である．したがって，理論的に計算
複雑度の低い方法がすべての例題を効率よく解くわけではない．Mizmo et a1．（1991）は，あ
る仮定のもとで期待的た反復回数を評価し，最悪の場合よりよい結果を得た．また，大域的た
収束オーダだけでたく，局所的に超一次あるいは二次収束することも効率よいアルゴリズムの
条件であろう．
 標準的た例題を解いた数値実験の結果は，効率よいアルゴリズムの一つの判断材料である．し
かし，新しい問題を解くときには，過去の経験で効率のよいアノレゴリズムが，必ずしも効率よ
いとは限らない．ある種の決まったタイプの問題でデータの値のみ変わる問題を多く解く場合
には，数値実験結果がよい指標となるであろう．しかし，現在効率よいといわれているLustig
et a1．（1991）の方法は，理論的に収束性が不明であり，新しい問題に適用した場合にまったく
収束したい可能性もある．したがって，理論的にある程度収束性が保証されているアルゴリズ
ムの中で経験的に計算効率のよいアノレゴリズムを採用することが得策と思われる．
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    In this paper，we summarize various prima1－dua1interior point a1gorithms for1inear
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