We consider the bin-packing problem with the constraint that the elements are in the plane, and only elements within an oriented unit square can be placed within a single bin. The elements are of given weights, and the bins have unit capacities. The problem is to minimize the number of bins used. Since the problem is obviously NP-hard, no algorithm is likely to solve the problem optimally in better than exponential time. We consider an obvious suboptimal algorithm and analyze its worst-case behavior. It is shown that the algorithm guarantees a solution requiring no more than 3.8 times the minimal number of bins. We can show, however, a lower bound of 3.75 in the worst case. We then generalize the problem to arbitrary convex figures and analyze a class of algorithms in this case. We also consider a generalization to multidimensional "bins," i.e., the weights of points in the plane are vectors, and the capacities of bins are unit vectors. THE classical bin-packing problem can be stated as follows: Given n numbers between 0 and 1, pack them into "bins" such that the sum of numbers in a bin does not exceed 1 and the number of bins used is minimized. This problem has been studied thoroughly (see, e.g., [7-9, 11-14, 16]) and has applications in operations research [2, 4, 6, 10], computer operating system design and memory allocation [7-9, 11, 16]. More recently, the multi-weight bin-packing problem has also been studied by various authors [8, 16] . Now all these problems find yet another application in the area of computer network design [3] . In the design of a distributed computer system, three design problems are of major importance:
The three design problems are interrelated, and a successful overall design should carefully consider all three aspects. However, in order to develop tools and algorithms for designing a distributed computer system, these design problems, although interrelated, can be investigated separately. The special techniques and insights obtained from such investigations can later be combined for the solution of the overall design problem.
Reference 3 studies problem (i). It also contains extensive references to publications related to problems (ii) and (iii).
Problem (i) can be formulated in terms of a bin-packing problem as follows: Let pi, O<p<l, i=<1,--, n, be the (normalized) processing requirements of the n stations and 1 be the (normalized) processing capacity of a processor. Then problem (i) is to group stations into clusters and allocate one processor to each cluster, such that the total processing requirement for each cluster does not exceed the processing capacity and the number of clusters is minimized. If each station has multiple requirements, such as processing requirement, file requirement, traffic requirement, they can be represented by a vector pi= (Pil, * *, pi,) O <pij< 1; the capacity of a processor is (1, 1, *---, 1). Then problem (i) is to allocate processors to clusters of stations so that in each cluster the requirements do not exceed the capacity of a processor. We then have the multiweight bin-packing problem.
In [3] experimental and statistical studies were carried out on several simple heuristic methods. It also points out the need of some notions of geographic constraints to reflect more accurately the practical situation. For example, grouping two stations thousands of miles apart into one cluster is highly undesirable.
In this paper we propose a model for the processor allocation problem with geographic constraints in terms of a bin-packing problem with geometric constraints; i.e., stations can be grouped into a cluster only when they are "close" enough.
Formally, we assume that the stations are points in a plane with weight vectors and that clusters can be formed only when the points are within a certain neighborhood. A neighborhood is a preassigned convex figure. Thus, we have the following constrained bin-packing problem: Given n points ai, i=-1, , n, in a plane with associated weight vectors pi, and a bounded convex figure G, pack the points into bins such that (i) the points in each bin can be contained in a G-figure; (ii) the total sum of each weight component in a bin does not exceed 1; and (iii) the number of bins used is minimized.
Of course, the G-figures of two bins may overlap. Note that by a figure G we mean the boundary of G is included and the orientation of G may be part of the definition.
Our model is only a first attempt to attack the geographic constraint problem. Obviously, many other models are possible. We choose the present model for its simplicity.
Clearly, our bin-packing problem with geometric constraints is NPhard. Thus, efficient algorithms for optimal solutions are very unlikely. In this paper we propose a simple heuristic and compare its worst-case performance with optimal packings. Let H(G, a, p) denote the number of bins used by a heuristic H for the points a and weight vectors p. Let M(G, a, p) be the minimum number of bins needed for (a, p). Define rH(G) -lub(a,p) H(G, a, p)/M(G, a, p), where lub means "least upper bound." The subscript H in TH(G) will be omitted where it is obvious. We shall derive upper and lower bounds for r(G). The case s -1 will be considered first and for G to be a unit square with sides parallel to the x-and y-axes, we shall show that the heuristic uses at most 3.8 times more bins than the minimum number. Furthermore, we shall construct a family of sequences (a, p) such that H(G, a, p)/ M(G, a, p) approaches 3.75. Thus, 3.75?r(G) ?3.8 for this specific G.
Next we shall generalize these results to arbitrary convex figure G and then to the case of s> 1.
THE HEURISTIC
In this section we shall assume s= 1 and G is a unit square with sides parallel to the x-and y-axes. We define a heuristic Hi below.
Let xi, yi be the coordinates of point ai with weight pi. In the proposed heuristic, the points will be processed from y = -o to y -oo For two points with the same y-coordinates, the one with smaller x-coordinate will be processed first. Therefore, we start with the point having the largest y-coordinate. In case of tie, the one with the smallest x-coordinate is the choice. Part (i) of the above heuristic constructs two (-figures (oriented unit squares) for each pivot point. This scheme has the property that if there were no constraints on the total weights of points in a bin, the number of bins used in the heuristic would be no more than a factor of 2 times the minimum possible number of bins. This is easily seen because nIo two pivot points in the heuristic can be placed in one bin. The factor of 2 is tight. Suppose the heuristic were changed such that only one of these two G-figures is constructed at a pivot point, say the one in which the pivot point is at the top right-hand corner. Then the ratio of the number of bins used by the heuristic divided bv the minimum number of bins would be unbounded. This applies whether or not the bins have weight constraints.
ANALYSIS OF THE HEURISTIC
In this section we shall show that 3.75?< r(G) ?3. For heuristic H1 and oriented unit squares G, r (G) ?3. 
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Proof. We shall show that the ratio H/I will achieve the maximum value The heuristic H1 used a particularly simple algorithm to pack points in a resultant figure into bins (step (iii) of H1). If we use an optimal packing at this step, the modified heuristic still cannot guarantee using less than 3 times the minimum number of bins for the overall problem. This can be seen by modifying the construction in the proof of Theorem 2 as follows: A, B, C, D represent one point each with weight 1-2c; E, F, G, H represent a set of 2 points each with weight e; and X represents 2 points with weight 3E each. This configuration is repeated with weights adjusted accordingly as in the proof of the theorem.
GENERALIZATION TO ARBITRARY FIGURES
In this section we still assume s= 1 but generalize the previous results to more general geometric figures. Let G be an arbitrary bounded convex figure. The heuristic is still the same but with different parameters, namely, points will be processed from top to bottom and from left to right. If a point is picked as a pivot point, a G-figures will be generated covering at least the pivot point. After removing the area already covered, we repeat the process. We require that one bin be used even if a resultant G-figure is empty. Eliminating this restriction, however, would not change our upper bound, nor our lower bound for a = 1. Now in addition to a, two parameters are needed: A, the maximum number of pivot points near a resultant G- figure other than the one that  generates the G-figure, and -y, the maximum number of pivot points coverable by a G-figure (a pivot point A is "near" a resultant G-figure if there  is a point B in the resultant G-figure such that it is possible to place a  G-figure overlapping both A and B) . In the previous case, a =2, f=4, -Y=1.
We have similar results as before. Proofs are given in the appendix. 
GENERALIZATION TO THE MULTI-DIMENSIONAL CASE
In this section we generalize the results of Sections 1 and 2 to the multidimensional case (the dimension s is an arbitrary integer > 1), but retain the requirement that G-figures be oriented unit squares, i.e., unit squares with sides parallel to the x-and y-axes.
The heuristic H8 is the same as that in Section 1 except that (iii) is changed to (iii') below.
(iii') After all the points are covered by resultant figures, pack the points in a resultant figure arbitrarily into "bins" provided that:
( bs') such that bj+bj' <1, 1 < j _ s.
The algorithm (iii') for multi-dimensional bin packing (without geometric constraints) is known to use bins no more than s+1 times the minimum possible number of bins [7] . On the other hand, no algorithm is known that is guaranteed to use less than s times the minimum possible.
We can show that the above heuristic for multi-dimensional bin packing with geometric constraints is guaranteed to use no more than s+2. H=H8(G, a, p) and 0=M(G, a, p) . As before, 8j+0.1, 1.3j 
