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Abstract
We consider a mass conserved Allen-Cahn equation ut = ∆u +
ε−2(f(u)− ελ(t)) in a bounded domain with no flux boundary condi-
tion, where ελ(t) is the average of f(u(·, t)) and −f is the derivative
of a double equal well potential. Given a smooth hypersurface γ0 con-
tained in the domain, we show that the solution uε with appropriate
initial data approaches, as εց 0, to a limit which takes only two val-
ues, with the jump occurring at the hypersurface obtained from the
volume preserving mean curvature flow starting from γ0.
1 Introduction.
In this paper, we study the limit, as ε → 0, of the solution uε to the mass
conserved Allen-Cahn equation (P ε)
(P ε)


uεt = ∆u
ε + ε−2(f(uε)−
∫
−
Ω
f(uε)) in Ω× IR+,
∂νu
ε = 0 on ∂Ω× IR+,
uε(·, 0) = gε(·) on Ω× {0},
(1)
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where ∫
−
Ω
f(uε) =
1
|Ω|
∫
Ω
f(uε(x, t))dx.
Here Ω is a smooth bounded domain in IRn (n ≥ 1), ∂ν the outward normal
derivative to ∂Ω, and −f(u) is the derivative of a smooth double equal well
potential; more precisely,
f ∈ C∞(IR), f(±1) = 0, f ′(±1) < 0,
∫ u
−1
f =
∫ u
1
f < 0 ∀u ∈ (−1, 1). (2)
A typical example is f(u) = u − u3. The initial data gε satisfies, for some
smooth hypersurface γ0 ⊂⊂ Ω,
lim
ε→0
gε(x) =
{ −1 inside γ0
+1 outside γ0
∀x ∈ Ω¯ \ γ0. (3)
Problem (1) was proposed, along with its well–posedness, by Rubinstein and
Sternberg [19] as a model for phase separation in binary mixture. The model
is mass preserving and energy decreasing since
∀t ≥ 0, d
dt
∫
Ω
uε(x, t)dx = 0
and
∀t ≥ 0, d
dt
∫
Ω
(ε|∇uε|2
2
+
1
ε
F (uε)
)
dx = −ε
∫
Ω
(uεt)
2 ≤ 0,
where F (u) := −
∫ u
−1
f(s)ds is the double equal well potential.
Formally, one can show that, as ε → 0, the solution uε to (1) and (3) tends
to a limit
lim
ε→0
uε(x, t) =
{ −1 inside γt
+1 outside γt
∀x ∈ Ω¯ \ γt (4)
where Γ :=
⋃
t≥0
(γt × {t}) is the solution to the volume preserving mean cur-
vature motion equation
V = (n− 1)Kγt −
(n− 1)
|γt|
∫
γt
KγtdH
n−1 on γt (5)
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starting from γ0. Here V is the normal velocity of γt (positive when γt is
shrinking) and Kγt the mean curvature (positive at points where γt is locally
the boundary of a convex domain).
The local in time existence of a unique smooth solution to (5) has been first
established in a two-dimensional setting in [11]. The general result in arbi-
trary space dimension is obtained in [13], where the large time behaviour of
solutions for initial data close to a sphere was also investigated. When the
initial data is convex, it is shown in [16] that (5) admits a unique global in
time convex solution. Related properties of other volume-preserving curva-
ture driven flows are established in [12].
Concerning the connection between (1) and (5), Bronsard and Stoth [3] con-
sidered a radially symmetric case with multiple interfaces (rings) and proved
(4). Let us also mention [15] where a similar result is established for a
different nonlocal mass conserved Allen-Cahn equation, using the method
introduced in [2]. In the present paper, we shall consider general smooth
initial interfaces γ0 ⊂⊂ Ω and prove the following:
Theorem 1 Let Γ =
⋃
0≤t≤T (γt×{t}) be a smooth solution to (5) satisfying
γt ⊂⊂ Ω for all t ∈ [0, T ]. Then there exists a family of continuous functions
{gε}0<ε≤1 such that the solution uε to (1) satisfies (4) for all t ∈ [0, T ].
For the Allen-Cahn equation uεt = ∆u
ε − ε−2f(uε), (4) holds with Γ being
the solution to the motion by mean curvature flow V = (n−1)Kγt . A simple
method to verify this is to use a comparison principle and construct sub-
super solutions [4, 14]. There are different notions of weak solutions such as
viscosity [14] and varifold [17] which can be used to establish the global in
time limit. Nevertheless, (1) does not have a comparison principle (due to the
volume preserving property) and the simple method does not seem to work.
Here we shall employ a method first used by de Mottoni and Schatzman [10]
for the Allen-Cahn equation, and later on by Alikakos, Bates, Chen [1] for
the Cahn–Hillard equation and Caginalp and Chen [6] for the phase field
system.
Namely we first rewrite the equation for uε in Problem (P ε) as
uεt = ∆u
ε + ε−2(f(uε)− ελǫ(t)) in Ω× IR+, (6)
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where we define
∀t ≥ 0, λǫ(t) = 1
ε
∫
−
Ω
f(uε(., t)). (7)
The basic strategy of the proof goes as follows.
1. For a large enough k ∈ IN, construct an approximate solution (uεk, λεk)
satisfying


uεk,t −∆uεk − ε−2(f(uεk)− ελεk) = δεk in ΩT := Ω× [0, T ],∫
Ω u
ε
k,tdx = 0 ∀t ∈ [0, T ], ∂νuεk = 0 on ∂ΩT := ∂Ω× [0, T ]
(8)
where δεk = O(1)ε
k. Note that, by integration,
ελεk =
∫
−
Ω
f(uεk) +O(1)ε
k+2.
2. For each t ∈ [0, T ] and small positive ε, estimate the lower bound of
the spectrum of the self-adjoint operator −∆− ε−2f ′(uεk(·, t)); namely,
show that for some positive constant C∗,
inf
0<t≤T
inf
0<ε≤1
inf∫
Ω
φ=0,
∫
Ω
φ2=1
∫
Ω
(|∇φ|2 − ε−2f ′(uεk(., t))φ2) ≥ −C∗. (9)
3. Set R = uε − uεk and show that R tends to 0 as ε→ 0.
The organization of this paper is as follows. In section 2, we present an error
estimate required in step 3. In section 3, we recall a known spectrum estimate
[9, 5] that can be adapted here to prove step 2 in the strategy described
above. After some geometrical preliminary computations in section 4, we
finally construct the approximate solutions in section 5.
2 Error Estimate
The error estimate relies on the following result which is proved in the ap-
pendix.
4
Lemma 1 Let Ω ⊂ IRn (with n ≥ 1) be a bounded domain, let p = min{4/n, 1}.
Then there exists C = Cn(Ω) > 0 such that for every R ∈ H1(Ω) with∫
ΩRdx = 0,
‖R‖2+pL2+p ≤ C‖R‖pL2‖∇R‖2L2 , (10)
where for any q ≥ 1, Lq = Lq(Ω).
Rubinstein-Sternberg established in [19] L∞ bounds for the solution uε to
Problem (P ε) using invariant rectangles. Therefore we can modify f outside
of a compact interval and assume for simplicity that
lim
u→±∞
f(u) = ∓∞
and that there exists M > 0 such that
∀|u| ≥M, uf ′′(u) ≤ 0.
Since p ∈ (0, 1], for any C0 > 0, there exists C = C(C0, p) such that for all
|u| ≤ C0 and R ∈ IR,
(f(u+R)− f(u)− f ′(u)R)R ≤ C|R|p+2.
Indeed, note that for R in a compact interval,
(f(u+R)− f(u)− f ′(u)R)R = f
′′(u+ θR)
2
R3 ≤ C|R|p+2,
whereas for |R| → +∞, f(u+R)R→ −∞, uniformly in |u| ≤ C0 so that
(f(u+R)− f(u)− f ′(u)R)R ≤ (−f(u)− f ′(u)R)R ≤ CR2 ≤ C|R|p+2.
Lemma 2 Assume that k > max{4, n} and {uεk}0<ε≤1 satisfies (8) and (9)
with
‖δεk‖L2(ΩT ) ≤ εk, ‖uεk‖L∞(ΩT ) ≤ 2.
Let {uε}0<ε≤1 be solutions to (1) with initial data {gε} satisfying
gε(·) = uεk(·, 0) + φε(·),
∫
Ω φ
ε = 0, ‖φε‖L2(Ω) ≤ εk.
Then for all sufficiently small positive ε,
sup
0≤t≤T
‖uε(·, t)− uεk(·, t)‖L2(Ω) ≤ C(T )εk.
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Remark 1 By a bootstrap argument, one can show that other norms of (uε−
uεk) tend to 0 as εց 0.
Proof. In the sequel, C denotes a generic positive constant independent of ε.
Set p = min{1, 4/n} and R = uε−uεk. Then
∫
ΩR(x, t)dx = 0 for all t ∈ [0, T ].
Also,
R{f(uε)− f(uεk)− f ′(uεk)R} ≤ C|R|2+p.
Multiplying by R the difference of the equations for uε and uεk and integrating
the resulting equation over Ω gives, after integration by parts,
1
2
d
dt
‖R‖2L2 +
∫
Ω
{
|∇R|2 − ε−2f ′(uεK)|R|2
}
≤
∫
Ω
{
Cε−2|R|2+p + |R δεk|
}
.
By (9),∫
Ω
{
|∇R|2 − ε−2f ′(uεk)R2
}
= ε2
∫
Ω
+(1− ε2)
∫
Ω
≥ ε2‖∇R‖2L2 − C‖R‖2L2.
The interpolation (10) then yields
1
2
d
dt
‖R‖2L2 ≤ C‖δεk‖L2‖R‖L2 + C‖R‖2L2 − ‖∇R‖2L2{ε2 − C1ε−2‖R‖pL2}. (11)
We define
T ε := sup{t ∈ [0, T ] | ‖R(·, τ)‖L2 ≤ ε4/pC−1/p1 for all τ ∈ [0, t]}.
Since k > max{4, n} = 4/p, it follows that
‖R(·, 0)‖L2 ≤ εk < ε4/pC−1/p1
for ε > 0 small enough. Therefore, T ε > 0. Also, from (11), we have for all
t ∈ (0, T ε],
d
dt
‖R‖L2 ≤ C(‖R‖L2 + ‖δεk‖L2)
The Gronwall’s inequality then provides
sup
0≤t≤T ε
‖R(·, t)‖L2 ≤ eCT [‖R(·, 0)‖L2 +
∫ T
0
‖δεk‖L2dt] ≤ C(T )εk <
1
2
ε4/pC
−1/p
1
if ε is small enough. Thus, we must have T ε = T . This completes the proof.
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3 The linearized operator
3.1 A Spectrum Estimate
Assume that f satisfies (2). Then there is a unique solution θ0(·) : IR→ (0, 1)
to
θ′′0 + f(θ0) = 0 on IR, θ0(±∞) = ±1, θ0(0) = 0. (12)
The solution satisfies, for α = min{
√
−f ′(1),
√
−f ′(−1)},
Dmρ {θ0(ρ)∓ 1) = O(e−α|ρ|) as ± ρ→∞, ∀m ∈ IN.
Let θ1 ∈ C1(IR) ∩ L∞(IR) be any function satisfying∫
IR
θ′0
2 f ′′(θ0) θ1 = 0. (13)
Let Ω− ⊂⊂ Ω be a subset with C3 boundary γ = ∂Ω−. Denote by d(x) the
signed distance (negative in Ω−) from x to γ and by s(x), for x close to γ,
the projection from x on γ along the normal to γ.
We look for the spectrum of the linearized operator of−∆u−ε−2f ′(u) around
u = ψε given by
ψε(x) =


θ0(
d(x)
ε
) + ε pε(s(x))θ1(
d(x)
ε
) +O(1)ε2 if |d(x)| ≤ √ε,
±1 +O(1)ε if ± d(x) ≥ √ε.
(14)
The following spectrum estimate was first proven by de Mottoni and Schatz-
man [9], then by Chen [5] in a more general situation that can be used in
[1, 6].
Proposition 1 Let γ ∈ C3, and pε and O(1) in (14) be bounded indepen-
dently of ε. Then there exists a positive constant C∗ depending on ‖γ‖C3,
‖pε‖L∞ and ‖O(1)‖L∞ such that for every ε ∈ (0, 1] and φ ∈ H1(Ω),∫
Ω
{
|∇φ|2 − ε−2f ′(ψε)φ2
}
≥ −C∗
∫
Ω
φ2.
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We define the linearized operator around θ0(ρ) acting on v = v(ρ) by
L v := −v′′ − f ′(θ0)v (15)
In our application, θ1 is the unique solution to
L θ1 = 1− σ θ′0 in IR
θ1(0) = 0, σ := 2/
∫
IR θ
′
0
2.
Integrating θ′′0 L θ1 over IR and by parts, one can verify that (13) is satisfied;
see [9, 5, 1].
We remark that the distance function d in (14) can be replaced by a “quasi-
distance” function dε given by
dε(x) = d(x)− εh1(s(x))− ε2h2(s(x)) +O(1)ε3
where h1 and h2 are smooth functions on s ∈ γ.
3.2 Solvability Condition
Lemma 3 Assume that f satisfies (2). Let θ0 be the solution to (12), α =
min{
√
−f ′(1),
√
−f ′(−1)} and L be defined in (15). Assume that a function
h(ρ, s, t) satisfies, as ρ→ ±∞,
Dmρ D
n
sD
l
t[h(ρ, s, t)− h±(t)] = O(|ρ|ie−α|ρ|)
for some i ≥ 0 and all (m,n, l) ∈ IN3 and (s, t) in U × [0, T ]. Then
LQ = h(·, s, t) in IR, Q(0, s, t) = 0
has a unique bounded solution Q(ρ, s, t) if and only if
∀(s, t) ∈ U × [0, T ],
∫
IR
h(ρ, s, t)θ′0(ρ)dρ = 0.
If the solution exists, then it satisfies, for all (m,n, l) ∈ IN3 and (s, t) ∈
U × [0, T ],
Dmρ D
n
sD
l
t[Q(ρ, s, t) +
h±(t)
f ′(±1)] = O(|ρ|
ie−α|ρ|) as ρ→ ±∞.
Proof Since L θ′0 = 0, the ode LQ = h can be solved explicitly. We omit
the details of the proof; see [9].
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4 Differential Geometry: local coordinates
4.1 Parametrization around the limit interface
Let Γ = ∪t∈[0,T ] γt × {t} ⊂ ΩT be the smooth solution to (5) on [0, T ] and
Ω±(t) the two domains separated by γt, with γt = ∂Ω
−(t). For each fixed t,
we use d(x, t) to denote the signed distance from x to γt (positive in Ω
+(t)).
Then d(·, ·) is smooth in a tubular neighborhood of the interface. Locally we
choose a parametrization of γt by X0(s, t) with s ∈ U ⊂ IRn−1 so that
(
∂X0
∂s1
, ...,
∂X0
∂sn−1
) (16)
is a basis of the tangent space to γt at X0(s, t), for each s ∈ U . We denote
by n(s, t) the unit normal vector to γt, pointing towards Ω
+(t) so that
n(s, t) = ∇d(X0(s, t), t).
Up to a suitable multiplication factor s1 → λs1, we may assume that
det (n(s, t),
∂X0
∂s1
, ...,
∂X0
∂sn−1
) = 1 (17)
Next for each fixed t ∈ [0, T ], a local parametrization by coordinates (s, r) ∈
U × (−3δ, 3δ) is obtained by
x = X0(s, t) + r n(s, t) = X(r, s, t), (18)
which defines a local diffeomorphism from (−3δ, 3δ) × U onto the tubular
neighborhood of γt,
V t3δ = {x ∈ Ω, |d(x, t)| < 3δ}. (19)
We denote the inverse by
r = d(x, t), s = S(x, t) = (S1(x, t), S2(x, t), ..., Sn−1(x, t)). (20)
In particular, since for all fixed s ∈ U , t ∈ [0, T ] and for all r ∈ (−3δ, 3δ),
d(X0(s, t) + r n(s, t), t) = r,
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it follows by differentiation with respect to r that for all r ∈ (−3δ, 3δ),
∇d(X0(s, t) + r n(s, t), t).n(s, t) = 1.
Using that
|∇d(x, t)| = 1 for x close to γt, (21)
this equality imposes that for all (r, s) ∈ (−3δ, 3δ)× U ,
∇d(X0(s, t) + r n(s, t), t) = n(s, t) (22)
proving that ∇d is constant along the normal lines to γt. Thus the projection
from x on γt is defined by
X0(S(x, t), t) = x− d(x, t)∇d(x, t). (23)
It follows also from (21) that for all i = 1, ..., n and for x ∈ V t3δ,
n∑
j=1
∂2d
∂xi∂xj
(x, t)
∂d
∂xj
(x, t) = 0. (24)
Thus the symmetric matrix D2xd(x, t) has eigenvalues {κ1, · · · , κn−1, 0} with
unit eigenvectors {τ1, · · · , τn−1,∇d} forming an orthonormal basis of IRn for
x ∈ V t3δ. In particular, for x ∈ γt, the τi are the principal directions and the
κi are the principal curvatures of γt. Note that {τ1, · · · , τn−1} form a basis
of the tangent hyperplane to γt at x = X0(s, t). By definition, K and Kγt
are respectively the sum of principal curvatures and the mean curvature of
γt, given by
K = (n− 1)Kγt = ∆d(X0(s, t), t) =
n−1∑
i=1
κi(s, t). (25)
Note that using (24), for x ∈ γt, we have that
∇d · ∇∆d = ∑
ij
∂
∂xj
( ∂d
∂xi
∂2d
∂xi∂xj
)
−∑
ij
( ∂2d
∂xi∂xj
)2
= −∑
ij
( ∂2d
∂xi∂xj
)2
= −Trace((D2xd)2) = −
n−1∑
i=1
κ2i .
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We denote
b(s, t) = −∇d · ∇∆d|X0(s,t),t =
n−1∑
i=1
κ2i . (26)
Let V (s, t) be the normal velocity of the interface at the point X0(s, t) so
that using (22),
V (s, t) = X0t(s, t).n(s, t)
= X0t(s, t).∇d(X0(s, t) + r n(s, t), t) = −dt(X(r, s, t), t) (27)
where the last equality follows from differentiating with respect to t the
identity
d(X0(s, t) + r n(s, t), t) = r.
It follows that dt(x, t) is independent of r = d(x, t) for |r| small enough.
Changing coordinates from (x, t) to (r, s, t), we associate to any function
φ(x, t) the function
φ˜(r, s, t) = φ(X0(s, t) + rn(s, t), t) (28)
or equivalently
φ(x, t) = φ˜(d(x, t),S(x, t), t).
By differentiation we obtain the following formulas
∂tφ = (−V ∂r + ∂Γt )φ˜
∇φ = (n∂r +∇Γ)φ˜
∆φ = (∂rr +∆d∂r +∆
Γ)φ˜ (29)
with
∂Γt φ˜ = (∂t +
n−1∑
i=1
Sit∂si)φ˜
∇Γφ˜ = (
n−1∑
i=1
∇Si∂si)φ˜
∆Γφ˜ = (
n−1∑
i=1
∆Si∂si +
n−1∑
i,j=1
∇Si.∇Sj∂sisj)φ˜ (30)
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where ∇Si, Sit , ∆d, dt are evaluated at x = X(r, s, t) and are viewed as
functions of (r, s, t). Note that the mixed derivatives of the form ∂2rsj φ˜ do
not appear eventually in (29) because for all j = 1, 2, ..., n− 1,
∇Sj(x, t).∇d(x, t) = 0
(This follows from differentiating with respect to r the identity
∀r ∈ (−3δ, 3δ), Sj(X0(s, t) + rn(s, t), t) = sj
which holds for all fixed s ∈ U , t ∈ [0, T ] and j = 1, 2, ..., n− 1.)
4.2 The stretched variable
Following the method used in [7], we now define the stretched variable ρ by
considering a graph over γt of the form
γ˜ǫt = {X(r, s, t) / r = εhǫ(s, t), s ∈ U} (31)
which is (formally) expected to be a representation of the 0 level set at time
t of the solution uε of Problem (P ε).
The stretched variable ρ is then defined by
ρ = ρǫ(x, t) =
d(x, t)− εhǫ(S(x, t), t)
ε
(32)
which represents the distance from x to γ˜ǫt in the normal direction divided
by ε. From now on, we use (ρ, s, t) as independent variables for the inner
expansions. The relation between the old and new variables are
x = Xˆ(ρ, s, t) = X(ε(ρ+ hǫ(s, t)), s, t)
= X0(s, t) + ε(ρ+ hǫ(s, t)) n(s, t) (33)
We associate to any function w(x, t) the function
wˆ(ρ, s, t) = w(X0(s, t) + ε(ρ+ hǫ(s, t))n(s, t), t) (34)
or equivalently
w(x, t) = wˆ(
d(x, t)− εhǫ(S(x, t), t)
ε
, S(x, t), t).
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Note that
w˜(r, s, t) = wˆ(
r − εhǫ(s, t)
ε
, s, t).
By differentiation we obtain the following formulas
∂tw = (−V ε−1 − ∂Γt hε)wˆρ + ∂Γt wˆ
∇w = (nε−1 −∇Γhε)wˆρ +∇Γwˆ
∆w = (ε−2 + |∇Γhε|2)wˆρρ + (∆dε−1 −∆Γhε)wˆρ
−2∇Γhε.∇Γwˆρ +∆Γwˆ, (35)
where in the above formula for ∆w,
∆d = ∆d|x=X0(s,t)+ε(ρ+hǫ(s,t))n(s,t)
≈ K(s, t)− ε(ρ+ hǫ(s, t))b(s, t) +
∑
i≥2
εibi(s, t)(ρ+ hǫ(s, t))
i, (36)
with b defined in (26), K defined in (25) and for some given functions
(bi(s, t))i≥2 only depending on γt. Therefore
ε2(∂tw −∆w) = −wˆρρ − ε(V +∆d)wˆρ
+ ε2[(∂Γt wˆ −∆Γwˆ)− (∂Γt hε −∆Γhε)wˆρ]
− ε2[|∇Γhε|2wˆρρ − 2∇Γhε.∇Γwˆρ] (37)
The Jacobi For later purposes, we need to compute the Jacobi of the
transformation Xˆ . In the (ρ, s) coordinates, dx = εJε(ρ, s, t)dsdρ where ds
is the surface element of γt and where εJ
ε(ρ, s, t) = ∂Xˆ(ρ, s, t)/∂(ρ, s) is the
Jacobi. We prove below that
Lemma 4 For all ρ ∈ IR, s ∈ U and t ∈ [0, T ],
Jε(ρ, s, t) =
n−1∏
i=1
[1 + ε(ρ+ hε(s, t))κi(s, t)]. (38)
Proof. The equality (38) is obtained in two steps. First we consider the
function X = X(r, s, t) defined in (18), denote its Jacobi by J = J(r, s, t)
and prove that for all ρ ∈ IR, s ∈ U and t ∈ [0, T ],
Jε(ρ, s, t) = J(ε(ρ+ hǫ(s, t)), s, t). (39)
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Second we compute J and show that for all s ∈ U , for all t ∈ [0, T ],
J(r, s, t) =
n−1∏
i=1
[1 + rκi(s, t)]
= 1 + ∆d(X0(s, t), t)r +
n−1∑
i=2
riji(s, t), (40)
for some given functions ji depending on γt. Consequently (38) follows di-
rectly from (39) and (40).
In order to establish (39), note that by definition (33),
Xˆ(ρ, s, t) = X(ε(ρ+ hǫ(s, t)), s, t)
so that
∂Xˆ
∂ρ
= ε
∂X
∂r
and for i = 1, ..., n− 1,
∂Xˆ
∂si
=
∂X
∂si
+ ǫ
∂hε
∂si
∂X
∂r
.
Thus for all ρ ∈ IR, s ∈ U and t ∈ [0, T ],
εJε(ρ, s, t) = ε det [
∂X
∂r
,
∂X
∂s1
+ ǫ
∂hε
∂s1
∂X
∂r
, ...,
∂X
∂sn−1
+ ǫ
∂hε
∂sn−1
∂X
∂r
]
= ε det [
∂X
∂r
,
∂X
∂s1
, ...,
∂X
∂sn−1
](ε(ρ+ hǫ(s, t)), s, t) = εJ(ε(ρ+ hǫ(s, t)), s, t)
which is (39).
In order to establish (40), we consider the Hessian matrix of d on γt and
denote for s ∈ U and t ∈ [0, T ]
A = A(s, t) = D2xd(X0(s, t), t)
so that (24) reads
A.n(s, t) = 0. (41)
Moreover, differentiating the identity (22) at r = 0 with respect to si for
i = 1, ..., n− 1 yields
A.
∂X0
∂si
=
∂n
∂si
. (42)
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From
X(r, s, t) = X0(s, t) + r n(s, t),
it follows that using (41)
∂X
∂r
= n(s, t) = (In + rA(s, t))(n(s, t))
and that, using (42) for i = 1, ..., n− 1,
∂X
∂si
=
∂X0
∂si
+ r
∂n
∂si
= (In + rA(s, t))(
∂X0
∂si
).
Therefore for all s ∈ U and t ∈ [0, T ],
J(r, s, t) = det [
∂X
∂r
,
∂X
∂s1
, ...,
∂X
∂sn−1
]
= det [(In + rA)(n), (In + rA)(
∂X0
∂s1
), ..., (In + rA)(
∂X0
∂sn−1
)]
= det [In + rA(s, t)] det [n,
∂X0
∂s1
, ...,
∂X0
∂sn−1
]
which in view of (17) proves that
J(r, s, t) = det [In + rA(s, t)]
which yields (40), since the eigenvalues of A(s, t) are κ1, · · · , κn−1, 0.
5 The approximate solution
5.1 Asymptotic Expansions
Let k > max{2, n/2} be a fixed integer. In the sequel, we use the sign ≈
to represent an asymptotic expansion; namely, φε ≈∑
i≥0
εiφi means that for
every integer j ∈ IN, φε =
j∑
i=0
εiφi +O(1)ε
j+1 where O(1) is bounded inde-
pendently of ε ∈ (0, 1). For example, since f is smooth, for any bounded
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sequence {b, a0, a1, a2, ...}, we have the asymptotic expansion
f(b+ ε
∑
i≥0
εiai) ≈
∑
j≥0
εjf (j)(b)
(∑
i≥0
εiai
)j
/j !
≈ f(b) + εf ′(b)∑
i≥0
εiai + ε
2
∑
i≥0
εifi(b, a0, ..., ai) (43)
where for any fixed b, fi(b, a0, ..., ai) is a polynomial in (a0, ..., ai) of degree
≤ i.
Outer expansion We expand λε(t) and uε(x, t) for |d(x, t)| ≥ 3δ by
λε(t) ≈ λ0(t) + ε λ1(t) + ε2 λ2(t) + · · · (44)
uε(x, t) ≈ u±ε (t) := ±1 + ε{u±0 (t) + εu±1 (t) + · · ·}. (45)
Substituting (44) and (45) into (6) gives
f(u±ε (t)) = ελ
ε(t) + ε2(u±ε )
′(t)
which yields for all i ≥ 0,
u±i (t) = {λi − fi−1(±1, u±0 , · · · , u±i−1)− u±i−2,t}/f ′(±1) (46)
where f−1 = u
±
−2 = 0, u
±
−1 = ±1, and fi (i ≥ 0) is as in (43). Hence, u±i are
determined by {λ0, · · · , λi}.
Inner expansion We shall assume that hε has the asymptotic expansion
εhε(s, t) ≈ εh1(s, t) + ε2h2(s, t) + · · · , (s, t) ∈ U × [0, T ] (47)
Near the interface, we assume that the function uˆε associated to uε by (34)
has the asymptotic expansion
uˆε(ρ, s, t) ≈ θ0(ρ) + ε {u0(ρ, s, t) + ε u1(ρ, s, t) + · · ·}. (48)
In the sequel, the zero-th order expansion refers to
{d(x, t), λ0(t), u0(ρ, s, t), u±0 (t)}
and the i-th order expansion refers to
{hi(s, t), λi(t), ui(ρ, s, t), u±i (t)}.
We shall use (· · ·)i−1 to denote a generic function of (ρ, s, t) depending only
on expansions of order ≤ i− 1.
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Matching condition We impose that for all i ∈ IN,
∀(s, t) ∈ U × [0, T ], lim
ρ→±∞
ui(ρ, s, t) = u
±
i (t) (49)
Translation We also impose for all i ∈ IN,
∀(s, t) ∈ U × [0, T ], ui(0, s, t) = 0 (50)
to be consistent with the assumption that ρ = 0 is the 0-level set of uε.
5.2 The u-equation in the new variables
The equation (6) is
−f(u) = −ε2(ut −∆u)− ελε(t).
In the new variables (ρ, s, t), using (37), it becomes the following equation
for the function u = uˆε associated to uε by (34),
− f(u) = uρρ + ǫ[(V (s, t) + ∆d)uρ − λε]
+ ǫ2[(∆Γu− ∂Γt u) + (∂Γt hǫ −∆Γhǫ)uρ]
+ ǫ2[|∇Γhǫ|2uρρ − 2∇Γhǫ.∇Γuρ], (51)
where V (s, t) is given by (27) and ∆d is expanded from (36) as
∆d ≈ K(s, t)−∑
i≥1
εi[b(s, t)hi(s, t) + δi−1(ρ, s, t)], (52)
with δi−1 depending only on expansions of order ≤ i − 1 (in particular,
δ0(ρ, s, t) = ρb(s, t)). Note that δi−1(ρ, s, t) is a polynomial in ρ of degree
≤ i, whose coefficients are polynomial in (h1, ..., hi−1) with (s, t)-dependent
coefficients.
5.3 The recursive i-th equations
The zeroth order expansion Since θ0 defined in (12) satisfies
−f(θ0) = (θ0)ρρ, θ0(±∞) = ±1, θ0(0) = 0,
the equation (51) is satisfied at zeroth order as well as the matching and
translation condition (49)-(50).
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The first order expansion At first order (ε1), the equation (51) imposes
L u0 = (K(s, t) + V (s, t))(θ0)′(ρ)− λ0(t), (53)
with L defined in (15). The solvability condition stated in Lemma 3 reads
(K(s, t) + V (s, t))
∫
IR
(θ′0)
2(z)dz = 2λ0(t)
which reads in view of (3.1)
V (s, t) = −K(s, t) + σλ0(t) for s ∈ U (54)
which implies in view of (27) that
dt = ∆d− σλ0(t) on γt. (55)
Moreover equation (53) has then a unique solution satisfying (49)-(50)which
is given by
u0(ρ, s, t) = −λ0(t)θ1(ρ) (56)
for all (s, t) ∈ U × [0, T ]. Note that for all non-negative m,n, l,
Dmρ D
n
sD
l
t[u0(ρ, s, t)− u±0 (t)] = O(e−α|ρ|) as ρ→ ±∞.
Higher order expansion Plugging the expansions (43), (47), (48) into
(51) and using (54) and (52) leads to the following identity
−f(θ0)− εf ′(θ0)(
∑
i≥0
εiui)− ε2
∑
i≥0
εifi(θ0, u0, ..., ui)
= θ′′0 + ε(
∑
i≥0
εi(ui)ρρ) + ǫ[(σλ0(t)−
∑
i≥1
εi(bhi + δi−1))uρ −
∑
i≥0
εiλi](57)
+ ǫ3
∑
i≥0
εi(∆Γ − ∂Γt )ui − ε(
∑
i≥1
εi(∆Γ − ∂Γt )hi)(θ′0 + ε
∑
i≥0
εi(ui)ρ) (58)
+ [ε2|∇Γhǫ|2uρρ − 2ǫ(
∑
i≥1
εi∇Γhi).∇Γuρ]. (59)
Define the operator N Γ acting on functions h = h(s, t) by
N Γh := (∂Γt h−∆Γh− bh) (60)
We derive below the (i + 1)-th order expansion for i ≥ 1 and obtain the
following result.
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Lemma 5 At order εi+1, with i ≥ 1, the equation (51) imposes
L ui = N Γ(hi)θ′0 − λi(t) + b12(∇Γh1.∇Γhi)θ′′0 +Ri−1(ρ, s, t), (61)
with Ri−1 only depending on expansions of order ≤ i−1. Besides Ri−1(ρ, s, t)
is a polynomial in ρ of degree ≤ i (whose coefficients are polynomial in
(h1, ..., hi−1, u1, ..., ui−1) and in their derivatives with respect to (ρ, s, t)).
Proof. First note that using (54), the coefficient of order εi+1 in (57) is
(ui)ρρ + σλ0(t)(ui−1)ρ − b(s, t)hi(s, t)θ′0 − λi(t) + (· · ·)i−1
(ui)ρρ − bhiθ′0 − λi(t) + (· · ·)i−1, (62)
with (...)i−1 depending only on expansions of order ≤ i − 1. Moreover in
view of (52), it is a polynomial in ρ of degree ≤ i (whose coefficients are
polynomial in (h1, ..., hi−1, u1, ..., ui−1) and in their derivatives with respect
to (ρ, s, t)).
Next, in view of (47), the coefficient of order εi+1 in (58) is
(∆Γ − ∂Γt )ui−2 + (∂Γt −∆Γ)hiθ′0 + (...)i−2
= (∂Γt −∆Γ)hiθ′0 + (· · ·)i−2. (63)
To obtain the term of order εi+1 in (59), note that
ε2|∇Γhǫ|2 ≈ |
∑
i≥1
εi∇Γhi|2 ≈
∑
i≥2
εi(
i−1∑
j=1
∇Γhj .∇Γhi−j)
≈ ε2|∇Γh1|2 +
∑
i≥3
εi(2∇Γh1.∇Γhi−1 + (· · ·)i−2)
so that
ε2|∇Γhǫ|2 ≈ [ε2|∇Γh1|2 +
∑
i≥3
εi(2∇Γh1.∇Γhi−1 + (· · ·)i−2)][θ′′0 + ε
∑
i≥0
εi(ui)ρρ].
Hence the coefficient of order εi+1 in ε2|∇Γhǫ|2uρρ is
b1,2(∇Γh1.∇Γhi)θ′′0 + (· · ·)i−2
with b1,2 = 1 or 2 for i = 1 or i ≥ 2 respectively.
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Similarly, the coefficient of order εi+1 in the term ε2∇Γhǫ.∇Γuρ is
∇Γhi−1.∇Γ(u0)ρ+∇Γhi−2.∇Γ(u1)ρ+ ...+∇Γh1.∇Γ(ui−2)ρ
where the first term cancels out since ∇Γ(u0)′ = 0 in view of (56); thus it only
depends on expansions of order ≤ i− 2 and appears below in the remainder.
Finally at order εi+1, with i ≥ 1, the equation (51) reads
−f ′(θ0)ui − fi−1(θ0, u0, .., ui−1) = (ui)ρρ − λi(t)
+(∂Γt hi −∆Γhi − bhi)θ′0 + b12(∇Γh1.∇Γhi)θ′′0 +Ri−1(ρ, s, t),
withRi−1 only depending on expansions of order≤ i−1. Moreover Ri−1(ρ, s, t)
is a polynomial in ρ of degree ≤ i as described in Lemma 5.
The solvability condition According to Lemma 3, the equation (61) has
a solution if and only if the following solvability condition is satisfied.
∀(s, t) ∈ U × [0, T ],
∫
IR
L ui(ρ, s, t)θ′0(ρ)dρ = 0. (64)
Note that∫
IR
b12(∇Γh1.∇Γhi)θ′′0(ρ)θ′0(ρ) dρ = b12(∇Γh1.∇Γhi)(s, t)
∫
IR
1
2
[(θ′0)
2]′(ρ) dρ = 0
so that the condition (64) reads
N Γ(hi) = σλi(t) + ri−1(s, t), (65)
with
ri−1(s, t) = −σ
2
∫
IR
Ri−1(ρ, s, t)(θ0)
′(ρ) dρ
only depending on expansions of order ≤ (i−1). We summarize these results
in the next lemma.
Lemma 6 Let k ≥ 1 be given. Assume that for all i ≤ k − 1, (61) has a
solution ui satisfying
Dmρ D
n
sD
l
t[ui(ρ, s, t)− u±i (t)] = O(ρie−α|ρ|) as ρ→ ±∞. (66)
Also assume that for i = k, {hi(s, t), λi(t)} satisfies (65). Then for i = k,
(61) admits a unique solution satisfying ui(0, s, t) = 0 and (66).
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The proof follows from Lemma 3 and an induction argument and is omitted.
Just note that in the limit ρ→ ±∞, the equation 0 = ε2(uεt−∆uε)+f(uε)−
ελε|x=Xˆ(ρ,s,t) becomes the outer expansion equation, so that ui(±∞, s, t) =
u±i (t). Furthermore since Ri−1 is a polynomial in ρ of degree ≤ i, (66) is
satisfied for each i ≥ 0 and (s, t) ∈ U × [0, T ].
5.4 Equation for λε.
To find λε(t), we use an asymptotic expansion for 0 =
∫
Ω u
ε
t(x, t)dx. We
denote by Ω±ε (t) the two domains separated by γ˜
ǫ
t defined in (31), with γ˜
ǫ
t =
∂Ω−ε (t). Hence in view of (32)
Ω+ε (t) = {x ∈ Ω | d(x, t) > 3δ} ∪ {x ∈ V t3δ | [d(x, t)− εhε(S(x, t), t] > 0}
= {x ∈ Ω | d(x, t) > 3δ} ∪ {x ∈ V t3δ | ρε(x, t) > 0} (67)
and
Ω−ε (t) = Ω \ Ω+ε (t)
= {x ∈ Ω | d(x, t) < −3δ} ∪ {x ∈ V t3δ | ρε(x, t) < 0} (68)
We write ∫
Ω
uεt (x, t)dx =
∫
|d(x,t)|≥3δ
uεt(x, t)dx+
∫
|d(x,t)|<3δ
uεt(x, t)dx (69)
where∫
|d(x,t)|<3δ
uεt(x, t)dx =
∫
|ρε(x,t)|≥ δ
ε
uεt(x, t)dx+
∫
|ρε(x,t)|< δ
ε
uεt (x, t)dx (70)
In the sequel we choose 0 < ε ≤ ε0 small enough so that
∀ε ∈ (0, ε0], max
s∈U,t∈[0,T )
|εhε(s, t)| ≤ δ
2
(71)
Then it follows that
|ρε(x, t)| ≥ δ
ε
⇒ |d(x, t)| ≥ δ
2
.
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Thus if |d(x, t)| ≥ 3δ or |ρε(x, t)| ≥ δ
ε
, then |d(x, t)| ≥ δ
2
so that at these
points (x, t),
uεt(x, t) ≈ (uε+)′(t)χ{d(x,t)>0} + (uε−)′(t)χ{d(x,t)<0}
(exponentially small terms of order O(e
−αδ
2ε ) do not affect the asymptotic
expansion in the ε power series). Therefore in view of (69)-(70)∫
Ω
uεt(x, t)dx ≈
∫
Ω
[(uε+)
′(t)χ{d(x,t)>0} + (u
ε
−)
′(t)χ{d(x,t)<0}] dx (72)
+
∫
|ρε(x,t)|< δ
ε
[uεt − (uε+)′(t)χ{d(x,t)>0} − (uε−)′(t)χ{d(x,t)<0}] dx
≈ I1 +
∫
|ρε(x,t)|< δ
ε
[uεt − (uε+)′(t)χ{d(x,t)>0} − (uε−)′(t)χ{d(x,t)<0}]dx, (73)
where
I1 = (u
+
ε )
′(t)|Ω+ε (t)|+ (u−ε )′(t)|Ω−ε (t)|. (74)
In the second integral, we make the change of variables given in (33) and
substitute the expression of uεt in formula (35) to obtain∫
|ρ|<δ/ε
[uεt − (uε+)′(t)χ{d(x,t)>0} − (uε−)′(t)χ{d(x,t)<0}] dx =∫
0<ρ<δ/ε
∂Γt [uˆ
ε(ρ, s, t)− (uε+)(t)]ǫJ ǫ(ρ, s, t) dρ ds
+
∫
−δ/ε<ρ<0
∂Γt [uˆ
ε(ρ, s, t)− (uε−)(t)]ǫJ ǫ(ρ, s, t) dρ ds
+
∫
|ρ|<δ/ε
(−V ε−1 − ∂Γt hε)
∂uˆε
∂ρ
ǫJ ǫ(ρ, s, t) dρ ds (75)
Finally, ∫
Ω
uεt(x, t)dx ≈ I1 + I2 + I3,
where
I2 =
∫
|ρ|<δ/ε
∂Γt [uˆ
ε(ρ, s, t)− (uε+)(t)χ{ρ>0} − (uε−)(t)χ{ρ<0}]ǫJ ǫ(ρ, s, t) dρ ds
(76)
and
I3 =
∫
|ρ|<δ/ε
(−V ε−1 − ∂Γt hε)
∂uˆε
∂ρ
ǫJ ǫ(ρ, s, t) dρ ds. (77)
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The calculation for I1. The boundary of Ω
−
ε (t) is γ˜
ǫ
t which according to (31)
is given in local coordinates (r, s) by r = εhε(s, t). Therefore in view of (40),
we have that
|Ω−ε (t)| = |Ω−(t)|+
∫
U
∫ εhε(s,t)
0
J(r, s, t) dr ds
≈ |Ω−(t)|+∑
i≥1
εi{
∫
U
hi(s, t) ds+ (...)i−1},
where (...)i−1 only depends on expansions of order ≤ i− 1. Hence
|Ω+ε (t)| = |Ω| − |Ω−ε (t)|
≈ |Ω+(t)| −∑
i≥1
εi{
∫
U
hi(s, t) ds+ (...)i−1}.
From the outer expansion,
u±ε,t ≈ ε
∑
i≥0
εi(u±i )
′(t) ≈∑
i≥1
εi(u±i−1)
′(t),
with (u±i−1)
′(t) given by (46) and depending only on expansions of order
≤ i− 1. Therefore
I1 = u
+
ε,t(t)|Ω+ε (t)|+ u−ε,t(t)|Ω−ε (t)| ≈ Σi≥1εi(...)i−1
where (...)i−1 depends only on expansions of order ≤ i− 1.
The calculation for I2. Using the expression for ∂
Γ
t uˆ
ε in formula (30) and
(66), we compute
∂Γt [uˆ
ε(ρ, s, t)− (uε+)(t)χ{ρ>0} − (uε−)(t)χ{ρ<0}]
≈ ε∑
i≥1
εi∂Γt [ui(ρ, s, t)− u+i (t)χ{ρ>0} − u−i (t)χ{ρ<0}]
≈ ε∑
i≥1
εi(∂t +
n−1∑
j=1
Sjt ∂sj )[ui(ρ, s, t)− u+i (t)χ{ρ>0} − u−i (t)χ{ρ<0}]
≈∑
i≥2
εiO(ρi−1e−α|ρ|)
with O(ρi−1e−α|ρ|) depending only on expansions of order ≤ i− 1. Therefore
by definition of I2 in (76),
I2 ≈
∑
i≥3
εi(...)i−2,
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where (...)i−2 depends only on expansions of order ≤ i− 2.
The calculation for I3. Using the expansions
∂uˆε
∂ρ
≈ θ′0 + ε
∑
i≥0
εi
∂ui
∂ρ
,
(−V − ε∂Γt hε) = dt(X0(s, t), t)−
∑
i≥1
εi∂Γt hi
and rewriting the expression of J ǫ in (38) as
Jε(ρ, s, t) =
n−1∏
i=1
[1 + ε(ρ+ hε(s, t))κi(s, t)]
≈ 1 + ∆d(X0(s, t), t)ε(ρ+ hε(s, t)) +
∑
i≥2
εi(...)i−1,
with (...)i−1 depending only on expansions of order ≤ i− 1, we obtain that
(−V − ε∂Γt hε)
∂uˆε
∂ρ
Jε(ρ, s, t) ≈
dt(X0(s, t), t)θ
′
0(ρ) +
∑
i≥1
εiθ′0(ρ)(−∂Γt hi + dt(X0(s, t), t)hi∆d) +
∑
i≥1
εi(...)i−1
so that
I3 ≈
∫
U
∫
IR
{
θ′0dt(s, t) + Σi≥1ε
i[θ′0(−∂Γt hi + dt(s, t)∆d(s, t)hi) + (...)i−1]
}
dρds
≈ 2
∫
U
dt(s, t) ds+
∑
i≥1
εi
{
2
∫
U
{−∂Γt hi + (dt∆d)hi} ds+ (...)i−1
}
.
Finally, substituting dt and ∂
Γ
t hi by (55) and (65), and using
∫
U ∆
Γhids = 0,
we obtain
1
2
∫
Ω
uεt ≈
∫
U
(∆d− σλ0) ds+
∑
i≥1
εi
{ ∫
U
[(−b + dt∆d)hi − σλi] ds+ (...)i−1
}
Thus the condition
∫
Ω u
ε
t dx ≈ 0 is equivalent to
σλ0(t) = ∆d(·, t), (78)
σλi(t) = −[b(·, t)− dt(·, t)∆d(·, t)]hi(·, t) + Λi−1(t), i ≥ 1 (79)
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where Λi−1(t) depends only on expansions of order ≤ i − 1, and φ(·) :=
1
|U |
∫
U φ, the average of φ over γt parametrized by U .
Hence, we obtain closed systems for d,h1,· · ·, hi, namely
dt(s, t) = ∆d(s, t)−∆d(s, t), (80)
∂Γt hi = ∆
Γhi + b hi − [b(·, t)− dt(·, t)∆(·, t)]hi(·, t) + Λi−1(t) (81)
on U × [0, T ].
5.5 Construction of Expansions of Each Order
We can now use induction to construct each order of expansion as follows:
1) Zeroth order. Given a smooth initial interface γ0, (80) is equivalent to
the volume preserving mean curvature flow (5). By the result established in
[13], there is a time T > 0 such that there is a unique smooth solution on
a time interval [0, T ]. Consequently, Γ =
⋃
0≤t≤T (γt × {t}) and the modified
distance function d are well defined. Set λ0(t) as in (78), u0(ρ, s, t) as in (56)
and u±0 (t) = λ0/f
′(±1) as in (46). We obtain the zeroth order expansion
{d(x, t), λ0(t), u0(ρ, s, t), u±0 (t)}.
2) Higher order expansion. Fix i ≥ 1. Assume that all expansions of
order ≤ i − 1 are constructed. Then Λi−1(·) in (81) is known. Since γt is a
smooth hypersurface without boundary, it follows from standard parabolic
PDE theory [18] that (81) admits a unique smooth solution (assuming an
initial condition such as hi(·, 0) = 0 on U is given). Consequently, we can
define λi(t) as in (79), u
±
i as in (46) and ui as the solution of (61) given by
Lemma 6. This gives the i-th order expansion {hi(s, t), λi(t), ui(ρ, s, t), u±i (t)}
and completes the induction.
5.6 Construction of the Approximate Solution
Now fix an arbitrary positive integer k. We construct an approximate solu-
tion uεk such that Lemma 2 can be applied.
Let δ > 0 be a small fixed constant such that (i) d(x, t) is smooth in a 3δ-
neighborhood of Γ, and (ii) for each t ∈ [0, T ], γt is at least 3δ distance away
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from ∂Ω. We define
ρεk(x, t) = ε
−1{d(x, t)− Σk+1i=1 εihi(S(x, t), t)},
uinε,k(x, t) = θ0(ρ
ε
k) + ε
k+1∑
i=0
εiui(ρ
ε
k(x, t),S(x, t), t),
uoutε,k,±(t) = ±1 + ε
k+1∑
i=0
εiu±i (t).
We note that ρεk,u
in
ε,k are smooth in a 3δ neighborhood of Γ.
Now let ζ(s) ∈ C∞(IR) be a cut-off function (depending only on δ) satisfying
ζ(s) = 1 if |s| ≤ δ, ζ(s) = 0 if |s| > 2δ,
0 ≤ sζ ′(s) ≤ 4 if δ ≤ |s| ≤ 2δ.
We define the needed approximation solution uεk by
u˜εk(x, t) := ζ(d)u
in
k + [1− ζ(d)]
{
uoutε,k,+χ{d>0} + u
out
ε,k,−χ{d<0}
}
,
uεk(x, t) := u˜
ε
k(x, t) +
∫
−
Ω
{u˜εk(., 0)− u˜εk(., t)}
for all (x, t) ∈ Ω¯ × [0, T ]. Then by construction uεk is an approximation of
order k as needed in Lemma 2. Here we just remark that (i) in the set
{(x, t) | δ ≤ ±d(x, t) ≤ 2δ}, the limiting behavior (66) guarantees that
uεk(x, t) = u
out
ε,k,±(t) + O(e
−αδ/(4ε)), valid also for differentiation, (ii) ∂nu
ε
k = 0
on ∂ΩT since u
ε
k is a function of t near ∂ΩT , and (iii) the correction∫
Ω
{u˜εk(., 0)− u˜εk(., t)} = −
∫
Ω
∫
[0,t]
(u˜εk)t(y, τ) dτ dy
is of order O(εk+1), valid also for differentiation.
This completes the construction of the approximating solution, and also the
proof of Theorem 1.
Appendix A : Proof of Lemma 1.
We first consider the case n ≥ 4 so that p = 4/n. The Gagliardo-Nirenberg-
Sobolev inequality (see [8], Theorem 2, p.265) states that there exists C > 0
such that for every R ∈ H1(Ω),
‖R‖L2∗ ≤ C‖R‖H1,
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with 2∗ =
2n
n− 2. Using Poincare´-Wirtinger inequality (see [8], Theorem 1,
p.275), it follows that there exists C > 0 such that for every R ∈ H1(Ω) with∫
ΩRdx = 0,
‖R‖L2∗ ≤ C‖∇R‖L2. (82)
Writing Ho¨lder inequality, we have that
‖R‖2+pL2+p =
∫
Ω
|R|2|R|p ≤ (
∫
Ω
|R|2β)1/β(
∫
Ω
|R|pβ′)1/β′
and we choose
β =
n
n− 2 =
2∗
2
, β ′ =
n
2
to obtain
‖R‖2+pL2+p ≤ ‖R‖2L2∗‖R‖pL2.
Combined with (82), this yields the inequality
‖R‖2+pL2+p ≤ C‖R‖pL2‖∇R‖2L2,
which is the conclusion of Lemma 1.
Next we consider the case that 1 ≤ n ≤ 3 so that p = 1. Schwarz’s inequality
then gives that
‖R‖3L3 =
∫
Ω
|R|2|R| ≤ ‖R‖2L4‖R‖L2
For n = 1, 2, 3, by Sobolev’s imbedding theorem, H1 ⊂ L4, so that there
exists C > 0 such that for every R ∈ H1(Ω),
‖R‖L4 ≤ C‖R‖H1.
Using again Poincare´-Wirtinger inequality, we finally deduce that there exists
C > 0 such that for every R ∈ H1(Ω) with ∫ΩRdx = 0,
‖R‖3L3 ≤ C‖∇R‖2L2‖R‖L2 ,
which concludes the proof of Lemma 1.
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