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ECCOMAS MSF 2017: 3rd International Conference on   
Multiscale Computational Methods for Solids and Fluids 
EDITORIAL 
A. Ibrahimbegovic1, B. Brank 2, I. Kožar2 
1 University of Technology Compiegne – Sorbonne Universités, 60200 Compiegne, France, adnan.ibrahimbegovic@utc.fr 
2 University of Ljubljana,    1000 Ljubljana, Slovenia,  bostjan.brank@fgg.uni-lj.si 3 
University of Rijeka,   51000 Rijeka, Croatia,   ivica.kozar@gradri.uniri.hr 
Abstract : ECCOMAS MSF 2017 is the third in series of International Conferences  that allow very 
fruitful exchange of ideas between the members of two scientific communities, Mechanics of Solids 
and Mechanics of Fluids. Both of these communities evolve under umbrella of two very active 
associations, ECCOMAS:  European Community of Computational Mechanics and Applied Sciences 
and IACM: International Association for Computational Mechanics. This conference is organized 
jointly by University of Technology Compiegne, France (represented by Chair of Mechanics 
Picardie), University of Ljubljana, Slovenia (represented by Faculty of Civil and Geodetic 
Engineering) and University of Rijeka, Croatia (represented by GF and Dept. Comp. Modeling).  
1 OBJECTIVES OF ECCOMAS MSF 2017 
The main idea of this thematic conference is to examine recent advances from mechanics and 
applied mathematics in a currently very active research domain of multi-scale modeling and 
computations in solid and fluid mechanics. The latter involves methods which bridge 
phenomena taking place at multiple scales in space and time and which ought to be placed in 
interaction or accounted for simultaneously in order to provide the most reliable explanations. 
This class of problems calls for the development and combination of different analytical tools 
(homogenization, asymptotic analysis) and computational methods (parallel computing, 
stochastic analysis) in order to advance the field towards currently relevant nonlinear 
applications. A number of different schools have developed in various domains of fluids and 
solids, both in mathematics and mechanics, with sometimes very little or no interaction 
between them. It is an explicit goal of this thematic conference, in the true spirit of 
ECCOMAS, to bring these different communities together, and thus provide a sound basis for 
a fruitful exchange of ideas among them. 
The conference seeks also to provide a platform for learning from some of the worlds' leading 
specialists in analysis and design of complex engineering structures and systems, coming 
from aerospace, civil and mechanical engineering, material science, and in the design and 
analysis of numerical algorithms from applied mathematics. The main goal is elaborating the 
multi-field and multi-physics approach, which has significantly modified previously firm 
frontiers among these traditional engineering disciplines. 
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5   ECCOMAS MSF 2017 TOPICS 
The introductory plenary and keynote lectures of each day of this conference should set the 
contents and the boundaries as well as indicate the main issues concerning computational 
methods for multi-scale analysis in solid and fluid mechanics. A number of organized 
sessions (containing 4-6 papers) is scheduled at the conference. 
The Conference topics to be addressed are:, Heterogeneous materials, Masonry structures, 
Complex structures, Material and structure failures, Adaptive modeling, Mechanics of porous 
media, Fluid-structure interaction, Multi-phase flows, Turbulence, Wave propagation, 
Stochastic Processes, Uncertainty Propagation, Case Studies ... 
6   ECCOMAS MSF 2017 CONFERENCE VENUE 
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2.7 PREDICTING NEUTRON IRRADIATION EFFECTS ON IN-
TERGRANULAR STRESSES IN AUSTENITIC STAINLESS STEEL
Samir El Shawish and Leon Cizelj . . . . . . . . . . . . . . . . . 31
2.8 AN IMPROVED MULTIPLE-VERTICAL-LINE-ELEMENT MODEL
FOR AXIAL-SHEAR-FLEXURE INTERACTION IN RC STRUC-
TURAL WALLS
Matej Fischinger and Tatjana Isaković . . . . . . . . . . . . . . . 34
2.9 STRUCTURE PRESERVING BAYESIAN IDENTIFICATION
OF A REDUCED ORDER MODEL FOR THE CONTROL OF
THE FLOW AROUND A HIGH-LIFT CONFIGURATION WITH
UNSTEADY COANDA BLOWING
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Ivica Kožar, Tea Rukavina and Adnan Ibrahimbegovic . . . . . . 47
2.13 MODELING OF DUCTILE DAMAGE AT MICROSTRUCTURAL
LEVEL
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3.4 AN ITERATIVE MULTISCALE CONTROL VOLUME BASED
METHOD FOR HIGHLY HETEROGENEOUS AND ANISOTROPIC
PETROLEUM RESERVOIR SIMULATION
Lorena M. C. Barbosa, Darlan K. E. Carvalho, Paulo Roberto
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Sara Grbčić, Adnan Ibrahimbegovic and Gordan Jelenić . . . . . 142
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Justin Muŕın, Mehdi Aminbaghai and Juraj Hrabovsky . . . . . . 204
3.35 A FIXED CARTESIAN MESH APPROACH FOR LARGE-SCALE
PARALLEL SIMULATIONS OF FLUID-STRUCTURE INTER-
ACTION PROBLEMS
Koji Nishiguchi, Rahul Bale, Shigenobu Okazawa and Makoto
Tsubokura . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
3.36 COMPUTATIONAL MODELLING AND SIMULATION OF AUX-
ETIC STRUCTURES BEHAVIOUR UNDER COMPRESSION
LOADING AT DIFFERENT STRAIN RATES
Nejc Novak, Matej Vesenjak and Zoran Ren . . . . . . . . . . . . 212
3.37 FORMULATION AND NUMERICAL IMPLEMENTATION OF
TIME-DEPENDENT PIEZOELECTRIC CONSTITUTIVE EQUA-
TION
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We first present the theoretical formulation for the multiphysics problem on hands. More precisely, a 
consistent thermodynamic-based theoretical framework and three-dimensional finite element 
formulation is presented, capable of coupling elastic, thermal and electric fields. The complete set of 
governing equations are obtained from conservation principles for electric charge, energy and 
momentum. The second principle of thermodynamics is taken into account to introduce the irreversible 
phenomena, such as plastic dissipation or Joule heating. The constitutive relations are derived 
consistently from the Helmholtz free-energy potential for each corresponding dual variable in terms of 
the defined set of state variables. We consider the case of linear isotropic hardening model for plasticity, 
and provide the consistent form of the tangent thermo-electro-elastoplastic modulus through dual 
variable computations. 
The first solution procedure is entirely based the finite element method. In particular, with the standard 
finite element discretization and time-stepping schemes we can ensure fast convergence properties of 
the finite element computations with the proposed coupled elasticity and plasticity models [1, 2]. The 
implementation is carried out in a research version of the well-known computer code FEAP [5]. Several 
numerical simulations are presented in order to illustrate the proposed model and formulation 
capabilities for providing an enhanced formulation of an important practical application in terms of 
Peltier cells. 
The second solution procedure is also examined with an alternative coupling, where the existing codes 
are brought directly into a seamless coupling for the Multiphysics problems of this kind. More precisely, 
the Solid Mechanics code FEAP [3] and Electromagnetics code GetDP [4] are combined in order to 
construct efficiently the solution tools for this class of problems. The connection requires the special 
mortar elements in order to ensure the seamless communication between different fields [5]. The main 
challenge is to ensure the unconditional stability for the operator split computations based upon using 
the existing codes. This can be achieved by following in the footsteps of our previous works on fluid-
structure interaction problems, coupling FEAP for solids and Open-Foam for fluids [6] 
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Many computations involve models which depend on parameters. These parameters may either be 
uncertain quantities, leading to uncertainty quantification (UQ), or they may be design parameters to 
be used in some kind of design optimisation. In any case, the computational model may have to be 
evaluated many times for different parameters in the computational process. This leads to the desire to 
replace models which are costly to evaluate  – so-called high-fidelity models (HFM) – with 
computationally cheaper ones, which give comparable results with maybe some little error. These are 
typically reduced order models (ROMs). 
These reduced order models are often just seen as a device to produce computationally more 
efficient numerical models of some high-fidelity model (HFM). But if the model is to be used other 
than for simple prediction, such as e.g. optimisation (OPT), control (CON), and uncertainty 
quantification (UQ), it will also depend on additional parameters which have to be other varied (UQ, 
CON) or determined (OPT, CON). This means that the ROMs will also depend on these parameters. 
Such a situation can already arise in the case that ROMs are produced for only certain actions 
(loadings/excitations), with the intention of them being used also for other, similar actions, normally 
by some kind of combination of the existing ROMs. This talk will point out the issues involved in 
producing such ROMs, and whether the original physics embodied in the original HFM is in some 
way still preserved in the parametrised ROMs, and which aspects of it are important to be conserved. 
The original physics in this case may mean several things, it could mean some (weak) satisfaction of 
the governing equations, or Hamilton´s princple in an adequate form. It could mean preserving 
important dynamical properties like stability or instability of certain modes. 
With this broad definition of a reduced order model we shall distinguish several cases. The first occurs 
when there is the desire to just have the results of the HFM for one or very few scalar results (output 
functionals) for different paramter values, for example to be used in an optimisation. This is often 
done by using one of many interpolation/approximation algorithms on a set of samples of the HFM for 
different parameter values. The methods largely differ on how to compute the approximant from the 
samples/collocation points, and what kind of approximating functions to use. This ranges from 
classical interpolation/regression with polynomials to machine learning, e.g. support vector machines 
and deep neural networks. 
5
Such models may be seen as following the big data paradigm – from many samples (the big data) – 
the approximant distills in some way the typical behaviour also for previously not sampled parameter 
values. Such models may be very good for what they are designed for, but they completely leave out 
the physics embodied in the model. 
For example when one is interested in evaluating the stability of some dynamical system for 
different values of the parameters, it seems to be advantageous to actually embody the physics in some 
way in the ROM. In this case the ROM will not just be an approximant for some output values, but 
one is trying to evaluate the evolution of some (albeit) reduced state of the system. Thus in this case 
the ROM will again be a computational dynamical system, just in a state-space of smaller dimension. 
This ROM will then still be a parametric model, it will just be computationally more efficient. 
Such a ROM is typically produced through some kind of projection process, by using a weak form 
of some physical conservation law, e.g. momentum or energy conservation. One may take as an 
example Hamilton´s principle of stationary action. This way the ROM will satisfy Hamilton´s 
principle in some weak form, although other properties of the HFM may be lost, which may be re-
introduced later. 
A completely different approach is the stochastic view. One postulates a ROM of a certain form 
(which may embody physical principles), but is mainly taken to allow ease of computation or analysis, 
e.g. a linear model – and then one has to choose some parameters of the ROM in such a way that the 
output of the ROM and HFM match in a certainy way. This is at this level not too different of what 
was previously mentioned for physics based models. But now the choice of paramters is performed in 
a stochastic way, i.e. using some kind of Bayesian approach. This may or may not be constrained by 
physical considerations.  
These different kinds of ROMs, their abilities and properties as well as the computational effort to 
use or compute them will be investigated, evaluated, and compared. 
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Numerical simulation has made a forceful entry into design and analysis offices. This revolution, 
which is anything but complete, has entered in a new stage, called simulation-driven “robust” design. 
It leads to a major scientific challenge: simulations should be performed in quasi-real-time.  
The key is a new generation of techniques which allows, for a family of problems, to derive offline a 
reduced model leading to real-time online simulations. The main idea consists in calculating the shape 
functions and the solution simultaneously using an iterative procedure. A priori, these shape functions 
are arbitrary; they should only verify a variable separation hypothesis. The main approach we are 
developing in order to solve very-large-scale nonlinear problems (which cannot be addressed by 
multiscale calculation strategies alone) is the Proper Generalized Decomposition (PGD). This is an 
extension of POD, which we introduced in 1986 under the name “Radial Time-Space Approximation”. 
The talk will first present its basic features and especially the mechanical explanation of its 
considerable advantages in terms of computation time and storage requirements. Illustrations based on 
engineering problems with stochastic parameters will be shown.  
However, a major limitation is still the number of the parameters that can be involved (no more than 
10). This talk will also present a first attempt to deal with large number of parameters in solid 
mechanics named “parameter-multiscale PGD” where the parameter space is described using two 
scales.  
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Physical properties of biological barriers in the body control cell, particle, and molecule transport 
across tissues and this transport and its deregulation play an overarching role in cancer physics [1]. 
Transport Oncophysics views hence cancer as a disease of multiscale mass transport deregulation 
involving biological barriers. Transport aspects control also the delivery of therapeutic agents (e.g. 
chemotherapeutics or molecularly targeted therapeutics such as T cells, antibodies, particles) which 
must pass through different and heterogeneous tumor and healthy compartments (e.g. vascular, 
stroma) with distinct physical properties. Computational Transport Oncophysics provides the 
computational tools which, together with imaging, analysis and quantification contributes to 
rationalize the delivery of therapeutic agents forming an oncophysical modeling framework. The 
computational tool for evaluating drug efficiency comprises a tumor growth model within the local 
tumor environment, coupled with a patient specific bio distribution model, e.g. [2,3]. In the lecture I 
shall concentrate in particular on a tumor growth model based on multiphase porous media mechanics 
[4,5].  
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Abstract  
Slovenia is one of the last EU country that have adopted National document for the application of 
Eurocode 6 [6]. This process in Slovenia lasted almost ten years since there were major disputes 
among researchers regarding the interpretation of the analytical formulation for the calculation of 
lateral resistance of masonry walls according to EC-6 provisions and its efficiency in prediction of 
experimentally obtained results on walls tested in laboratory conditions. In order to clarify critical 
states of stresses within masonry components during experimental tests a simplified micro-modelling 
strategy [1] was chosen and applied in modelling masonry. Comparison of computed behavior of 
masonry with experimentally obtained results of laterally loaded masonry walls of different aspect 
ratios and tested under different levels of precompression corresponded well both in overall behavior 
as well as it concerns obtained mechanisms of failure. Failures of masonry components where either 
due to exceeding compressive, tensile or shear stresses in critical (bottom) cross-section of tested 
specimens depending from their aspect ratio and levels of precompression. Numerical study also 
revealed considerable stress redistribution within the masonry in its softening region that may mislead 
to the conclusion that critical cross-section for the calculation of lateral resistance should be 
considered at the middle height of the specimen [3]. In addition to this study further analytical 
calculations provided limiting values for characteristic shear strength of the masonry in dependence 
from type of head joints and limiting maximum value for shear strength in Slovenia at 1.4 MPa. 
Experimental tests 
All masonry specimens were tested as vertical cantilevers fixed to the foundation block. The walls 
were subjected to a constant vertical load and a cyclically acting horizontal loading, acting on the RC 
bond-beams placed on the top of the specimens (Figure 1).  
 a)  b) 























The size of blockwork masonry specimens were 100x150x30 cm (b x h x t) for piers and 250x175x30 
cm for walls. Specimens have been tested at working stress/compressive strength ratio (σo/ f) ranging 
from 1/6 to 1/3 [2]. Characteristic failure patterns for both aspect ratios of masonry walls are presented 
in Figure 2. 
 a)   b) 
Figure 2. Ultimate limit state for walls with aspect ratio of h/b=1.5 (a) and b/h=1.5 (b) 
Computational modelling 
Simplified micro-modelling approach consisted of modelling each brick/block unit by using two four-
nodded plane stress smeared crack elements linked together with interface element providing cracking 
of the unit in its middle section. Bed joints, head joints as well as the interface of the two halves of 
each brick were modelled with four-nodded interface elements capable of simulating the initiation and 
propagation of interface fracture under combined normal and shear stresses in both the tension-shear 
and compression-shear regions. The constitutive model for the brick and interface elements are 
summarized in Figure 3. 
a) Yield criterion for masonry
unit 
b) Uniaxial behaviour in
compression 
c) Uniaxial behaviour in
tension 
d) Hyperbolic yield criterion for interface element e) Residual shear strength
































































































Comparison of calculated respond and experimentally obtained envelopes of hysteresis loops of the 
specimens is presented in Figure 4. 
a) piers (BNL) at precompression of 0.6 MPa b) piers (BNL) at precompression of 1.2 MPa
c) wall (BNW1) at precompression of 0.6 MPa d) wall (BNW2) at precompression of 1.2 MPa
Figure 4. Comparison of numerical results with experimentally obtained envelope of hysteresis loops, 
measured during the shear resistance tests of piers and walls. 
Figure 5. Comparison of numerical results with experimentally obtained envelope of hysteresis loops, 
measured during the shear resistance tests of wall type BNW3 (0=0.9 MPa) together with deformed 
meshes. 
Analysis of critical compressive at maximum resistance is presented in Figure 6 for both wall and pier. 
The state of compressive stresses is similar regardless the size of the specimen tested and at maximum 
resistance close to compressive strength of masonry. Analysis of shear stresses in walls (Figure 7) 









































































































 a)  b) 
Figure 6. Distribution of normal stresses for large specimen BNW3 (a) and narrow masonry specimens 
BNL4 (b) at attained maximum resistance. 
a)  b) 
 c)  d) 
Figure 7. Distribution of shear stresses for large specimen BNW2 at initial state – a), rocking – b), 
maximum resistance – c) and ultimate resistance – d). 
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One of the principal causes of the concrete deterioration is the formation of cracks that leads to, e.g.,
loss of resistance and stiffness and an easier penetration of aggressive chemicals [1]. Hence, being able
to model the crack development in concrete is important, but not trivial. To date, concrete is mostly
treated as a homogeneous material, neglecting its heterogeneous nature. However, in the last few years,
it has become widely accepted that a substantial advancement in understanding of the concrete behavior
can be gained by modeling explicitly its mesostructure, i.e. by explicitly resolving the heterogeneities
(i.e., pores and aggregates) as inclusions within the cementitious matrix.
To date, the mesostructure of concrete is obtained mostly in two ways: through artificial genera-
tion [2] or using experimental 3D imaging techniques such as the X-ray computed tomography (CT)
[3]. While artificial generation results usually oversimplified or complex to be implemented, recently
CT-imaging techniques have greatly improved, allowing for a reduced measurement time and higher
spatial/temporal resolutions. This opens the possibility to track changes (e.g., crack onset and propaga-
tion) in the 3D geometry of the samples during a mechanical test. However, many challenges remain
to be faced [3]. In particular, the low contrast between the various solid phases of a concrete mix (i.e.,
cement mortar and aggregates) prevents a quick and reliable identification of the various phases present
through the so-called segmentation. During such process a label identifying a certain phase is attached
to each voxel in the 3D image.
The conversion of the CT data into meshes suitable to be implemented in numerical codes is also not
trivial. It mostly depends on the chosen discretization: methods like finite differences or lattice-like mod-
els are suitable for the direct employment of voxelized data [4, 5]. The same applies to the finite element
method with voxel-based hexahedral meshes, which however involve a very large number of degrees of
freedom. A more challenging but computationally convenient approach involves the reconstruction of
the geometry of the individual phases through volumes and surfaces, thus allowing for a standard mesh
generation [6]. The challenges to face in this context are mostly related to the presence of a large number
of (small) aggregates and the need of special image processing techniques (such as erosion/dilation [7])
to identify and separate aggregates in contact.
Concerning computational modeling of cracking in cementitious materials, different approaches are
available, including discrete crack models [8], lattice models [9] and damage models [29, 30]. Compre-
hensive summaries on this topic can be found in [10]. Phase-field fracture models share many features
with gradient-enhanced damage models [10]. Noteworthy, they are able to represent crack-like localized
damage patterns [11, 12] and provide the possibility to describe arbitrarily complex crack patterns with
no need for crack-tracking strategies nor for ad-hoc criteria.
In the present work, a small cylinder of an artificial concrete, where the aggregates above 1 mm of
1
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diameter are replaced with artificial ceramic beads, is tested in compression inside a CT scanner. The
ceramic beads are used instead of real aggregates because of their higher X-ray absorption coefficient,
making thus easier the segmentation phase.
Different 3D images are obtained during the compressive test and segmented exploiting the high con-
trast of the artificial aggregates. The segmented image of the unloaded specimen is then used to generate
an unstructured mesh based on the volumetric geometry reconstruction. The test is then simulated adopt-
ing the phase field approach to predict the crack initiation and propagation. Numerical and experimental
results are compared and discussed.
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In this talk, we present symbolic (guaranteed) control synthesis method to a class of nonlinear dif-
ferential systems and coupled ODE-PDE switched controlled systems.
First, for pure differential problems, we show that under some hypotheses on nonlinear dissipative
property, an approximate model based on a forward explicit Euler scheme can be used to build a guaran-
teed control. Let us consider the nonlinear differential switched system
ẋ(t) =−fσ(t)(x(t)) (1)
defined for all t ≥ 0, where x(t) ∈ Rn is the state of the system, σ(·) : R+ −→U is the switching rule.
The finite set U = {1, . . . ,N} is the set of switching modes of the system. We focus on sampled switched
systems: given a sampling period τ> 0, switchings will occur at times τ, 2τ, . . . The switching rule σ(·)
is thus piecewise constant, we will consider that σ(·) is constant on the time interval [(k− 1)τ,kτ) for
k ≥ 1. For all j ∈U , f j is a function from Rn to Rn.
Given a “recurrence” set R⊂Rn and a “safety” set S⊂Rn which contains R (R⊆ S), we are interested
in the synthesis of a control such that: starting from any initial point x ∈ R, the controlled trajectory
always returns to R within a bounded time while never leaving S. We will suppose that sets R and S are
compact. Furthermore, we suppose that S is convex.
We make some hypotheses on f j for all j ∈U , which are verified for some real world applications
such as temperature regulation in a building (eg., [6]): we consider that the mappings f j are Lipschitz
and strongly monotone. The Lipschitz condition is classically assumed in order to ensure the existence
of a (unique) integral solution. The assumption of strong monotony is original in the context of switched
systems, as far as we know. Formally, we make the following hypotheses (H1-H2):
• H1 [Strong monotony]. For all j ∈U , there exists a constant β j > 0 such that
〈f j(y)−f j(x),y−x〉 ≥ β j ‖y−x‖2 ∀x,y ∈ T,
where 〈·, ·〉 denotes the scalar product of two vectors of Rn, and T is a compact set that encapsulates
all of possible trajectories, starting from initial conditions x0 ∈ S and for all t ≤ τ;
• H2 [Lipschitz property]. For all j ∈U , there exists a constant L j > 0 such that
‖f j(y)−f j(x)‖ ≤ L j ‖y−x‖ ∀x,y ∈ S.
Hypotheses (H1-H2) are a particular case of “incremental stability”, where the squared Euclidean
error norm can be seen as a Lyapunov function (see later). At fixed σ, consider the exact solution x(t)
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of initial condition x0. On the other side, consider an approximate initial condition x̃0 and approximate
solution
x̃(t) = x̃0 + t fσ(x̃0), t < τ.







‖x(t)− x̃(t)‖2 + (C0t)
2
2β
where β = max j(β j) and C0 = ‖fσ(x̃0)‖. Gronwall’s lemma then gives









‖x(t)− x̃(t)‖ ≤ δ
for all t ∈ [0,τ). This allows us to build a stability-oriented offline control synthesis made up and safety
balls for which the images belong to R, according to a suitable sequence of switched controls. Remark
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Figure 1: Left: a set of balls covering R (see [5]). Right: example of control of ball.
The present approach has been validated on a 4-room 16-switch building ventilation application
adapted from [6]. The model has been simplified in order to get constant parameters. The system is a
four room apartment subject to heat transfer between the rooms, with the outside environment (o), with
the underfloor (u) and ceiling (c), and with human beings. The dynamics of the system is governed by a











(Tu−Ti), for i = 1, ...,4.
The state of the system is given by the temperatures in the rooms Ti, for i ∈ N = {1, . . . ,4}. Room i is
subject to heat exchange with different entities stated by the indices N * = {1,2,3,4,u,o,c}. A voltage
Vi is applied to force ventilation from the underfloor (u) to room i, and the command of an underfloor fan
is subject to a dry friction.
It has been able to derive a stability control synthesis for that system. Moreover, it appears that the
approach returns high performance computation. In figure , we show a comparison of state evolutions
(in the prescribed temperature interval) between the present approach and the method proposed in [4].




Figure 2: State evolution computed by the present synthesis method (left); simulation with the former
method from [4] (right).
As a second part of this talk, we will discuss the extension of this formalism to coupled ODE-PDE
problems. For the sake of simplicity, let us consider the problem of one-dimensional boundary switched
control of a heat equation:
dξ
dt
= fσ(t)(ξ), ξ(t) = (ξ1(t),ξ2(t))T ,
ξ(0) = ξ0,
∂tu−∂2xxu = 0 in (0,1)× (0,+∞[,
u(x = 0, t) = ξ1(t), u(x = 1, t) = ξ2(t), t > 0,
u(., t = 0) = u0(x) in (0,1).
The problem here is that the system becomes infinite dimensional. Even if the heat problem is discretized
by some Finite Element methods, this would leads to a semi-discretized (finite) high-dimensional prob-
lem. In this case the control synthesis by an overlapping of safety balls is no more relevant because of
the so-called curse of dimensionality. In order to setup the discretized problem in the former formalism,
we need model-order reduction (MOR). Moreover, we need to achieve a reduced-order models with a
priori error estimates and computable constants.
As a first attempt, we have explored modal basis order reduction. We look for an approximate heat










where the functions ϕk ∈ H10 (0,1) are the first eigenfunction of the Laplace operator, and K ≥ 1 is the
truncation rank. A spectral method (see [1]) is easier to analyze and leads to a simple Gronwall’s-
like error estimate. A modal Galerkin discrete approach is also possible but the error estimation with
computable constants is a little bit more technical. This will be detailed in the present talk.
An interesting result is that, to get non-expansive ball images for control synthesis, the boundary
dynamics imposed by f has not to be too fast w.r.t. the characteristics times of diffusion. So there is a
compatibility relation between sampling time τ, boundary dynamics and diffusion rate.
For future works, we plan to analyze other classical model-order reduction techniques within this
framework.
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     Resilience has become one of the most important paradigm on earthquake engineering, due to the 
increasing fragility of the complex urban system to face a multiple combination of natural hazards, 
which might occur spontaneously -as an earthquake-, affecting its functionality in a short time, in spite 
of its structural performance [1]. In this order of ideas, it is necessary to provide engineers not only of 
efficient analysis tools for evaluation of structural system´s integrity, but also to promote an effective 
communication with the community and government, which is an essential condition to recover the 
original state of functionality before the disastrous events [2]. A recent alternative to coupling both 
prerogatives is to develop Resilience Improvement Programs (RIP) for each specific region threatened 
by one or multiple extreme hazards, identifying its particular characteristics as well as its historical path 
of disastrous events. In Mexico, earthquakes but also hurricanes and floods for certain regions, are a 
constant threat for large urban communities, and the reasons to ensure their functionality are not only 
economical but also social and cultural. As a part of a large national project financed by CONACYT-
Mexico (National Council of Science and Technology of Mexico), we propose the development of a 
general methodology to construct Resilience Improvement Programs (RIP) for urban regions that 
includes the introduction of the Resilience Based Design (RBD) as the core of the methodology. In the 
case of Mexico City, an RBD’s alternative version is the Resilience Earthquake Based Design (REBD), 
whereby we will use some fine scale models for providing the most reliable interpretation of inelastic 
damage mechanism, combined with some probabilistic techniques as described in [3]. The RIP proposed 
here is composed by at least five phases: 
 
1. Nucleation 
2. Social consulting survey 
3. Resilience Earthquake Based Design (REBD) applied on the identified critical structural system(s)  
4. Actions and decisions: Transferring and Interchange with local regional government 
5. Sharing and retrofitting to regional community 
 
The first phase corresponds to the integration of the nuclear social-scientific-engineering team as well 
as the delimitation of the urban region at risk to be studied. The second phase focuses in developing a 
first approach to the consulting of the concerned community by means of a social survey, in order to 
identify the main critical structural system(s) that would be evaluated according to the REBD method, 
as expected in the third phase. The fourth phase aims to stablish a close relation between experts and the 
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regional authorities in order to inform about detected critical systems and the REBD’s technical results, 
and consequently taking joint decisions for reinforcing local resilience. Accordingly, the fifth phase 
primarily concerns the promotion and sharing of resilience recommendations among the community via 
mass media; secondly, it pursues the retrofitting between engineers-authorities-community allowing to 
adjust and improve the corresponding RIP. 
 
The aforementioned CONACYT’s national project considers the development of regional RIP’s for 
some large urban communities in Mexico. Before launching an extensive project for different Mexican 
communities, we conceived a preliminary pilot project for a well delimited university region in which 
we could detect drawbacks, difficulties and limitations to perform the proposal. Accordingly, the School 
of Civil Engineering and Architecture (ESIA-UZ) of the Instituto Politecnico Nacional of Mexico, 
whose campus is placed at the north of Mexico City with a population of approximately 7,000 members, 
was chosen as a prototype of an urban region at risk (see figure 1).  
 
 
Figure 1. Map of the School of Civil Engineering and Architecture of the Instituto Politecnico Nacional of 
Mexico, Campus Zacatenco, located at the north of Mexico City 
 
For the first phase, we integrated a nuclear team composed by 10 civil engineering students, 3 
postgraduate students and 3 teachers-researchers who started the site survey of the campus, composed 
by: three large four-story steel buildings for civil engineering studies; one three-story RC building for 
postgraduate studies; one large ground-floor steel-masonry building for administrative offices; one large 
ground-floor steel-masonry building for laboratories; four square ground-floor steel-masonry buildings 
for library, administrative office and university canteens; one large ground-floor steel warehouse for 
coastal laboratory; two ground-floor steel-masonry warehouse for laboratories and storage, and some 
minor constructions.  
 
In the second phase, the potential critical structural system was identified based on the community’s 
perception about the level of structural safety of the school facilities. For that purpose, seven scholar 
objective-groups with different characteristics, points of view and concerns, were identified by the 
nuclear team (see Table 1). For each one of these groups, different survey tools were developed and/or 
adapted in order to promote the individual participation and facilitate the data gathering and processing. 
Twelve (12) questions were posed to each scholar member, inspired in a similar public survey applied 
in Tokyo, for the Yokohama National University in 2011 [4]. The scholar survey results suggest that 
library could be the resilient core of the critical structural system, so we proceed to apply the REBD to 





Table 1. Objective groups for social survey in the university campus 







Civil Engineering (CE) 
students 




349 51 14.6% Google survey (iPad) / 
on paper 
CE Teachers 597 35 5.86% On paper 
Researchers 48 12 25% On paper 
University authorities 25 11 44% On paper 
Administrative staff 175 - - On paper 
Maintenance and 
cleaning staff 
? - - On paper 
 
The third phase focuses in applying the REBD to the critical structural system (core and components). 
In a primary stage, the structure and their components are revised according to the local regulatory 
construction codes, using standard numerical programs. The second stage is the most interesting part of 
the REBD, in which we are currently using a sequential nonlinear analysis to evaluate the inelastic 
response of the steel-masonry building, as this one is subjected to the combined action of an earthquake 
followed by a second extreme event (like fire or lab-explosion). The numerical modeling and nonlinear 
analysis are being done with the help of the computational programs FEAP [5] and Code_Aster [6]. The 
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Wind turbine airfoils need to be characterized for all possible angles of attack, in order to reproduce the real
aerodynamic patterns during operation. Unfortunately, this situation is translated into a huge demand of wind tunnel
testing resources, airfoil manufacturing and data post-processing. The high costs in terms of experimental measurements
has encouraged many researches to elaborate airfoil catalogues by performing CFD simulations [1, 4]. Although most
of them only analyzed the performance at angles of attack bellow 20◦, some interesting works studying the airfoil
performances at very high angles of attack can be found in the literature; see for example the report of [8].
In this work, a methodology to simulate with OpenFOAM wind tunnel test of several airfoils is presented. This
technique has been developed to reduce the cost, in terms of time and resources, of wind tunnel campaigns on wind
turbine blade airfoils. Results are compared with a testing campaign on wind turbine airfoils aerodynamics run at AB6
the wind tunnel of IDR/UPM located at the campus Universidad Politécnca de Madrid (Madrid, Spain), this tunnel being
particularly suited for bi-dimensional applications. The AB6 is an open wind tunnel with a test section of 2.5 x 0.5 m, the
turbulence intensity is under 3% for a flow speed of 25 m/s at the center of the test section. The central part of the airfoil
mock-ups were built with a 3D printer Additive Fused Deposition Modeling technology (FDM). The Figure 1 shows
a detail of the test chamber; the Figure 2 displays the results, in terms of lift, drag and pitching moment coefficients,
obtained for the NACA 63-015 airfoil.
OpenFOAM simulations help to understand the airfoil aerodynamics, to reduce the number of models to be
manufactured and tested, and also to improve the quality and reliability of the wind tunnel testing (i.e., improving the
pressure taps distribution on the models surface to measure the wind flow effects).
In this work, OpenFOAM native mesh generators, blockMesh and snappyHexMesh, and its utilities were used to
generate, rotate and merge the several meshes used to simulate the flow around the studied airfoils at different angles of
attack. The developed methodology used helped reduce the computational time, following these steps:
• Generate the background, structured mesh with blockMesh.
• Create a file containing information about the geometry with surfaceFeatureExtract.
• Generate the mesh around the body with snappyHexMesh.
• Generate two files containing the cells of the internal region of the mesh, containing the airfoil, and the external
one, with topoSet.
(a) Wind tunnel detail. (b) Test chamber detail.
Figure 1: Details of UPM AB6 wind tunnel.
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Figure 2: Performances of NACA 63-015 airfoil from wind tunnel test, Re = 5× 105.
• Split the two regions of the mesh with splitMeshRegions.
• Rotate the inner mesh with transformPoints.
• Merge again the two meshes with mergeMeshes.
• Stitch the mesh, deleting the existing internal patches, with stitchMesh.
• Make the mesh suitable for bi-dimensional applications with extrudeMesh.
The strategy of splitting and rotating the internal mesh allows to conduct the simulations reducing strongly the required
computational time to generate the new meshes. This strategy could also be use to interpolate between the wind tunnel
test results in case of a problem in the measurement process. An example of the mesh generated with the above-mentioned
procedure around the NACA 0012 airfoil is shown in Figure 3.
Different turbulence models were used in order to reproduce flow detachment and stall condition. Besides, the effects
of the Reynolds number, varying it from Re ∼ 1 · 105 − 1 · 106, was analyzed with RANS simulations using realizable
k-ε, k-ω SST and Spalart–Allmaras turbulence models.
Pressure distributions and polar diagrams obtained from the different airfoils studied are successfully compared to the
corresponding ones from the available literature [2, 5, 6, 3], obtained with wind tunnel testing and numerical simulations.
The example provided in Figure 4 refers to the validation case studied, that is a simulation of the performances of the
NACA 0012 airfoil, using the above-mentioned turbulence models, at Re = 6× 106. The Reynolds number chosen is the
same of the references [3, 6], whose results are used as terms for comparison together with results obtained with XFOIL
[7]. It is clear that the lift and drag coefficient are very close to the one from literature for low angles of attack, and less
accurate when approaching the stall due to an early prediction of flow detachment.
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(a) Mesh structure. (b) Detail of the mesh around the airfoil.
Figure 3: Mesh around NACA 0012, snappyHexMesh mesh generator.





































Figure 4: NACA 0012 performances, comparison among different turbulence models, Re = 6× 106.
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Abstract
Polymer electrolyte fuel cells (PEFCs) are playing the leading role in the effort towards a cleaner
technologies in mobility. Multi-scale modeling of PEFCs provides an insight into complex processes
involved and it also serves as a tool for component and material optimization. We present the typical
approaches used in PEFC simulations. From micro-scale simulations we obtain the relationship
between micro-structure characteristics and the effective macroscopic transport properties. Fully
coupled macrohomogenous membrane electrode assembly models are used to study the intricate
couplings between the physical and electrochemical processes while 3D simulations on a smaller
portion of a fuel cell are used to analyze particular phenomena. Model reduction is considered when
simulating larger fuel cells or fuel cell stacks.
Introducion
The hydrogen fueled polymer electrolyte membrane fuel cells are considered the leading candidate to
replace the fossil fuel based systems in the transport as well as in the stationary applications. In PEFCs
the chemical energy of hydrogen and oxygen is transformed into electricity, whereas the only byproduct
is pure water (see Fig. 1).
The research, development and optimization of PEFC systems is an ongoing process with an increas-
ing demand for accurate numerical models. The main obstacles when modeling the PEFCs are: the large
area to thickness ratio of porous fuel cell components (which makes a 3D analysis of the whole cell com-
putationally very expensive), and the numerous coupled physical and electrochemical processes involved
in a running fuel cell (which make the model very complex and numerically unstable). Numerical sim-
ulations of PEFCs are further challenged by the lacking knowledge of the effective transport parameters
and also by the limited applicability of the continuum approaches to correctly represent the thin porous
layers within the fuel cells.
Multi-scale approach
The gap between the fundamental understanding related to the processes on the micro-structure level
and the predictive simulation of the whole fuel cell system embedded in the vehicle is overwhelming.
However, our task becomes manageable if we apply the multi-scale approach and bridge the gap in
segments. Typically, the results from smaller scale models are used for the parameterization of the next
scale and results from the larger-scale models are used to improve the shorter-scale processes and to
optimize the cell performance (Fig. 2).
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Figure 1: Shematics of electrochemical processes involved in a running fuel cell.
Micro-scale
Numerical simulations and data studies on the micro-structure level are essential to obtain the relation-
ships between the micro-structure characteristics (geodesic tortuosity, constrictivity and porosity; see
[5]) and the effective macroscopic transport properties of the porous materials (diffusivity, permeabil-
ity and conductivity; see [2]). The micro-structure analysis (continuous phase size distribution) and the
experimental measurements (intrusion porosimetry) can further reveal short range liquid water gradi-
ent effects (see [3]) which cannot be captured appropriately with the commonly used water distribution
macro-homogeneous models.
Macro-homogeneous
The results and the observations from the micro-scale are implemented in a macro-homogeneous membrane-
electrode-assembly (MEA) model. This model captures in great detail the couplings between the physical
and electrochemical processes. By considering the performance of a small fuel cell we can implement
the model to optimize the micro-structure characteristics.
Cell-scale
The full 3D analysis on a single cell is commonly not conducted, since the system of coupled equations
becomes too large. However, 3D analysis is often conducted to analyze particular phenomena on a
limited domain. For example, the novel concept of the thermo-neutral fuel cell operation with patterned
gas diffusion layer (GDL) [1, 4] is modeled on the small-area cell (approx. 0.5cm × 0.5cm).
Large area
When we deal with a large scale simulations involving a single large fuel cell, a few cells forming a
cell bundle or the whole cell stack, model reduction is ordinarily employed. Depending on the situation
we can either reduce the dimensions of the gas flow simulation in the gas channels, implement a less
complex model describing the MEA processes or a combination of both. Examples of such reductions
are the 2+1D model, where the gas flow was simulated in 2D and the 1D MEA coupling between anode






































Figure 2: Overview of multi-scale simulations. Images from refs. [2, 3, 4].
Conclusion
Polymer electrolyte fuel cells are at the threshold of commercialization in the automotive industry. At
this stage it is vital to provide reliable models on all length scales which can be used as tools to optimize
the fuel cell materials in order to reach higher efficiency, higher energy density and improved reliability.
Pore-scale models give us an insight into microscopic effects that the standard macrohomogenous models
do not capture. Combined utilization of pore-scale observations on a cell area model can serve as a tool
to optimize the porous materials. Models on the cell scale provide a fundamental insight into physics
involved while stack models serve as a study tool of the whole fuel cell system.
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1. Introduction
When a component made from austenitic stainless steel is subjected to neutron radiation in a Light Water
Reactor (LWR) for longer periods of time a degradation of mechanical properties is observed such as
a decrease of fracture toughness and an increased susceptibility to stress corrosion cracking. This last
phenomenon is referred to as Irradiation Assisted Stress Corrosion Cracking (IASCC). The key param-
eters affecting both initiation and propagation of intergranular IASCC cracks in LWR stainless steels
can be divided into three groups: stress level, mechanical behavior of the material along with its chem-
ical composition, and LWR environment. Recently, researchers from CEA France [1, 2] developed a
micromechanical crystal plasticity model to describe a nonlinear mechanical response of the austenitic
stainless steel subjected to neutron radiation. The model is based on dislocation dynamics inferred
mechanisms and finite strain theory, and captures the irradiation-induced hardening followed by soften-
ing during plastic deformation. It is the purpose of this study to use this model to estimate intergranular
stress amplitudes in stainless steel as a function of mechanical loading and irradiation dose (measured
in dpa – displacement per atom). The application of the material model is investigated in a realistic
polycrystalline geometry of a stainless steel wire [3] composed of several hundreds grains and meshed
by finite elements. The calculations of the local stresses at grain boundaries are performed for various
irradiation doses and tensile strengths using a finite element solver Abaqus [4].
2. Crystal plasticity finite element model of stainless steel wire specimen
A stainless steel wire specimen is modeled as a polycrystalline aggregate where each grain is assumed
to behave as a single crystal in anisotropic continuum. The constitutive relations in linear elasticity are
governed by the generalized Hooke’s law for a cubic lattice. The plastic behavior of single-crystal grains
is described within crystal plasticity theory where plastic deformation is governed by the evolution of
dislocation densities and irradiation defects (Frank loops [5]) using slip systems of face-centered-cubic
lattice. A more detailed description of the model may be found in Refs. [1, 6, 7, 8, 9]. The imple-
mentation of constitutive equations is performed in Abaqus [4] by modifying Huang’s implementation
of conventional crystal plasticity [10] in user-material subroutine UMAT. The model parameters are de-
termined by fitting a simplified polycrystalline model response [1] to tensile measurements on 304L
stainless steel at 330oC [11].
A finite element model (Fig. 1(a)) is generated upon realistic grain structures obtained from the
diffraction contrast tomography data of a stainless steel wire specimen [12]. The framework for building
a finite element model of grains in realistic spatial structures is described in detail in Ref. [3]. The grains
are meshed by quadratic tetrahedral elements C3D10. Grain boundaries are modeled as topological
boundaries between solid elements belonging to neighboring grains. Regarding boundary conditions,
1
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Figure 1: (a) Finite element model of a wire specimen with 400 µm diameter and 377 grains denoted by
different colors. The grains are meshed by 141968 quadratic tetrahedral elements C3D10. (b) Probability
density function of intergranular normal stress σnn as a function of irradiation dose for a macroscopic
yield strain (0.2%). All GBs are considered in the calculation. (c) Intergranular normal stresses (in MPa)
shown on the surface of a wire model as a function of macroscopic strain (1% and 3%) and irradiation
dose (0 and 13 dpa). Values of σnn > 400 MPa are shown on surface elements that share a face with a
GB facet.
an incremental tensile displacement is applied along the axial axis to all the nodes on the front surface,
while the nodes on the back surface are constrained to have zero axial displacement.
3. Calculation of intergranular normal stresses
The local stress response is evaluated by calculating normal stresses, σnn = n.σ.n, where σ is a stress
tensor and n a grain boundary normal, at all grain boundaries (GBs) of the wire model as a function of
the applied macroscopic strain and irradiation level. One value σnn is obtained for each element pair on
a GB (see Ref. [9] for details). Probability density functions of σnn are shown in Fig. 1(b) for various
irradiation levels at macroscopic yield strain (0.2% strain). Probability density functions of intergranular
normal stress follow the shape of a bimodal distribution that gets wider with higher macroscopic strain
due to strain hardening (not shown) and flattens as the irradiation level increases (see Fig. 1(b)). The later
is related to the well-known increase of yield stress with irradiation [1, 11]. For this reason, much higher
intergranular normal stresses are expected at 2 dpa or higher. In the simplest scenario, where GB strength
is assumed to be uniform within the model, IASCC should initiate at locations with highest intergranular
stress. Usually, such locations are associated with GBs perpendicular to the loading direction and/or
being close to geometric discontinuities producing stress concentrations. This is illustrated in Fig. 1(c).
Besides an obvious increase of normal stresses seen at 13 dpa and 3% strain, the results also show
that spatial distribution of σnn is quite robust: highest σnn values are observed on same locations for





A grain-scale crystal plasticity model for neutron-irradiated stainless steel has been used in finite element
simulations to calculate tensile response of the realistic wire polycrystalline model. Intergranular normal
stress distributions have been calculated at grain boundaries as a function of macroscopic strain and
irradiation dose. Locations with highest stresses have been identified on a model surface as most probable
spots for crack initiation.
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Several dramatic failures during the recent earthquakes in Chile in 2010 [1], [2] and New Zealand in 
2011 [3] raised increased research interest in the seismic capacity and response of RC structural walls. 
A substantial lack of knowledge about the seismic response of these elements has been identify. It has 
been realized that even some basic mechanisms of the response are not adequately clarified and should 
be studied in more details.  
The inadequate knowledge is reflected also in the current standards for the seismic design of RC 
structures. Different most important and most used standards at the filed (e.g. Eurocodes, ACI, New 
Zealand standards, etc.) include quite different and incomplete requirements related to the RC 
structural walls.  
In order to improve the knowledge about the seismic response of these structural elements, which are 
amongst most frequently used structural systems in the world, an international Virtual Wall Institute 
[4] was initiated in 2014 by Prof. John Wallace from UCLA. Different universities all over the world 
(USA, Europe, Japan, New Zealand, South America) and leading world researchers in the field have 
been cooperating in order to make progress in the seismic analysis and design of RC structural walls. 
Broad experimental and analytical studies have been performed in order to clarify different aspects of 
different RC walls systems all over the world. University of Ljubljana has been mostly involved in the 
analytical studies, using the self-developed numerical engineering model, force-displacement based 
multiple-vertical-line-element - MVLEM-FD. 
The research of seismic response of RC structural walls at University of Ljubljana has lasted for 
several decades and has included analytical as well as experimental studies. Several years ago (in 
2005) a large scale shake table experiment of RC coupled wall [5] has been performed in order to 
study the seismic response of walls with minimum reinforcement according to Eurocode standards and 
reinforcement, which was defined according to former Slovenian/Yugoslav design practice. 
The tested thin, lightly reinforced 5-storey coupled wall consisted of two connected T-shaped flanged 
wall piers (Fig. 1). It represented typical apartment building with high wall-to-floor area ratio. The 
specimen was subjected to a series of uniaxial and biaxial seismic excitations. Two different structural 
details providing different degrees of confinement were used at the free edges without boundary 
columns. Thin, diagonally reinforced coupling beams were studied. Large overstrength of the low-rise 
wall with minimum web reinforcement and relatively short boundary regions was observed. The 
lightly confined free edges of the wall (with “hairpin” transverse reinforcement) behaved satisfactorily 
at moderate seismic demand. The edges, confined according to Eurocode standards, sustained strong 
seismic excitations with minor damage. Due to the beam-slab interaction, the coupling beams were 





Fig. 1. The five story coupled wall, which was tested on the shake table 
 
The seismic response of the tested wall was analytically simulated using multiple-vertical-line-
element, which has been developed at University of Ljubljana [6] and has been included into the local 
version of the open-code program system OpenSees [7], [8]. It has been developed following the main 
idea of the Japanese researchers [9] and which was later further elaborated by several other researchers 
[10]. While most of them have used a stress-strain version of the element, the research group at the 
University of Ljubljana (UL) has developed a forced-displacement (FD) based version – MVLEM-FD. 
Most of the available versions of MVLEM, proposed by other researchers, are 2-D elements. In 2005 
the research group at the University of Ljubljana developed for the first time a 3D version of this 
element MVLEM-FD-3D (Fig. 2). 
      (a) 
 
(b)     (c) 
 
 
Fig. 2. The basic properties of 3D MVLEM-FD: a) The scheme of the element, b) The hysteretic 
response of vertical springs, c) The hysteretic response of shear spring 
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In the basic version of the model the shear response is uncoupled from the axial and flexural response. 
This model was successfully used in several benchmark studies (CAMUS 3; NEES, San Diego wall – 
best prediction; E-defense – best prediction), where the predominantly flexural response was observed. 
Recently, the element has been extended to the new version MVLEM-FD-SFI (Fig. 3), which is 
capable of taking into account complex axial-flexural-shear interaction, and can be used for the 
analysis of structural walls where the shear significantly influences the response. 
 
 
a)   b) c)  
 
Fig. 3. An improved MVLEM-FD-SFI element, which includes the models of three shear mechanism: 
(a) dowel effect of vertical reinforcement; (b) axial resistance of horizontal/shear reinforcement and 









The capabilities of the standard and improved versions of the MVLEM-FD have been examined on the 
example of the tested wall, where very complex response has been observed and the failure occurred 
mainly due to 3 reasons: – (i) axial load induced through strong coupling beams, (ii) biaxial loading 
causing net tension in both piers at the same time, and (iii) brittle web reinforcement. In the paper 
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1. Motivation
This contribution targets a probabilistic robustness and sensitivity analysis for the validation and robust
amelioration of a Reduced Order Model (ROM). The ROM was deduced from a High Fidelity Model
(HFM) simulating the flow field around a high-lift configuration airfoil [1] to be used for closed-loop
flow control by means of Coandǎ blowing (see Figure 1). The airfoil is to be used for a new public
aircraft design developed within the Coordinated Research Centre 88o at the TU Braunschweig [2].
 
Figure 1: The mesh of the High Fidelity Model (HFM), the URANS simulation of the flow around the
airfoil and schematic drawing of how the flow is to be controlled by Coandǎ blowing) [1]
2. Low rank representation and its stability problems
Real-time computation of fluid dynamical systems for active control is still a challenging topic due to the
computationally expensive nature of solving the governing partial differential equations. Until available
1
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hardware equipment allows the on-line processing of these high fidelity models, the target is to build
small degree-of-freedom models for the control that can still somehow represent the physical system.
Here Reduced Order Models derived from Proper Orthogonal Decomposition (POD), generated from
snapshots of solutions from a High Fidelity numerical Model (HFM) are considered. In contrast to pure
mathematical models based only on the input and output data, ROMs have the advantage of preserving
the underlying physics of the problem. Unfortunately, the truncation of the modes is often chosen in
an ad-hoc way trying to capture a certain percentage of energy of the system, which may result in loos-
ing stability properties of the original HFM. An other problem of such low-rank models is that they are
highly tuned to one specific control configuration, which may loose validity under varying control input.
For a first trial a preliminary ROM was deduced from the HFM simulating a time period with two
transients, one at turning in the actuation, and one when turning it off. First the ROM was derived by
Galerkin projection of the governing Navier-Stokes equations onto the the first four POD modes derived
by KLE with the snapshot method. The ROM provides a low order model incorporating non-linear


















Bi jc j i = 1..4, (1)
with Li j and Qi jk being the ROM coefficients derived from the projection, c j(t) are the control modes,




whereas Ψi(x) are the POD basis functions.
The number of the involved modes (here four) was restrained by the need of enabling fast on-line
computations. This limitation unfortunately turned the accuracy of capturing flow physics with rich
dynamics unacceptable. For that, the model was further tuned using 4DVAR for optimizing the model
coefficients. For the robustness analysis of the new model, only the four initial conditions (ai at t = 0) are
treated as random variables. For a robust ROM design the POD coefficients modeled by the reduced order
model should be bounded at all times for any perturbed initial condition. Fig. 2 shows some realizations
Figure 2: Instability occurring at the second transient: reference POD modes (with thicker line) and the
ones calculated with slightly perturbed initial conditions
with Monte Carlo sampled initial condition with max 5 percent perturbation of the initial conditions. It
can be seen from the figure that the ROM model is only stable till the beginning of the second transient.
2
39
3. The proposed framework for validation and ROM identification
In this contribution we address two probems, (i) an efficient spectral analysis of the robustness of the
ROM for validation extended by the analysis of the influence of different modes to the flow state, (ii) a
structure preserving amelioration of the ROM.
For the former, a general Polynomial Chaos Expansion (gPCE) based surrogate model was used. In
the probabilistic framework, the ROM becomes a stochastic ODE with random coefficients, where both
the state of the flow and the coefficients are approximated with a general polynomial chaos expansion
(gPCE). This gPCE is used for the efficient global sensitivity analysis to investigate the influence of vari-
ation of the coefficients on the uncertainties of the state of the flow. The propagation of uncertainties and
the sensitivity analysis is carried out by using sparse integration rules to evaluate the gPCE coefficients
of the state variables, to reduce the computational burden when all coefficients in the stochastic ROM
are treated as Random Variables (RVs).
Besides checking the robustness of the model, the objective here is to gain more information about the
influence of the individual modes and to validate the confidence region of the derived model on the so-
lution of the ROM by evaluating variance based global sensitivities. This information can facilitate the
decision making on the number of the needed modes and amelioration of the model by further tuning
the ROM coefficients by Bayesian inversion. This inverse method is carried out such way to preserve as
much of the underlying physics of the High Fidelity Model and its model structure as much possible.
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The most widely-used materials in mechanical engineering are metals, which are able to dissipate
relatively well generated heat as well as to conduct arising strong forces. But, solids made of metals
are usally not used in leight-weight structures due to their considerable weight. In this case, metal
foams or fiber-reinforced polymers are the materials of choice. In this paper, we consider polymers
reinforced by one familie of fibers conducting heat as well as strong forces independently in two
directions. The heat conduction model is based on Duhamel’s law of transversely isotropic heat con-
duction, which prescribe heat conduction in fiber direction with an own conductivity coefficient as
well as heat conduction normal to the fibers in the matrix material. The heat capacity coefficient of
the fiber-reinforced material is assumed linear in temperature. The thermal expansion of the matrix
material is defined as volume change depending linearly on the temperature, but the independent ther-
mal expansion of the fibers are assumed as length change depending linearly on the temperature. We
simulate nonlinear rotordynamics examples as fast rotating bodies with large deformations. There-
fore, we model a flexible body as transversely isotropic thermoelastic continuum, and discredize it by
linear or quadratic finite elements. The transient simulation is performed by a higher-order accurate
time integration method, called ehG method, which determines independently of the time step size a
non-positive thermal dissipation arising from Duhamel’s law, and therefore fulfills the corresponding
stability estimate based on the Lyapunov function of thermoelasticity numerically exactly.
1. Problem definition
We consider non-isothermal deformations of a transversely isotropic continuum moving in the Eu-
clidean space Rndim with the ambient temperature Θ∞. The initial configuration B0 = BM0 ∪BF0 of
the fiber-reinforced continuum body B (see Fig. 1 on the right) is defined as homogenization of the
set BM0 of the matrix material with the set B
F
0 of the fibers. Therefore, we obtain an imaginary fiber
at any point X ∈ B0, which is directed along the normalized fiber vector a0 with ‖a0‖ = 1. The
corresponding stretched fiber vector a in the current configuration Bt is given by
a = Fa0 (1)
where
F := ∇u + I (2)
denotes the deformation gradient and u the displacement vector field. The tensor I designates the
second-order unit tensor, and the symbol ∇ indicates the partial derivative with respect to the material
point X ∈B0. The deformation gradient FF in fiber direction takes the form













Figure 1: Initial and current configuration of a transversely isotropic continuum.
with
A0 := a0⊗a0 = F−1 [a⊗a]F−T = F−1 AF−T (4)
The tensors A0 and A := a⊗a are called the material and spatial structural tensors, respectively,
related by pull-back or push-forward operations. As deformation tensor of the fibers, we define
CF := FTF FF = [Fa0⊗a0]T [Fa0⊗a0] = [a0⊗a0]C [a0⊗a0] = A0 CA0 = [C : A0]A0 (5)
which is related to the right Cauchy-Green tensor C := FT F by a projection on A0. We consider
the free energy density Ψ := Ψani + Ψfib as a superposition of the isothermal function Ψani(C;A0),
where the semicolon in the argument separates the parameter tensor A0 acting at any X ∈B0 from
the variables C and Θ, and the non-isothermal function
Ψfib(C,Θ;A0) = ΨM(C,Θ)+ ΨF(CF ,Θ) (6)
The field Θ denotes the absolute temperature of the body parametrized by the material point X ∈B0.
Vectors including material parameters with respect to B0 are neglected in the arguments for the sake





























The free energy functions Ψani, ΨM and ΨF directly depends on the invariants of the correspond-
ing deformation tensors. The free energy density Ψani can therefore be written as Ψani(C;A0) =
Ψ̂ani(I1, I2, I3, I4), whereby, on the other hand, the non-isothermal free energy densities can be formu-
lated as ΨM = Ψ̂M(I1, I2, I3,Θ) and ΨF = Ψ̂F(I4,Θ). The tensor invariants






I3 := detC (9)
denotes the tensor invariants of the right Cauchy-Green tensor C, and the invariant
I4 ≡ CF : A0 = A0 CA0 : A0 = [a0 ·Ca0]a0 ·a0 = a0 ·Ca0 = C : A0 = a ·a = ‖a‖2 =: CF (10)
designates the squared fiber stretch CF = λ2F . Consequently, the deformation tensor CF and the stress
tensor SF , respectively, can be simply written as












We introduce the total entropy of the fiber-reinforced material as energetic conjugate of the temper-
ature difference ϑ := Θ−Θ∞ by means of the relative internal energy density e(C,η) := Ψ(C,Θ) +










We consider the thermal expansion of the matrix material as volume change of B0, and the thermal
expansion of the fibers as length change in direction of the fiber vector a0. Both effects are assumed
to depend linearly on the body temperature, so that
ndim βM (Θ−Θ0) =
Vt −V0
V0
= J−1 (βF −βM)(Θ−Θ0) =
‖a‖−‖a0‖
‖a0‖
= λF −1 (13)
where J :=
√
I3 denotes the determinant of the deformation gradient F, and Θ0 the initial temperature
in B0. The constant βF denotes the linear heat expansion coefficient in direction of the fiber vector
a0, and the constant ndimβM denotes the volume expansion coefficient of the matrix material. Hence,


















For deriving the explicit form of the independent free energy functions Ψ̂theM (J,Θ) and Ψ̂theF (λF ,Θ),
we introduce by means of the relative Gibbs free energy densities
gtheM (p,Θ) := Ψ̂
the
M (J,Θ)− p(J−1) gtheF (PF ,Θ) := Ψ̂theF (λF ,Θ)−PF (λF −1) (16)
the hydrostatic pressure p and the fiber stress PF along the fiber vector a0 as independent variables.
In this way, p and PF can be stated below by independent assumptions. The total differentials of
these relative Gibbs free energy densities then leads to the Gibbs relations




























(compare Reference [1]). Taking into account the constant partial derivatives in Eq. (14), these
Maxwell relations leads to the entropy density function
η(p,PF ,θ) = αM p +(βF −βM)PF + T (Θ)+ Kη (19)
with the integration constant Kη. On the other hand, assuming a linear heat capacity, we obtain from






by integration the entropy density function
η(p,PF ,θ) = M(p,PF)+ c0 c1Θ + c0 (1−Θ∞ c1) lnΘ + Kη (21)
By comparing Eq. (19) and Eq. (21) and determining the integration constant Kη by means of the
condition that at ambient temperature Θ∞ only mechanical entropy M(p,PF) remains, we arrive at

















based on a volumetric strain energy function Ŵ vol(J) and a fiber strain energy function Ŵ fib(CF).
Then, integrating Eq. (22) over the temperature Θ, and determining the corresponding integration
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constant such that the free energy function vanish at ambient temperature, independent of the fiber
stretch λF and the volume change J, we obtain the free energy functions



















The heat conduction in the body is modelled by Duhamel’s law of transversely isotropic heat conduc-
tion according to References [1, 2], which introduce in Duhamel’s law q = −κF−T ∇Θ the spatial
thermal conductivity tensor
κ= (kF − k)
1
‖a‖2 a⊗a + k I (25)
with the thermal conductivity coefficient kF of the fibers and k of the matrix material. The Piola
transformation of the Cauchy (spatial) heat flux vector q by taking into account Eq. (4) leads to the





(kF0 − k0)A0 + k0 C−1
]
∇Θ (26)
where kF0 := J kF and k0 := J k denotes the material conductivity coefficients of the material.
2. Time discretization
The time discretization is performed by the extension of the ehG method in Reference [3] to cover
the material formulation summarized above and the modifications of the time approximations of the
algorithmic strain and stress tensor in Reference [4]. Within the framework of thermoelasticity, we






























The polynomials Mi(α) are the Lagrange polynomials of order k tabulated in Reference [3]. By us-
ing Eq. (27), we determine the value ηni of the assumed entropy approximation η̃nh(α) at the i-th time
node of the n-th time step, and at each Gauss point of a spatial finite element. A similar time approx-
imation condition is stated for the assumed right Cauchy-Green tensor C̃nh(α) (see Reference [4]).













wl = 0 (29)
Thus, the nodal value ηn1, which does not arise in the first time step from the initial temperature Θ0
at the initial time point t0 = 0 due to the discontinuous temporal approximation of the temperature
Θ, is also determined. In this way, the ehG method is able to approximate the temperature field and
the motion with finite elements in time of different degrees. Eq. (29) leads to a weak fulfillment of
Eq. (15) in time, and also emanates from a variational principle as C̃nh in Reference [4].
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A hydraulic jump is a phenomenon which can be frequently observed in open channel flow such as 
rivers and spillways [1,2]. The phenomenon is highly dependent upon the change of Froude number 
[3], and always occurs from supercritical to subcritical flow (Fig. 1).  
When occurred, a hydraulic jump can cause serious damage of the downstream bed and bank of the 
channel [4]. But, hydraulic jump has also the positive effect of dissipating fluid energy which, for the 
purpose to reduce the destructive effects of violent flow, must be dissipated as much as possible. 
Stilling basins are structures which are used to dissipate the energy of water exiting the spillway of 
a dam. One very efficient method to force hydraulic jump and increase energy dissipation, is using a 
chute and baffle blocks as elements of stilling basins [1,2,4]. Some examples of such structures are 
shown in Figure 2. 
 
Figure 1: Disipating energy in ordinary hydraulic jump [8] 
 
  
Figure 2: Schematic and real view of stilling basin with dissipating energy elements [9,10] 
Smoothed particle hydrodynamics (SPH) is meshfree particle method (MPM), developed to 
simulate astrophysics problems. It’s firstly proposed by Lucy and by Gringold and Monaghan, and 
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very soon become efficient tool for various kind of engineering problems in continuum solid and fluid 
mechanics. Also, method has become very popular to simulate free surface flows. 
SPH provides many advantages in comparison with the usual limitations of Eulerian mesh-based 
methods [5,6]. SPH conserves mass and energy exactly and has the strong characteristic to deal with 
moving interface problems and free surface (Liu and Liu [5]). Thus, it can be concluded that SPH is 
very suitable for modeling hydraulic jumps on corrugated beds and dissipation energy problem. 
Standard SPH is formulated for solving the Navier-Stokes equations. Recently, there has been 
significant progress in the applications of standard SPH to modeling of baffle blocks effect on 
hydraulic jump (Fig. 3) [1]. 
The original SPH model/software was taken from [7] and upgraded with an arbitrary domain shape 
and an arbitrary type of external excitation. The model can simulate various phenomena in fluid, such 
as: viscosity and turbulence, cavitation, surface tension, wave breaking, sloshing, sliding objects, wave 
impact on a structure and so on.  
In this work several types of blocks are simulated to investigate their influence on hydraulic jump 
shape and energy dissipation. Through given results, which are in a good agreement with previous 
studies, it is evident that the proposed SPH model is very useful of simulating the effect of baffle 
blocks on hydraulic jump characteristics, and also very useful for the designers of spillways and 
similar structures. 
 
Figure 3: SPH method applied on hydraulic jump [9] 
As a conclusion, the developed model can be efficiently used to design baffle blocks, which are 
very important to enhance energy dissipation of hydraulic jump in open channels.  
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In this work structure is modeled as a nonlinear dynamical system. Usually, structures are modeled 
using FEM and material model is included into the continuum model while discrete material models 
need some additional transformation to be included into FEM [1]. Approach adopted here formulates 
structure model as a system of nonlinear differential algebraic equations with the material model 
integrated into it. As a result, the material model is directly coupled with structure and there is a direct 
link between structure behavior and its parameters. Also, loading is a part of structure description i.e. 
it is incorporated into differential equations describing the system and one can determine the 
sensitivity to various material or loading parameters. This particular aspect is missing from the FEM 
model describing the nonlinear dynamical system. 
Since loading is an integral part of the model it is important to choose relevant representatives of the 
realistic loading and in our analysis we are dealing with two types of loading: impact loading 
characterized with the rate of application and periodic loading characterized with the frequency.  
Direct consequence of the loading type is the choice of the tool for structure response analysis. In this 
work structure response is assessed using phase diagrams, spectrograms and PSD (power spectral 
density) approximated with the magnitude of Fourier amplitudes. 
Impulse loading alone would be used for determination of properties of a linear time invariant system 
but since this is not our case, different loadings have to be applied. Sudden loading is simulated with 
the impact loading but the periodic loading of different frequencies (like sine sweep) is also needed for 
the material response analysis. The amplitudes of the two types of loading are kept equal. 
Impact loading is modelled with the logistic function for symmetric increase and decrease of the 
loading or the Gompertz cumulative distribution function for non symmetry between increasing and 
decreasing loading parts. One should notice that both the loading function and its derivative enter the 
system equations and that with the increase of the load rate (“steepness”) the derivative magnitude 
becomes larger. 
Fourier analysis of the impact loading gives frequency content in a load applied on the structure and 
enables comparison of impact and periodic loading. It is important to notice that for certain parameter 
values there is a rich frequency content in the loading that is invisible without Fourier analysis. 
Direct consequence of the loading type is the choice of the tool for structure response analysis, e.g. see 
[2]. In this work structure response is assessed using phase plots, spectrograms and PSD (power 
spectral density) plots. PSD is calculated as  where  ; in 
practical calculations integrals are replaced with finite sums over frequencies f. 
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Material model is a nonlinear version of the standard solid model [3] that is a combination of basic 
Maxwell and Kelvin material models in a way that with a suitable choice of material parameters it is 
possible to obtain either of the basic models or some combination of them. One could say that the 
basic models are the two limits and the model behavior lays somewhere between those two extremes. 
Nonlinear behavior of the elastic part E(ε(t)) = E0w(ε(t)) = ε(t) Exp(-ε(t)/a) is taken from the 
microplane material model (see [4]), E0 is the initial modulus of elasticity. The exponential softening 
behavior of the modulus of elasticity can be obtained from homogenization of the fiber bundle model 
(e.g. see [5]).     The notification of acceptance will be sent to the author before 1 March 2017. 
Detailed description of the two cell Maxwell model under impact loading can be found in [4] and of 
the two cell Kelvin model in [6]. Here we add spectral analysis and parameter sensitivity. 
 
 
Fig.1. bifurcation in two-cell model, in time and phase space (maxwell). 
 
Influence of material parameters can be assessed using sensitivity analysis but it is loading dependent 
and has to be performed separately for the impact and for the periodic loading. It is possible to observe 
the behavior of the equilibrium equation as one changes the parameters E and µ. Even more interesting 
is to observe changes in the solutions of differential equations as parameter change. Two approaches 
are possible: i) one could parameterize the numerical solutions or ii) one could calculate partial 
derivative of the solution with respect to the desired parameter. On should note that i) is a prerequisite 
for ii). Parametric numerical solution could be obtained with careful data manipulation of the so called 
“unresolved parameters”. The idea is to keep parameters as symbols during numerical manipulations 
and determine their numeric value later. In Wolfram Mathematica [7] that is done automatically. Note 
that parameters are in the solution of the differential equation (or the solution of the system of 
differential and algebraic equations). Also, phase plot is actually a 3D curve (2D is obtained when 
time is flattened). 
 
Fig.2. phase plots and sensitivity zone for a range of parameters (kelvin). 
 
Functions in Maxwell model need to simultaneously expose much more parameters in order to enable 
sensitivity analysis, e.g. f1(x1(t), ε1(t)) turns into f1(x1(t), εv1(t),m,µ1,µ2,δ). 
 

















Fig.3. sensitivity of the 2 cell maxwell model on the load rate and mass. 
 
For periodic loading it is possible to obtain spectrogram and see the material behavior dependent on 
the loading frequency. 
Inspection of basic properties of massless models shows that they are capable of localization and 
fracture modelling within a material. Consequently, it is tempting to formulate the material model 
without a mass that can be added later at the structural level. Comparison of massless models versus 
those with a mass show that mass is important in material parameter determination and in realistic 
modelling of loading rate dependency. 
Structure models comprise greater number of material cells limited only by computer capacity. 
Accordingly, one has to devise methods for automatic generation of DAE. Matrix formulation is 
adopted in this work taking into account different properties of Maxwell and Kelvin models. Structure 
is analysed as an assembly of elementary lattices (bars) where assembly process is the same as in the 
finite elements so the final matrix equations resemble the finite element method formulation (note that 
the resulting matrix equations are nonlinear and the only constant matrix is the mass matrix). 
Equations for Kelvin and Maxwell are, respectively (time dependancy of all the variables is not 
written explicitly) 
 
   (1a) 
     
 
   (1b) 
     
     
 
Maxwell model is much more demanding since it comprises internal variable vector ev(t). The 
consequence is additional system of equations describing the internal variable behavior. Loading can 
be expressed with time dependent force F(t) or with time dependent boundary conditions x(t) or a 
combination of both; for a more elaborate description of the difference see [4]. 
Matrix formulation for the Kelvin lattice reads 
 
  (2a) 
   
 
Matrix formulation for the Maxwell lattice reads 
 
 (2b) 










   
 
Programming of the above formulations is performed in Wolfram Mathematica [7]. Structures based 
on the standard model are a combination of the two types of cells. Besides sensitivity equations that 
are difficult in more complicated cases, it is possible to perform parametric analysis, i.e., solve a 
resulting system of differential equations for different parameter values. 
Example of a structure model to be analyzed is presented in Fig.4. In Wolfram Mathematica structure 
is described with network incidence matrix. 
 
 
Fig.4. Structure model for analysis (kelvin, maxwell). 
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     Almost all engineering materials contain heterogeneities at lower scales. The material irregularities 
induced by various constituents at the microstructural level lead to anisotropic behavior, which 
governs different kinds of mechanisms, such as microcracking, dislocation plasticity, etc. The standard 
numerical methods, based on the classical local concept of continuum mechanics, cannot adequately 
predict mechanical behaviour of such materials, because they are unable to capture the relevant 
microstructural effects, such as void formation, damage as well as cracking, which can put structural 
integrity at risk. Governing differential equations associated with a material damage become ill-posed, 
resulting in their loss of ellipticity. On the other hand, the solutions obtained reveal dependence on the 
mesh refinement and alignment, as a direct consequence of the ill-posedness of the mathematical 
problem underneath [1]. Obviously, in order to assess structural integrity and to predict structural 
lifetime, an accurate analysis considering microstructure is necessary. 
     In a multiscale approach, the response of a coarse scale problem incorporates the physical 
understanding of material behavior at the lower scales. Among many possible solutions in recent 
formulations, the computational homogenization approach has become the most popular [2]. In this 
framework, the second-order homogenization scheme has shown high versatility [3]. This 
computational strategy comprises a nonlocal continuum theory at the macroscale, which takes into 
account the influence of a surrounding material on the behavior of a material point [4]. Herein, the size 
effects can be accounted for through a representative sample of material named Representative 
Volume Element (RVE). The microstructural level represented by the RVE is treated as an ordinary 
continuum [5], or it may preserve the nonlocal theory [6] which is able to capture more complex 
deformation modes. 
     Unfortunately, the usage of the conventional computational homogenization framework for 
softening materials seems to be limited, due to questionable representativeness of the RVE [7]. On the 
other hand, the macroscopic boundary value problem can again become ill-posed [8]. However, the 
aforementioned issues have been mostly overwhelmed, and there are several approaches for multiscale 
modelling of quasi-brittle [9, 10] and ductile damage [11]. But, there are still remaining unanswered 
and open questions which require further research activities. 
     In this research, the aim is to employ a multiscale procedure to consistently scale the effect of the 
strain localization of ductile damage at microlevel towards a macroscopic fracture. In this setting, the 
second-order computational homogenization scheme including geometrical and material nonlinearity 
under assumption of small strain will be employed on the RVE, already developed in authors’ former 
publications [5, 3]. 
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2 Nonlocal modeling of ductile damage at the microstructural level 
     At the microscale, an implicit nonlocal ductile damage model is comprised, involving higher-order 
derivatives of a nonlocal equivalent plastic strain measure pε , governing the evolution of the damage 
variable [12]. In the yield function  p,εF Dσ , the standard hardening rule is employed, where an 
isotropic reduction of the yield stress  pεy  is performed in a multiplicative way by a scalar 
isotropic ductile damage variable  pεD as shown in the expression 
        p e p,ε , 1 εyF D D   σ σ .  (1) 
In Eq. (1),  e σ  represents an equivalent stress, while pε  denotes the local equivalent plastic strain 
measure. For the incorporation of the material model, the C0 continuous plane strain quadrilateral 
finite element will be employed, where next to the standard equilibrium equation, an additional partial 
differential equation of the Helmholtz type is solved 
 2 2p p pε ε εl   .  (2) 
In Eq. (2), the regularizing microstructural parameter 2l  appears, which is related to the characteristic 
size of the underlying microstructure. In order to obtain the solution of Eq. (2), the strain measure pε  
is discretized, which together with the displacement discretization leads to the mixed finite element 
formulation. In the discretized governing equations, the constitutive measures, computed by the 
consistent linearization approach, are employed. According to the linearization procedure proposed in 
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  (3) 
which deliver the consistent constitutive tangent operators expressed by the tensors 
p p
4 2 2
ε ε, , , C C C
and the scalar value 
p pε ε
C , as well. Herein the left superscripts denote the tensors order. Finally, the 
linearized incremental finite element equations are derived to solve the microstructural boundary value 
problem of the RVE, where the standard Newton-Raphson incremental-iterative procedure has been 
employed. During the plastic structural responses all state variables are computed using the return-
mapping scheme [14]. The required macroscopic values are obtained by using a homogenization 
procedure.  
 
2 Micro-macro scale transition algorithm 
     For discretization at macrolevel, the three-node C1 displacement based triangular finite element 
with 36  degrees of freedom is used, which has already been tested in the multiscale framework [3]. 
The element displacement field is approximated by the condensed two-dimensional fifth-order 
polynomial.  The two displacement components, together with their first and second derivatives with 
respect to the Cartesian coordinates, are nodal degrees of freedom. A scale transition methodology is 
derived, where besides the usual homogenization of the stress and constitutive behavior of a bulk 
material, particular attention is directed to the consistent upscaling of the damage parameter in the 
softening regime. To achieve the most realistic material response of the microstructure, the study of 
appropriate boundary conditions on the RVE should be conducted. Since the nonlocal theory is 
appointed into the macroscale, the effect of the RVE size dictating nonlocal behavior of the 
microstructure needs to be consistently upscaled, too. This effect has already been considered in the 
homogenization of the bulk material in [6]. In this research a comprehensive study will be performed 
in order to test the nonlocal behavior of the material when softening occurs. 
     The scheme of the multiscale algorithm incorporating ductile damage is presented in Fig. 1. As 
usual in multiscale framework, the RVE is appointed to each material point at the macroscale,. The 
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macrolevel strain tensor Mε  and the second-order strain Mη  are transformed into the displacement 
field bu  on the RVE boundary. Afterwards, the microstructural RVE boundary value problem is 
solved, incorporating the elastoplastic material behavior and nonlocal ductile damage. The second-
order homogenization procedure is performed, where the homogenized values of the macroscopic 
stress Mσ , the second-order stress Mμ , and the constitutive measure MC , including damage, are 
computed and mapped at the macroscale. All algorithms derived are implemented into the FE software 
ABAQUS. The efficiency and accuracy of the proposed computational strategy will be demonstrated 
by standard benchmark examples. 
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For most of the mechanical systems when the degradation of their performance level reach a point into 
a certain set, called the set of bad states, the system is failed. The time to reach this set is called the 
lifetime of the system. For several classes of systems, Markov, semi-Markov in continuous of discrete-
time, in continuous or discrete state space, the mean hitting time is described by the same operator 
equation. We will demonstrate this result and moreover we will show that when the probability to 
reach this bad set is small enough, depending on a parameter a>0, a->0, then the mean hitting time has 
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1. Introduction
In most physical problems, local effects or singularities as stress concentration, crack, hot spot or vor-
tex are encountered. The numerical resolution requires fine local mesh steps to precisely catch these
effects. As in practice, it is not possible to deal with fine uniform meshes, adaptive refinement methods
have been extensively developed and used since the 80’s. Particular problems are frictional contact ones
which are widely encountered in mechanical engineering in particular in structure assembly or multibody
interaction. These problems usually modeled by Signorini and Coulomb laws [1][2] are well known as
non smooth mechanical ones [3] and still nowadays non trivial to solve (solver robustness or efficiency,
effective contact zones a priori unknown, etc.).
The aim of this paper is to address an efficient and robust automatic adaptive local multilevel mesh
refinement strategy for unilateral frictional contact problems in elastostatics. The proposed strategy
couples the Local Defect Correction multi-grid method LDC [4] with the Zienkiewicz and Zhu [5] a
posteriori error estimator. An extension of LDC method to frictional contact problems is introduced. An
interesting feature of this extended LDC algorithm is that it still only lies on interpolations of displace-
ment fields between the different grids. Neither forces conservation nor exchange of contact status is
required between the refinement levels. The ZZ a posteriori error estimator is exploited to automatically
build the sub-grids of the LDC method. A criterion linked to the relative error in stress is used. The
efficiency of the proposed strategy is analyzed on examples derived from nuclear engineering. Practical
numerical choices are proposed and justified. The refinement process automatically varies and stops with
respect to a given tolerance. Post-treatments show that the sub-grids focus around the contact areas and
that the converged LDC solution always respects the prescribed tolerance.
2. LDC for frictional contact problems
In the following, the aim is to applied the methodology presented above to frictional contact problems.
To this end, we take Ω1 and Ω2 to denote two linearly elastic solids in contact (see figure 1), and Ω =




−div σ = f in Ω
σ = Cε in Ω
ε = 12
(
grad u + gradT u
)
in Ω
u = u0 on ∂ΩD
σn = g on ∂ΩN
σn = FNn + FT on ∂ΩC
uN ≤ d, FN ≤ 0, (uN−d)FN = 0 on ∂ΩC
|FT | ≤ µ|FN | with
{
|FT |< µ|FN | ⇒ uT = 0





where C is the fourth order elasticity tensor, f are body forces, g surface forces and u0 given displace-
ments. Formally, the problem is written on the following form:
{
Find u ∈ K such that
L(u) = f̂ + F(u)
(2)
where K = {v ∈ (H1(Ω))3, vN ≤ 0 on ∂ΩC}.
Figure 1: Model problem of contact be-
tween two deformable solids Figure 2: Decomposition on the contact zone
After discretization by a finite element method, the problem is solved by an extension to frictional contact
problems of the LDC method, see Algorithm 1. The Local Defect Correction (LDC) method has been
introduced by Hackbusch [4]. This method is part of the multigrid process family. It consists in relying
several level of grids through prolongation and restriction operators. As the Full MultiGrid process,
the initial mesh is a coarse triangulation of the whole domain. The main characteristic of the LDC
method is to generate the additional fine meshes only in some local zones of interest (typically where
the error is large), see Figure 3 and to solve sequentially local problems on these meshes. The multi-
level LDC algorithm is usually represented by ∧-cycles, see Figure 4. Note that the refinement zone are









Smoothing or exact solving 
Converged solution
Prolongation step (boundary conditions)
Restriction step (defect correction)
Figure 4: Local multigrid process representation for
4 levels of grids
3. Numerical experiments
The LDC-ZZ strategy for frictional contact problems is performed on a test case of the Pellet-Cladding
Interaction (PCI). This phenomenon describes a mechanical interaction that occurs during the irradia-
tion in Pressurized Water Reactor (PWR). As represented in Figure 5, a PWR fuel rod is essentially
constituted by a cylindrical cladding tube containing a piling up of around 300 cylindrical pellets of
2
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Algorithm 1: Multilevel LDC algorithm for frictional contact problems coupled with a local error
estimator
Input: kmax: maximal number of iterations, lmax: maximal number of refinement levels, α: maximal user-desired error,
β: surface ratio, rl : refinement ratio at level l, tol: given tolerance for convergence
Output: l∗ : number of levels of refinement, ul for l = 0, ..., l∗




//Iteration : actualization of ukl //





for l = 1 to l∗ do
if k=1 then
Ωl = {∪K̄;K ∈ Tl−1 and ‖eK‖> α}
if Sl = meas(Ωl)> βS0 then
Discretization of Ωl with grid Gl of mesh step hl = hl−1/rl
else l∗ = l−1
Definition of natural BCs on Γl\Γ fl
Definition of right-hand side f̂ 0l on Gl from f̂
end








Computation of ukl by solving (P
k







for l = l∗−1 to 0 do
Restriction of ukl+1 on Al thanks to restriction operator R
l
l+1




l+1(x) ∀x ∈ Al
Computation of local residual on Ål
rkl (u) = Ll(ũ
k
l (x))− f̂ 0l − (F(u))kl ∀x ∈ Ål
Right-hand side update
f kl = f̂
0
















approximately 8 mm diameter for 13 mm height. The fuel pellet is made of uranium dioxide (UO2) or
mixed oxide of uranium and plutonium (MOX) and is a fragile ceramic with a rupture stress included
between 100 MPa and 150 MPa. An initial gap about 85 µm takes place between the fuel pellets and the
cladding in order to facilitate the loading of the pellets. In order to validate the proposed approach, we
focus on a simplified PCI model [6], see Figure 6. A constant refinement ratio r = 2 is applied between
each level of grid. All the meshes are discretized using standard Lagrange Q1 finite elements. The sub-
grids are simply obtained by regularly dividing the next coarser elements in order to obtain hierarchical
meshes. Indeed in this case, the prolongation and restriction operators necessary to link the different
levels are easier to define. An example of automatically detected levels of mesh for h0 = 200 µm and
α = 5% is given in figure 9. Let us note than in all figures, the gap had been scaled by a factor 50 for
a better visualization. Looking at the deformed and the contact forces on the coarsest mesh, see Figs. 7
and 8, we can conclude that the refinement is automatically localized around the contact zone, especially





Upper endplug Spring Pellet Lower endplug
Cladding tube  




Figure 6: Geometry and
boundary conditions for the 2D
(r,z) test case.
Figure 7: Frictionless 2D(r,z)
test case: contact forces for
h0 = 200 µm
Figure 8: Frictional 2D(r,z) test
case: contact forces for h0 =
200 µm with a zoom in the red
box.
Figure 9: Frictionless 2D(r,z) test case: detected sub-meshes for h0 = 200 µm and α = 5%
method is really efficient and robust, in term of localization and error decrease.
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1. Introduction
A classical approach to find linear effective properties of composite materials is to apply the equivalent
inclusion method together with the assumption of uniform eigenstrains. The assumption is based on the
fact, first observed by Eshelby [1], that homogeneous macro strain applied to an infinite elastic domain
with an ellipsoidal inclusion results in homogeneous eigenstress within the inclusion. Unfortunately, a
closed form of the resulting eigenstress is known only for elliptical inclusion and thus numerous appli-
cation of the equivalent inclusion method are mainly restricted to problems with ellipsoidal inclusions,
see [2]. Moreover, the method in its original form usually gives good results only for materials with low
concentration of inclusions as the assumption of homogeneous eigenstrain precludes interaction between
inclusions.
For problems with periodic microstructure the lack of existence of the closed form solutions of the
inclusion problem for non-elliptical inclusions is alleviated by the Fourier type methods. Applying it to
the problem of cuboidal inclusion within the cuboidal unit cell we found that the uniform eigenstrain
approximation gives, not as expected good results for low concentrations but instead, good results for
high concentration ratios. Since the assumption of the uniform eigenstrain allows determination of the
effective material properties in almost closed form, their power series expansion at maximal concentra-
tion ratio gives, as is shown in the paper, a closed form approximation of the effective properties at high
values of concentration ratio.
2. Periodic homogenization
It is well known that to determine the linear effective material properties of composite materials with
periodic microstructure it suffices to solve a certain system of boundary value problems with periodic
boundary conditions, for details see [3]. This system can be solved numerically, in principle with ar-
bitrary precision, and that gives the benchmark results to compare with. For high concentration ratios
numerical computation becomes increasingly more involved as it requires more and more fine discretiza-
tion of the boundary layer that forms around the inclusion boundary. Moreover, discretization must
preserve symmetry of the problem. For example, the problem of centrally placed cuboidal inclusion
within the cuboidal unit cell, assuming that both are isotropic material, has cubic symmetry. In this case
one ought to discretize only the polyhedral angle of the cube and then to cover all the cube by rotations
of the basic discretization around the symmetry axes of the cube. Moreover, it is even possible to reduce
the computational domain to the polyhedral angle of the cube that has only 1/24 volume of the cube.
To this end periodic boundary conditions on the cube faces are replaced with appropriate Dirichlet and
Neumann boundary conditions on the faces of the polyhedral angle.
1
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3. Fourier representation of Eshelby operator
Let Ω = [−π,π]3 be a basic periodic cell of R3. The inclusion problem amounts to solve the following
boundary value problem: for a given ε∗ ∈ Sym2 find e ∈ Sym2 with periodic boundary conditions on ∂Ω
such that




Ω = 0. (1)





average over Ω. It is well known that the solution of the problem is given by
e(x) = ∑
|m |6=0
K(m) : ε∗(m)eim·x, (2)













Here ⊗̂ is the symmetric dyadic product, i is the identity second order tensor and ν is the Poisson ratio.
Equation (1) defines Eshelby operator S which maps ε∗ to e = S ε∗ while (3) gives its Fourier form.
Usually ε∗ is nonzero only on a part of the domain Ω. The support of ε∗ is called the inclusion and is
denoted by Ω i. In the language of composite materials the compliment Ωm = Ω\Ω i is called the matrix.
4. Equivalent eigenstrain equation
Let Ω represents a composite material with a piecewise constant elasticity tensor with values C on the
matrix and C
i
on the inclusion. Equivalent eigenstrain equation says that for the prescribed homogeneous
macro strain e
b
there exists an equivalent eigenstrain such that
C
i
: (e + e
b
) = C : (e + e
b
− ε∗). (4)
Evidently, the mapping e
b
7→ ε∗ is linear and is denoted by ε∗ = Z e
b
. Equation (4) is solved by the
means of variational formulation, [4]. Assuming homogeneous eigenstrain approximation ε∗ = χ(Ω i)ε∗0,








= Ĉ : e
b
, (5)
















= Ĉ : e
b
. (6)
It is known form [4] that (6) has a unique solution that can be expressed in a form ε∗
0
= Z : e
b
, where Z
is a fourth order tensor with minor symmetries.
A crucial step to solve (6) is to compute the infinite sum. To this end, although more general cases






Therefore, ε∗(m) is an even function of m and is invariant to cyclic permutations of m. The triple sum
in (6) is also invariant to the inversions and cyclic permutations and thus ∑|m |6=0 K(m)ε∗(m)2 is a cubic





, chosen in such a way that the components of a cubic tensor A are just its Cartesian
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χ(Ω i)2 dΩ− lim
m→0
ε∗(m)2 = δ3(1−δ3). (9)






































sinh(2γ(1−δ))+ sinh(2γ(δ + 1))+ 4(γδcosh(2γ(δ−1))− γδcosh(2γδ)+ γcosh(2γδ)− γ)
cosh(2γ)−1 . (12)
Note that limγ→∞ (B(γ)−2sinh(γδ)) = 0 and thus the sum is absolutely convergent. To the best author












for sufficiently large N1 and N2.
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)
. (14)
5. Effective material properties





= C + c(C
i
−C) : P, (15)
where c is a concentration ratio |Ω i |/ |Ω | = δ3 and P is the concentration tensor which relates the







= P : e
b
. Using (5) it follows
that C
e
= C : (I + cZ), where Z = Z(δ) gives solution of (6). Since the cubic symmetry of the problem
has been assumed, C
e
is a cubic tensor. Its material moduli are the bulk modulus κ, the shear modulus
µ and the second shear modulus µ̂ = C1111−C1122−2C1212. Their values are, after solving (6) and (15),
expressed in a nondimensional form as
κ = 1 +
3c(1−κr)(1−ν)
(ν + 1)(c(κr−1)−κr)+ 4ν−2
,















(µr−1)−32c(2µr + 1)(ν−1). (17)
As can be seen the homogeneous eigenstrain approximation gives κ that is independent upon β(δ) and
agrees with the well known Hashin result [6]. One can show that the reason that κ is independent upon
β(δ) stems from the fact that whenever the eigenstrain is approximated in such a way that ε∗(Qx) = ε∗(x),
here Q is a rotation from the cubic symmetry group, the isotropic macro strain e
b
results in the isotropic
eigenstrain and this automatically imply Hashin’s formula for the bulk modulus.
To find out how good is the homogeneous eigen-
strain approximation, comparison between it and the
results computed by the FEM solution of the peri-
odic homogenization is made. Figure on the right
shows the relative error of the comparison in per-
centage with respect to c for the glass epoxy com-
posite (Ei = 3GPa, νi = 0.35, Em = 70GPa, νm =
0.2). Results are given for the effective κ, µ, µ̂ and







Z = 2C1212/(C1111−C1122) is the Zener anisotropy
index.
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As can be seen, the relative error is rather large for µ̂ and AU for small concentrations but it is
reasonably small for c > 0.8. This is true not only for the particular glass epoxy composite but also
for the whole range of materials having the simple cubic microstructure with the cuboidal inclusion.
Therefore, the Taylor series expansion of β(δ) around δ = 1 is proposed as a good approximation of the
material properties. Hence, β(δ) is approximated as
β(δ) .= β1(1−δ)2 + β2(1−δ)3, β1 = 21, β2 =−39. (18)
Putting (18) into (16-17) an asymptotic expansion of the effective material properties is obtained. For
c ∈ [0.7,1] it is practically indistinguishable from the original approximation and thus it gives reasonable
approximation of the effective properties.
We note that the asymptotic expansion at δ = 0 is not of interest as the homogeneous eigenstrain
approximation is of pure quality for small concentration ratios. Using a piecewise homogeneous eigen-
strain approximation a better agreement can be obtained. However, it this case the formulae are much
more involved and consequently the asymptotic expansion is not viable. Note also that (16) is valid only
for a cuboidal inclusion and not, for example, for a spherical inclusion.
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One of the main aims of the design of earthquake resistant structures is to ensure that the design 
seismic action do not cause collapse of the structure. Eurocode 8 [1] includes prescriptions in order to 
guarantee ductile behaviour and adequate bearing capacity of the structure. According to Eurocode 8, 
concrete buildings in high seismic area are classified in two ductility classes, DCM (medium ductility) 
and DCH (high ductility), to predefine the behaviour of the structures, leading to different responses. 
However, the behaviour of the structure cannot be fully predetermined due to many factors that play a 
key role in such a problem. Specifically, the diversity of the nature of the earthquake can produce 
significant differences in structural behaviour with respect to the same ductility class. On top of that, 
each of the ductility classes implies completely different perspective regarding the design of the 
building. Thus, one needs to make a judicious choice between the two classes balancing between the 
desired response of the structure, costs and complexity of design and construction.  
Powerful numerical models stand as significant tools to obtain more insight into the peculiarity of 
each structure. The model of this kind should be able to produce highly nonlinear effects which are 
dominant in the behaviour of RC structures under the seismic loading until collapse. In this paper 
influence of ductility classes to seismic response of RC structure was performed by finite-discrete 
numerical model for RC structures [2, 3]. The model considers discrete representation of the cracks, 
the interaction between the reinforcement and concrete considered by steel strain-slip relation with the 
influence of adjacent cracks to the slip of reinforcing bar, local slip of reinforcing bar due to a high 
plastic deformation under reversed cyclic loading and the influence of the curvature of reinforcing bar 
to yield stress reduction of the steel. The structure is assumed to behave as a linear elastic continuum 
until the initiation of the cracks and discontinuities, which are allowed to propagate through the joint 
elements of concrete, leading to the deformation in the reinforcing bar joint elements [2, 3].  
Analysis of the influence of ductility classes to seismic response was studied on a five-storey RC 
building with uncoupled wall system (Figure 1a). The vertical load of the building consists of own 
weight, an additional dead load of 2.5 kN/m
2
 and impose load of 4.0 kN/m
2
 at floor slabs. The 
building was previously designed according to EC8 [1] for importance factor II (I=1), type 1 response 
spectrum, damping =5%, ground type B, design ground acceleration ag=0.3g and ductility classes 
DCM and DCH. The behaviour factors equal to q=3,0 for DCM and q=4,4 for DCH are adopted.  
Incremental dynamic analysis of the left boundary wall with reinforcement shown in Figure 1b and 
1c was performed using previously described finite-discrete numerical model [2, 3]. Seismic loading is 
represented by a time function of horizontal ground acceleration recorded on the soil class B during 
real earthquakes. The set of seven ground motion records are chosen from the European Strong-
Motion Database [4]. Average acceleration response spectrum of applied earthquakes corresponds to 









Figure 1. RC building: (a) geometry, (b) reinforcement for DCM, c) reinforcement for DCH. 
Analysis of the average dynamic response of the wall for a series of seven records of real 
earthquakes (Figure 2) shows that the behaviour of the wall designed for DCM class is linear up to the 
ground acceleration a=0,30g. Significant non-linearity starts for a=0,48g, while the collapse of the 
wall happens for a=0,70g. Wall designed according to DCH is in linear elastic region up to the 
a=0,40g, followed by the occurrence of nonlinear behaviour. Average collapse acceleration a=0,84g 
was observed for DCH class. 
  
(a)                                                                                                   (b) 
Figure 2. The ratio between the maximum roof displacement u and the wall height H for RC wall in dependence 
to the peak ground acceleration: (a) DCM, (b) DCH. 
The most destructive earthquake for both ductility classes is Bar, with ultimate collapse 
accelerations a=0,40g and a=0,50g for DCM and DCH classes respectively. The least destructive 
earthquakes, considered through the aspect of collapse accelerations, are Petrovac and Selsund, which 
produced the collapse of the wall for a=0,90g (DCM) and a=1,0g (DCH).  
It can be observed that the wall reinforced according to the high ductility class (DCH) possess 
average seismic resistance 20% higher with respect to medium ductility class (DCM). It is interesting 
to emphasize that the longitudinal flexural reinforcement in the boundary elements is same for both 
ductility classes in order to satisfy condition of the minimum percentage of reinforcement. The 
differences pertain to confining reinforcement in boundary elements and web shear reinforcement 
cause higher seismic resistance of the high ductility wall. The average responses for both ductility 
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Concrete is one of the most commonly used materials in civil engineering. It is highly heterogeneous
and does have a very brittle fracture behaviour. Ultra high performance concrete (UHPC) is even more
brittle than standard concrete and therefore often used with high caution and safety factors respectively.
To get a more ductile failure behaviour it is possible to add fibers to the concrete matrix. Due to its high
density and strength, the UHPC is able to firmly integrate the fibers into the matrix. It is therefore very
suited to use fibers as reinforcements in UHPC technology.
The Discrete Element Method (DEM) is a widespread method in the field of modeling granular or
heterogeneous materials. It is able to capture discontinuities in materials and structures respectively.
Based on the model of CUNDALL [1] for granular assemblies a model for solids is derived and extended
to three dimensions. Bonded contacts between two particles are formed with a spring-dashpot-system in
three directions at the contact point.
In order to model elasticity, the microscopic DEM model must be able to represent the macroscopic
properties of the body. An energy-based method to determine the model parameters proposed by [2]
and others can be transferred to the presented three dimensional model. The stored strain energy of all
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is added up and divided by the volume of the unit cell to determine a specific energy density. This ex-
pression then is derived with respect to the macroscopic strains, which yields stress-strain relations that
can be compared to the constitutive equations of the elastic continuum.
Brittle materials are probable to crack. Therefor the advantage of the discrete modelling is used
to formulate a failure criterion for the bonded contacts. The local crack initiation is most likely the
distance exceedance of two material points. To capture this phenomenon a local strain failure criterion is
implemented. After the failure of a contact, a fiber reinforcement is added to the model. Tensile springs
are activated if a crack appears to achieve ductile failure behaviour.
Different failure machanisms for the fibers can be added to the model. A pullout phenomenon as
well as an elastic-plastic material model with a strain-based failure criterion are implemented to capture
the failure models of the activated fibers. The following graphs 1 and 2 show the behaviour of a single




















reaction damping force fd,n
















reaction damping force fd,n
Figure 2: Force displacement results of single
fiber pullout test
Using the derived model paramter of the scale transition for the modelling of UHPC and adding the
nonlinear fiber model as they get activated, one can investigate the complex behaviour of reinforced con-
crete. The figures 3 and 4 show a concrete cube under pressure loading with and without fiber reinforce-
ments. The ductile behaviour of the concrete after the fracture is in good agreement with experimental




















Figure 4: Stress-strain relations of a UHPC
cube under pressure loading
References
[1] P. A. Cundall, O. D. Strack. A discrete numerical model for granular assemblies. Geotechnique 29 (1), 47-65,
1979.
[2] D. Griffiths, G. G. Mustoe. Modelling of elastic continua using a grillage of structural elements based on
discrete element concepts. International Journal for Numerical Methods in Engineering 50 (7), 1759-1775,
2001.
[3] M. Schmidt, E. Fehling. Ultra-Hochfester Beton - Planung und Bau der ersten Brücke mit UHPC in Europa.
Schriftenreihe Baustoffe und Massivbau (2), 2003.
2
67
ECCOMAS MSF 2017 THEMATIC CONFERENCE
20-22 SEPTEMBER 2017, LJUBLJANA, SLOVENIA
NUMERICAL PREDICTION OF SHIP HYDRODYNAMIC FOR STATIC AND DY-
NAMIC MODELLING CASES, AND THEIR COUPLING WITH HEAVE AND PITCH
P. Du 1, A. Ouahsine 1, P. Sergent 2
1 Université de Technologie de Compiègne, Lab Roberval UMR 7337, BP 20529-60205, Compiègne, France
2 Direction Technique Eau, Mer et Fleuves, Cerema, France
1. Introduction
The ship hydrodynamics in static and dynamic states is investigated using 3-dimensional numerical sim-
ulations based on OpenFOAM model. The static case simulated a fixed ship, while the dynamic case
considered a ship with free sinkage and trim . The effect of the dynamic draft on ship hydrodynam-
ics was also investigated by coupling the Unsteady Reynolds-Averaged Navier-Stokes (URANS) based
CFD solver with a 2DOF-rigid body model. The effects of free heave and pitch were considered using
the mesh morphing. In this study, two conditions of the ship with and without the free sinkage and trim
are simulated. The results are validated using the experimental benchmarks. The wave elevations, ship
resistance, trim and sinkage are analyzed. The hydrodynamics under the two conditions are compared
and characterized at last. High speed was found to increase the wave elevation around the ship. Com-
pared with the static case, the dynamic case seemed to generate higher waves near the bow and after the
stern. The frictional resistance was found be to more dominant. However, the pressure resistance be-
came gradually important with the increase of the ship speed. The trim and sinkage were also analyzed
to characterize the ship hydrodynamics in the dynamic state.
2. Governing Hydrodynamic equations
The governing equations for mass and momentum conservation are given by Unsteady Reynolds-Averaged
Navier-Stokes (URANS) equations [1, 2]):
∇.U = 0 (1)
∂ρU
∂t
+ ∇.[ρ(U−Ug)U] =−∇prgh−g.x.∇ρ + ∇.{µe f f ∇U}+ ∇U.∇µe f f + fσ (2)
∂α
∂t
+ ∇.[α(U−Ug)]+ ∇.[α(1−α)Ur] = 0 (3)
where Eq.1 is the continuity equation, Eq.2 is the momentum equation and Eq.3 is the conservation of
phase fraction (VOF). U = (u;v;w) is the fluid velocity in the (x;y;z) directions. Ug is the grid velocity
associated with the mesh motions. ρ is the fluid density. prgh = p−g.x where x is the position vector, g
is the gravitational acceleration. µe f f = ρ(ν + νt) denotes the effective dynamic viscosity, where ν and
νt are the kinematic and eddy viscosities respectively. νt is obtained from the herein used turbulence
model SST k−ω [7]. fσ = σκ∇α where where κ = −∇ ∇α|∇α| is the mean curvature of the free surface.
According to the VOF model, the fluid velocity U is calculated as the weighted average of the velocity in
each phase: U = αUw +(1−α)Ua where the subscripts ’w’ and ’a’ denote water and air respectively. In





• Prediction step: Using the traditional finite volume discretization, at first stage the pressure is not







where C denotes the cell center, H(U) contains the contributions of the transient term and all other
source terms apart thus of the pressure gradient.








The pressure calculated from this last equation, will then be used in the predicted momentum equation
to deduce the corrected velocity field. The velocity on the cell face U f ace is calculated as the face
interpolation of Eq.4.
The forces and moments induced by the pressure and shear on the rigid body, read:
F = ∑NCelli=1 (Fp + Fs) = ma ; M = ∑
NCell
i=1 (Mp + Ms) = δI (6)
Ncell is the total number of cells. I and m are the moment of inertia and the mass. Fp, Fs, Mp, Ms, are
the forces and moments induced by the pressure and shear on the rigid body, where :
Fp = ∑
N f ace
i=1 fN ; Fs = ∑
N f ace
i=1 fT (7)
N f ace is the total number of cell faces . fN = S|S|(S.fD) and fT = |S|fD− fN are the normal and tangential
forces on one cell where fD = −pn + τw, p is the pressure and τw is the wall shear stress. Then from
Eq.6 the accelerations can be deduced to update the velocities and positions of the rigid body, where the
Newmark method is used as follow [5]:
Un+1 = αcons1 [Un +(1− γ)an∆t + γan+1∆t] ; xn+1 = xn + αcons1
[
Un∆t +(12 −β)an∆2t + βan+1∆2t
]
(8)
where γ = 0.5, β = 0.25, and αcons1 is a constant. In this study, the ship motions are limited to heave and
pitch to restrict the deformations of the mesh (see Fig.1-left).
4. Meshing and Grid sensitivity
In this study, a container ship (KCS), developed by the Korea Research Institute (KRISO), is used for
the validation of numerical simulations. The mesh generation have been designed to capture the physics
and decrease the mesh number at the same time (see Fig.1). Boundary conditions are detailled in [3, 2].
The grid sensitivity is analyzed only in the x direction and showed that more the grid size is small, better
Figure 1: (left) Schematic presentation of ship motions, (right) Mesh and boundary conditions.
the computed solution will be (see Tab.1 and Fig.2-left). The wave elevations at the lateral position
y/LPP = 0.0741 with the Froude number Fr = 0.260 are shown in Fig.2-right.
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Table 1: Grid sizes for the sensitivity analysis
Cases Grid 1 Grid 2 Grid 3
Grid number 666,774 962,346 1,485,916
5. Numerical results and validation
Figure 2: (left) Wave profiles for various grid size, (right) Comparison between Numerical and ex-
perimetal [6] results for wave elevation (Fr=0.260): (a) experiment; (b) static case; (c) dynamic case.
Fig.2-right and Fig.3-left, show the comparison between numerical and experimetal [6] results for
shipwaves elevation for Fr = 0.260 in static and dynamic cases, and show also the traditional Kelvin
wave patterns. The wave contours in the static case agree well with experiments, indicating that the
mesh resolution is enough and the case setups are correct. However for the dynamic case, the waves at
the bow and near the stern are slightly different because of sinkage and trim movements.
5.1. Advancing resistance, sinkage and trim
The forces acting on the ship are analyzed in this section. The total resistance can be divided into the











where C is the resistance coefficient. The subscripts ’T’, ’F’ and ’P’ represent the total, frictional and
Figure 3: (left) Comparison between Numerical and experimetal results [6]:Wave profiles at different
lateral positions in the static case. (right) Pressure (RP) and frictional (RF) resistances vs Fr.
pressure resistances. SW0 is the wetted area of the ship. It should be noted that for unsteady simulations,
the forces on the ship are periodic even after convergence. The resistance should use the average value
of at least one period. Fig.3-right shows that the resistance increases with the increasing of the ship
speed (Fr), and that in the dynamic case the resistance is higher than that in the static case. It show also
3
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that the frictional resistance is more dominant than the pressure resistance in all cases. However, the
frictional resistance decreases when the draft is decreased. This phenomenon demonstrates that although
the pressure force only takes a small ratio in the total resistance, it should never be neglected, especially
when the ship is maneuvered with a small draft.
Compared with the static case, an important feature of the dynamic case is the allowance of the sinkage
and trim. Fig.4 shows the comparison between numerical and experimetal [6] results of sinkage and trim
vs Fr. The increase of the trim and sinkage leads to the growing water levels and wetted areas on the ship
hull, which in turn increases the advancing ship resistance.
Figure 4: Comparison between Numerical and experimetal [4] results in the dynamic case: (left) Sinkage
(σ) vs Fr, (right) Trim (τ) vs Fr
6. Conclusion
A 3-dimensional numerical simulations, based on the coupling of the URANS based CFD solver with a
2DOF-rigid body model, is presented to study the wave elevations and ship resistances and to investigate
the influence of the free trim and sinkage and the ship speed. The frictional and pressure resistances
were extracted and analyzed separately. The frictional resistance was found to be dominant in both static
and dynamic cases. However the pressure resistance became progressively important with the growth of
the ship speed. When the speed was higher, the ship sinked more into the water with large trim. Thus,
precautions must be taken when ships are maneuvering under this condition.
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1. Introduction
We present a 2D numerical model to study the overland flow throughout a watershed. It is based on
the kinematic (KW) wave approximation to compute the surface water flow, by including rainfall and
infiltration as input data. The numerical resolution is carried out by standard Galerkin’s finite element
method (FEM) by using the implicit theta scheme for time discretization and Newton Raphson iteration
for treating nonlinear terms. The validation of the model is done by considering a rectangular watershed
where slopes and roughness vary in space over which rainfall intensity varies in time. Then, to obtain
a more accurate computed solution an optimization procedure based on Covariance Matrix Adaptation
Evolution Strategy (CMA-ES) is performed to better estimate the roughness parameter. The numeri-
cal model was also applied to a realistic case of the watershed of Hirson (France), to investigate the
hydrological behavior and to identify the roughness coefficient in this area.
2. Overland flow modelling: 2D-Kinematic wave model (2D−KW )





































−S0y + S f y
)
= 0 (3)
Where Eq.(1) is the equation of mass conservation, and Eqs.(2)-(3) are the momentum equations. h
is the water depth, u and v are components of mean flow velocity in x and y directions, g is the gravity
acceleration, Sox, Soy, S f x and S f y are bed and friction slopes in x and y directions, re is the rainfall excess,
r(x,y, t) is the rainfall intensity assumed to vary in space and time, and i(x,y, t) is the infiltration rate. By
neglecting inertia and pressure forces in Eq(2) and Eq.(3) [8], we obtain the following KW model
S0x = S f x and S0y = S f y (4)

















is the bed slope, K = 1n , n is the Manning’s roughness coefficient and β =
2
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= re(x,y, t) (6)
where Cx = (β + 1)u,Cy = (β + 1)v and the associated initial and boundary conditions are :
h(t = 0,x,y) = 0 ∀x,y and h(t,x = 0,y = 0) = 0 ∀t (7)
The flow rate q = (qx,qy) will be calculated by using the following relations: qx = uh and qy = vh.
2.1. River modelling: 1D-KW model






= qo(x, t) (8)
where qo is the lateral discharge from overland flow (m2s−1), A(x, t) is the wetted cross-sectional area
(m2), Cc = ∂Q∂A = αmA
m−1. α = Kmn P
−2/3S−1/2, m = 53 . Q =
Km
n AR
2/3S1/2f is the flow discharge (m
3s−1)
(Manning-Strickler formula [2]), where Km is a constant equal to 1, R(x, t) = AP is the hydraulic radius,
P(x, t) is the wetted perimeter and n is the Manning coefficient (m−1/3s). The associated boundary con-
dition at the end of the river section are: ∂A(x,t)∂x x=L = A0 ∀t, where L is the domain length and A0 is the
channel initial section .
The set of equations (6)-(8) is solved by standard Galerkin FEM, where Euler Implicit scheme is
adopted. However, in presence of strong gradient, it may be solved by using TV D schemes [5]. The
iterative Newton-Raphson method is used to treat Nonlinear term whereas the GMRES method (Saad
and Schultz [7]) is used for the inversion of the Jacobian matrix encountered when iterating. The iterative




3. Numerical results and validation
The model validation is performed for a fully implicit scheme by considering a spatially variable slopes
and rainfall intensity that varies in time. In the present investigations we used an inclined 500m×400m
basin, with a normal depth h = 0.018 m. The time of the simulation is set to 240 min with a time step
of 80 s. The sensitivity of the model to the computational mesh is carried out for three mesh sizes:
10m×10m, 25m×25m and 50m×50m (Fig.(1-c).
The comparison between the computed discharge hydrograph and previous numerical results [4]-[1] is
Figure 1: Comparison between the computed discharge hydrograph and previous numerical results([4]-
[1]) (left). Sensitivity of the model to mesh size with fixed time-step 80s (right).
given in Fig.(1-a) and shows a good agreement between the two results.
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4. Application to the realistic case of Hirson’s Watershed
In the present investigations we present spatial flow rate distribution over Hirson’s watershed (Fig.2),
for the November 14th 2010 event. The basin of Hirson sits on both sides of the border between the
departments of Aisne and Ardennes (France), and a quarter of its surface lies in Belgium. However, to
Figure 2: Location of the Hirson’s watershed with the associated mesh (left), and Map of the hydro-
graphic network (right).
successfully predict the flow characteristics in ungauged watersheds, detailed and recent geomorphologic
data and information on the spatial distribution of the roughness coefficient are often required. Thus, in
the next subsection, we will present an identification procedure based on optimization tools, to identify
the optimal Manning’s roughness coefficient (n) in the watershed of Hirson.
4.1. Identification of roughness parameter in overland flow
In this study, we deal with a constrained minimization problem stated as follows:
Minimize Job j(n) =
∫ T f
T0 ‖ qcomp(t,n)−qobs ‖2Ω dt+ ‖ n−nobs ‖2areas
sub ject to nmin ≤ n≤ nmax
with α = [α1,α2, ...,αN ]T
(9)
where Job j(n) is the objective function, n is the roughness parameter to be determined, nmin = 3.10−1
m−1/3s and nmax = 5.10−4 m−1/3s, are introduced to restrict the coefficients to physically realistic values.
qobs is the observed flow, qcomp is the computed flow, Ω is the computational domain. T0 and Tf are the
starting and final times. The last term ‖ n− nobs ‖2areas in (9) introduces the roughness regularization
when evaluating Job j at a few points.
4.2. Numerical results and identification procedure
For the identification procedure ninit = 0.05m−1/3s is assumed to be constant for the whole computational
domain, and the calculation stops when Tol(‖niter−niter+1‖) = 10−12.
The results aregiven in Fig.(3-left) and shows that the optimized roughness coefficients nopt are sat-
isfactory although the initial values used in the optimization procedure are far from reference values.
It can also be observed from Fig.(3-right) that the absolute error between the referenced and optimized
Manning’s roughness is quite low, with a good overall approximation of roughness values obtained in
the whole watershed (the blue area), and the maximum error 1.7× 10−3m−1/3s is located around the
watershed outlet. (the pink surface).
Figure (4-left) gives the response of the watershed to a rain event, during which 10−2 mm fell in 15
hours. It shows the comparison between the computed discharge flow rate before the optimization q(nre f )
and after the optimization process q(nopt), at the point located in the middle of the computational domain.
The difference between the average flow in the Hirson basin before and after roughness optimization
(qre f and qopt) are shown in Fig.(4-right). We note that, despite the difference between the referenced
and optimized roughness values observed in the zone near the outlet of the watershed, the two average
flows curves have the same shape of evolution.
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Figure 3: Distribution of roughness parameter after optimization (Left), and Spatial distribution of the
absolute error between referenced and optimized Roughness values (Right).
Figure 4: Discharge at a point in the computational domain (left). Averaged flow in the watershed (right)
5. Conclusion
A coupled 2D/1D finite element numerical model was developped to simulate the overland runoff and
channel flow in the Hirson watershed. Fist, the numerical results have been validated successfully for
ideal watershed geometry by using analytical solution and other previous published numerical results.
Then an identification procedure have beeb carried out and applied successfully to the real Hirson’s wa-
tershed to estimate the Manning’s roughness parameter from unsteady flow measurement data. Finally,
the results of this coupled model can be applied to others real watershed to determine some unknown
parameters, in case of lack of the data
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Multi-coupled sensors and actuators are currently used in many state-of-the-art technological appli-
cations. Given the current trend towards miniaturization, the main interest of these materials often do not
reside in their strong primary interactions but rather in their secondary coupled interactions. Although
the latter effects are not as straightforward to study and evident as the former ones, with the proper con-
ditioning they can be suitable for sensing or triggering some circuits. The main advantages of some of
these materials is that their response is fast, trustworthy and, in a reasonable intervals, linear. In addition,
they can be inserted directly in a structure due to their reduced dimensions.
The main objective of this work is to provide an approach on the influence of two-way “Biot” terms
for fully-coupled dielectric materials such as pyroelectric, pyromagnetic or thermoelastic. These terms
are named form the XXth century physicist M.A. Biot, see [2].
To pull off this objective, a fully-coupled thermodynamically consistent formulation for four different
fields (thermal, electric, magnetic and mechanic) is developed. The formulation is implemented in the
research Finite Element code FEAP [1] to calculate some numerical examples related with the two-way
terms.
Each field of the formulation has an associated degree of freedom: mechanical displacements u,
electric potential V , magnetic potential ϕ and temperature T . Linear kinematic equations are used to
relate either a state or a dual variable to one of the degrees of freedom. In this article, the mechanical












while T is both an independent variable and a degree of frredom. The complementary variables to the
independent ones are obtained from the free-energy Helmholtz potential ψ: mechanical stress σ, entropy
s, electric displacement D and magnetic induction B. A quadratic choice of this potential leads to the
























= ehε+πh (T − T0)+υE +µH
(2)
where C is the elasticity tensor, cp the specific heat (at constant pressure), ρm the mass density, β =
CαT I the thermal isotropic stress tensor (with αT as the expansion coefficient), ee the piezoelectric
1
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tensor, eh the piezomagnetic tensor, πe the pyroelectric vector, πh the piezomagnetic vector, υ the mag-
netoelectric tensor and the 0 subindices denote reference values.
From the conservation principles of electric and magnetic flux, linear momentum and energy, it is
possible to obtain the expressions that the FEAP must guarantee in the whole domain. These conservation




ρmü = σ∇+beh +b
∇ ·D = 0
∇ ·B = 0
ρmcpṪ = r − ∇ ·q− T
(
β · ε̇+πe · Ė +πh ·Ḣ
)
(3)
where b are body forces, r is a heat volume source and the thermal flux q is defined through Fourier’s
law:
q = κ ∇T (4)
This formulation is weakened with the proper approximations of the variables and implemented in
FEAP for 3D hexaedral Finite Elements with six degrees of freedom per node. The Newmark scheme
time discretization and a variation of the Newton-Raphson nonlinear solver are chosen for simultaneous
solution procedure of the weak form.
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Figure 1: Left, transient temperature distribution at the top of the geometry of a thermoelastic case; right,
temperature distribution along the vertical direction for time slightly lower than t = 1,2 s.
The examples are run for a simple parallelepiped mechanically clamped at one of its bases, with a
reference temperature of 25 ◦C in this base; the whole domain is at this T at t = 0. A time-dependent
vertical displacement is prescribed at the opposite face along the coordinate y, provoking a constant ε̇.
The material is typically thermoelastic, although it is used as a basis for pyroelectric and pyromagnetic
cases. The time-dependency of the displacement is given by a increasing ramp from 0 to 1 s followed by
another decreasing ramp from 1 to 2 s with a maximum strain derivative value of 0.01.
In Fig. 1 left the transient distributions of T on the top surface are plot for two different heights
measured along the vertical coordinate y. When ε̇ is positive T significantly decreases up to 0.25 s and
after remains constant until the ramp sign is changed. When ε̇ is negative a smooth transition to a T
symmetric increase is observed. The effect is much less pronounced when the height is small (l = 1
mm), since it is analytically demonstrated that it depends on l2.
In the right figure, results for the mentioned analytical solution (solid line) and for the numerical
FEAP (circles) along the height are shown; the bottom two lines are at an instant right before 1 s, the top
ones right before 2 s, all of them when T is stable. It is clear that this temperature varies quadratically
with the height and that again the Biot effect is much more evident for the large height.
Similar distributions are found for pyroelectric and pyromagnetic cases not coupled between them-
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Energy-Entropy-Momentum (EMM) integration algorithms are a class of discretizations that pre-
serve, exactly, the laws of thermodynamics when applied to mechanical systems, as well as certain of
the symmetries of their equations [1]. The methods can be understood as an extension of the, now clas-
sical, Energy-Momentum method to the thermodynamic range, and both families share many of their
features in the algorithmic design. In abstract terms, Energy-Momentum methods preserve the structure
of symplectic mechanics, whereas Energy-Entropy-Momentum generalize to metriplectic geometry.
Initially obtained for thermoelastic problems in entropy variables [1, 2, 3], the methods have been
extended to other smooth problems [4, 5] and for temperature variables [6]. In this work we present
the theory of EEM extended to non-smooth problems, and with arbitrary variables. With this theory,
we prove that structure preserving methods can be formulated for problems such as thermoplasticity, or
frictional thermo-coupled contact, where the response is defined by kinetics formulated in terms of dif-
ferential inclusions, instead of differential equations. Numerical examples will be provided to illustrate
the performance and design of the methods.
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To bridge a range of time and length scales embedded in a number of engineering phenomena, one                  
requires proper upscaling (coarse graining) techniques which may take into consideration the            
nonlinearity of the physical models as well as the fine-grained variabilities/uncertainties. The key             
point here is that the presence of uncertainties modifies already existing mathematical models of              
different physics on multiple scales to stochastic ones. From the computational perspective the             
stochastic multiscale simulations in a high-dimensional setting are challenging as the use of the              
classical non-intrusive uncertainty quantification techniques is impractical due to their slow           
convergence rates. To simulate multiple scales to an error below some threshold, in this talk will be                 
presented novel computationally affordable upscaling and model evaluation procedures that are able to             
deal with both aleatoric and epistemic uncertainties. 
 
The inelastic material response of heterogeneous materials undergoing localised failure will be            
considered as a test case scenario. In particular, one representative scale transition will be analysed               
such that both the fine and coarse scales are described in a framework of the standard generalised                 
irreversible material models. For this purposes the fine scale will be described either by the two-phase                
microstructure or by the heterogeneous realisation of the a priori chosen random field. Note that the                
variability introduced into the model will not be restricted to the specimen geometry only, but will also                 
include the aleatoric uncertainties in the material characteristics. The material probabilistic description            
will be based on the maximum entropy approach in which the stored energy and the dissipation                
function are characterised by the elastic and irreversible material properties belonging to a family of               
positive definite tensor valued random fields/variables. In a similar manner the macroscopic structure             
will be modelled by epistemic material characteristics obtaining the form of a priori modelled              
lognormal distributions. Finally, the probabilistic identification of macroscopic properties to represent           
the heterogeneous random meso-structure will follow Bayes’s rule, which is the preferred way of              
80
incorporating information into a stochastic model. 
 
 
The computational framework for the previously described multiscale analysis in general consists of             
two phases: propagation of uncertainties through the mechanical model mathematically described by            
variational inequalities, and Bayesian upscaling of stochastic information from fine to coarse scale. If              
considered in a classical sampling setting both of phases may lead to enormous computational cost.               
Therefore, here will be introduced the hybrid numerical procedures based on the local spectral and               
sparse approximations of the dynamic and kinematic variables of consideration. The polynomial            
approximations will be constructed dynamically on the fly by using only few runs of the deterministic                
finite element code. Once the fine scale energy and dissipation potentials are evaluated, they will be                
used as the measurement for the identification of the macro-scales properties. To achieve this, the               
traditional Bayesian procedures will be generalised in order to allow for the estimation of unknown               
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Modelling of a crack outset and propagation in a solid can be addressed as a multiscale formulation. 
The global boundary value problem for a solid in its standard form defines the large-scale problem. 
The small-scale problem defines the local dissipative mechanism related to a localized material failure 
coalescing into a crack. The small-scale problem is connected to the large-scale problem through the 
strong discontinuity in displacements. The embedding of the strong discontinuity in displacements into 
the standard solid displacements represents a starting point for a derivation of such a two-scale 
formulation. For this reason, the latter is usually labelled as the embedded (strong) discontinuity 
formulation. In the following, we present our work related to the embedded discontinuity quadrilateral 
finite element. Several authors have derived embedded discontinuity quadrilaterals for modelling 
crack propagations, see e.g. [1]-[3]. However, the robustness problem of the derived quadrilaterals and 
related crack propagation algorithms still exists, regardless of the fact that they have been successfully 
used for computation of several complex problems. Thus, a search for an optimal embedded 
discontinuity quadrilateral and related crack propagation algorithms is still in progress. In this work 
we briefly present our recent developments on this topic. 
 
Description of the derived finite element and crack propagation algorithms 
The considered quadrilateral element with embedded discontinuity has the following basic ingredients: 
- The element separation along the discontinuity line can be modelled in either pure mode I, 
pure mode II or mixed mode fashions. The variation of jump of displacements along the 
discontinuity line can be either constant or linear. 
- The equilibrium operators  for mode I are derived by the incompatible modes approach [2], 
while the corresponding equilibrium operators for mode II rely on assumption of stress 
distribution across the element [1]. 
- The material model for the bulk of the element is the isotropic elasto-damage model of 




- The dissipation related to the localized material failure is based on the inelastic cohesive law, 
defined in the discontinuity line. For the cohesive law we choose a rigid-plasticity model with 
softening, with the following failure functions: 
o in the direction  that is normal to the discontinuity line: 
, ̿ ∙ ̿ 0 
o in the direction  that is tangential to the discontinuity line: 
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        A                        B 
 
, ̿ ∙ ̿ 0 
- The crack initiation criteria for a brittle solid is defined by: (i) , where  is an 
element average mayor principal stress and (ii) , ̿ 0 at both Gauss integration 
points along the discontinuity line. 
- Discontinuity line orientation is perpendicular to the direction of some average mayor 
principal stress. The latter can be evaluated either: (i) by using the element stresses or (ii) by 
also taking into account stresses in the neighbourhood elements. 
 
Regarding the crack propagation algorithms, the following options were considered: (i) computation 
without any crack tracing algorithm; i.e. any element of the mesh is allowed to crack at the load 
increment, (ii) computation with a crack tracing algorithm; i.e. only one or several elements ahead the 
crack front are allowed to crack at the load increment. 
 
Numerical example 
As a numerical example we consider the 3-point bending test from [5]. Fig. 1 shows geometry of the 
specimen: length	 	 	2000	mm, height 	 	200	mm and thickness	 	 	50	mm. The beam has a 
vertical tight notch 	 	100	mm. The width of the notch equals the width of one FE as in [6]. 
Vertical displacement 1	mm is imposed in the middle of the beam. Material data are: Young’s 
modulus	 30000	N/mm , Poisson’s coefficient	 0.2, limit of elasticity in damage 
2.7	N/mm  and isotropic hardening modulus	 0.1	 . The softening is equal for normal and 
tangential directions: ultimate stress is 3.3	N/mm  and softening modulus is	 45	N/mm . 
 
Fig. 1: Problem data.  
 
Fig. 3: Crack patterns at 
2.5 mm. 
 
Fig. 2: Deformed mesh  




Fig. 4: Solution curve. Reaction force Ry versus total applied displacement		 . 
 
The problem was computed in two different ways, denoted as A and B. For cases A and B constant 
and linear variations of jump in displacements along the discontinuity line were assumed, respectively. 
The problem was computed without any crack tracing algorithm.  
 
Figs. 2 – 4 present the results. It can be seen from Fig. 3 (left) that the crack is a continuous line for 
case A. Thick line in Fig 3 (left) is a fully opened crack and thin line is that figure is a crack with 
cohesion not fully opened yet. The crack pattern of case B, see Fig. 3 (right), is more complex. For 
case B, there is a main crack as well as some short cracks at both sides of the main crack. Thick line in 
Fig. 3 (right) represents a fully opened crack, thin black line is a crack with cohesion not fully opened 
yet, and thin grey lines are drawn in elements with a potential crack that did not develop since only 
first of the two demands of the crack initiation criteria was fulfilled.  
 
For the case A, the first and second demands of the crack initiation criteria are always met 
simultaneously, which is not the case for the case B. For the case B, the normal traction is linearly 
distributed along the discontinuity line. Therefore, there is a “waiting time” until the failure function is 
violated ( 0) in both discontinuity integration points at the element at the main crack front, which 
fulfils the second demand of the crack initiation criteria. During this “waiting time”, some elements 
close to the main crack tend to develop a crack. But once the main crack is ready to propagate again, 
the cracks in the neighbouring elements do not open any more. When the front element of the main 
crack is ready to develop a crack, a drop on the solution curve occurs (see Fig. 4). We note that the 




The embedded discontinuity finite elements that are used for material failure modelling in solids are 
two-scale formulations. Many researchers use simple triangle embedded discontinuity finite elements 
for analysing crack propagation in 2d solids, which are based on the constant strain triangle. Such a 
triangle formulation is relatively easy to derive and implement into the computer code. With more 
advanced quadrilateral embedded discontinuity finite elements, there come additional problems that 
have to be addressed in order to get a formulation that is robust enough. 
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Introduction
For numerical formulations of geometrically non-linear three-dimensional beams proper treatment of ro-
tational degrees of freedom is crucial to achieve an efficient and robust method. Unfortunately, when a
dynamic response is studied, consistent treatment of rotations does not necessarily lead to long term sta-
bility of time integration. To resolve this important issue numerous energy preserving and energy decay-
ing algorithms were proposed, e.g., [1, 2, 3, 4, 5, 6, 7]. The main motivation for these approaches is the
conservation of total mechanical energy for conservative problems in continuous setting. It is expected
and many times confirmed by numerical investigations that conservation of this important property after
numerical discretization would lead to long-term stability of integration of equations of motion.
Another important property of continuous system, surprisingly only rarely considered in beam for-
mulations are the relations between the strains, linear and angular velocities. These relations are called
the compatibility equations [8] or, altenatively, the intrinsic kinematic equations [9]. In these equations
the relation between the rotational strains and the angular velocities can be described without using rota-
tional parameters. Since the rotational degrees of freedom are usually highly non-linear when compared
to other quantities such modification of kinematic equations can be numerically advantageous. This was
the motivation for the velocity-based beam formulation for dynamic analysis of three-dimensional beams
[10], which proves to be simple, efficient and accurate.
In this paper we study the relation between the discrete kinematic compatibility equations and the
conservation of total mechanical energy for time discrete equations of dynamic equilibrium of three-
dimensional beams. A time discretization of governing equations will be developed for which the en-
ergy conservation constraint is directly related to preservation of time discrete kinematic compatibility
equations. Thus, the proposed approach successfully bonds both conservation properties of continuous
systems.
Governing equations
We will start from the continuous balance equations of a three-dimensional beam in quaternion notation:
n′+ ñ = ρA
·
v (1)







Equation (2) represents the angular momentum balance equation in terms of quaternion algebra as it
follows from the generalized d’Alembert principle considering the unit norm of rotational quaternion.
Here, n and m represent stress-resultant force and moment vectors of the cross-section with respect to
the fixed basis, ñ and m̃ are external distributed force and moment vectors, q̂ is the rotational quaternion;
A is the area of the cross-section; Jρ is the centroidal mass-inertia matrix of the cross-section. Kinematics
1
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of the beam is described by position vector r, velocity v and angular velocity Ω. Angular velocity is here
expressed with respect to the local basis.
In Cosserat rod theory the resultant strain measures at the centroid of each cross-section are directly
introduced and expressed with kinematic variables by the first order differential equations
Γ = q̂∗ ◦ r′ ◦ q̂ +Γ0, K = 2q̂∗ ◦ q̂′, (3)
where Γ and K denote the translational and rotational strain, respectively, both expressed with respect to
the local basis. It is important to observe that strains, velocities, and angular velocities are mutually de-
pendent. Their direct relation is obtained by comparing mixed partial derivatives. After a straightforward
derivation, we have
Γ̇ = q̂∗ ◦v′ ◦ q̂ +
(




K = Ω′+ K×Ω. (4)
Equations (4) describe the kinematic compatibility of continuous system.















Γ ·CNΓ+ K ·CMK
]
dx
with CN and CM being the constitutive tangent matrices of the cross-section. In the absence of externally
applied loads the total mechanical energy WK +WD is conserved.
Time discretization
The approximation of balance equations follows directly from the mean value theorem. For the linear





















The superscript denotes the time at which a particular value is evaluated, while h = tn+1 − tn is the
time step. The newly introduced quantities n̄ and m̄ represent suitable approximations of stress resul-






and q̂[n+1/2] denotes the rotation at the intermediate time tn + h/2.
Compatibility equations (4) can be discretized in a similar manner, leading to
Γ[n+1]−Γ[n] = h
[
q̂∗[n+1/2] ◦v′[n+1/2] ◦ q̂[n+1/2] +
(










It is now convenient to introduce ω[n+1/2] = q̂[n+1/2] ◦Ω[n+1/2] ◦ q̂∗[n+1/2] and M̄ = q̂∗[n+1/2] ◦ m̄ ◦
q̂[n+1/2] to describe intermediate angular velocity in fixed basis and internal moment in local basis, re-
spectively. A straightforward manipulation then gives





q̂∗[n+1/2] ◦ m̄′ ◦ q̂[n+1/2] = M̄′+ K[n+1/2]×M̄. (10)
These two results are crucial for expressing the energy conservation of discrete equations.
2
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Discrete energy time increments






















































































































To ensure the preservation of the total mechanical energy the approximative values of stress resultants
should therefore be evaluated using the following formulae:













We have shown that both kinematic compatibility equations and energy conservation of conservative
system can be preserved after time discretization of balance equations of a Cosserat rod. The kinematic
compatibility enforces the admissible update of strain vectors. The same update is in our approach
completely harmonized with the energy conservation demands, which additionally provide the consistent
approximation of stress resultants. The proposed approach on the other hand reduces the set of admissible
shape functions for spatial discretization. To preserve the theoretical properties shown in the paper,
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     Existing unreinforced masonry (URM) structures are under risk due to earthquake actions. Seismic 
assessment of reinforced concrete and steel buildings is performed by the application of the 
performance based seismic assessment methods. After numerous experiments the displacement 
capacity of masonry was revealed and displacement based analysis of masonry buildings became part 
of several building codes Eurocode 8[1], FEMA 356[2], Italian code[3]. 
     Modeling of existing masonry structures under seismic actions is a very complex task and not easy 
task owing to the constitutive characteristics of the structural material and its geometrical non-linear 
behavior when subjected to strong ground motion [4], [5]. Various methods can be applied: they range 
from equivalent frames (EFM) approaches to detailed finite element models (FEM), depending on the 
available data and degree of accuracy and computational time. In micro or macro finite element 
modeling very detailed data is required from masonry constitutive elements (units, mortar), adequate 
constitutive laws adopted for each component and interface individually or as smeared out in a 
continuum. This is kind of modeling can catch the structural behavior of masonry, detailed 
development of crack pattern, but in order to do that a large number of parameters are needed which 
are very often not available in practice. On the other hand computational effort is rather high making it 
unpractical for professional practice. These drawbacks gave rise to the application and further 
development of the equivalent frame method in masonry structures and macro modeling, which are 
rather user friendly for practical engineers. 
 
Equivalent frame method  
     The structure is idealized as an assemblage of vertical and horizontal elements: the first ones (piers) 
are the vertical resistant elements for both gravity loads and seismic forces; the horizontal ones 
(spandrels) are secondary elements which couple the piers in case of seismic loads (Fig. 1). Piers and 
spandrels are connected by rigid offsets and each element is modeled by proper constitutive laws in 
order to take into account the mechanical nonlinearity (Dolce, 1989) [6]. 
 
 
Figure 1 - Equivalent frame method [7]. 
 
This approach clearly introduces strong simplifications, and thus its accuracy depends on the 
consistency between the adopted hypotheses and the actual structural problem. Equivalent frame 
model can be an effective alternative, provided that the main hypotheses are carefully investigated [8]. 
In that respect several models code have been developed from SAM code [9] – the Tremuri software 
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[10], Frema [11]. Development of these codes was the result of different studies done by numerous researchers, 
like [11-14]. 
 
Mathematical modeling of representative buildings 
     In this work equivalent frame approach is discuses and its implementation on a widely used software code 
SAP2000. The building that was selected for investigation is a typical residential unreinforced masonry building 
built in 1960's in Bosnia and Herzegovina, for further details please see [5]. As well this is a typical structure for 
the entire region. All data regarding the structure, material characteristics etc. can be found in [5] and [15]. The 
walls represent the load bearing elements, while the floors, as made out of concrete blocks, are considered as 
rigid diaphragm in one case and in the other they are modeled with shell elements. In this study, the local 
flexural response of floors and out-of-plane behavior of walls are not computed since they are considered as 
negligible with respect to the global building response dominated by their in-plane response. The walls are 
modeled utilizing nonlinear layered shell elements (Fig. 2). In order to grasp the anisotropy of masonry two 
different stress–strain curves were used. This is illustrated in Fig.2, and vertical stresses are S11, horizontal 
stresses are S22 and shear stress ais S12. 
 
 
Figure 2 - A four nodded shell element and in plane stresses [16]. 
 
     Nonlinear behavior of masonry, normal stresses - S11 (vertical stresses) and S22 (horizontal stress) are S11 
and S22 are modeled using Kaushik's model [17], as illustrated in Fig. 3, while for the shear behavior only the 
cohesion part form the Coloumb friction law was adopted. For details regarding individual symbols refer to [17]. 
 
 
Figure 3 - Masonry idealised stress–strain curve for compression [17]. 
 
Pushover curve and capacity analysis 
     In the last twenty years there has been a large improvement in the development and usage of non-linear 
methods for calculation and analysis of masonry structures, so today rather reliable non-linear pushover methods 
are utilized. The non-linear static analysis (Pushover), a performance-based methodology, is based on an 
incremental increase of the horizontal force distribution on a structure and constant gravity loads. As a result 
envelope of all the responses derived from the non-linear dynamic analysis represents the structural behavior [5]. 
The applied lateral forces were proportional to the product of mass. In this analysis a capacity curve is obtained 
that represents the relationship between the base shear force and the displacement at the top of the structure. 




Figure 4 - Capacity curve in Y direction - comparison of 3MURI and SAP2000 
 
     It is clear from the Fig.4 that the linear behavior for both model codes is very similar, while the value of the 
ultimate shear force obtained with SAP2000 is lower in respect to the 3Muri code. This is dependent on the type 
of floor modeling. It is obvious that knowledge regarding correct modeling and knowledge about the structure 
behavior goes hand in hand, as different modeling ideas are directly connected to the engineers' understanding 
and knowledge of structural behavior.  
 
Conclusion 
          In this work a brief discussion is given regarding FEM and EFM approach giving some indications 
regarding pros and cons for their application. For practical engineers the application of FEM sometimes can be 
rather impractical and in the case of need for fast assessment of structures. In these situations the application of 
EFM can be more convenient and applicable. However, one has to keep in mind that for correct modeling 
knowledge of structure behavior and modeling techniques has to be on a high level. Understanding the behavior 
of the structure on the site is cumbersome as it significantly influences the modeling procedure and finally the 
behavior of the structure. Further research and application are ongoing. 
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ADVANCED LATTICE BOLTZMANN ADVECTION-DIFFUSION-REACTION SIMULATIONS 
OF THE TRANSPORT INSIDE CEMENTITIOUS MATERIALS MICRO-PORES 
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A Lattice Boltzmann model is proposed to simulate advection-diffusion-reaction of species in 
cementitious materials. The approach is intended to capture the pores evolution due to chemical 
precipitation/ dissolution reactions. We focus, in this work, on some chemical species transport inside 
hardened cement pastes (HCP’s) micro-pores.  
Different chemical species react with cement compounds either to form expansive products that may 
lead to extra mechanical stresses on the solid matrix or to degrade the solid matrix increasing the 
vulnerability of the matrix to more chemical attack.  
The cumulant LBM [1] is used to study the fluid flow inside the pores. The multiple-relaxation time 
LBM [2,3] is used to account for the transport of the species inside the pores. A moving boundary 
scheme is implemented along with the advection – diffusion to account for pores surface movement 
due to the chemical reaction. A set of benchmarks for flow, advection – diffusion, and boundary 
movement are presented. First results for real HCP microstructures obtained from micro-CT X-ray 
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     One of the frequently used methods for determining the seismic resistance of structures is the 
nonlinear static pushover method, which has been used in various national standards for the design of 
structures for earthquake resistance. The pushover method based on the shape of the first load vector 
and linear or uniform distribution of acceleration is dominant in practical applications [1], but various 
improvements and applications of the pushover procedure are still current [2-4]. In numerous research 
papers the influence of higher modes was analyzed with a conclusion of them having a considerable 
impact on a structure [5-9].  
     This paper presents a practical application of determining the seismic resistance of reinforced 
concrete structures based on the simplified multimodal pushover target acceleration method. Target 
acceleration is a minimum acceleration of a base that leads to the ultimate limit state of a structure, 
i.e., it presents the lowest seismic resistance.  
     The target acceleration is obtained by an iterative procedure, using nonlinear numerical model of 
stability and load-bearing capacity of RC structures [10]. An elastic spectrum with calculated 
equivalent structural damping is observed and linear combination of modes is used in the pushover 
analysis. Schematic procedure for determining the target acceleration is shown in Figure 1. 
 
Figure 1. The procedure for determining the target acceleration 
     Significant eigenvectors ϕi are obtained by solving a linear dynamic task with the data of modal 
shapes, periods Ti and participating modal masses me,i of the structure. Capacity curves and thereby a 
failure shear forces Ffi of each observed vector ϕi are determined using the pushover procedure. The 
capacity curve of the first vector is converted into the acceleration-displacement response spectrum 
format, whereas the analyzed significant higher modes are presented with radial directions which 
correspond to the period of oscillation of each higher mode.  
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     Practical application of the method is presented on the example of 5-storey spatial RC frame 
structure, as shown in Figure 2. 
 
Figure 2. Example: (a) 5-storey RC frame structure; (b) cross-section marks; (c) load on beams; (d)-(f) cross-
section discretisation; (g) reinforcing-steel model; (h) concrete model 
     The load vectors for the observed modes, the general failure vector, the capacity curve with order 
of the beginning of plastification and plastic hinge positions in the structure for the 5-storey RC frame 
in the x-direction are shown in Figure 3. The obtained target acceleration is agr,u=0.46 g, and the 
corresponding base shear force is FL = 2226 kN. 
 
Figure 3. Capacity curve and the order of occurrence of the plastic hinges (x-direction) 
     Validation of the simplified multimodal pushover target acceleration method and comparison of 
results was conducted by incremental dynamic analysis [11]. Comparison between the target 
acceleration obtained from the simplified multimodal pushover target acceleration method and the 
failure peak ground acceleration obtained from the dynamic response of the structure based on 
incremental dynamic analysis exhibits very good agreement. The obtained results imply that the 
influence of higher modes, particularly of the second one, is very significant, and that the simplified 
multimodal pushover target acceleration method presents a reliable tool for the assessment of the 
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Several problems of interest in differnt Engineering and Sciency fields are characterized by the 
presence of phenomena in different spatial and temporal scales, presenting complex physical 
mechanisms, which makes them difficult to analyze. The direct simulation of multiscale problems is 
extremely difficult to perform, since solving the finer scales requires a high amount of processing 
capacity and computational memory. In petroleum reservoir simulation, geocellular models present a 
level of resolution that is still beyond the capabilities of modern flux flow reservoir simulators [3,6,7]. 
To solve these problems, classical upscaling techniques are frequently used and the governing 
equations are solved in a much coarser and feasible mesh. In this context, modern multiscale 
formulations present an interesting alternative to classical upscalling techniques, because they capture 
fine scale information by using a set of basis functions that are obtained by solving local subproblems 
with special boundary conditions. In the last years, Multiscale Finite Volume Methods (MsFVM) have 
gained great attention due to their local conservation feature, particularly in the reservoir simulation 
community [2,4,5,6,7]. According to the literature [2,4,5] through this methodology it is possible to 
obtain accurate numerical solutions at a reasonable computational cost, when compared to the cost of 
the numerical simulation directly on the fine scale, in highly heterogeneous and anisotropic reservoirs, 




In the present work, we consider the simulation of two-phase flows of oil and water in heterogeneous 
and anisotropic petroleum reservoirs in two dimensions. The IMPES (IMplicit Pressure Explicit 
Saturation) procedure is used to solve the coupling between the pressure and the saturation equations. 
We propose several ingredients to the current Multiscale Finite Volume Method (MsFVM) based on 
the Operator Based Multiscale Method (OBMM) to solve the elliptical pressure problem [5,6], leading 
to the so called Modified Iterative-Control Volume Based Method (I-MCVBM), in which some 
additional corrections to improve accuracy  guaranteeing local conservation at all mesh levels are 
proposed. Initially, an iterative process is applied to improve the accuracy of the pressure field, by 
solving a Dirichlet problem at each iteration, on the control volumes of the coarse primal mesh   
However, this procedure compromises the local conservation, therefore  we have devised two 
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alternative methods to ensure conservation. The first one, here called Face Correction (I-MCVBM-
FC), uses the upscaled flux given by the original MsFVM, which generally has good accuracy, to 
correct the flux obtained through the primal coarse mesh using the I-MCVBM. In the second 
correction, called Volume Correction (I-MCVBM-VC), the flux is corrected volume by volume in 
order to enforce primal coarse grid conservation, by eliminating the residual errors that prevents the 
solution from being conservative. In both alternatives, at the end of the process a Neumann problem is 
solved in each  control volume of the primal coarse mesh, in order to obtain local conservation in the 
fine mesh. In our numerical experiments the second alternative  is, generally, better, particularly, when 
dealing with   reservoirs with higher anisotropy ratios and heterogeneity,  even in problems with 
several regions with abrupt permeability gradients, such as fractured fields. In addition, we compare 
the results obtained by two alternative Finite Volume Methods with Multi-Point Flux Approximation 
(MPFA), MPFA-O a.k.a. MPFA-TPS (Triangle Pressure Support) and the MPFA-FPS (Full Pressure 
Support) that exhibit improved monotonicity properties with respect to the classical MPFA-O method 
[1]. It is worthy mentioning that, in general, multiscale finite volume methods use the classical linear 
TPFA (Two Point Flow Approximation) to solve the elliptic pressure equation, which is convergent 
only for structured k-orthogonal meshes. To solve the hyperbolic saturation equation we use three 
different alternatives: 1. The classical First Order Upwind Method (FOUM); 2. A variation of the 
second order MUSCL (Monotone Upstream-Centered Scheme for Conservation Laws) method; 3. The 




In this paper, we present a locally conservative formulation for the simulation of two-phase flows in 
petroleum reservoirs. For the discretization of the elliptic pressure equation, we use two variants of an 
iterative multiscale control volume formulation (I-MCVBM) with special modifications to improve 
accuracy for highly heterogeneous media with two different MPFA methods and the classical TPFA 
formulation. The transport problem is solved directly in the fine mesh using three alternative methods. 
In order to evaluate the developed formulation, we present some results comparing its accuracy and 
robustness when solving some benchmark problems found in literature. 
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1. Motivation
We recognize, over the years, the need to reduce dependence on fossil fuels for energy generation and
support the development of renewable resources. The most readily available and easy to exploit renew-
able resource is wind via wind turbine machines. In order to obtain maximum productivity, it is required
to increase the dimensions of this structure. In addition, these turbine are intended to be installed in the
sea locations, so-called ”offshore wind turbines”, where the wind is more frequent and his velocity is
greater. Operation under these conditions causes obviously stability issues. The main of our work is the
development of three dimensional solid element submitted to large motion which describes properly the
behavior of the wind turbine structure over very long time interval.
2. introduction
In this paper, we present the finite element formulation of 8-node brick element with rotational de-
grees of freedom to analyze geometrically nonlinear statics and dynamics problems undergoing large
displacements and rotations [5]. The element is based on a sound variational formulation and incompat-
ible modes method with enhanced displacement. The addition of an independent rotation field entails a
specific choice of the strain measures.
A numerical procedure of implicit method based on the Newmark scheme is first used to solve the
nonlinear equations of motion. Several examples assess the efficiency and accuracy of the Newmark
method for relatively large time steps. However, it is not sufficient to ensure the satisfying performance
in computations over very long time interval, especially when the response is governed by high frequency
modes associated to rotational DOF. In order to ensure an optimal performance of the numerical scheme
over finite time period, we propose an energy conserving/decaying implicit time-stepping algorithms
based on the mid-point approximation for the enhanced solid element studied here.
3. Finite element formulation and numerical procedure
3.1. Variational formulation and discretization
The variational formulation of 8-node solid element with rotational degrees of freedom for nonlinear
statics and dynamics problems undergoing large displacements and rotations is briefly presented below.
The introduction of rotational DOF implies the use of the Biot strain measures, h = RT (I + ▽u) − I,
1
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which brings up the rotation tensor R. We denote u the displacement vector and [I+▽u] the deformation









With δu being the virtual displacement, and δΨ being a skew-symmetric matrix of infinitesimal rotations.
We denote δψ the axial vector of the infinitesimal skew-symmetric tensor of virtual rotations δΨ which
follows from the intrinsic definition δΨb = δψ×b, ∀ b ∈ R3.











Ni : standard shape functions;
ui, ψi : nodal values.
(2)
In order to homogenize the strain field, the displacement gradient is enriched by a set of incompatible
modes [3] to get the following form














The enhanced displacement vector is approximated by a set of quadratic interpolation functions M j=1,3,
where M1 = (1 − ξ2), M2 = (1 − η2) and M3 = (1 − ζ2). By taking the directional derivative in the
direction of virtual motion denoted by δa = [δu,δψ] and virtual incompatible mode parameter denoted
by δα, the variational equations is written as






{δe(u,R,d) ·Ce(u,R,d)+δω(u,R,d) · γω(u,R,d)}−
∫
ϑ




{δd ·ΛT Ce(u,R,d)+δd ·ΞT γω(u,R,d)}dϑ = 0 (4)
where e(u,R,d) and ω(u,R,d) present the symmetric and skew-symmetric parts of the Biot strain mea-
sure. C, γ and ρ are respectively the elasticity tensor defined by its standard form, the regularization
parameter taken equal to the shear modulus and the mass density. The components of the rotation ten-
sor are dispatched in specific matrix forms (Λ(R),Ξ(R)) in order to simply the variational formulation.
Making use of the the previous notations, the stress tensor is given as
p = ΛT Ce(u,R,d)+ΞT γω(u,R,d) (5)
By introducing the finite element interpolation of the displacement and rotation fields into (4), the


















pdϑ = 0 (6)
3.2. Solution procedures
In order to solve the non-linear system in (6), we proceed frequently with the linearization of all the
equations and then solve these equations once. However, for the three dimensional case under consider-
ation, the linearization methodology increases the complexity and entails a large secondary storage pool.
Thus, the proposed computational procedure exploits the operator split methodology [1] to separate the
computation of the incompatible mode parameters α from displacement u and rotation R .
Phase 1: u and R are frozen Phase 2: α̂ is computed




The rotation parametrization is established by quaternions algebra which reduces the rotation tensor
to a set of four quaternion parameters.
First, the implicit Newmark integration method is employed in the dynamic analysis of the proposed
problem. The translational variables are consistently updated by the standard Newmark algorithm. How-
ever, the angular updates are more laborious since it should be performed by a multiplicative fashion.
The idea is to use the spatial incremental rotation vector θn+1 , which is updated by additive procedure,
in the implementation of Newmark scheme [4]. In this way, velocities and accelerations have apparently






































where α and β are Newmark coefficients. T−T (•) = Λ̃(•)T̃−1(•), such that Λ̃ corresponds to a represen-
tation of the orthogonal rotation tensor via the rotation vector and T̃ is the relationship matrix between
the spatial iterative rotation parameters.
Several numerical examples were done to demonstrate that the Newmark method could ensure a
good accuracy for nonlinear dynamic analyzes of the proposed solid element. However, it is much less
effective when the response is influenced by high modes which are more pronounced over large time
interval on account of modes associated to rotational DOF. Thus, conserving/decaying time stepping
algorithms is suggested in order to to exceed this limit. The new scheme is based on the mid point








































Figure 1: Dynamic analysis of cantilever beam subjected to end shear force




























Figure 2: Wind turbine simple model: cable effect
scheme with some modifications in order to fulfill the conserving energy condition. Then, the time
3
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discretization of the variational equation is established using the mid point rule approximation
∫
ϑ δu ·ρv̇n+ 12 dϑ+
∫
ϑ{δe(u,R,d)|n+ 12 ·Ce(u,R,d)|n+ 12 +δω(u,R,d)|n+ 12 · γω(u,R,d)|n+ 12 }−
∫
ϑ δu.f dϑ = 0
∫
ϑ{δd ·ΛT Ce(u,R,d)|n+ 12 +δd ·Ξ
T γω(u,R,d)|n+ 12 }dϑ = 0 (8)
Our goal is to ensure the energy conservation via the equations (8) [2]. Then, we modify the compu-








Moreover, the approximation of displacement and rotation are as follow
u = 12 ∆t(vn+1 +vn)
ψ = 12 ∆t(Wn+1 +Wn); θ =
1
2 ∆t(wn+1 + cay[θ]wn+1) (10)
where cay[θ] = [I+ 12ψ][I− 12ψ]−1 is known as the Cayley transform.
Thus, the law of conservation of energy is inherited by the algorithmic variational equation
∫
ϑ δu ·ρv̇n+ 12 dϑ =
∫
ϑ(vn+1 +vn) ·ρ(vn+1 −vn) dϑ = Kn+1 −Kn∫
ϑ{δe(u,R,d)|n+ 12 ·Ce(u,R,d)|n+ 12 +δω(u,R,d)|n+ 12 · γω(u,R,d)|n+ 12 } dϑ = Vint |n+1 −Vint |n
⇒ δa · r(u,R,d)|n+ 12 = 0 ⇔ Kn+1 +Vn+1 = Kn +Vn
(11)
The energy decaying scheme is naturally constructed as an extension of the energy conserving scheme
with the introduction of the numerical dissipation in high modes at each step so the algorithmic consti-




(en+1 +en)+η1(en+1 −en); ω(u,R,d)|n+ 12 =
1
2
(ωn+1 +ωn)+η1(ωn+1 −ωn) (12)
Similarly, in order to assure Kinetic dissipation, the relations in (10) are replaced by
u = 12 ∆t(vn+1 +vn)+η2∆t(vn+1 −vn)
ψ = 12 ∆t(Wn+1 +Wn)+η2∆t(Wn+1 −Wn) (13)
η1 and η2 are respectively the internal energy and the kinetic energy dissipation coefficients, both vary
from 0 to 0.5.
In the same way as for (11), we can write
∫
ϑ δu ·ρv̇n+ 12 dϑ =
∫
ϑ(vn+1 +vn) ·ρ(vn+1 −vn) dϑ = Kn+1 −Kn +DK∫
ϑ{δe(u,R,d)|n+ 12 ·Ce(u,R,d)|n+ 12 +δω(u,R,d)|n+ 12 · γω(u,R,d)|n+ 12 } dϑ = Vint |n+1 −Vint |n +DVint
⇒ δa · r(u,R,d)|n+ 12 = 0 ⇔ Kn+1 +Vn+1 +DK +DVint > Kn +Vn
(14)
DK and DVint are energy dissipation terms obtained by the introduction of the constitutive algorithm
equations and velocity updates in the variational formulation (8). They represent a positive definite
quadratic form given that η1 and η2 are positive.
4. Conclusions
The proposed variational formulation of three dimensional solid element with rotational degrees of free-
dom is relevant to analyze geometric nonlinear dynamics and statics problems undergoing large motion.
It should be noted that the formulation is set in a fixed frame which leads to a constant components of the
mass matrix. In addition, the presence of the element rotational degrees of freedom proves advantageous
in the interaction between solid and structural elements.
The time-stepping schemes designed to conserve or decay the total energy of the proposed element
allow to run numerical simulations in long period at time and control the high frequency modes. What’s
even more interesting is that these two schemes share completely the same storage pool, so that one
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     In recent years we have seen a great expansion of research on mechanical metamaterials, where the 
geometry of highly deformable structures is responsible for their unusual properties, such as negative 
Poisson’s ratio [1], mechanical cloaking and tunable phononic band gaps [2]. Understanding how such 
structures deform in response to applied external stresses is crucial for designing novel mechanical 
metamaterials. Here we present a method for predicting deformations of 2D solid structures with holes 
in the linear response regime by employing analogies with electrostatics. 
     Just like external electric field induces polarization (dipoles, quadrupoles, etc.) of conductive 
objects, external stress induces “elastic multipoles” inside holes. In structures with many holes, 
interactions between induced elastic multipoles are responsible for complex deformation patterns 
observed in experiments and finite element simulations. We demonstrate that our method can 
successfully predict deformation patterns in periodic as well as aperiodic structures with holes of 
varying sizes. 
 
     The elastic multipole method employs analogies between electrostatics and 2D linear elasticity to 
predict deformations in 2D elastic materials. Electrostatics problems can be formulated in terms of a 
scalar field, electric potential, whose gradient is the electric field. Similarly, in 2D elasticity a scalar 

















χσσ  (1) 
     From mechanical equilibrium and compatibility conditions in 2D linear elasticity we obtain the 
governing equation: 
 ,ρχ Y=∆∆  (2) 
where Y  is the 2D Young’s modulus and ρ  is the elastic charge density. This equation is similar to 
Gauss’s Law ερ /2 −=∇ U  in electrostatics. Just like in electrostatics, we have point charges 
(monopoles), dipoles and quadrupoles in 2D elasticity. 
     When a wedge from a 2D elastic material is cut out and the two newly created boundaries of the 
remaining portion are glued back together, a disclination defect is formed, Fig. 1 (left). The Airy stress 
function for a disclination defect (monopole), which is equivalent to a point charge in electrostatics, is 
given by ( )xYs δχ =∆∆ , which upon solving analytically gives: 
 ( )1ln
8
2 −== xxYss m

π
χχ . (3) 
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Figure 1: Disclination defect (left) and an example of dislocation defect (right). 
     Here the magnitude of “charge” s corresponds to the angle of the removed wedge. Two opposite 
disclinations that are adjacent to each other are referred to as dislocation (dipole), Fig. 1 (right). The 











 −⋅−=∇⋅−= xxdYsd md

π
χχ  (4) 










=∑ χχ  (5) 
     Two types of quadrupoles can be seen depending on the form of ijQ  matrix. When ijQ  is a 
constant multiple of an identity matrix, we say the quadrupole is of type P. When the ijQ  matrix is 



































χ . (7) 
     The general solution to the equation 0=∆∆χ , except at the origin, in polar coordinates ( ϕ,r ) is 
given by a series [3] also known as the Michell solution. A careful investigation shows that all the 
multipoles discussed above are included in this solution along with higher order multipoles. Some of 
these multipoles have to be omitted because their energy diverges with increasing size of the elastic 
material or they produce zero stress. The only terms that we need to consider are: 























n nrDrCnrBrArCrArA ϕϕϕϕχ  (8) 
     In electrostatics, external electric field induces polarization (dipole, quadrupole, etc.) in conducting 
materials. Similarly, external stress induces elastic charges on boundaries between materials, which 
can be interpreted as effective elastic multipoles. As an example, we can look at the problem of 
infinite 2D sheet with a circular hole of radius R at the center, Fig. 2. 
 
Figure 2: Infinite sheet with a circular hole of radius R under applied external stress. 
     When this sheet is subjected to an external stress ( 0, σσ −=extxx ), the resultant Airy stress function 
can be calculated analytically. 
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     From the expression given below in polar coordinates we can see that the external stress induces 
quadrupoles of type P and type Q inside the hole: 


























+−+−−=  (9) 
 
     Consider the case where there is more than one hole in the elastic materials. The external stress 
induces effective elastic multipoles for each hole. Then these holes will interact with each other 
through the induced elastic multipoles. The strength of the elastic multipoles can be obtained by 
satisfying the appropriate boundary condition at the boundary of each hole (i.e. holes are traction free). 
     Results calculated using elastic multipole method and the linear FEM for the case of 5 randomly 
placed holes, Fig. 3, with equal diameters are presented below. Finite element calculations were 
performed using commercial Finite Element code Ansys - Structural. 
 
  Material parameters, dimensions and loads: 
        E  = 200000 MPa 
         ν  = 0,3 
         L  = 600 mm 
         p  = 0σ  = 50000 MPa  
   Holes diameters and center coordinates. 
 
  Figure 3: “infinite” sheet with 5 randomly placed holes. 
     The accuracy of the results obtained using the elastic multipole method depends on the number of 
used terms ( n  in Eq. 8). In Fig. 4 and Fig. 5 displacements at three points P1, P2 and P3 (as indicated 
in Fig. 3) are calculated for different values of n : 
 
Figure 4: Displacements at points P1 and P2 as a function of n. 
 
i Di (mm) Xi (mm) Yi (mm) 
1 10 32 13 
2 10 20 23 
3 10 -19 13 
4 10 -14 -15 
5 10 14 -6 
External stress Quadrupole P Quadrupole Q Higher order multipole 
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Figure 5: Displacements at point P3 as a function of n. 
    In Fig. 6 the shape of the holes in the deformed configuration obtained by both calculation methods 
is presented. 
           
Figure 6: Deformed shape of holes (left – FEM, right – elastic multipole method). 
     A remarkable similarity between the results of both approaches can be observed from Figs. 4-6. 
This shows that elastic multipole method presented here is an equivalent procedure to FEM for 
describing the mechanics of 2D solids with multiple holes. We have also generalized our method to be 
suitable for holes of arbitrary sizes and also for holes near the boundaries by employing the relation to 
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Abstract In this work structures that consist of one or two rigid rectangular blocks (one on top of
the other) which are not connected between themselves or to the ground, and undergo only rocking
motion under dynamic excitation are investigated. Analytical description of the motion for different
rocking patterns is presented, transition criteria and exact time of each impact are derived, and energy
and momentum balance during rocking motion are addressed. The equations of motion are discretized
using Newmark’s method and solved at each time step using the Newton-Raphson procedure. Modes of
overturning and pattern during rocking motion due to a constant ground acceleration function are looked
into.
Keywords: rigid block, dual block structure, rocking motion, constant ground acceleration, restitu-
tion
1. Introduction
In historical earthquake events, many slender rigid structures not connected to the ground survived the
event [1], while some bulkier structures experienced partial or total failure by either overturning or break-
ing. Structures that consist of multiple rigid blocks when subjected to ground excitation can undergo
rocking, sliding and jumping motion, or a combination of these patterns. Extensive body of literature
exists in describing rocking behaviour of slender blocks with small rotations: the equation of motion is
given in [2], the analytical conditions of overturning due to a given acceleration function are addressed
[3, 4], and the scaling effect is investigated in [5], to name only a few. With the idea to generalize
the procedure to multiple blocks, the dynamic behaviour of a rocking dual block structure (or bi-block
structure) is analytically described in [6, 7, 8].
In this work we start with the assumption that a single block or a dual block structure undergoes only
rocking motion. In particular, the dynamic behaviour due to a constant ground acceleration function with
finite duration is investigated. The aim of this work is to address the transient dynamic behaviour of a
dual block structure, with the emphasis on the mode and pattern of overturning. The scaling parameters
for the described dynamic behaviour are also briefly addressed.
2. Equations of motion and patterns
Rocking of a single rectangular rigid block is described by a set of two piece-wise equations describing
rotation with two bottom edges acting as centres of rotation [2, 5]. The corresponding patterns of rocking
are shown in Figure 1 and mathematically defined as:
1
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Figure 1: Two possible patterns
of rocking motion of a single
block [2]
{
−mgRsin(α + θ)+ mRücos(α + θ)+ I0θ̈ = 0 if θ< 0
mgRsin(α−θ)+ mRücos(α−θ)+ I0θ̈ = 0 if θ> 0.
(1)
In equation (1), g is the gravitational acceleration, m, R, α and I0 are the mass, the half-diagonal (the
distance between the centre of mass and one of the bottom corners), the angle of slenderness (the angle
between the side and the half-diagonal) and the moment of inertia of the block with respect to one of the
bottom corners, ü is the function of ground acceleration, and θ is the rotation (the angle between the side
of the block and the vertical axis) of the block.
The transition between the two patterns of rotation occurs when θ ≡ 0 and is usually treated as an
event of infinitely small duration and taken into account as a sudden decrease in kinetic energy [2], as a
result of the angular momentum balance for the given kinematic constraints. A coefficient of restitution
as the ratio between post- and pre-impact angular velocity, r = θ̇+/θ̇−, is introduced into the procedure.
In terms of kinetic energy loss r =
√
η, where η is the ratio between the post- and pre-impact kinetic
energy. Following [2], the maximum value of the coefficient of restitution in order to sustain pure rocking
motion after every impact is η =
(
1− 32 sin2 α
)2
.
In contrast, the motion of a dual block structure, which is only allowed to rock, can be described by
four different motion patterns, each of which can be divided into two sub-patterns, which results in a set
of eight piece-wise systems of equations with two degrees of freedom (Figure 2). These are
I′01θ̈1 + m2h1R2θ̈2 cos(∓θ1 + α2±θ2)∓m2h1R2θ̇22 sin(∓θ1 + α2±θ2)
+ g [±m2h1 sin(∓θ1)∓m1R1 sin(α1±θ1)]+ ü [m1R1 cos(α1±θ1)+ m2h1 cos(∓θ1)] = 0 (2)
and
m2h1R2θ̈1 cos(∓θ1 + α2±θ2)+ I02θ̈2±m2h1R2θ̇21 sin(∓θ1 + α2±θ2)
∓m2gR2 sin(α2±θ2)+ m2üR2 cos(α2±θ2) = 0, (3)
for patterns 1a and 1b, where the double signs stand for θ2 < θ1 < 0 and θ2 > θ1 > 0,
I′01θ̈1 + 2m2R1R2θ̈2 cos(α1±θ1 + α2∓θ2)
+ g [∓m1R1 sin(α1±θ1)∓2m2R1 sin(α1±θ1)]+ ü(m1 + 2m2)R1 cos(α1±θ1) = 0 (4)
and
2m2R1R2θ̈1 cos(α1±θ1 + α2∓θ2) + I02θ̈2 ± m2gR2 sin(α2∓θ2) + m2üR2 cos(α2∓θ2) = 0, (5)
for patterns 2a and 2b, where the double signs stand for θ2 > θ1 < 0 and θ2 < θ1 > 0,
[
I′0 + 2h1m2R2 cos(α2)
]
θ̈1 + g [±m2h1 sin(∓θ1)∓m1R1 sin(α1±θ1)∓m2R2 sin(α2±θ1)]
+ ü [m1R1 cos(α1±θ1)+ m2h1 cos(∓θ1)+ m2R2 cos(α2±θ1)] = 0, (6)
for patterns 3a and 3b, where the double signs stand for θ2 = θ1 < 0 and θ2 = θ1 > 0, and
I02θ̈2∓m2gR2 sin(α2±θ2)+ m2üR2 cos(α2±θ2) = 0, (7)
for patterns 4a and 4b, where θ1 = 0, and the double signs stand for θ2 < 0 and θ2 > 0. In the above
equations the index numbers 1 and 2 stand for the bottom and top block, respectively, I02 is the moment
2
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of inertia of the upper block with respect to one of its bottom corners, while I′0 is the moment of inertia







Figure 2: Eight possible patterns of rocking motion of a dual block structure [8, 6, 7]
Following an impact in the dual block structure, there are two unknown post-impact angular veloc-
ities to be determined, θ̇+1 and θ̇
+
2 . As before, they follow from the angular momentum balance for the
given kinematic conditions.
3. Numerical procedure
In this work, the nonlinear piece-wise equations of motion are discretized using Newmark’s method for
numerical integration and solved using the Newton-Raphson iterative procedure at each time step. The
procedure is carried out first for a single rocking block and then applied to the dual rocking block system.
When the transition between any two patterns happens within a time step, the equations of motion
are not the same at the beginning and at the end of the time step (for example, transition from pattern 1a
to pattern 1b in Figure 1), hence the discretized equation of motion at that time step (which is written at
the end of the time step, according to Newmark’s scheme) is only valid during a part of that time step.
To enable describing the motion in a more exact way, every time when a transition between patterns is
detected a procedure to find the exact ∆t ′ < ∆t which corresponds to the exact time of impact (or θ = 0
in case of a single rocking block) is introduced. The analytical expressions which gives the exact time
of the impact at time step n + 1 are easily defined. For the single block case in free rocking (ü = 0), for












)2− θ̇n∆t ′−θn = 0, (8)
where the double signs stand for the transition from pattern 1a to 1b and transition from pattern 1b to 1a
(Figure 1), and β = 1/4 in case of Newmark’s method with average acceleration. The obtained equation
of motion is quadratic with respect to the unknown value ∆t ′ and can be solved exactly. In case of forced
rocking motion of a single block or free or forced rocking motion of the dual block structure (where there
are two unknowns: the unknown time step size ∆t ′ and one of the rotations θ1,n+1 or θ2,n+1) the derived
equation is nonlinear and is solved iteratively using the Newton-Raphson iterative procedure.
When the exact time of the impact is detected, the unknown velocity (or velocities, in case of the
dual block system) to be used as starting values for the new equation of motion are taken based on the
angular momentum balance equation as described in the previous section. The angular accelerations at
the beginning of the first post-impact time step need to be taken with respect to the nature of the new
equation of motion, which in case of the single block rocking means that the sing of the acceleration
θ̈n+1 needs to be changed at time step n + 2.
The described procedure is applied to derive the equations for detecting the ∆t ′, and to define the
initial values after the impact and the transition to a new pattern for the dual block structure. An algorithm
based on the described analytical and numerical procedure is written in Matlab programming language
and used to carry out a set of analyses of free and forced rocking motion with the amplitude and duration
of the constant ground acceleration varied.
An example with two Matlab procedures - one without and the other with contact detection (as
described above) - used to obtain rotation and mechanical energy of a rigid rectangular block with h =
0.0675 m, b = 0.03 m and m = 0.1611 kg during 1.2 s of free rocking is shown in Figure (3).
3
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Figure 3: Rotation and energy histories of a single free rocking block
In Figure (3) initial ∆t in both Matlab procedures is equal to 0.01 s (which is 150 times smaller than
the period of free rocking with θ0 = 0.99α [2]). In this simple case, it can be seen that, while rocking
amplitudes decrease with every impact in the procedure with contact detection (red line), that does not
happen in the procedure without contact detection (blue line).
4. Discussion and conclusion
Following the well-known procedure to derive equation of motion of a single rocking block, equations
of motion of a dual block system are derived. The procedure of defining the exact time of the impact
between block and ground is presented. Post-impact velocities are calculated from the angular momen-
tum balance equation. After applying the described steps, an energy loss can be introduced into the
procedure via a coefficient of restitution which is lower than the one obtained from angular momentum
balance equation as a material characteristic (obtained from a set of experiments).
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Masonry structures, due to their mechanical and thermal characteristics, construction flexibility and 
practicality, have many advantages in compare to other building materials, and are the focus of 
scientific analyses in last decades [1]. Almost all analyses have led to conclusions about mechanical 
properties of masonry walls in their totality, showing that the aforementioned properties greatly 
depend on mechanical properties of brick blocks and mortar, as well as mortar bed thickness and 
quality, and boundary conditions of masonry walls.  
In case of special mortar, e.g. epoxy resin, etc. [2], masonry walls are ‘homogenised’, i.e. local 
fracture and cracks occur in brick blocks, or on the mortar bed. So far, the majority of tests have been 
performed on masonry walls as a whole, and the obtained properties are defined for integrated 
masonry walls, and often skewed not favourably.  
To obtain tensile properties of brick samples, a new testing method had to be devised. Classical 
tensile testing machines were not suitable for this task, due to relatively low friction between jaws and 
surface of samples, and a low compression resistance, which would lead to shattering and fracturing of 
samples. The new apparatus used for this testing was composed of a standard pull-off testing machine, 
a column stand and a testing chamber.  
A pull-off test machine was chosen as loading device because the tension strength and maximum 
elongations of samples were fit to the size and shape of the device. The force was set manually, which 
enabled a precise incremental loading. To attenuate this effect, a small electrical stepper motor with a 
speed controller was attached to the pull-off testing machine to crank the device to a significantly 
lower lateral displacement. Lateral restrains were us d to keep the overall stability of the apparatus 
during the experiment setting and loading. 
The middle part of the apparatus was constructed from three columns. The length of columns was 
defined by the length of items in the testing chain, including pull-off grip, load cell, sample chamber 
and lower grip to the testing floor. The columns were composite, with a steel-threaded core and an 
outer aluminium circle pipe. In order to reduce buckling length of columns, lateral braces were used. 
The column’s buckling force (evaluated with numerical model) was at least three times greater than 
the force expected to be obtained from the samples. 
The testing chambers of the apparatus were devised to transfer axial deformations to samples 
ensuring rigidity under loading conditions for bending and shear actions. A set of five testing 
chambers was milled in S235 steel. Epoxy resin was used as the bonding agent between samples and 
chambers, as similar is used in research by [3]. 
A minimal ultimate strength of properly cured resin is 1.2 kN/cm2. A set of steel guides and 
embedded linear bearings were used in the chambers to assure low friction axial forces during the 
loading of the samples, at the same time providing resistance to unwanted bending moments caused by 
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imperfections of the apparatus. In order to clean the load chambers from the resin and prepare them for 
the following sample, the chambers were heated to over 200° C after each testing. 
   
a) b) c) 
Figure 1 a) Tension testing apparatus, b) Testing chamber, c) Schematic view of testing chamber 
Each FCB sample was subjected to uniaxial tension load in the previously described apparatus, to 
determine stress-strain relations. Due to mechanical setup of the apparatus, a uniform tension stress 
was expected in all cross-sections of the samples.  
Load was gradually introduced in the samples, at a me n rate of 0.06 MPa/s to avoid dynamic 
effects of loading. The stress-strain curve was determined from a time series of stress and strain. To 
disregard settling displacements of sample and appar tus, the beginning of the stress-strain curve was 
defined at a 5% of the ultimate stress, linearly extrapolating to zero state of stress and strain. The tim  




Figure 2 Time series of: a) stress, b) strain and c) stress-strain relation for one sample 
References 
[1] Paulo B. Lourenco, Computational strategies for masonry structures, PhD Thesis, TU Delft, Delft 
University of Technology, 1996. 
[2] Marrocchino, E., et al. Micro-chemical/structural characterisation of thin layer masonry: A 
correlation with engineering performance, Construction and Building Materials 23.1 (2009): 582-594. 
[3] P. B. Lourenço, J. Almeida, and J. a O. Barros, Experimental investigation of bricks under uniaxial 
tensile testing, Journal of the British Society Masonry International, vol. 18, no. 1. 2005. 
117
ECCOMAS MSF 2017THEMATIC CONFERENCE 















Sorbonne Universités / Université de Technologie Compiègne, Laboratoire Roberval de 
MécaniqueCentre de Recherche Royallieu, 60200 Compiègne, France 
2
Chair for Computational Mechanics & IUF, France 
adnan.ibrahimbegovic@utc.fr, delphine.brancherie@utc.fr, xuan-nam.do@utc.fr 
 
 
Abstract. Proposed work is an extension to dynamics of our previous works [1, 2, 3] aiming at representing 
localized failure in non linear materials without mesh dependency. Localized phenomena are taken into account by 
using the strong embedded discontinuities approach in which the displacement field is enhanced to capture 
the discontinuity. 
Based upon this approach, a one-dimensional model for elastoplastic bar capable of representing failure for ductile 
materials with combined hardening in FPZ-fracture process zone and softening with embedded strong 
discontinuities was first developed. Results comparing the proposed one-dimensional model to (semi-) analytical 
works are presented. It was shown that the proposed strategy provides mesh independent solutions. Strain increases 
in the softening domain with a simultaneous decrease of stress. The problem unloads elastically outside the strain-
softening region. The model was also compared with a one-dimensional damage model capable of representing the 
dynamic fracture for elastodamage bar with combined hardening in fracture process zone - FPZand softening with 
strong embedded discontinuities to find a good agreement between two models.  
A two-dimensional finite element model was developed, capable of describing both the diffuse damage mechanism 
accompanied by initial strain hardening and subsequent softening response of the structure. The results of several 
numerical simulations, performed on classical mechanical tests under slowly increasing loads such as 
Brazilian test or three-point bending test were analyzed. The proposed dynamics framework is shown 
to increase computational robustness. It was found that the final direction of macro-cracks is predicted 
quite well and that influence of inertia effects on the obtained solutions is fairly modest especially in 
comparison among different meshes. 
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Prestressed a girder or not? Prestressed it totally or only to some level? These are the questions which 
every engineer who ever dealt with prestressed structures asks himself. In the partially prestressed 
girders the behaviour of girder strictly depends of ratio between traditional reinforcement and 
prestressed reinforcement. In some previous works we presented experimental tests of real practical 
prefabricated concrete beams [1,2], which are constructed with different level of prestressing (different 
ratio of prestressed and traditional reinforcement) and tested up to failure. The deflections, cracks in 
concrete and stresses (strains) in reinforcement and concrete, were continuously monitored during the 
experiment for every load increment. Tested beams are additionally simulated with one numerical model 
based on beam elements with which we simulated experiment [1,2]. 
Tested beams had T shape which is very often in prefabricated structures. Basic data of geometry 
and reinforcement of tested beams are shown on Figs. 1 and 2.  
 
Figure 1: Geometry of the experimentally tested beam  
 
   
Transverse reinforcement (stirrups) Beam B1 Beam B2 
   
Beam B3 Beam B4 Beam B5 
Figure 2:  Reinforcement of the experimentally tested beam 
 
Beam B1 is reinforced only with prestressed reinforcement. Beam B2 is reinforced with mainly 
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prestressed reinforcement and traditional reinforcement. Beam B4 is reinforced with mainly traditional 
reinforcement and partly with prestressed reinforcement. Beam B5 is reinforced only with traditional 
reinforcement. Ratio of traditional and prestressed reinforcement satisfy equal load bearing capacity of 
all tested beams.  
Using the relatively new developed numerical model for static analysis of 3D structures [3], which 
can simulate main nonlinear effects of their behavior, numerical analysis of tested beams was performed 
again. 
The model is based on Rankine criterion for 
dominant tension influences (cracking) and Mohr-
Coulomb criterion for dominant compression 
(yielding and crushing) [4-7]. A multi-surface 
presentation of the model, which allows the rapid 
convergence of the mathematical procedure, is 
implemented. The model includes associated and 
non-associated flow rules, strain softening and 
hardening and the development of the plastic 
strain described by the cohesion function. The 
model is implemented into the computer program 
for the three-dimensional nonlinear analysis of the 
reinforced and prestressed concrete structures.  
 
Figure 3: Three-axial presentation of the yielded 
surface development defined by hardening rule 
 
The model is defined by elementary material parameters (Young’s modulus of elasticity, Poisson’s 
coefficient, maximal uniaxial tensile and compression stresses, coefficient of tensile correction, 
maximal tensile and maximal compressions strains) which can be obtained by a standard uniaxial test 
so that the very complex behavior of reinforced concrete structures can be described simply and 
effectively but with a sufficiently accurate model. 
Main conclusions and recommendations for practical applications according to results of performed 
tests are given at the end. Good agreement was obtained between the numerical and the experimental 
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1. Introduction
The Arlequin method has been developed as a flexible engineering tool [1] allowing the coupling
of different models (particle, continuum, SPH) and meshes (1D-2D, 1D-3D) in both statics and
structural dynamics [2] [3]. Previous studies have found the Arlequin method to be relevant for
structural dynamic simulations [4] [5]. Multi-model or multi-scale methods for fluid dynamics
have also been developed, such as the Chimera method [6] [7] and are widely used in aeronautics.
In theses methods, the flow on the border of one of the model is interpolated from the other
model. Thus, they are not guaranteed to conserve mass and energy.
In this study, we propose an Arlequin formulation approach of the explicit time integration
in fluid dynamics. Thanks to the flexibility of the Arlequin framework, we can bypass the issue
of flow field interpolation on the frontier of the models and ensure mass and energy conservation.
After presenting the formulation, we show its effectiveness for multi-models fluid dynamics for
non-conforming meshes.
2. Governing equations
We consider an fluid occupying a bounded, regular domain Ω1 ∈ Rd. A local model, Ω2, is
superimposed to the global model, Ω1, in the neighbourhood of a zone of interest. We assume
for clarity that Ω2 is strictly embedded in Ω1. Sub-domain Ω2 is partitioned into two regular,
non-overlapping domains: the coupling zone Ωc and the free zone Ωf . Let vi and ai = ∂tvi denote
the velocity and acceleration fields of model i while v0i denotes its initial velocity. Let ρi, pi, ei
and Ei denote respectively the density, the pressure, the internal energy and the total energy of
the fluid. The latter is supposed to follow the ideal gas law, that is, p = (γ− 1)ρe, where γ is




∂t ρv + ∇· (ρv⊗v+pI) = 0
∂t ρ + ∇· (ρv) = 0
∂t ρE + ∇· ((ρE+p)v) = 0
(1)
which can be written ∂tu+∇·F = 0 with u= [ρv,ρ,ρE]T and F = [ρv⊗v+p,ρv,(ρE+p)v]T .
2.1. Continous Arlequin formulation
We define ui = [αiρivi,βiρi, δiρiEi]T and Fi = [αi(ρivi⊗vi+pi),βiρivi, δi(ρiEi+pi)vi]T where αi,
βi and δi are the weight functions of each model for the different equations. The proposed weak
formulation of the Arlequin problem for two models then reads:
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∀ w1 ∈ V10 , m1(u1(t),w1) +f1(u1(t),w1) + c(u1(t),λ(t)) = 0
∀ w2 ∈ V20 , m2(u2(t),w2) +f2(u2(t),w2)− c(u2(t),λ(t)) = 0



















µ(t) ·w(t) +L2 ∇Sµ(t) :∇Sw(t) dΩc
(3)
where V i are the trial solution spaces, V i0 the test function spaces andM the mediator space. L
is a strictly positive parameter homogeneous to a length (typically the thickness of the coupling
zone) and ω is a velocity gap field.




αi ∈ [0,1] in Ω1
α1 +α2 = 1 in Ω1
α1 = 1 in Ω1\Ω2
∃α0, αi ≥ α0 in Ωf
(4)
The constant α0 has to be arbitrarily small for the Arlequin method to be relevant [8].
2.2. Discrete formulation
The finite element discretization of the equations (2)-(4) leads to the following system:






1 +CT1 λn =Gn1
Mn2 U̇
n




where Mi, is commonly called the mass matrix of sub-domain Ωi. Gi is the internal load
vector applied on sub-domain Ωi, while CTi and λ are, respectively, the coupling matrix and the
Lagrange multiplier vector in the coupling zone Ωc. Note that the equation for each component
of u is solved separately using an explicit time integration scheme.
2.3. Choice of weight functions
The internal energy weight parameters αi, βi and δi need to be defined. Previous results on
structural dynamics [5] suggests that piecewise constant weight parameters should be used in
order to conserve an optimal time step. Thus, for the equilibrium equation (first component of
u), we set α1 = α2 = 1/2 and α0 = 1.0 10−3.
For the last two equations of conservation (second and third components of u), some diffi-
culties arises as the value of the flow on ∂Ω2 needs to be known. Chimera-like methods define a
value of the flow by interpolating values of the first model. Here, we make use of the Arlequin
framework and use linear continuous weight parameters functions as they will cancel the value
of the flow at the frontier of the second model. The Arlequin approach with this specific choice
of weight parameters will hereafter be referred to as "Arlequin Linear".
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3. Consistent test on a shocktube
Consistent case We consider a horizontal 1D shock tube of a hundred unit elements of 1 m.
The shock is created at 80 m from the left side. On the left side of the shock we impose
v0L = 0, ρ0L = 1 kg.m−1 and p0L = 1.0 104 Pa while on the right we impose v0R = 0, ρ0R = 10ρ0L and
p0R = 10p0L. We impose a wall boundary conditions at the tube’s extremities.
A second model made of 40 m is imposed on the left side of the shock between 20.5 m and
60.5 m so that the two meshes are non-conforming. We impose v02 = v0L, ρ02 = ρ0L and p02 = p0L.
This way, as the second model has the same properties as those of the first model where it is
superimposed, we should get the same solutions as those obtained with just the first model1.
The final time is 0.8s which corresponds to the time it takes for the shock wave to travel to
the left extremity (it enters and leaves the patch).
Reference and comparison models In order to show the accuracy and relevance of the
method described, we compare it with a mono-model solution that is in every part similar to
the first model described in the previous section. The solution will be used as the reference.
Also, in order to show the relevance of the Arlequin framework, we compare it with a
chimera-like method. For the conservation equations, the flow on ∂Ω2 is deduced from the
physical properties of the overlapping elements of Ω1 (method Arlequin/Chimera).
Finally, in order to show the relevance of the choice of the weight parameters, we introduce
another Arlequin solution, obtained using piecewise constant for all components of u. We use a
mirror-like boundary condition on the frontier of Ω2 (method Arlequin Constant).
3.1. Conservation of mass and Energy
A first assessment of the quality of the solution is is to check if it conserves the overall mass and
energy. The results, which can be observed in Figure 1 show that the Arlequin Linear approach
Time (s)












































Figure 1: Evolution in time of the total mass (left) and Energy (right) for each solution. The
reference one is black, the Arlequin Linear one in dashed red, the Chimera one in green and the
the Arlequin Constant one in blue.
is the only one, with the reference solution, to conserve the overall mass and energy.
3.2. Results and Error
In order to assess the accuracy of the approach, we define two error measurements. The first
one, E1, compares the density solution of the approach with the reference solution while the











1with all weight parameters equalled to one.
2In E2, the denominator is slightly changed as otherwise it can be equal to zero.
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where r denotes the reference solution. We can see that the Arlequin Linear approach yields
x










































































































































Figure 2: Comparison of the density (top) and Velocity (middle) solutions with that of the
reference one (black). E1 and E2 are also represented (bottom). The Arlequin Linear solution
is in red, the Arlequin/Chimera one in green and the Arlequin Constant one in blue.
the most satisfactory results as both error are maintained below 2% and 1% respectively. This
method has been applied to real test cases (not presented here) with promising results.
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The study of the ow around surface-mounted cube is a keystone for understanding wind loads on struc-
tures and buildings' physics. According to Vardoulakis et al. [12] and Ratnam and Vengadesan [5], the
analysis of the ow around a surface-mounted cube is the most studied ow problem in wind engineering.
Especially complex features such as ow separation, vortex shedding and vortical structures are present in
this ow.
The three dimensional ow around a surface-mounted cube in a channel is studied in this work at a
Reynolds number of 40,000, based on the bulk velocity and the height of the cube. The computational
domain is shown in Fig. 1.
The turbulence models Standard k-ε, Shear Stress Transport k-ω and v2 − f implemented in the open
source OpenFOAM have been used in this study, the results have been compared with the experimental data
reported by Martinuzzi and Tropea [9].
The experiments conducted by Martinuzzi and Tropea [9] has been a reference validation case for the
numerical results of many researchers. They characterized the three dimensional ow around surface mounted
prismatic obstacles. They tested a surface-mounted cube in both water and air channels, at Re in the range
of 40,000-120,000. Static pressure measurements, laser light sheet, oil lm and crystal violet visualization
techniques were used to record the results [9]. The most visible feature of the ow is the formation of a
horseshoe vortex around the cube, which is formed due to the separation in the ow near the connection
between the obstacle and the lower channel wall [6, 9].
Their report is used in this work to contrast the numerical results. A review of some of the numerical
studies based on the Martinuzzi and Tropea experiment is presented in Table 1. The Large Eddy Simulation





Fig. 1: Schematic view of the computational domain.
Tab. 1: Surface-mounted cube numerical experiments.
Researches Ref. Steady/Unsteady Approach to turbulence closure
Yakhot et al. [1] Unsteady DNS
Sedighi and Farhadi [7] Unsteady LES
Muld et al. [11] Unsteady DES
Rodi [10] Unsteady LES and RANS
Iaccarino et al. [4] Unsteady v2 − f
Lakehal and Rodi [3] Steady Standard k-ε, Two-Layer k-ε, k-ε KL
Ratnam and Vengadesan [5] Steady Low Re k-ε, No-linear k-ε, Improved k-ω
Abohela et al. [6] Steady Realizable k-ε
Ari et al. [8] Steady Standard k-ε, Standard k-ω, RSM, S-A, RNG k-ε
As it is expected, the simulations carried out with a more complex approach exhibit better agreement
with the experimental data than the classical RANS models.
Yakhot et al. [1] simulated a wall-mounted cube by a DNS, nding a good agreement with the experimental
results, predicting the time-averaged ow pattern and characteristics, such as the horseshoe vortex, an arch-
type vortex behind the cube and the length of the recirculation regions. Rodi [10] compared the LES and
RANS capabilities on this problem, concluding that LES is a viable tool to reproduce the ow over isolated
bodies. Iaccarino et al. [4] and Heschl et al. [2] demonstrated that unsteady v2−f simulations lead to results
of high quality at lower computational eorts.
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Fig. 2: Comparison of the streamwise velocity in the symmetry plane at x/H = 0.5, x/H = 1.0 and x/H =
2.0.
The modeling capability is demonstrated, since the obtained results are in agreement with other RANS
simulations founded in the literature of this topic, see for example the exposed results in [8]. The tested
turbulence models can properly predict the velocity proles at the symmetry plane. Fig. 2 shows the
comparison of averaged streamwise velocities proles at various x/H positions at the symmetry plane with
the Sedighi and Farhadi LES [7] and the experiment by Martunizzi and Tropea [9]. Velocities are normalized
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Concrete is one of the most commonly used building materials in the world. Due to the widespread
application there are also many external and internal influences determining the lifetime of a structure.
Therefore modelling the mechanical, physical and chemical processes is important to predict the be-
haviour of the material.
In this approach the discrete element method is used to describe the heterogenous structure of con-
crete. Based on the model from CUNDALL[1], a three-dimensional bonded contact model is evolved. The
objective is to understand the impact of the processes taking place in the microstructure of concrete. In
order to represent the various phases, different kind of particles are used. Moreover the described model
should be understood as an alternative to the common used theory of porous media.
A given domain is discretized with rigid spherical particles where the mechanical field is realized
with spring-damper systems between two particles as it can be seen in graphic 1. The spring stiffnesses,
as micromechanical parameters, can be adapted to fulfill the global Youngs’s modulus and Poisson’s
ratio. The shear springs are determined to have the same value.
According to that the temperature field is developed. Instead of the spring stiffness the thermal
resistance between two particles is used and a three-dimensional thermal pipe network[2] is evolved
where the heat flux occurs. With the known temperature at each particle the thermo-mechanical coupling
condition is evaluated. The velocity of contraction or expansion leads to contact forces so that the
















Figure 1: Contact configuration between two particles
During lifetime there a many chemical reactions taking place inside the structure. While the hydra-
tion reactions in the first hours and days are very important for the strength and durability there are also
different reactions which can destroy the structure of concrete. To deal especially with latter the chemical
field is applied to the model with the goal to consider an arbitrary reaction
A + B→ X +Y (1)
on a particle. To obtain the change of mass in a timestep the reaction equation is normed by the molar
1
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The amount of mass is then computed by taking the reaction rate into account which can be determined
by experiments. With the knowledge of the exact chemical composition of every particle, the evolution
over time of every substrate can be tracked.
The linkage between the thermal and the chemical field can be easily applied to the model. The
reaction rate is naturally temperature dependent, so that the influence from the thermal to the chemical
field is implicitly included. Due to the fact that an arbitrary reaction can be exotherm or endotherm that is
heat producing or consuming a coupling condition can be evolved. The amount of heat can be calculated
by the reaction enthalpy
∆HR = ∑∆HB,products−∑∆HB,educts (3)
which is the difference from the formation enthalpies between products and educts. Considering the
amount of every substrate in a timestep, the heat energy can be directly applied to the particle. This way
a thermo-chemical coupled model is created. For the sake of simplicity a two-dimensional example is
given in figure 2a with only one layer of particles with radius of 0.1m.
(a) 2D-model


















Figure 2: A simple two-dimensional coupled system
A carbon-dioxide concentration is applied on the first row in y-Direction and diffusion effects are
neglected. Furthermore only the carbonation reaction is taken into account. The material parameters
are not defined in detail here, because it is an academic example to show the main idea. Additionally
all sides are isolated, so no heat can be lost. In figure 2b results for different particles are presented.
The temperature on particle 3 rises due to the heat release of the carbonation reaction. The temperature
evolution of particle 22 and 8 is delayed because of heat storage and conduction. As said before the
results are factorized to get the results in such a short time period.
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Over decades, composite materials have been increasingly used in airplanes for the sake of weight 
reduction with a compliment in fuel saving. The use of carbon-fibre reinforced plastics (CFRP) can 
significantly increase the specific strength and stiffness of the modern airframes. However, composite 
materials (e.g. CFRP composites) are usually unable to pass a high current due to their relatively low 
electrical conductivity, which makes the modern airplane vulnerable to lightning strikes. The current 
solution for lightning strike protection (LSP) is the use of metal meshes/foils bonded to the outer 
surface of the composites parts with an insulated glass-fibre (GF) resin layer between the two. In 
principle, the high lightning current can be conducted away by the surface metal mesh. However, 
according to the simulated lightning tests [1-3], the inappropriate design of a LSP system or the harsh 
environment (such as high humidity conditions) can still result in the damage of the underneath CFRP 
composites.  
Numerical modeling is an effective method to predict the lightning strike damage in CFRP composites 
with significantly lower costs than the actual lightning strike experiments. Extensive numerical models 
[4-6] have been developed to predict the lightning strike damage of the pristine CFRP composites. 
Limited studies have been conducted to examine the lightning strike damage of the CFRP composites 
with LSP protections. Especially, when a LSP system is exposed to high humidity environment, the 
insulating GF resin layer (i.e. GFRP) can become a semi-conductive material after moisture saturation 
[7], which may fail to protect the underneath CFRP laminates. In this study, a coupled thermal-
electrical finite element (FE) model was established to estimate the damage of CFRP laminates with a 
LSP system. The LSP system consists of a commercial copper mesh and a GFRP insulating layer. The 
effect of moisture uptake on the electrical properties of GFRP layer was included in the model, and 
dielectric breakdown of the GFRP layer and pyrolysis of CFRP laminates were also considered in the 
FE simulation. In articulation of the results, first, the damage of the pristine CFRP laminate was 
predicted by the FE model and was compared with the experimental results. Then, the damage of the 
CFRP laminate with a LSP system was examined before and after moisture uptake, and the 
mechanisms of possible disintegration of lightning strike protection were discussed.  
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The coupled thermal-electrical FE analysis was performed using a commercial FE package ABAQUS. 
The FE model consisted of three parts as shown in Fig. 1, i.e. a copper mesh, a GFRP layer and a 
CFRP laminate. The geometry of the copper mesh with an open area of approximately 70% was 
similar to a commercial one (Dexmet 3CU7-100FA) in applications. This type of copper mesh had a 
flatten configuration with a thickness of 0.076 mm. The CFRP laminates have a fibre orientation of 
[45/0/-45/90]4S. Each lamina has a thickness of 0.2 mm, which results in a total thickness of 3.2 mm. 
The CFRP composite has orthotropic electrical and thermal properties. Pyrolysis behaviour of the 
CFRP composite was simulated in the FE model. At 300°C, the epoxy resin starts to degrade. 
Temperature rise induces the loss in weight of the CFRP composite. The pyrolysis degrees, C can be 
calculated by the following equation, 
/ (T)(1 )ndC dT k C        (1) 
where T is the temperature. k(T) was a pyrolysis kinetic parameters represented by an Arrhenius-type 
equation, 
( )=Aexp(-Q/RT)k T       (2) 
where R was the universal gas constant. A, n and Q can be estimated by curve fitting.   
At room temperature, the electrical conductivity of the copper was 58×106 S/m, and the density is 
8920 kg/m3. With increasing the temperature, the copper mesh started to melt at a temperature of 1085℃ 
and vaporized at a temperature of 2562℃. Regarding GFRP layer, it was used as the insulating layer 
and the adhesive and was put between the copper mesh and the CFRP laminate, shown in Figure 1. 
The electrical properties of the GFRP layer before and after the moisture uptake was 2.5×10-11 S/m, 
and 3.3×10-4 S/m, respectively[7]. The breakdown strength of the GFRP layer was 100 kV/mm [8]. A 
subordinate was developed to incorporate the dialectic breakdown of the GFRP layer into the FE 
model. When the gradient of the electrical potential of the GFRP elements reaches the breakdown 
strength, the electrical conductivity increases substantially.  
 
Figure 1 Schematic CFRP layer with a LSP system 
 
The results reveal that if the lightning current is sufficiently high, the metal mesh may vaporize due to 
the Joule heating. The high temperature of the vaporized stream may burn the underneath GFRP layer 
and CFRP layer. On the other hand, the high current may cause dielectric breakdown of the insulating 
GFRP layer. Since the current seeks the shortest conducting path, the current may strike on the 
underneath CFRP layer. In experiments, it is difficult to observe such phenomenon due to the short 
time of the lightning strike. Our simulation model can unveil the detail mechanisms of the lightning 
strike on CFRP composite with the protection after moisture uptake. 
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A well-recognized source of thermal fatigue in the safety related piping of nuclear power plants is the 
turbulent mixing of fluids at different temperatures [1]. The fluid temperature fluctuations caused by the 
turbulent mixing induce rather fast temperature fluctuations of the surrounding pipe surface and, thus, 
fluctuations in the surface localized thermal strains which are constrained by the adjacent material at 
different temperature. In this way, the fluid temperature fluctuations induce stress fluctuations in the 
pipe which may lead to fatigue and subsequent leakage. When performing a fatigue assessment of this 
phenomenon, the accuracy of life estimates strongly depends on the accuracy of the estimated fluid 
temperatures. These are typically obtained from time-consuming computational fluid dynamic (CFD) 
simulations of turbulently mixing fluids, the computational intensity of which restricts the results to 
typically minutes or less of temperature histories. Nevertheless, the temperatures are usually reported in 
terms of the first two statistical moments and the power spectral densities (PSD). It is foreseen that 
extrapolation of comparatively short fluid temperature histories to the expected fatigue life of months 
or years is inherently uncertain. The goal of this paper is therefore to contribute to the prediction and 
understanding of the uncertainties involved in the assessment of the safe life of pipes exposed to thermal 
fatigue due to the turbulently mixing fluids. To this end, an improved spectral loading approach, within 
a recently proposed fatigue assessment of pipes, is employed to generate a wide variety of synthetic 
fluid temperature histories at affordable computational costs [2]. The resulting sets of estimated lives 
are then analyzed to quantify the magnitudes of inherent uncertainties in the fatigue predictions due to 
fluid temperatures of limited time-length and variable statistics. 
2. Thermal fatigue assessment of nuclear piping 
The thermal fatigue assessment of components requires an interdisciplinary approach that involves the 
evaluation of the fatigue driving loads from the fluid temperatures, heat transfer to the pipe and stress 
amplitudes within the pipe wall. The fatigue analyses are then needed to predict the fatigue life using 
the estimated driving loads and experimental fatigue resistance data. In this work, the synthetic fluid 
temperatures are generated with an improved spectral loading approach that selects optimal phase shifts 
between the harmonics of the temperature fluctuations [3]. This allows satisfying the necessary physical 
constraints of the mixing fluids (Fig. 1a) through the limiting temperatures, the first two statistical 
moments and appropriate PSD. 
In a previous research [4], synthetic fields of temperatures acting near the surface of pipes during 




pipes to verify the persistence of nearly equi-biaxial stress states in the pipe surface. The first outcome 
of this research showed that, away from geometrical, structural and material discontinuities, the stress 
fluctuations of the pipe surface are, indeed, equi-biaxial. However, the actual stress state may no longer 
be equi-biaxial due to mean stresses induced by the global deformation of the structure. The second 
outcome of the research [4] was that the fatigue driving loads derived with a simplified one-dimensional 
(1D) model of the pipe, where heat fluxes are assumed to occur in the radial direction only, are 
conservative. Specifically, the results showed that the surface stress fluctuations obtained with the 1D 
model are about 10% higher than with the 3D model under equivalent fluid temperatures. Therefore, 
and recalling that the fatigue design rules for construction of nuclear power plant components (ASME 
code) [5] omit the mean stress effects on fatigue [6], previous conclusions facilitate the use of the more 
affordable 1D heat transfer and mechanical models of the pipe. The former delivers the numerically 
resolved time-dependent temperatures of the pipe wall thickness assuming a constant heat transfer 
coefficient of 15,000 W/m2K between the synthetic fluid temperatures and the pipe inner surface. The 
mechanical analyses employ the analytical expressions for the linear elastic wall thermal stresses of a 
long hollow cylinder. Nevertheless, it is worth noticing that the global mean stresses of the structure 
may detrimentally influence crack growth predictions following a damage tolerant approach [7]. The 
total fatigue lives and their uncertainties are herein predicted following the ASME code, with rainflow 
counting algorithm, linear damage accumulation and the fatigue design curve [8]. A more detailed 
description of the proposed fatigue assessment may be found in Refs. [2, 9, 10]. 
3. Uncertainties in the thermal fatigue life predictions 
It is assumed that the uncertainty of the fatigue life predictions arises due to the variability inherent in 
the temperature histories of the mixing fluids. The improved spectral approach is employed to generate 
 
Figure 1. (a) Fluids at different temperatures turbulently mixing. Near the pipe, three locations with 
different levels of fluid temperature fluctuations (A>B>C). (b) Temperature history samples. 
Influence of time-history length (c) and level of temperature fluctuations (d) on fatigue live 




100 fluid temperature history samples of different time-lengths and variable statistics (Fig. 1b). These 
result in a set of estimated fatigue lives which are further analyzed to quantify the magnitudes of inherent 
uncertainties. 
The sensitivity analysis of fluid temperature history lengths shows that high stress amplitudes are 
low probability events [2]. Therefore, time signals of typically a minute or less may be too short for 
reliable fatigue life predictions. Moreover, the behavior of the predictions indicates that their average 
values saturate and their scatter gets reduced when longer temperature histories are employed in the 
fatigue assessment (Fig. 1c). The analyses with fluid temperatures of variable statistics show that, for a 
given temperature difference of the mixing fluids, the level of normalized temperature fluctuations, i.e. 
the root-mean-square temperature normalized with the fluids temperature difference, is the strongest 
influencing factor to the predicted fatigue lives. A difference of few orders of magnitude in predicted 
fatigue lives can be expected with lower levels of temperature fluctuations, as well as a dramatic increase 
in the predictions’ scatter (Fig. 1d). Nevertheless, similar behavior of predictions can also be expected 
for lower temperature difference of the mixing fluids [2]. 
Comparison of the presented results with previous synthetic assessment methods from the literature 
has showed that the over-simplification of the fluid temperatures in previous methods results in an 
inherent conservatism in predicted fatigue lives [9]. Finally, an attempt to relate the level of temperature 
fluctuations and the heat transfer coefficient has emphasized the importance of the latter within the 
fatigue assessment [10]. Future improvements on the prediction of heat transfer between the fluid and 
the pipe would definitely improve the fatigue life predictions with synthetic methods. 
4. Conclusions 
A fatigue assessment of pipes using an improved spectral loading approach is performed and the 
dominant factors affecting the level and scatter of fatigue life predictions have been identified due to 
limited time-length and variable statistics of the fluid temperatures during turbulent mixing. 
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Abstract
The abstract deals with multi stage spray drying model of porous particles of different sizes. The
model builds on upgrading the single stage spray drying model, as used in majority of CFD codes, to a
multistage drying model, suitable for theimplementation in a multiphase Lagrange-Euler CFD code. In
the model, the first stage describes drying of surface moisture, followed by the second stage, in which
the moisture in the porous interior of the drying particle is removed. The second stage is governed by
the semi open Stefan diffusion model. The removal of the remaining absorbed moisture in the particle
crystals is modeled in the third stage by kinetic model, implementing the temperature vs. moisture
gradient data, obtained from the thermogravimerty data for zeolite 4A-water system. The multistage
drying model is validated by comparing computional results for the particle, immersed in the drying air
under varying process conditions alongside typical particle trajectories, obtained from the CFD analysis
of a pilot scale dryer.
1. Introduction
Drying of porous materials still presents a challenge in research and industrial environments, because it
includes a complex physics, such as multiphase heat, mass and momentum transfer. The example is a
drying of particles in spray drying, where transformation of slurry droplets, obtained by using nozzle or
rotary atomizers, into dried particles takes place.
Drying of small particles immersed in a drying medium was studies in several works. A simplified
reaction engineering aproach (REA) for modeling of drying kinetics of droplets with different initial
sizes, where a fractionality coefficient was introduced to model kinetics of vapour density at the surface of
a droplet during all drying stages, hence effectively determining the convective flux of moisture from the
outer surface was developed by Fu et al.[1]. Levi-Hevroni et al. [2] a physically more detailed approach
was developed, with a two stage model for the simulataneous mass, heat and momentum transfer in
a coal-water slurry droplet, which was verified for the case of the parallel steady flow of droplets and
drying gas. Mezhericher et al. [3], [4], [5] extended the two stage model to cases with higher Biot
number values with solution of PDE based models of temperature profiless within the particle, allowing
incorporation of temperature dependence of particle physical properties, including silica and skim milk
solutions. They replaced a Fickian diffusion based model for mass transfer rate through the crust with
a PDE based diffusion equation for the vapour fraction in the dry crust and developed a mathematical
model of constant-rate stage of nanosospension silica droplet drying, which predicts the structure of the
drying particle at the start of the second stage.
In the present work, a three stage drying model [6] for drying different sizes of particles is used.
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2. Three stage drying model
A three stage drying model, derived from a two stage drying model of Mezhericher et al. [3], [4],
was developed for numerical simulation of heat and mass transfer in the dispersed phase. The drying
starts when the partial pressure of water vapour at the surface of the particle is larger than the partial
water vapour pressure in the surrounding gas. Particle is considered spherical. The first drying stage is
characterised by the evaporation process at the outer diameter of particle. Here, a direct contact of drying
gas and liquid water surface is established, promoting a large drying rates. The mass flow of evaporated
water from the surface of the particle radius Rd by convection is calculated as
ṁv = hD (ρv,s −ρv,∞)4πR2d (1)
In the second stage of drying the drying front is moved inside the particle. The diffusion of water
vapour through the pores from the interface of the wet core to the outer surface of dry crust is now the
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In the third drying stage the only remaining moisture is the one absorbed in particle. Since the flow
and thermal conditions inside the dryer change along the particle‘s trajectory, the particle continues to
receive heat from the surroundings. This increases its temperature and consequently changes the equi-
librium conditions for the water adsorbed in the particle. With increasing temperature, the equilibrium
amount of water in zeolite is decreased, and the excess water is evaporated into the drying medium. The













The mass source term in cases, when a particle is transported into the dryer region with terperatures
lower than the particle‘s temperature, allows also onset of adsorption, i.e. moisture transport to the
zeolite.
3. Results
As the dryer model the geometry of the laboratory scale dryer Anhydro LAB S1 was applied. The drying
gas was hot air with temperature of 300◦C, initial absolute humidity of 0.01 and mass flow of 0.03 kg/s.
The suspensions droplets, formed by a spray nozzle, had the initial temperature of 45◦C, moisture content
of 1.35 and the initial diameters of the particles were 5, 50, 100, 150, 200 and 250 µm. The conditions
inside the lab spray dryer (temperature field and humidity conditions) were computed with CFD (fig:1).
Several particle trajectories were computed and relative velocity, temperature and humidity values along




Figure 1: CFD computed spray trajectories in the laboratory dryer (right) and the selected three trajecto-
ries for test computations (left).
After ejection from the spray nozzle the first drying stage is initiated, characterised by a direct contact
between the surface moisture and the drying air. In (fig:2) we can clearly observed a large temperature
difference between the particle and the air.
Figure 2: Temperatures and humidities of a drying particle along a selected trajectory at 17.5kg/h mass
flow rate.




Figure 3: Humidities of different zeolite particles along a typical trajectory at 17.5kg/h mass flow rate.
Particle sizes in µm.
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1. Introduction
The classical (Cauchy) continuum theory faithfully reproduces numerous experimental results car-
ried out on many construction materials such as steel and aluminium. However, during experiments with
polyurethane foam performed by Lakes [1] nonclassical size effects inconsistent with classical elasticity
are observed that are describable by a Cosserat elastic model. Newer materials, such as materials with
granular, fibrous or lattice structure cannot be adequately modelled by the classical theory, especially
in such states of stress that show considerable stress gradients [2], for instance in the neighbourhood of
holes, notches and cracks. Furthermore, experimental results show the presence of a size effect which
is not taken into account in the classical continuum theory. The reason why materials act in an unex-
pected way according to Cauchy’s predictions is that in those cases the influence of the microstructure
is significant. In order to resolve these problems, a number of alternative continuum theories have been
developed, including the so-called micropolar (Cosserat) theory where we presume the existence of an
additional vector field which we call the moment stress vector as well as an independent microrotation
field. Now, even when the volume of the body tends to zero, we can obtain moment vectors acting on
the body. As a result the particle becomes orientable. Using this approach many new problems can be
modelled, and the results obtained are much closer to the experimental results.
2. Micropolar continuum model
Let us analyse the body B of volume V and surface S in the deformed state under the influence of
external actions consisting of distributed volume loads pv and mv and distributed surface loads ps and
ms, where pv is a specific body force, mv a specific body moment, ps a specific surface force and ms a
specific surface moment. To generalise the Cauchy stress principle (see [3]), we consider an imaginary
surface S passing through an internal material point X with the position x dividing the continuous body
into two segments. One part of the body divided in this way will remain in equilibrium if, instead of
the other part of the body, there exists a corresponding system of internal forces acting on the surface
S. We presume the existence of a stress vector field t(x, t,n) and a couple-stress vector field m(x, t,n)
acting on the infinitesimal surface dS with a unit outward normal n. According to the Cauchy principle,
there exists a second-order tensor field σ(x, t) called the Cauchy stress tensor, which is independent
of the outward normal n and describes the linear relationship between the force per unit area t(x, t,n)
and n, i.e. t(x, t,n) = σ(x, t) n. By generalising the Cauchy principle, we prove the linear relationship
between the couple-stress vector m and the outward normal n, and consequently obtain an additional,
couple-stress tensor µ(x, t) of order two, i.e. m(x, t,n) = µ(x, t) n.
Equilibrium equations. We analyse a differential volume dV in the deformed state and by summing




σ∇ + pv = 0, (1)
where ∇ is the nabla differential operator, and the moment equilibrium equation
µ∇ + a + mv = 0, (2)
where a is an axial vector of the double skew-symmetric part of the stress tensor, i.e.
a = axial(2σa) =
{
σ32−σ23 −σ31 + σ13 σ21−σ12
}T
, (3)
both written in matrix form. By analysing the differential surface subject to surface loading we obtain
the following boundary conditions:
σ n = ps, µ n = ms. (4)
Kinematic equations. We limit our attention only to linear analysis and derive the kinematic equations
by analysing geometry of the deformation process. The detail of this approach can be found in [4]. In
relation to the classical continuum theory, in the micropolar continuum theory we have an additional
kinematic field ϕ(x) known as the microrotation field which represents the local rotation of the point X
and is completely independent of the displacement field. Consequently, it is important to note that the
microrotation ϕ is completely independent and different from the rotational part Ω of the displacement
gradient, i.e. from the macrorotation ω of the classical continuum theory (see [3]). The normal strains
of the linear micropolar continuum εii are defined as the change in length of a material fibre per initial




= εii, i = 1,2,3, (5)
where εii is the normal strain in the classical continuum theory and xi are the Cartesian coordinates of
X . We can see that the normal strains in the micropolar continuum theory are equal to those in the
classical continuum theory, which means that the microrotation ϕ does not contribute to stretching or
shortening of the generic fibre. The influence of the microrotation will become present in shear strains
εi j, i, j = 1,2,3, i 6= j. A micropolar shear strain is defined to be equal to the difference of the change
of inclination of a generic fibre during deformation and the microrotation ϕ. By expanding the obtained
functions into Taylor series and neglecting higher order terms we obtain
εi j = ui, j + εki jϕk, (6)
where ε is the permutation tensor. Since we have an additional kinematic field ϕ(x1,x2,x3), we should
also define a corresponding angular strain which is a result of the existence of couple-stresses. For the
planar deformation, for example, curvature κ31 is defined as a change of rotation ϕ3(x1,x2), along axis x1.
The first index denotes the axis around which the rotation is taking place and the second index denotes
the direction of change of the rotation. By expanding the obtained functions into Taylor series, we obtain
κ= grad ϕ=ϕ⊗∇. (7)
Diagonal terms in κ represent torsional strains. The classical continuum theory is a special case of the
micropolar continuum theory where the macrorotation vector ω is equal to the microrotation vector ϕ.
Constitutive equations. The most general relationship between two second-order tensors σ and ε is
via a fourth-order tensor know as the constitutive tensor T which can be written in the component form
as follows:
σi j = Ti jpqεpq, (8)
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where i, j, p,q = 1,2,3 are summational. We are analysing a linear, elastic and isotropic continuum,
which means that the components of the constitutive tensor T remain unaffected by the orthogonal trans-
formation. The most general fourth-order isotropic tensor Ti jpq has the following form:
Ti jpq = λδi jδpq + µ(δipδ jq + δiqδ jp)+ ν(δipδ jq−δiqδ jp), (9)
where λ , µ, and ν represent the material parameters and have the same value in all coordinate systems
and δi j is the Kronecker symbol. The proof is given in [5]. In the micropolar continuum theory we have
two independent stress tensors σ and µ related to two independent strain tensors ε and κ. Both pairs
of stress and strain tensors are non-symmetric. Thus, we have to obtain two fourth-order isotropic ten-
sors with three independent material parameters each, which means that we will obtain six independent
material constants in total. Constitutive equations of the micropolar continuum are defined as follows:
σi j = λ εppδi j +(µ + ν)εi j +(µ−ν)ε ji, µi j = γκppδi j +(α + β )κi j +(α−β )κ ji, (10)
where α, β , γ, λ , µ, ν represent the material parameters which describe the behaviour of the linear
isotropic micropolar continuum.
3. Finite element formulation
To construct a numerical solution procedure of the boundary value problem analysed, we abandon
its strong form (1)-(2) in favour of the weak form. The weak form is obtained by means of the principle
of virtual work which states that virtual work of external and internal forces should remain the same, i.e.
G(u,ϕ;u,ϕ) = Gint(u,ϕ;u,ϕ)−Gext(u,ϕ) = 0. (11)




(ε ·σ+ κ ·µ)dV, Gext(u,ϕ) =
ˆ
V
(u ·pv + ϕ ·mv)dV +
ˆ
S
(u ·ps + ϕ ·ms)dS,
(12)
where u and ϕ are the virtual displacements and virtual microrotation vectors, respectively, and ε and κ
represent the corresponding tensors of virtual strains and virtual curvatures.
Displacement and microrotation field interpolation. We construct the finite element approximation
in a 2D domain and we choose a 4-node isoparametric quadrilateral element (Q4) to discretize the do-






Na(ξ ,η) dae, where Na(ξ ,η) =
1
4
(1+ξaξ )(1+ηaη); ξa =±1, ηa =±1; a = 1,2,3,4.
(13)
The same interpolation is used for ϕ, u and ϕ .
In order to satisfy the same order of the polynomial in the strain approximation (see equation (6)), an
alternative interpolation is proposed, which is referred to as linked [6] or Allman-type [7] interpolation













(ϕ j−ϕi)ni j, (14)
where li j and ni j are the length and the outward unit normal vector, respectively, on the element side













, li j =
√
(x j− xi)2 +(y j− yi)2, (15)




(1−ξ 2)(1 + ηaη), a = 5,7, NSa(ξ ,η) =
1
2
(1 + ξaξ )(1−η2), a = 6,8. (16)





Na(ξ ,η) ϕea, a = 1,2,3,4. (17)
After inserting the kinematic and constitutive equations (6), (7) and (10) and introducing the dis-
placement and microrotation field approximations, we obtain the basic set of algebraic equation of the
finite element method, i.e.









where A stands for the finite-element assembly operator [8]. Numerical examples using these two differ-
ent types of interpolations are shown in the next section.
4. Numerical examples - patch test
In order to assure the stability and convergence of a finite element, we have to observe its behaviour
by performing the so-called patch test. It can be defined as a check if a patch of elements subject to
a constant strain will reproduce exactly the constitutive behavior of the material and result in correct
stresses when the element becomes infinitesimally small. In contrast to the classical (Cauchy) elasticity,
in the micropolar (Cosserat) elasticity there exist certain difficulties in defining equilibrium states of
constant strain because of the presence of the independent rotation field in the definition of strain (see
equation (5)). An equilibrium state of constant strain is obtained when the displacements are varied
linearly, the rotation field is constant and a constant body couple is applied. According to Providas [9],
the patch test for Cosserat continuum should consist of three test defined in Table 1.
Satisfaction of Test 1 implies that the element is capable of producing the state of constant strain,
where the strain tensor remains symmetric, which is equivalent to the behaviour corresponding to the
classical (Cauchy) theory. By performing the Test 2 we obtain the state of constant strain with the non-
symmetric strain tensor, i.e. ε12 6= ε21. In the first two tests the ability of the element to reproduce the state
of constant curvature is not checked, since in both tests the components of curvature are equal to zero.
This implies that another test has to be performed in order to completely validate the element. States of
constant curvature are obtained from a linearly varying rotation field, which produces linear shear strain
components with ε12 6= ε21. The patch test is performed by applying the boundary conditions along
the boundary of the domain and the corresponding loading and then the obtained results at internal (non-
prescribed) nodes are checked. A rectangular region x∈ [0,0.12], y∈ [0,0.24], covered by five arbitrarily
distorted, non-overlapping quadrilateral elements is analysed, as shown in Figure 1. The chosen material
















Figure 1: Finite element mesh for patch test
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Table 1: Patch test: boundary conditions and loading [9]
Test 1:
u = 10−3(x + 0.5y), v = 10−3(x + y), ϕ = 0.25 ·10−3, px = py = m = 0,
Test 2:
u = 10−3(x + 0.5y), v = 10−3(x + y), ϕ = 0.75 ·10−3, px = py = 0, m = 1,
Test 3:
u = 10−3(x + 0.5y), v = 10−3(x + y), ϕ = 10−3[0.25 +(x + y)], px = py = 1, m = 2(x + y).
Test 1 and 2 are completely satisfied for both (Q4 and Q4+LI) elements to the higher computer
accuracy. The results for Test 3 are shown in Table 2 where it can be seen that elements do not reproduce
the exact results, even though a relatively close agreement is achieved.
Table 2: Patch test, test 3: displacements at node N5 (0.04,0.02)
u×10−3 v×10−3 ϕ×10−3
Q4 0.04992 0.060011 0.26095
Q4+LI 0.05025 0.063451 0.26192
Exact 0.05 0.06 0.27
5. Discussion
One of the ideas to enhance the element performance is by introducing the incompatible modes
into the displacement interpolation. The quadrilateral membrane finite element with drilling degrees of
freedom proposed in [10] is derived from variational principles employing an independent rotation field.
Such element exhibits excellent accuracy characteristics, and in order to achieve that level of convergence
for a micropolar finite element, one of the ideas is to modify the given functional in [10] by adding the
contribution of the couple stresses and the independent behaviour of the microrotation field.
Acknowledgement. This work was supported by the Croatian Science Foundation Grant No. IP 1631
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1. Introduction
Soil is highly heterogeneous material with a very complex behavior and numerous factors affecting its
response. Adequate mathematical description of soil behavior requires a large number of parameters
to take into account all the phenomena that can occur in soil exposed to loading. Some of the most
commonly used soil models are Mohr-Coulomb model, Drucker-Prager model, Hardening soil model
etc. which are homogenized, continuum-type models with strength and deformability defined on the
macroscale. One of the most significant drawbacks of these models is that they are not able to describe
the post-peak behavior of soil i.e. the behavior after reaching the ultimate values of stresses. For this
reason, we propose the use of discrete models. Discrete models have been previously successfully used
to describe behavior, crack formation and propagation in concrete and rocks, both in 2D and 3D setting
[1, 2, 3]. In this paper, we use the plain strain discrete beam lattice model proposed in [2] to describe the
response and failure mechanisms in dry soil under rigid and flexible footing. Because the response of
the soil is highly influenced by the presence of the pore fluid, to investigate the influence of the soil-pore
fluid interaction on the response and failure mechanisms in saturated soil we use the discrete beam lattice
model proposed in [4]. In this model the coupling between the solid and the fluid phase is introduced
through Biot’s porous media theory.
2. Discrete beam lattice model
In discrete lattice models, a solid body is represented as an assembly of particles connected with cohesive
links. The response of the discrete lattice model depend on the behavior of cohesive links. In order to be
able to represent the crack formation and propagation, for the cohesive link we choose the Timoshenko
beam finite element with embedded discontinuity in axial and transverse direction capable of representing
mode I and mode II failure mechanisms [2]. Mode I is related to crack opening and mode II is related
to crack sliding. The embedded discontinuity approach, which fits into the framework of incompatible
mode method, is successfully used to describe localized failure in materials [5]. Timoshenko beam finite
element of a length Le and cross section A has two nodes with three degrees of freedom at each node:
axial displacement, transverse displacement and rotation of cross section. Enhanced displacement field
for Timoshenko beam is written:












−N2(x), x ∈ [0,x]




1, x > x
(2)
In equation (1), αu and αv are displacement jumps which can be interpreted as incompatible mode pa-
rameters. The enhanced strain field is written:
















− 1Le , x ∈ [0,x)∪ x ∈ (x,Le]
− 1Le + δx, x = x
(4)
where δx is the Dirac function:
δx =
{
0, x ∈ [0,x)∪ x ∈ (x,Le]
∞, x = x
(5)
The equilibrium equations are obtained from the principle of virtual work. There are two sets of equi-
librium equations. The first set considers the global equilibrium in the bulk part of the material, and the




[fint,e− fext,e] = 0 (6)
∀e : he = 0 (7)
Constitutive behavior of Timoshenko beam finite element consists of three parts. The first is the linear
elastic part described with Hooke’s linear elastic law. For the second part, which represents fracture
process zone, we choose plasticity with linear isotropic hardening. After reaching the ultimate level of
load, one large macrocrak is starting to form leading to a complete failure of the material. We describe
the post-peak behavior with exponential softening. Detailed formulation of all three groups of equations
governing the problem and the computational algorithm can be found in [2, 5].
2.1. Soil-pore fluid interaction
The coupling between the solid and the fluid phase is governed by Biot’s porous media theory. This the-
ory is derived based on Terzaghi’s principle of effective stresses, and Darcy’s law for fluid flow through
porous media. According to the Terzaghi’s principle, total normal stress is equal to the sum of the effec-
tive stress σ′ (positive in tension) and pore pressure p (positive in compression):
σ = σ′−bp (8)
where b is the Biot coefficient.
Formulation of Biot’s coupled problem is based on the continuity equation imposed on the fluid flow







where ζ is the variation of the fluid content, and qx is the volume of the fluid flowing per second through









where M is Biot modulus.







where κ is the intrinsic permeability of the medium, and µ is the viscosity of the fluid.
Detailed formulation of governing equations and the computational algorithm can be found in [4].
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3. Footing on dry soil
In this section we simulate the behavior of a rigid and a flexible footing on a dry soil using discrete
beam lattice model. The geometry, mesh and boundary conditions are shown in Figures 1 and 2. The
mesh is generated using Dealunay triangulation. Voronoi diagram is derived from Delaunay vertices.
Height of the Timoshenko beam cross section is calculated from the length of the edge shared between
two neighbouring Voronoi cells. Mechanical properties of the Timoshenko beam finite element are cho-
sen by matching the computed force-displacement curves with the one obtained in [6] using modified
three-surface elastoplastic cap model. Mehcanical properties used in simulations are given in Table 1.
Because the vertical displacements of a rigid footing are uniform, we simulate the response of a rigid
footing by imposing uniform vertical displacements along the length of the footing. For obtaining the
solution we use Newton-Raphson method in combination with line search alghorithm. We simulate the
response of a flexible footing by applying forces at the nodes along the length of the footing, because
stresses under flexible footing are uniformly distributed. For obtaining the solution we use the arclength
method. We compare the results for two types of meshes: coarse and fine. We then compare the results
for rigid and flexible footing obtained for the same values of parameters of the Timoshenko beam finite
element. The computed force-displacement curves are shown in Figures 3a, 3b and 3c. All computations
are preformed with a research version of a computer code FEAP, developed by R.L. Taylor [7].
Table 1: Mechcanical properties of the Timoshenko beam finite element
Parameter Rigid footing Flexible footing
Young’s modulus E = 160MPa E = 205MPa
Poisson’s ratio ν = 0.3 ν = 0.3
Hardening modulus: Kt,c,s = 60MPa Kt,c,s = 60MPa
Fracture limits:
Tension σu,t = 0.09MPa σu,t = 0.113MPa
Compression σu,c = 0.9MPa σu,c = 1.130MPa
Shear σu,s = 0.13MPa σu,s = 0.133MPa
Fracture energies:
Tension Gf,t = 0.0006MN/m Gf,t = 0.0006MN/m
Compression Gf,c = 0.06MN/m Gf,c = 0.06MN/m
Shear Gf,s = 0.02MN/m Gf,s = 0.02MN/m
In the case of a rigid footing, linear elastic parts of the respones are almost the same for the coarse and
the fine mesh (Figure 3a). After first cracks start to form, responses for two types of mesh starts to
differ resulting in different values of ultimate load. After reaching the ultimate load level, a macrocrack
of similar shape for both meshes is starting to form leading to the failure of the soil under the footing.
The formed macrocrack for the fine mesh is shown in Figure 4. Computed force-displacement curves
for flexible footing prior to reaching the ultimate load are practically mesh independent (Figure 3b). A
macrocrak of similar pattern as in the case of the rigid footing is formed in the case of a coarse mesh.
The softening part of the response in the case of the fine mesh could not be captured due to localized
failure in elements. Numerical computation in [6] is done for the case of flexible footing. Linear elas-
tic parameters of Timoshenko beam finite element in the case of a flexible footing match those used in
numerical simulation in [6]. This confirms that the discrete lattice model is able to reproduce the linear
elastic part of the response of an equivavalent continuum model as previously shown in [2]. From Figure





























Figure 2: Fine mesh












































































Rigid Footing: Coarse mesh
Rigid footing: Fine mesh
Flexible Footing: Coarse mesh
Flexible footing: Fine mesh
(c)
Figure 3: Computed force-displacement curves for (a) rigid footing (b) flexible footing (c) comparisson
of force - displacement curves for rigid and flexible footing
Figure 4: Fine mesh: Broken cohesive links
4. Footing on saturated soil
In this section, we simulate the response of a saturated soil under the rigid footing. The geometry, mesh
and boundary conditions are shown in Figure 1. The water is able to drain only on the upper side of
the geometry. The parameters of the Timoshenko beam finite element are shown in Table 1. The soil
skeleton and the water in the pore are assumed to be incompressible, hence b = 1, and M→ ∞. The unit
weight of the water is γw = 10 kN/m3, and the coefficient of permeability is k = 1 ·10−6 m/s.
The response of the rigid footing is simulated by imposing uniform vertical displacements with constant
rate along the length of the footing. In order to investigate the coupling effects, the computation is pre-
formed for two different displacements rates: v = 2 ·10−5 m/s and v = 5 ·10−5 m/s. From the computed
curves we can conclude that the macroscale response is influenced by the coupling effects between the
solid and the fluid phase (Figure 5a). The time evolution of the excess pore pressures is shown in Figure
5b. Higher displacement rate causes the generation of higher values of excess pore pressures, which
in the end leads to an increase in the value of the total vertical reaction. For higher displacement rate,
the softening part of the response begins at the smaller value of the vertical displacement. The formed
macrocrack has a similar shape as the one in the case of the dry soil (Figure 6).
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Figure 5: Coupled soil-foundation system (a) total vertical reaction (b) excess pore pressures
(k = 1 ·10−6 m/s)
Figure 6: Broken cohesive links (k = 1 ·10−6 m/s, v = 2 ·10−5 m/s)
5. Conclusion
In this paper we used a discrete beam lattice model with embedded discontinutiy in axial and transverse
direction to describe the response and failure mechanisms in dry and saturated soil subjected to footing
load. We can conclude that we can closely reproduce the response of the continuum model by the
appropriate choice of mechanical properties of the Timoshenko beam finite element. In addition, we can
track crack formation and capture the failure mechanisms in the soil under the footing. By adequatly
selecting the properties on the microscale, which is represented with Timoshenko beams, we can obtain
the full response on the macroscale from the beginning of the loading until the complete failure of the
material.
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In year 2017 the WWN+ project Silent Timber Build is finishing. In the project timber structures have 
been studied with regard to their sound insulation characteristics, both airborne sound insulation and 
impact sound insulation. The aim is to develop calculation models (and / or to provide input to 
standardized models) for various timber structures available in Europe but also to facilitate future 
optimization of buildings using wood as structural bearing system. The project is divided into different 
parts. In one part of the project current timber structures are grouped considering their acoustical 
behaviour and their various build ups. Another part of the project was to use the grouping in order to 
develop and refine general prediction models by using FEM in combination with an SEA software that 
was included in the project from start. The software have been used throughout the project in order to 
refine it and adapt it to typical building structures and groups. This adaptation has been done by 
carrying out laboratory measurements in order to verify the calculated results. The aim at the end is to 
deliver a calculation tool adapted to future sound insulation requirements in multi storey residential 
units, e.g. the accuracy of the model has to fit to the frequencies that causes annoyance. The 
calculation tool is then used to provide a design guide for timber structures, and additionally structural 
floor elements are calculated by using Silent Timber Build models and presented in the European 
Database available at www.lignum.ch. In this database a listening tool is also included making it easier 
for users to translate acoustical figures to hearing impression. Specifically, this paper comprises a 
description of the project and its main results but also some significant examples of calculated floor 
assemblies and wall assemblies. It also summarizes some main difficulties as modelling timber 
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The simulation of the temperature evolution of inelastic materials due to dynamical loads leads after
the spatial discretization – using finite elements – to a coupled system of ordinary differential equations
(ODE) of second-order (balance of linear momemtum), a system of ordinary differential equations of first
order (transient heat equation), and a system of ODEs resulting from the rate-type constitutive equations:
Mü(t) = −gu(t,u,Θ,q)−Mupü(t)
CΘ(t,u,Θ)Θ̇(t) = rΘ(t,u, u̇,Θ,q)
q̇(t) = rQ(t,u,Θ,q)
(1)
M represents the mass matrix, C the heat capacity matrix, u the displacement vector, u(t) the known
(prescribed) nodal displacements, Θ the nodal temperaturs, and q the vector of all internal variables
evaluated at all spatial integration points.
The application of classical second-order methods to the equations of motion, for example, the
Newmark-method, and classical Backward-Euler based methods for integrating the constitutive equa-
tions, does not lead to an overall second-order method. In order to reach higher order in time, particular
time-integration schemes have to developed and investigated.
One possibility is given by transforming the ODE-system of second order to a first-order system
and to apply a higher-order time-integration method. Here, we choose diagonally-implicit Runge-Kutta
methods, since they do not increase the size of the resulting system of non-linear equations. The draw-
back is that for elastic systems, energy preservation cannot be guaranteed, see [1]. A simple method
might be a projection scheme, [2, 3].
Alternatively, the generalized-α method can be applied to the system of second-order ODE, see [4].
Here, we have to look for a scheme, which is able to be applicable also to the first-order ODEs, see
[5, 6]. Moreover, the finite element specific structure of local, i.e. on Gauss-point level, computations
to determine the internal variables, has to be addressed as well. Here, we choose the Multilevel-Newton
algorithm, see [7, 8]. We provide a scheme, which can satisfy the convergence order in all variables.
Apart from the second-order methods, error-controlled step-size estimation is provided so that energy
preservation is limited. Moreover, a step-size controlled Newmark-method is given as a side product. For
all these methods, convergence investigations are provided. Efficiency considerations are discussed as
well.
Both main schemes, which offer several sub-algorithms, to solve Eq.(1) are investigated on the ba-
sis of a small strain, thermo-viscoplasticity model of Perzyna-type with non-linear hardening. Since
plasticity models with yield function show order reduction, only second-order methods are studied.
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 The aim of this study is to investigate the influence of varying ambient humidity conditions on the 
buckling behavior of timber columns. A semi-analytical procedure for estimating the buckling load of 
a straight, geometrically perfect, axially loaded timber column subjected to varying humidity is 
presented. The geometrically nonlinear kinematic equations of the column and non-uniform moisture 
state over the cross-section of the column are considered. Multi-Fickian model is used to describe the 
moisture state in timber column. It is assumed that the deformed state of the column does not 
noticeably affect the moisture state in the wood, thus the numerical procedure is divided into two 
physically distinct but closely related phases. Initially, temporal evolution of moisture is calculated 
and the results are used as the input data for the second phase. In the latter the stress state and the 
buckling load of timber column are determined. The influence of varying relative humidity on the 
buckling load of timber columns with different boundary conditions is analyzed in a parametric study. 
In what follows, the determination of the moisture state and critical buckling load of timber columns 
exposed to varying humidity conditions is shortly described.   
 
Moisture state in timber column 
 
 For a given relative humidity and known moisture history, the moisture state of the timber column 
is obtained by multi-Fickian model [1]. In this model vapor transport in pores and bound water 
transport in wood tissue are modelled by individual transport equations both following Fick’s law. The 
transport equations are fully coupled by process of phase change from vapor to bound water or vice 
versa, i.e. sorption. Mathematically, the model is written as  
 









D   
(1) 







D  . 
In Eqs. (1) the driving potentials are concentration cb for the bound water transport in the cell wall and 
vapor pressure pv for the water vapor transport in the lumens and other pores. Db and Dv are the 
corresponding diffusion matrices of bound water and water vapor, respectively,  is the porosity, MH20 
molecular mass of water, R the universal gas constant and ċ is the sorption rate. The sorption process 
is described with sorption hysteresis model given in [2]. Eqs. (1) require appropriate boundary 
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conditions. It is assumed that the partial vapor pressure at the (imaginary) boundary between 
surrounding air and pores (lumens) at a macroscopic surface  
v
s , is identical to the partial vapor 
pressure of ambient air   
v
a . Thus, Dirichlet boundary condition is applied:  
v
s     
v
a . Since bound water 
in the cell wall can only be interchanged with the air through sorption, fully restricted Neumann 
boundary condition is applied, meaning that bound water mass flux on a boundary surface is equal to 
zero. The solution of the presented coupled boundary value problem is solved numerically using self-
developed finite element software in MatLab environment [3]. 
 
Determination of the stress-strain field in timber column and the buckling load, semi-analytical 
procedure 
 
 Once the temporal evolution of moisture state in timber column is determined the mechanical 
analysis of the structure follows. To account the geometrical nonlinearities, the column is modelled by 
Reissner's geometrically exact beam theory [4]. Incremental procedure is used and the stress-strain 
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The prime ( ' ) denotes the derivative with respect to x. u and w are displacements of the centroidal axis 
in the x- and z- direction, respectively, φ is the rotation about the y-axis. N, Q, M are equilibrium 
generalized internal forces, px, pz and my denote conservative distributed loads of the element. 
Constitutive internal forces Nc and Mc depend on a material model and moisture state . Variable  
and are extensional and shear strains, respectively, while  represents the pseudo curvature (flexural 
deformation) of the beam reference axis and  is the shear stress. Mechanical extensional strain of any 
longitudinal fiber Dm is determined with help of additive principle of strain, which will be discussed 
below. Governing equations of the column (2) need to be solved with appropriate boundary 
conditions. 
 The buckling load of a column is determined according to the linear theory of stability [5]. By the 
linearization of the governing Eqs. (2) around the fundamental solution, which is characterized by the 
condition  = 0, a system of 10 algebraic-differential equations is obtained. For the complete 
derivation of the equations, see [6]. After a systematic elimination of the unknowns, and some 
mathematical manipulation, the following set of three non-linear algebraic equations to determine the 
buckling load of timber column exposed to varying humidity conditions is obtained 
cr cr cr 0,HF L   N  
(3) cr cr 0,A N  
det 0.T K  
Eqs. (3) are solved with the Newton iterative solution method for the three unknowns, the critical axial 
force Ncr, the critical axial strain cr, and the critical buckling coefficient kcr which is included in matrix 
KT. Matrix KT is tangent submatrix of the current equilibrium state on the fundamental path and 
depends on 4 constants that are determined based on the boundary conditions. In Eqs. (3),  is the 
stiffness of axial restrain in longitudinal direction, L is the length of the column, Fcr is the critical 
external force and cr is the critical stress. 
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Additive principle of the total geometric strain  
 
 The total longitudinal normal strain in any point of the timber column subjected to a constant load 
and varying humidity, D =   + z, is assumed to be a sum of the mechanical strain Dm, the strain due 
to shrinkage and swelling Ds, the viscoelastic strain Dve, and the mechano-sorptive strain Dms 
 m s ve msD D D D D    .  (4) 
The mechanical strain Dm, consists only of an elastic part De and is determined by Hooke’s law 
 e E D  , (5) 
where denotes the stress and E the elastic modulus that depends on moisture content [7] 
    10.4 + 21.0 0.3  GPaE   . (6) 
The strain induced by shrinkage and swelling Ds is defined by a linear relationship   
  s ref D     , (7) 
where ref is a reference moisture content and  is a single valued parameter. Time dependent 
mechanical behavior of wood is generally described by creep models including various combinations 
of spring and dashpot elements. Here, the viscoelastic and mechano-sorptive creep of the timber 
column are modelled by the standard Kelvin solid  
 
ve ve ve ve
ms ms ms ms
Q  η  








respectively, where (.) denotes time derivative, Qve and Qms are the material parameters of the 
viscoelastic and mechano-sorptive spring, respectively, and ve and ms are the material parameters of 
the viscoelastic and mechano-sorptive dashpot, respectively. The mechano-sorptive strain Dms is 







 . (9) 
 
Parametric study and conclusion 
 
 The influence of varying ambient humidity conditions on the buckling behavior of timber columns 
is studied. The timber columns are straight, geometrically perfect, and loaded in axial direction. Cases 
with different types of boundary and humidity conditions are studied that is schematically illustrated 
on Fig. 1. For each case, after the moisture state of the columns is determined using the multi-Fickian 
moisture transport model, the stress-strain analysis is performed and the buckling load is determined 
with the semi-analytical procedure. For a reference case the critical buckling load is compared with 
commercial finite element software solution, where 3D orthotropic material model is accounted for. 
This way, the influence of the ambient relative humidity changes on the buckling load of timber 
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In this work we present geometrically non-linear beam finite element with embedded discontinuity 
which can represent elastoplastic constitutive behavior with both hardening and softening response. 
The constitutive equations are presented in rate form by using the multiplicative decomposition of 
deformation gradient. Formulation of elastoplastic response is presented in terms of stress resultants 
including interaction between shear force and bending moment appropriate for metallic materials. The 
softening response is used to model the failure in connections, introducing displacement field 
discontinuity or a rotational hinge. The hinges or displacement discontinuity are presented in 
framework of incompatible modes, and they can handle three different failure modes dealing with 
bending, shearing or axial deformation. With few numerical simulations the FEM implementation is 
proved very robust for problems of a practical interest.   
Keywords:  Reissner’s beam, geometrically exact beam, hardening/softening response  
1. Introduction 
The truly large kinematics of steel frame structures combined with elastoplastic hardening/softening is 
the main novelty of this work. The ductile material like steel can handle large displacements and 
deformation of a structure during the limit load analysis. The geometrically exact beam with nonlinear 
kinematics and nonlinear constitutive behavior should be capable to follow response of a structure to 
the complete failure (collapse).  
In the formulation of the proposed beam element we have used as the starting point the previous 
works, (1) and (2). The proposed beam element includes nonlinear kinematics and nonlinear 
constitutive response. The constitutive behavior is defined as plasticity with linear hardening that 
includes interaction between shear force and bending moment.  
The novelty concerns the beam model ability to reach the ultimate capacity of a cross section 
activating one of three failure modes which represents non-linear softening response in bending 
moment, shear or axial force. These failure modes are handled by field discontinuity as incompatible 
modes, see (3).  In this work we have supposed that only one softening failure mechanism can be 
activated at the time. 
 
2. Reissner’s beam with non-linear kinematics  
In this section we give a formulation for two-dimensional beam in framework of large displacement 
and large elastoplastic strains. The formulation of Reissner beam (4) kinematic equations employs 
rotated strain measure. The plastic strains corresponding to stress resultant follow from yield criterion 
introducing interaction between bending moment and shear force. The equations are expressed in rate 
form (2). The consistent linearization of the weak form of equilibrium equations provides tangent 
stiffness matrix, for both material and geometric part.  
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2.1. Geometrically nonlinear kinematics  
In the framework of large displacement gradient theory, the corresponding form of deformation 
gradient can be split into displacement and rotation parts as: 
 
,








F I u F I
F   (1) 
The failure mode in connection can be represented by jump in displacement components u  and v  , 
with the corresponding kinematic enhancement in terms of the “discontinuity”. In the finite 
deformation framework such a displacement discontinuity has to be introduced in deformed 
configuration (1). This splits displacement field into regular part  and „enhanced‟ part  
representing the corresponding displacement or rotation „jump‟. By introducing 
x
 as the Dirac 
function where jump occurs, the deformation gradient for both the displacement and the rotation 
fields, in terms of the multiplicative decomposition can be written: 
 , ,u v u v
x xI I
u
F I u I I I F F F F
u
  (2) 
By combining the polar decomposition of the deformation gradient F RU  and result (2), we can 
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2.2. Constitutive model  
In the plastic regime, multiplicative decomposition of the deformation gradient corresponds to additive 
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The Helmholtz free energy can be defined as quadratic form: 
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1 1 1
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x s
U U C U K K   (5) 
where eU   is elastic strain measure tensor, p  is a vector of hardening variables , hK  are 
corresponding hardening moduli, 
s
 is a vector of softening variables and 
sK  are corresponding 
softening moduli. The yield function, in the stress resultant form, is defined according to classic work 
(5), except for a small modification to account for isotropic hardening: 
 4( , ) 1 0;   ;M V V
y y
M q V q
m v m v
M V
qσ  (6) 
where m  is a non-dimensional bending moment; v  is a non-dimensional shear force; ,
M V
q q  are 
internal hardening stress like variables; whereas
y
M  and 
y
V  denote yield bending moment and shear 
force. The yield function for softening is chosen as a multi criteria form, pertaining to, bending 
moment, shear and axial force: 
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where q  is vector of internal hardening stress like variables. By using principal of maximum plastic 
dissipation, where constraint is yield function, we provide the evolution equations for internal 
variables in rate form along with the loading/unloading conditions. The constitutive equations for 
finite strain beam are defined in terms of Biot stressT resultants and rotated strain measureH=U - I . 
  
2.3. Incompatible modes implementation 
The virtual work equation can be expressed in terms of different stress – strain energy-conjugated 
pairs. Any of them leads to nonlinear problem, which requires an iterative solution procedure. The 
embedded discontinuity formulation that handles the softening is implemented in the framework of 
incompatible modes (3). Namely, we turn to Hu-Washizu variational formulation, where the weak 
form is constructed for all three groups of equations: kinematics, constitutive and equilibrium 
equations. We choose the spaces of virtual displacements, virtual stress and virtual strain to write: 
 
ˆ
ˆˆ ˆ, , ; : 0
ˆ ˆ, , ; : 0











G (u H T u) HT u f
G (u H T T) TH
G (u H T H) H C H T
  (8) 
where virtual fields are denoted with superposed ˆ ; Ĥ  - virtual rotated strain field; T̂  - virtual stress 
field and û  - virtual displacements field.  
3. Numerical example  
3.1.  Straight cantilever under imposed free-end vertical displacement  
This example presents two different failure modes under free-end vertical displacement. Namely, by 
imposing vertical displacement at the free end of a cantilever, we can trigger failure due to either 
bending moment or shearing force. The type of failure depends on chosen values for constitutive 
parameters (ultimate forces: Mu, Vu), see Fig 1. All numerical computations are performed with a 
research version of the computer program FEAP (6). 
       
Figure 1. Failure types due to bending moment and shear force 
3.2. Straight cantilever under imposed end rotation 
In this example we present initially straight cantilever beam model is constructed with a mesh of 8 
elements. The analysis is performed under imposed end rotation   . The failure is localized in the 
middle of the cantilever, where one element is weakened (see Figure 2)                        
                        
Figure 2. Ultimate limit analysis: deformed configuration steps and response curve 
3.3. Push-over analysis of a symmetric frame 
The example presents the results for push-over analysis of a symmetric steel frame. The frame 
geometry is given in Fig 3. The material properties for of all frame members are equal, except that 
cross-section properties of the columns are 10% stronger then cross-section properties of the beams. 
The elements which connect beams to columns are 10% weaker than cross-section properties of 
beams; these elements are chosen to simulate the behavior of connections in the global analysis of 






simulate the dead load effect. The lateral loading is applied in terms of imposed incremental 
displacement (













        a) Frame geometry and loading 
 
b)Bending moment distribution        c)Plasticity distribution  
                                           
d)Softening plastic hinges                 e) Response of the structure 
Figure 3. Symmetric frame structure 
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4. Conclusions 
The presented geometrically non-linear planar beam model provides the main novelty with its ability 
to account for both bending and shear failure. The proposed constitutive model contains both coupled 
plasticity with isotropic hardening and nonlinear law for softening with three different failure 
mechanisms. The hardening response providing interaction between bending moment and shear force 
can be calibrated against damage of beams or columns in steel frame. The softening response can be 
activated to model the failure mode in the connections with different failure mechanisms. Which of the 
mechanisms will be activated depends on interplay and stress redistribution during the limit load 
analysis. 
By using the proposed beam element we can perform ultimate limit analysis of any frame planar steel 
structure, including the second order effects as well as different failure mechanisms. The geometrically 
nonlinear analysis allows ultimate limit analysis with large displacement without any need for 
correction proposed property. This advantage is very important in steel frame structure because of a 
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The present work deals with a mixed variational formulation of elastodynamics along with an energy-
momentum consistent discretization in space and time.
Variational formulation
The underlying continuum formulation relies on a polyconvex stored energy function [1], which is
given as
Ψ =W (F,H,J) (1)
The stored energy function W is convex with respect to the deformation gradient, F, its co-factor H, and
its determinant J. These quantities map infinitesimal line-, area- and volume elements from a material
configuration B0 into a spatial configuration Bt as shown in Figure 1. Moreover, the deformation field ϕ
links material particles X to their placement x in the spatial configuration.
dx = FdXdX
da =HdAdA









Figure 1: Deformation and configuration of a continuum body
In addition to the displacement field, further kinematic fields entering the polyconvex stored energy
function are introduced by a newly proposed cascaded system of kinematic constraints. The corre-
sponding mixed variational formulation is obtained by enforcing the kinematic constraints through a







[W̃(C,G,C)+ΣC ∶ (DϕT Dϕ−C)
+ΣG ∶ (cofC−G)
+ΣC (13 G ∶C−C)]dV
(3)
In here, ΣC,ΣG and ΣC are stress quantities, which play the role of Lagrange multipliers. Moreover, the
kinematic quantities are the Cauchy-Green deformation tensor, C, its co-factor, G and its determinant,
C. In a related alternative approach in [1], the kinematic quantities F,H and J are directly linked to the
deformation field. Thus the energy function yields
Ψ = W̃(C,G,C) (4)






where B̄ is the body force per undeformed volume and T̄ the traction force per undeformed area.
Discretization
The newly proposed variational framework facilitates the design of new energy-momentum consistent
discretizations in time. We consider a representative time interval [0,T ] with time-step size ∆t = tn+1− tn,
given state space coordinates (ϕn,Vn) ∈R3 ×R3, consistent deformation states Cn, Gn, Cn and stresses
ΣCn, ΣGn, ΣCn at tn. Furthermore, we add the inertial part of the virtual work from the underlying
mechanical system and supplement the local relation between the deformation mapping and the velocity





(ϕn+1−ϕn)ρ0 dV = ∫
B0





ρ0 (Vn+1−Vn)dV = −∫
B0
ΣCn+1 ∶ (DδϕT Dϕn+ 12 +DϕTn+ 12 Dδϕ)dV −Πext(δϕ)∣n+ 12
∫
B0
δC ∶ (DCW̃ −ΣCn+1+ΣGn+1 Cn+ 12 + 13 ΣCn+1 Gn+ 12 )dV = 0
∫
B0
δG ∶ (DGW̃ −ΣGn+1+ 13ΣCn+1 Cn+ 12 )dV = 0
∫
B0
δC(DCW̃ −ΣCn+1)dV = 0
∫
B0
δΣC ∶ (DϕTn+1 Dϕn+1−Cn+1)dV = 0
∫
B0
δΣG ∶ (co f Cn+1−Gn+1)dV = 0
∫
B0
δΣC (13Gn+1 ∶Cn+1−Cn+1)dV = 0
(6)
Here, (●)n+ 12 = 12((●)n + (●)n+1) denotes the mid-point value of a scalar, a vector or a tensor (●). The
tensor-operator has been used to facilitate the operations due the co-factor, the determinant and their
corresponding derivatives, in the sense of [1], see also [2]. In addition to that, the mixed variational
framework makes possible a wide variety of finite element discretizations in space. A natrual way of the
interpolation is given in [3]. In the special case of a purely displacement-based discretization we obtain a
new form of the algorithmic stress formula which is a typical feature of energy-momentum methods [4].
In particular, the new stress formula assumes a remarkably simple form when compared to previously




We verify the algorithmic consistency of the developed EMC scheme along with its superior numer-
ical stability. Consider a flying L-shaped block with a constitutive behavior governed by a Mooney-
Rivlin material model with the material parameters given by α = 114.9425, β = 57.4713, κ = 3333.3333
and a density of ρ = 50. The initial geometry is illustrated in Figure 2. The L-shaped block has no
Dirichlet boundary and pressure loads are acting on the block as shown in Figure 2. The time history
of the external loads is illustrated in Figure 3. In this connection, the nodal dead loads are given by
p1(t) = f (t)× [−50 50 100], p2(t) = f (t)× [50 −50 −100]. Note that after the loading phase, the
discrete system under consideration can be classified as autonomous Hamiltonian system with symmetry.











Figure 2: Initial mesh configuration and dimen-
sions.










Figure 3: Time history of the external pressure.
All numerical simulation have been performed with a time-step size of ∆t = 0.025 and the proposed
mixed finite element. In Figure 4, we show the energies during the simulation time. It can be observed,
that the EMC integrator correctly reproduces the energy conservation. Moreover, the EMC integrator
shows an excellent numerical robustness compared to the commonly used mid-point rule (the green line
in Figure 4 shows the energy blow-up when using a mid-point integrator). A detailed view of the energy
conserving behavior is given in Figure 5, where the change of total energy within a time-step is shown
for the EMC integrator. At least, the total angular momentum conservation is correctly reproduced. See
Figure 6 for angular momentum of all three components during the simulation time. Figure 7 shows the
change of angular momentum within a time-step. The motion of the L-shaped block is depicted in Figure
8 with a sequence of snapshots at successive points in time.
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Figure 4: Time history of the total energy.
















Figure 5: Change of total energy within a time-
step.















Figure 6: Time history of the angular-momentum.




















Figure 7: Change of angular-momentum within a
time-step.
Figure 8: Snapshots of configurations at t={0 1 2 3 4 5}.
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1. Introduction
This paper presents a 3D lattice element model,as a class of discrete models, capable of representing
cracks propagating through concrete mass until complete localized failure. The model is based upon
the discrete lattice of Timoshenko beams that can capture failure modes by using the embedded strong
discontinuities. The model can also capture the concrete mass initial heterogeneities with corresponding
variability of model parameters for cement matrix and for aggregate. The main advantage of the proposed
failure model is in successful representation of full set of 3D failure modes, along with progressive devel-
opment starting from micro-crack initiation to their coalescence into larger macro-cracks. The complete
set of 3D failure modes is included with: mode I of tensile crack-mouth opening, mode II of in-plane
shear sliding and mode III of out-of-plane shear sliding, along with the mixed-mode fracture propagation
that is often the dominant mechanism in concrete failure. Several numerical examples are provided to
illustrate the proposed model performance showing that the distribution of material heterogeneities also
contributes to making the computational iterative procedure more robust.
2. Micro-/meso scale model
In this paper, the approach we focus relies on spatial Timoshenko beams, geometrically built using
Delaunay triangulation and geometrical properties are extracted from Voronoi cells. Stiffness of beams
with normal kn, shear ks and rotational kr springs can be scaled according to the Voronoi diagram (Fig.











This stiffnes is dependent on the distance li j between the lattice nodes i and j, and the length of the
neighbouring Voronoi edge hi j. The Ai j = hi j · t can represent the cross section area of the lattice element,
where t is thickness when 2D case is considered. Such scaling of spring stiffness parameters results with




Scaling of the stiffness presented in relations (1), can also be used in a 3D case













where Ai j is now the Voronoi facet area representing the common area of the two neighbouring 3D
Voronoi cells (Fig. 1b), Jp is the polar moment of inertia, I11 and I22 are the two principal moments of
























Figure 1: Two neighbouring Voronoi cells:(a) 2D, (b) 3D
Each node of Voronoi cell correspond to a single particle of concrete and collection of this small
scale units form a macroscopic solids (Fig. 2). Lattice nodes are connected with Timoshenko beams in
order to bond the particles together. Concrete as heterogeneous materials might be modeled with two
or three different phases and the macroscopic mechanical response will obviously depend on each phase
properties as well as their spatial distribution and shapes. Using Gaussian distribution heterogeneity of
each phase, aggregates and cement matrix, is taken into account with deviation of parameters restricted
to ± 2σ [4, 5, 6, 7].
Figure 2: 3D iregular lattice with Voronoi cells
Spatial distribution was carried in the following manner. To evaluate the behavior of concrete in the
meso-scale state, it is necessary to build a geometry for the concrete specimen [8]. This geometry which
comprises aggregates distribution should be as similar to real specimenâs one as possible. The basis
of building this geometry is the random process with Poisson distribution of the aggregates and filling
the voids between them with cement matrix. Since formation of the cement layer can be determined
just based on distribution of the aggregates, a separate study of this layer is not necessary. Aggregates
2
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comprise 60-80 % of a given concrete volume. Aggregates can be generally classified into two groups:
fine-grained aggregates and coarse-grained aggregates. The grain size in coarse grained aggregates is















where p(dF) and p(dE) is the cumulative sieve fraction passing through a sieve with diameter d, dmax is
the diameter of the coarsest aggregate.
Distribution of aggregates is taken into account as aritmetic mean of this two grading curves where
all particles smaller then 4.00 mm are include in cement matrix volume thus forming cement mortar.
Using this way of distribution we obtain 50 % of volume fraction of aggregates and same of cement
matrix[9].
3. Macrospoic model response
In this section, we present the computed macroscopic responses for a uniaxial tension test. The com-
putations are performed by a research version of computer program FEAP, developed by R.L. Taylor at
UC Berkeley. For dealing with a uniaxial tension test, we consider the specimen size given as a cube
with 15 cm side length. Table 1 summarizes the chosen mechanical properties for each phase. One can
note that aggregates is far more stiff than the cement matrix and that it remain in the elastic regime. This
computation is made under displacement control.
Table 1: Materials parameters
Cement matrix Aggregates




G f u=200 N/m -
G f v,w=80 N/m -
(a)































A novel three-dimensional beam lattice model is presented capable of representing the failure modes
of brittle heterogeneous material like concrete. Concrete is considered as an assembly of aggregates
grains melted into cement matrix represented by the 3D Voronoi cells connected by cohesive forces
modeled by Timoshenko beams. The main feature of the model is that the 3D Timoshenko beams (with
6 dofs/node, 3 translations and 3 rotations) are embedded with strong discontinuities in local coordinate
system directions which provides the capability to simulate the localized failure in modes I, II and III. The
micro-crack propagation can happen in all three modes individually, but it can also progress in mixed-
mode. The beam enhancements provide the possibility of simulating the spatial evolution of cracks in
three-dimensional space, which is the main characteristic of brittle failure of concrete under external load.
The failure criteria are different when tension or compression force is active. In compression applied
area, the failure modes are handled separately. Moreover, the compression force can increase although
the shear failure modes are active. The compression force influences the shear strength threshold in Mohr
- Coulomb way. On the other hand, the tension force implies simultaneous softening for all modes as soon
as one failure surface becomes active. Another feature of the model is that there is no need to introduce
and predict the first cracks to break the specimen, but instead the Gaussian statistical variation is used
for the mechanical properties of each element. Thus, the model is able to capture the heterogeneous
properties of concrete, which can influence the initial phase of crack evolution.
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     This paper presents a meshless method based on the theory of R-functions. The solution of a 
boundary value problem is expressed in the form of formulae called solution structure which depends 
on three components: the first component describes the geometry of the domain exactly in analytical 
form, the second describes all boundary conditions exactly, while the third component is called 
differential component because it contains information about governing equation. Unknown 
differential component of the solution structure is represented by a linear combination of atomic basis 
functions which are infinitely differentiable functions with compact support. To determine the 
coefficients of linear combination in the solution structure, a collocation technique is used. The 
proposed method is applied to solve the torsion problem of a prismatic bar. 
Key words: meshless method; solution structure; collocation; boundary conditions; atomic functions. 
1.  Introduction 
     A numerical procedure that combines the meshless method known as solution structure method, 
atomic basis functions (ABFs) and a collocation technique is presented. 
     In the solution structure method, a solution is sought in the form of formulae called solution 
structure. The original idea was proposed by Kantorovich [1]. He proposed that the homogeneous 
Dirichlet conditions may be satisfied exactly by representing the solution as the product of two 
functions: the first is a real-valued function that takes zero values on the boundary points, and the 
second is an unknown function that can satisfy the differential equation of the problem. 
     Rvachev [2] suggested using R-functions - the real valued functions that behave as continuous 
analogies of logical Boolean functions. Based on the theory of R-functions, the R-Function Method 
(RFM), also known as the solution structure method, was developed to solve problems with arbitrarily 
complex domains and boundary conditions. 
     This paper describes the use of atomic basis functions to approximate unknown differential 
component of the solution structure. These functions are infinitely differentiable functions with 
compact support [3], [4], [5]. Our team has worked for more than twenty years to develop different 
numerical models with atomic basis functions [6]. Experience in the use of these basis functions 
confirmed their good approximation properties and opens the possibility of their implementation in the 
solution structure method. In numerical modeling, we applied Fup basis functions that belong to the 
atomic functions of algebraic type [7]. 
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2.  Theory of R-functions 
 
     The solution of the two-dimensional boundary value problem with homogeneous Dirichlet 
boundary conditions 0

u  can be expressed by the formula called the solution structure in the form 
of the product of two functions: 
  u , (1) 
where RRn   :  is a known function that takes zero values on the boundary of the domain   and is 
positive in the interior of the domain , and  is some unknown function that can satisfy the 
differential equation of the problem. In most practical situations, the unknown  is represented by a 
linear combination of basis functions  
n
i ii
FC1 where Ci are scalar coefficients and Fi are some 
basis functions. Generating  functions was proposed by the Ukrainian scientist V. L. Rvachev. 
Rvachev [2] came up with the idea that logic operations of Boolean algebra could be applied to the 
functions. In this way, he created so called semi-algebra. The basic R-operations are as follows: 
R – conjunction (section) (
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ffffff   
R – disjunction (union) (
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ffffff   
R – negation (¬f =−f ): ff   
     Using these operations, we can determine the function  over very complex domains. Such 
functions are called R-functions. Equation 0  defines the geometry of the domain implicitly. 




u has a form 
u , (2) 
where   is the extension of the 
0
  inside the domain . In practice, the function 
0
  may be specified 
in a piecewise fashion, with a different value 
i
  prescribed for each portion of the boundary 
i
 . Such 





















     Detailed and systematic derivations of solution structures for more general boundary conditions can 
be found in references such as [2] and [8]. 
 
 Combining the solution structure method with atomic functions and the collocation method 
     A physical field being modeled is represented by a solution structure that can be written in a 
general form ),,( uu . The solution component  exactly introduces all information on the 
domain geometry. Thus,  is called the primary function of the solution. The second component  
accurately introduces all information about boundary conditions. The third or differential component 
 can be determined as a linear combination of chosen basis functions. Approximation properties of 





Here, we propose to use Fupn(x) basis functions because they are well conditioned and have compact 
support and good approximation properties [9]. Index n denotes the highest degree of the polynomial 
that can be expressed exactly in the form of a linear combination of Fupn(x) basis functions. 
     It is optimal to perform collocation in natural knots of basis functions, i.e., vertices of basis 
functions situated in a closed domain. This selection of collocation points implies a uniformly 
distributed set of nodes. The R-function method satisfies exactly all boundary conditions using the 
172
solution structure, so it is only necessary to satisfy the differential equation at collocation points inside 
the domain. For the basis function set to be complete, we must keep all basis functions with vertices 
outside the domain that have values inside the domain other than zero, and we must write a conditional 
equation in the form of the recursive formula for each of them. 
 
3.  Numerical examples 
Example 1: Torsion problem of a prismatic bar with a triangular cross section 
     This problem may be reduced to the boundary value problem with the Poisson equation and 


















  ;   0),( 

yxu , (4) 
where ),( yxu  is the stress function, G is the shear modulus, and  is the angle of twist per unit length 
of the bar. The shear stress components are determined according to the following expressions: 
yu
xz
   ;   xu
yz
 . (5) 
The exact solution for the domain, shown in Fig. 1a, has been derived by algebraic polynomials in 
[10]. For 0.1G , 0.1  and 0.12a , the exact values for the stress function at point A and 









    
Figure 1:  a) Triangular cross section; b) Uniform grid of points that covers the domain 
 






























For the undetermined function , we choose a linear combination  
n
i ii
FC1 , where iF  are the 
Fup4(x,y) basis functions on a uniform 2629 grid that covers the given two-dimensional domain but 
does not conform to it, as shown in Fig. 1b. The algebraic system of the collocation equations consists 
of equations that satisfy the governing equations at the internal points of the geometric domain and 
equations that satisfy the recursive formulae for points outside the domain (black dots in Fig. 1b). The 
remaining points (white dots in Fig. 1b) are not included in the procedure. The numerical solution 




 . This numerical experiment has verified the 
proposed solution structure method with atomic basis functions. 
Example 2 
     We analyzed a practical engineering torsion problem for a bar with the cross section shown in Fig. 
2a. An approximate analytic expression for the torque in terms of parameters r, a, and b has been 
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The function , which exactly introduces all information on the domain geometry, is constructed 
using R-operations described in section 2. Figure 2b shows the contour of the function  which 
represents a surface "inflated" over the domain. We choose a uniform 5555 grid. The only points 
distributed within the domain are collocation points. Therefore, the numerical solution of the problem 
was obtained by using 1217 collocation points. 
For the fixed values r, a and b, the computed maximum value of shear stress component 
yz
  is 11.819 
while the value predicted by the closed-form expression in [11] is 11.956. The R-function method sets 
the domain geometry with few data points and describes the shape of the area analytically. The 
boundary conditions are satisfied exactly at all points of the boundary, and from the obtained 
coefficients of linear combinations Ci, all values of the basic solution and its derivatives, such as 





Fig. 2.  a) Geometry of the domain; b) Contour of the function  
4.  Conclusion 
The basic principle of the R-function method is described. We combined the RFM with atomic basis 
functions and obtained a method that connects the advantages of the solution structure method, 
collocation technique and good approximation properties of atomic Fup basis functions. 
Our proposed method enables exact treatment of all prescribed boundary conditions at all boundary 
points and does not require numerical integration. 
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Shallow water equations (SWE) are derived by vertically integrating the Navier-Stokes equations.
These hyperbolic partial differential equations (PDE) are a good approximation of the fluid flow when
the horizontal length scale is much greater than the vertical length scale. Shallow water equations are also
applied for stratified flows, in which gradients of salinity and temperature form layers of different den-
sities. For example, highly stratified estuaries are characterized by an upper layer of freshwater flowing
towards the river mouth, over a denser layer of salt-water advancing upstream. A similar configuration
is also found in sea straits connecting two oceans or seas of different densities. Dynamic flows in such
environments are readily modelled by coupled systems of two-layer SWE [1, 2, 3].
Two-layer models usually include friction effects; however, turbulent mixing is rarely accounted for.
The reason for this may be found in the fact that stratification suppresses the intensity of vertical mixing
between the layers. Even for highly dynamics flow conditions, when shear stress is known to locally
generate interfacial instabilities and intensify turbulent mixing, the resulting processes occur on a much
smaller scale in comparison to the thickness of the upper or lower layer [4]. In highly stratified estuaries,
however, even a week entrainment may change the dynamics of a nearly-stagnant salt-water layer over
longer reaches. Furthermore, entrainment may also help to maintain a locally compromised hyperbolic
character of the governing system of equations when interfacial instabilities appear. Therefore, at least
some aspects of the turbulent mixing should be introduced in two-layer SWE.
The following PDE system is derived for a one-dimensional two-layer shallow water flow in prismatic









+ g(w)+ sF(w)+ sE(w), (1)
the vector of conserved quantities w and the flux vector f(w) are respectively defined as follows:
w =
{
h1 q1 h2 q2
}T















where hi is the layer thickness, qi = hiui is the layer flow rate per unit width, ui is the layer horizontal
velocity, g is acceleration of gravity, and index i = 1,2 denotes the respective upper and lower layer. The




0 0 0 0
0 0 −gh1 0
0 0 0 0
−grh2 0 0 0

 , (3)
and r = ρ1/ρ2 is the ratio between the upper layer density ρ1 and the lower layer density ρ2. The








































where b is the bed elevation, τb and τi are the respective bed and interfacial shear stress, E = we|∆u| is the
entrainment rate, we is the entrainment velocity, and ∆u = u1−u2. The shear stresses are defined by the
quadratic friction law and the respective bed and interfacial friction coefficients, λb and λi.
Notice that the turbulent mixing is included through the source term sE(w) and entrainment rate
E (Eq. 4), which adds an additional vertical mass and momentum exchange between the layers. The
assumption of constant density ρi(x, t) = ρi in each layer is a first step approximation of the turbulent
mixing process necessary to derive a governing system in a conservative form. The downside of such an
approximation is that densities in both layers are unaffected by the mixing processes, and in practice only
the volume of fluid is conserved inside the domain, instead of the actual mass. However, laboratory and
field measurements indicate that in highly stratified environments, the entrainment effects are confined
to the interfacial layer [4]. Therefore, if the thickness of the interfacial layer is much smaller than the
thickness of the upper and lower layer, this approximation is justified.
System of Eqs. (1) is solved by an approximate Roe solver, which is based on a Finite Volume
Method. In this case, a modified Q-scheme was applied [1], in which all source terms are upwinded
[3]. This method is explicit in time and second-order accurate for steady solutions. The details of the
numerical solver are documented in [2].
Two numerical tests are presented to illustrate the relevance of the turbulent mixing in a two-layer
shallow water flow. First, a steady-state flow was computed to show the impact of E on the overall
interface profile and lower layer dynamics in a highly stratified estuary. A 10 km long prismatic and
horizontal channel was considered. The spatial step was set to ∆x = 10 m, time step was chosen to
satisfy the stability condition CFL = 0.9, also g = 9.81 ms−2 and r = 0.975. The downstream boundary
condition was forced by a constant total depth H = 1.5 m, and h1 was computed from the internal critical
flow condition [2]. The upstream boundary condition was forced by constant flow rates, Q = 1.5 m3s−1
and 2.5 m3s−1. The bed friction factor was computed from the Yen’s explicit equation [5], the interfacial
friction factor was set to λi = 10−3, and E was computed from an empirical entrainment equation [6]. The
simulation ran until quasi-steady flow conditions were established. The numerical solutions - interface
profiles and flow rates in both layers - are shown in Fig. 1. The results suggest that the salt-water intrusion
length is shortened when entrainment is considered, especially over longer reaches. This differences is
mainly the result of lower layer dynamics, i.e., an increased flow difference due to entrainment of fluid



































Figure 1: Numerical results for a steady-state flow in a horizontal prismatic channel: A) interface profiles
and B) layer flow rates. Results from the model without entrainment are shown as a solid blue line
for Q = 1.5 m3s−1, and as a solid red line for Q = 2.5 m3s−1, while the results from the model with
entrainment are shown in the same colour dashed lines.
The second example shows the importance of entrainment terms when dealing with a possible loss
of the hyperbolicity. In two-layer flows, the loss of hyperbolicity occurs when ∆u exceeds a certain value
2
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and the eigenvalues of the Jacobian flux become complex [7]. This problem is related to the occurrence
of the interfacial shear instabilities, such as the Kelvin-Helmholtz waves [7]. The same model set-up was
used as previously. The only difference is that the Rječina Estuary channel geometry was considered, λi
was calibrated to field measurements [8], and the upstream boundary condition was forced by a variable
flow rate, i.e., an increase from Q = 4.3 m3s−1 at t = 0 min to Q = 9.7 m3s−1 at t = 15 min. The
comparison of numerical results with and without entrainment is shown in Fig. 2. The results show how
the model without the entrainment produced non-physical oscillations during the river flow increase (Fig.








A) t = 0 min













B) t = 12 min
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Figure 2: Numerical results for the variable two-layer flow in the Rječina Estuary: A) initial conditions
at t = 0 min, B) instabilities at the interface at t = 12 min (without entrainment), C) interface profile at
t = 12 min (with entrainment), D) steady-state solution at t = 120 min (with entrainment).
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     Materials in geotechnics often exhibit anisotropic behavior, which can manifest both in strength 
and stiffness properties. Moreover, anisotropy can be found in soils and rocks. Although it's a rather 
frequent phenomenon, many commercial software products that are specialized for geotechnical 
engineering rely mostly on isotropic material models and offer only simple anisotropic models. The 
main reason for this is the complexity of mathematical formulation if anisotropy is included. Another 
reason is increased number of material parameters, which are often difficult to determine by 
conventional testing methods. On the other hand, a favorable circumstance in case of many anisotropic 
geotechnical materials is the fact that their behavior can be described satisfactory by using cross-
anisotropy which is the simplest form of anisotropy. 
Finite element method is one option to analyze geotechnical problems and in this respect one of the 
most widely used tools is Plaxis computer software. This program currently includes several material 
models including three anisotropic models. Additionally, Plaxis users also have an option to include 
their own material models. This tool presents a versatile platform for different kinds of research. One 
such user defined model named SPAP1 (Kuder, 2012, Kuder and Logar, 2012) was developed to 
model anisotropic behavior of rocks. It included the effect of anisotropy by using scalar anisotropic 
parameter (Pietruszczak et al., 1988, Pietruszczak et al., 2002) which gave comparable results to 
original Plaxis anisotropic models and showed some advantages but also some weaknesses. Further 
studies were carried out and this paper shows the result, an alternative approach to model cross-
anisotropic geotechnical materials. 
To address aforementioned weaknesses of the previous model (potential convergence problem, 
modeling of high level anisotropy) multilaminated concept was applied. This concept is based on a 
slip theory by Taylor (1938, cit. after Schweiger, 2009). His work was further developed by different 
authors (Zienkiewicz & Pande, 1977; Pande & Sharma, 1983; Pietruszczak & Pande, 1987, all cit. 
after Schweiger, 2009). The concept assumes a finite number of spatially oriented planes (slip planes 
or contact planes) in every calculation point. If the stress state in a particular point remains in elastic 
domain multilaminated material model responds same as any conventional model. The difference 
between the two concepts occurs when plastic strains are calculated. Namely, in case of 
multilaminated approach the plastic strains can develop only in contact planes. These are 
predominately shear strains but normal strains can also develop accordingly. Total plastic strains are 
calculated as a summation of contributions of all contact planes in a particular point. At this step the 
weight factor of each plane has to be taken into account. Namely, the planes (in accordance with their 
orientation) form a convex polyhedron along the surface of a unit sphere (or circle in case of 2D 
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model) and since this distribution is not necessary uniform, the weight factors must be consistent with 
the surface area proportion of each plane in the polyhedron (figure 1). 
 
Figure 1: Distribution of 33 contact planes on a hemisphere (Neher et al, 2002, p. 43). 
 
Therefore the plastic strain increment is calculated by equation (1)  




𝑖=1   ,        (1) 
with dεp representing plastic strain increment vector, n number of planes, wi weight factor, [T]i a  
transformation matrix (6x3), dλi plastic multiplier, gi plastic potential function and σi stress vector on 




    .          (2) 
What are the motives for such an approach compared to more conventional solutions? The main 
advantage is simpler mathematical formulation. Since the yield criterion in multilaminated model is 
checked on each contact plane, it makes sense to define it as a relation between normal and shear 
stress:  
𝑓𝑖 = 𝑓𝑖(𝜎𝑛,𝑖 , 𝜏1,𝑖, 𝜏2,𝑖, 𝜅𝑖) = 0     ,       (3) 
with σn,i being normal stress, τ1,i and τ2,i shear stresses in two designated directions and κi hardening 
parameter in i plane. The advantage becomes more pronounced when anisotropy is included. Namely, 
with material models that are based on stress invariant formulation, the yield criterion (e.g. f=f(p,q,ϑ)) 
doesn't change if the stress field changes in such manner that stress invariants retain their values and 
only change their directions. In case of anisotropic material the condition should change, however. The 
scalar anisotropic parameter provides some options in this case but resulting expressions are rather 
complicated. On the contrary, the inclusion of anisotropy in multilaminated models is much simpler 
because the anisotropic strength properties can be assigned directly to each plane independently. For 
example, for anisotropic Mohr-Coulomb model generalized expressions would look like these:  
),,,(  ivrefii       ,         (4) 
),,,( ivrefii ccc         ,        (5) 
with φi being angle of internal friction and ci cohesion in i plane, φref and cref reference values, Ωv 
parameter, which determines degree of anisotropy, ϑ direction of anisotropy (cross isotropy) and αi 
orientation of the i contact plane with regard to the direction of the anisotropy. 
The weakness of multilaminated approach is that discretization can lead to inaccurate results. This 
can be handled with high number of contact planes but this normally leads to longer calculation times. 
Weaknesses aside, multilaminated concept proved to have a strong potential (Galavi, 2007, 
Scharinger, 2007, Schweiger et al., 2009).  As a starting point for exploration a solution by Galavi was 
adopted. Several adjustments were made to the model, particularly with the aim to improve the 
calculation efficiency. By introducing »corrected weight factors« the time to converge is reduced 
approximately three times in a model with 20 contact planes and the effect becomes even more 
pronounced with increasing number of contact planes (Kuder et al., 2016). Further improvements were 
introduced in terms of contact planes orientation to better describe the anisotropic nature of soils and 
rocks. Namely, if the number of planes is low (e.g. 6), there's a high probability that neither of contact 
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planes would align well with the direction of cross isotropy of the actual material. Additional rotation 
of the contact plane layout addressed this problem with very good results.       
A series of analyses was conducted to compare the efficiency and regularity of proposed material 
model to original Plaxis models. Figures 2 and 3 show the results of one such comparison which 
proves that a material model based on multilaminated concept is very versatile and as such represents 












Figure 2: Maximum deviatoric strains in the φ'-c' reduction phase with one contact plane (a), four 







Figure 3: Maximum deviatoric strains in the φ'-c' reduction phase for material model Jointed Rock 
with joint inclination 15° (a) and Mohr-Coulomb model (b) .  
Further analyses were aimed to the behavior of the proposed model in anisotropic domain. Again, 
the results confirmed that the new model represents an improvement over previous model SPAP1, 
being more robust and stable. In addition to that, the model has also a clear advantage compared to 
Mohr-Coulomb model, i.e. a simple inclusion of cross-anisotropy requiring only two additional 
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Cross laminated timber (CLT) [1] is a construction material that is produced in form of large panels. A 
panel consists of odd number of glued layers of massive wooden planks, and each layer is 
perpendicular to the previous one. The use of CLT in construction grows rapidly, since it has been 
recognized as a very suitable material for high-rise timber structures. Its increasing use asks for 
addressing questions such as those related to its failure mechanisms and efficient use [2]. In this work, 
we present some results related to the investigation of CLT failure in bending. 
Three orthogonal principal directions in wood are usually denoted as longitudinal (L), radial (R) and 
tangential (T). A pair of this letters in combination is used to identify a crack propagation system [3], 
with the first letter indicating the direction normal to the crack surface and the second one the 
direction of the crack propagation, see Fig. 1. In case of bending, the critical systems are usually TL 
and RL. There are three basic fracture modes, see Fig. 2, and each mode is related to its own fracture 
energy, which is a material constant [4]. Thus, for each crack propagation system in a wood one has 
mode I, mode II and mode III versions. 
Fig. 1: Crack propagation in wood Fig. 2: Fracture modes 
 
Results of experiment  
An experiment was performed on CLT ribbed plate in order to determine its limit load and limit 
ductility. The plate length was 4 m and its cross section is shown in Fig. 3. The ribs were glued to a 3- 
 Mode I       Mode II         Mode III 
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layered CLT after measuring their dynamic 
modulus of elasticity. The manufacturer 
classified the ribs as quality C24, but the 
measurements showed that it could be 
classified as C50. Fig. 4 shows the 
experimental setup. The test was 
displacement controlled with the imposed 
displacement speed 6 mm/min. The relation 
between the force F and the mid-span 
deflection w is shown in Fig. 5. The jumps in 
Fig. 5 curve are related either to the crack 
propagation in one of the ribs or to the 
complete failure of a rib.  
 
The first crack of type RL-TL, mode II, occurred in the stiffest external rib, and caused a minor change 
in the overall plate response. The large jump in the response curve is due to the middle rib failure 
owing to appearance of a long crack of type RL-TL, modes II and III. After the middle rib failure the 
plate was able to recover its previous maximum load, but failed completely when the already damaged 
external rib failed in LR-LT type, mode I. 
 
Fig. 4: Test configuration; units are cm 
 
Fig. 5: Force versus mid-span displacement curve 
 
Hashin’s failure criteria and material softening modelling 
Hashin [5], [6] derived a criterion for failure of composite material with unidirectional fibers. In this 















Fig. 3: Cross section of used CLT ribbed plate (units 
are mm). 
First crack in external rib  
Middle rib failure External rib failure 
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1,								if 0 (1) 
1,								if 0 (2) 
where  and  are the strengths in fibers direction and direction perpendicular to the fibers, 
respectively, and  is the shear strength.  
 
If the failure criterion is met, the material softening is applied in a smeared crack sense. An element-
dependent length measure is introduced in order to connect element strains with the crack opening and 
several independent softening damage mechanism are triggered, see Abaqus [7] for details of 
implementation.  
 
Results of analysis 
The commercial code Abaqus [7] was used for the ribbed CLT plate analysis. The computed response 
is compared with the experimental results in Fig. 6. It can be seen from Fig. 6 that the computed curve 
is close to the experimental one. Also, the computed failure mechanism resembles the one observed 
during the test. At point A in Fig. 6, the stiffest rib failure occurs, and at point C the failure of the other 
two ribs takes place. The type and direction of cracking is the same as it was observed in the 
experiment, where crack of type RL-TL first occurred in the stiffest rib and it further spread in the 
longitudial direction. 
 
Fig. 6: Comparison between results of the numerical model and the experiment 
 
Conclusions 
The material failure (i.e. mayor cracking) of ribbed CLT plate always occurs in the ribs. Specific order 
or cracks depend on the variation of stiffness of ribs, initial micro cracks, fiber orientation, etc. It is 
important that after the occurrence of first mayor cracking, leading to the first rib failure, the plate still 
has a lot of bearing reserve left. The ribbed CLT plate failure is thus not brittle, but it is rather ductile.  
From the numerical simulation we can conclude that the Hashin’s plate stress criteria (1), (2), and the 
corresponding smeared crack modelling for representing material softening, are not ideal for the wood. 
The computed results are very sensitive on relatively small changes in the material data, e.g. yielding 
strengths or fracture energy, as shown in Fig. 7. We thus recommend considerable caution if using 



























Fig. 7: Computed results for different material parameters, compared to the experimental results. 
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In this contribution, an initially curved composite Reissner beam is considered. The proposed 
numerical model enables simulations of the contact between laminae, modelled on the level of resultant 
stresses and kinematic quantities of the beam. Delaminations of any size and direction can be simulated. 
We use quaternions 𝒒𝒒� for parametrization of rotations [2], where 𝑸𝑸 is defined as 




and 𝑹𝑹 denotes the rotation matrix: 
 
𝑹𝑹 = �
𝑞𝑞02 + 𝑞𝑞12 − 𝑞𝑞22 − 𝑞𝑞32 2(𝑞𝑞1𝑞𝑞2 − 𝑞𝑞0𝑞𝑞3) 2(𝑞𝑞0𝑞𝑞2 + 𝑞𝑞1𝑞𝑞3)
2(𝑞𝑞1𝑞𝑞2 + 𝑞𝑞0𝑞𝑞3) 𝑞𝑞02 − 𝑞𝑞12 + 𝑞𝑞22 − 𝑞𝑞32 −2(𝑞𝑞1𝑞𝑞0 − 𝑞𝑞2𝑞𝑞3)
−2(𝑞𝑞0𝑞𝑞2 − 𝑞𝑞1𝑞𝑞3) 2(𝑞𝑞1𝑞𝑞0 + 𝑞𝑞2𝑞𝑞3) 𝑞𝑞02 − 𝑞𝑞12 − 𝑞𝑞22 + 𝑞𝑞32
�. 
(2) 
A three-dimensional beam element is uniquely described by the position vector 𝒓𝒓𝑔𝑔(𝑥𝑥) of the beam 
centroidal axis and the orthonormal base vectors 𝑮𝑮1(𝑥𝑥),𝑮𝑮2(𝑥𝑥),𝑮𝑮3(𝑥𝑥), where 𝑮𝑮𝟐𝟐 and 𝑮𝑮3 span the plane 
of its cross-section and 𝑮𝑮1 is its normal vector. Parameter 𝑥𝑥 𝜖𝜖 [0, 𝐿𝐿] is the arc-length of elements 
centroidal axis. We assume that the cross-sections are rigid and conserve their shape during deformation. 
Another set of fixed orthonormal vectors {𝒈𝒈1,𝒈𝒈2,𝒈𝒈3} define the physical space together with the 
reference point 𝒪𝒪 and global coordinate system (𝑋𝑋,𝑌𝑌,𝑍𝑍), Fig 1. 
 
Fig 1: An arbitrary beam element in space 
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The equilibrium equations of an infinitesimal element of a beam are given by the following set of 
differential equations: 
 𝑵𝑵𝑔𝑔′ + (𝒏𝒏𝑔𝑔 − 𝒌𝒌  𝒓𝒓𝑔𝑔) = 𝟎𝟎, (3) 
 𝑴𝑴𝑔𝑔′ − 𝑵𝑵𝑔𝑔  ×  𝒓𝒓𝑔𝑔′ + 𝒎𝒎𝑔𝑔 = 𝟎𝟎. (4) 
The deformed shape of the beam axis is described by the position vector 𝒓𝒓𝑔𝑔. The stress-resultant force 
𝑵𝑵𝑔𝑔 and moment 𝑴𝑴𝑔𝑔 depend on the external distributed force and moment vectors 𝒏𝒏𝑔𝑔 and 𝒎𝒎𝑔𝑔, 
respectively, both measured per unit of the undeformed length of the axis. We add to this formulation a 
distributed contact force 𝒌𝒌 = �𝑘𝑘𝑥𝑥, 𝑘𝑘𝑦𝑦, 𝑘𝑘𝑧𝑧�
𝑇𝑇
 to model the nonlinear behavior between the beam and the 
foundation or bonds between adjacent layers in composite beams. Constitutive equations 
 𝑵𝑵𝐺𝐺 = 𝐶𝐶𝑁𝑁(𝜸𝜸𝐺𝐺 ,𝜿𝜿𝐺𝐺), (5) 
 𝑴𝑴𝐺𝐺 = 𝐶𝐶𝑀𝑀(𝜸𝜸𝐺𝐺 ,𝜿𝜿𝐺𝐺), (6) 
describe the relation between the stress resultants and the strain vectors 𝜸𝜸𝐺𝐺  and 𝜿𝜿𝐺𝐺. The translational 
strain vector 𝜸𝜸𝑔𝑔 is expressed with respect to global basis and rotational strain vector 𝜿𝜿𝐺𝐺 with respect to 
material basis. Both are assumed to be constant along the length of finite element, see Refs. [1], [3]. The 
beams kinematics reads 
 𝜸𝜸𝐺𝐺 = 𝒒𝒒�∗ ∘ 𝜸𝜸𝑔𝑔 ∘ 𝒒𝒒�, (7) 
 𝜸𝜸𝑔𝑔 = 𝒓𝒓�𝑔𝑔′ + 𝒒𝒒� ∘ 𝒄𝒄𝐺𝐺 ∘ 𝒒𝒒�∗, (8) 
 𝜿𝜿𝐺𝐺 = 2𝒒𝒒�∗ ∘ 𝒒𝒒�′ + 𝒅𝒅𝐺𝐺 , (9) 
where 𝒄𝒄𝐺𝐺  and 𝒅𝒅𝐺𝐺 are constants, given in the initial configuration. For initially straight beam, aligned 
with 𝑥𝑥-axis 𝒄𝒄𝐺𝐺 = −𝑮𝑮1 and 𝒅𝒅𝐺𝐺 = 𝟎𝟎. Assuming constant strains, we can express the solution of 
equations (3), (4), (8) and (9) as 
 





















With the above results in hand the governing equations of a beam element read: 
 𝒇𝒇1(𝐿𝐿 2⁄ ) = 𝑸𝑸(𝐿𝐿 2⁄ )𝑪𝑪𝑁𝑁𝜸𝜸𝐺𝐺(𝐿𝐿 2⁄ ) −𝑵𝑵𝑔𝑔(𝐿𝐿 2⁄ ) = 𝟎𝟎, (14) 
 𝒇𝒇𝟐𝟐(𝐿𝐿 2⁄ ) = 𝑸𝑸(𝐿𝐿 2⁄ )𝑪𝑪𝑀𝑀𝜿𝜿𝐺𝐺(𝐿𝐿 2⁄ ) −𝑴𝑴𝑔𝑔(𝐿𝐿 2⁄ ) = 𝟎𝟎, (15) 
 





 𝒇𝒇𝟒𝟒 = 𝒒𝒒�(𝐿𝐿) −Φ𝑅𝑅 �exp �
𝐿𝐿
2
𝜿𝜿𝐺𝐺��𝒒𝒒�(0) = 𝟎𝟎, 
(17) 
 𝒇𝒇𝟓𝟓 = 𝑺𝑺𝑔𝑔0 + 𝑵𝑵𝑔𝑔(0) = 𝟎𝟎, (18) 
 𝒇𝒇𝟔𝟔 = 𝑷𝑷𝑔𝑔0 +𝑴𝑴𝑔𝑔(0) = 𝟎𝟎, (19) 
 𝒇𝒇𝟕𝟕 = 𝑺𝑺𝑔𝑔𝐿𝐿 − 𝑵𝑵𝑔𝑔(𝐿𝐿) = 𝟎𝟎, (20) 
 𝒇𝒇𝟖𝟖 = 𝑷𝑷𝑔𝑔𝐿𝐿 −𝑴𝑴𝑔𝑔(𝐿𝐿) = 𝟎𝟎, (21) 
where 𝑺𝑺𝑔𝑔0, 𝑷𝑷𝑔𝑔0, 𝑺𝑺𝑔𝑔𝐿𝐿  and 𝑷𝑷𝑔𝑔𝐿𝐿  are external point forces and moments at the boundaries. 
System of equations (14)-(21) is solved using Newton iteration scheme. Linearized system  
 𝑲𝑲[𝑛𝑛]𝛿𝛿𝒚𝒚 = −𝒇𝒇[𝑛𝑛] (22) 
is solved in each step resulting a vector of corrections 𝛿𝛿𝒚𝒚 = �𝛿𝛿𝒓𝒓𝑔𝑔0 , 𝛿𝛿𝒒𝒒�0, 𝛿𝛿𝒓𝒓𝑔𝑔𝐿𝐿 , 𝛿𝛿𝒒𝒒�𝐿𝐿 , 𝛿𝛿𝑵𝑵𝑔𝑔0 , 𝛿𝛿𝑴𝑴𝑔𝑔0 , 𝛿𝛿𝜸𝜸𝑔𝑔,
𝛿𝛿𝜿𝜿𝐺𝐺�
𝑇𝑇. The values for the next iteration are obtained by summing the current iterative values and their 
corrections. Update procedure for rotational quaternions requires special attention. Calculated correction 
of rotational quaternion  𝛿𝛿𝒒𝒒�  will be used to obtain multiplicative incremental rotational quaternion Δ𝒒𝒒�, 
that is combined with the current rotational quaternion 𝒒𝒒�[𝑛𝑛], 
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We solve several examples and compare the results with other authors to confirm the accuracy of our 
procedure. Here, we present two: i) axially loaded delaminated thick beam and ii) an example from an 
adhesive stiffness test.  
 
i) Axially loaded delaminated thick beam: For a specific amount of initial curvature two layers of 
the delaminated beam will overlap during deformation if proper contact model is not considered (cf. [4], 
[6]), as shown in Fig 2. In this formulation, the distributed contact force between the layers is assumed 
instead of nodal springs, which enables the use of fewer FE for the same accuracy. A Heaviside step 
function is used in this case to model contact between the layers. 
 
Fig 2 : Load-deformation path of points A and B for cases: a) contact is not considered and b) with contact. 
ii) Adhesive stiffness test: In the second example, we describe nonlinear adhesive stiffness with 
hyperbolic tangent function of spatial distance between two FE. To simulate shear test, two beams are 
held together by an adhesive layer and then pulled apart while measuring the force. Sketch of the test 
and the stiffness function is shown in Fig 3. 
 
Fig 3: Shear test of two beams connected by adhesive with defined properties. 
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Simulation results are shown in Fig 4 as a relation between forces and displacements of both beams. In 
the simulation, top beam is held in place while the bottom one is being pulled. That explains why the 
deformation in x direction of the red line returns to the starting point and blue keeps being pulled with 
zero reaction force. It is evident how beams return to initial configuration after the bond breaks, since 
only elastic deformation is considered. 
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One of the major problems associated with the artificial hyperthermia treatment is to determine the 
amount of heat delivered to the tissue that ensures the destruction of the target region. For this 
purpose, the methods of mathematical modeling can be used. The degree of tissue destruction can be 
described by the so-called Arrhenius integral and the estimation of its value requires the knowledge of 
temperature history at the selected set of points from the domain considered. In this paper, in order to 
determine the temperature distribution the generalized dual-phase lag equation supplemented by 
appropriate boundary and initial conditions is used. The problem is solved by means of the finite 
difference method. On the basis of calculated Arrhenius integral under the assumption that the 
intended domain of destruction is known, the boundary heat flux is identified. 
2. Direct problem 
A layer of a biological tissue with a thickness L and initial temperature T0 is considered. The 
temperatures of tissue T (x, t) and blood Tb (x, t) are described by the generalized dual-phase lag 
equation [1, 2, 3] 
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and the ordinary differential equation 
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where ε is the porosity defined as the ratio of blood volume to the total volume, 
C = ερbcb + (1–ε)ρc is the effective heat capacity (ρ, ρb, c, cb are the densities and specific heats of 
tissue and blood, respectively), Λ = ε λb + (1 – ε)λ is the effective thermal conductivity (λ, λb are the 
thermal conductivities of tissue and blood, respectively), G is the coupling factor, τq is the relaxation 
time, τT is the thermalization time, Qm, Qmb are the constant metabolic heat sources.   
On the external surface x = 0 the boundary heat flux is given 
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where Tp is the known temperature of the blood and tissue and w(x) is the initial heating rate. 
It should be noted that in the generalized dual-phase lag model the Neumann conditions are 
formulated in different way in comparison with the macroscopic Fourier model, namely 
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  (7) 
where P is the pre-exponential factor, E is the activation energy, R is the universal gas constant, T (x, t) 
is the tissue temperature, t denotes the time and [0, t
 F 
] is the time interval under consideration. 
A value of damage integral A(x, t 
F 
) = 1 corresponds to a 63% probability of cell death at a specific 
point x, while A(x, t 
F
) = 4.6 corresponds to 99% probability of cell death at this point [4]. 
Using the numerical methods, under the assumption that the thermophysical parameters appearing in 
the mathematical model presented above and the boundary-initial conditions are known, the 
temperature field and the Arrhenius integral can be calculated.  
3. Inverse problem 
The idea of the inverse problem formulated here is based on the estimation of the boundary heat flux 
that ensures the destruction of assumed part of the tissue. In the case of 1D problem the value qb (c.f. 
equation (3)) is identified under the assumption that the layer [0, l] has to be destroyed. A measure of 
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where Am (xi, t 
f
 ) is the ‘measured’ Arrhenius integral and A(xi, t 
f
, qb) is the estimated Arrhenius 
integral obtained from the direct problem solution with current estimate of the unknown parameter 
qb. In formula (8) M is the number of internal points and F is the number of time steps. 
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iA  is expanded in a Taylor series about known value of 
k
bq , this means 
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where k is the number of iteration, 
k
bq  for k = 0 is the arbitrary assumed value of qb, while 
k
bq for k > 0 
results from the previous iteration.  
Introducing formula (13) to equation (9) one obtains 
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After the mathematical manipulations one has 
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where K is the assumed number of iterations. 
To determine the sensitivity coefficients (11) the governing equations (1) - (6) should be differentiated 
with respect to the unknown parameter qb [6, 7]. 
The basic problem described by equations (1)-(6) and additional one associated with the determination 
of sensitivity function U(x, t) are solved using the finite difference method [2, 3].  
4. Results of computations 
The layer of biological tissue of thickness L = 0.05 m is considered. The following values of 
thermophysical parameters are assumed: ρ =1000 kg/m
3
, ρb = 1060 kg/m
3
, c = 4000 J/(kg K), cb = 3770 
J/(kg K), λ = λb = 0.5 W/(m K), ε = 0.0079, G = 67615 W/(m
3 
K), τq = 0.474 s, τT = 0.475 s [1], 
Qm = Qmb = 250 W/m
3
. The initial tissue and blood temperatures are equal to Tp = 37 ºC and 
w(x) = 0 – c.f. equations (4), (5). In the Arrhenius integral (7): P = 3.1∙10
98
 1/s, E = 6.28∙10
5
 J/mol, 





te = 120s (equation (3)). The problem is solved using explicit scheme of the finite difference method 
(mesh step: L/200, time step ∆t=0.01s). In Figure 1 the temperature history at the selected points from 
the domain considered is shown. At these points the Arrhenius integral is greater than 4.6, it means 
that this part of the tissue (0, 0.002375m) is destroyed. On the basis of this information the inverse 
problem is solved using previously presented algorithm.  
 
 
Figure 1. Temperature history at selected points  
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Figure 2 shows the course of iteration process (c.f. equation (15)) for two initial values of identified 
parameter qb, namely 
0 25MW/mbq  and 
0 22MW/mbq  . It is visible, that the iteration process is 
convergent and the real value of parameter qb is obtained after 185 and 148 iterations, respectively. 
 
 
Figure 2. Identification of qb – iteration process for different initial values  
5. Conclusions 
Presented algorithm allows one to estimate the boundary heat flux which assures the destruction of 
assumed region of biological tissue. It should be noted, that the generalized dual-phase lag model used 
here takes into account non-homogeneous structure of tissue and consists of two coupled equations 
describing the blood and tissue temperatures. This approach is not yet widely used in numerical 
modeling of bioheat transfer problems. 
In the future the authors intend to develop a 3D model which better describes the real course of the 
tissue heating process.   
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     Three strategies in finite element analysis are used for modeling masonry structures which, 
depending on complexity, pertain to micro-, meso- or macro-models. TNO Diana 10.1 is employed for 
modeling of wallets exposed to compression and unconfined unreinforced walls loaded in shear. 
Numerical results are verified against the data obtained from experimental research program performed 
at the Faculty of Civil Engineering in Sarajevo. 
 




Masonry structures are usually analyzed by finite elements employing micro-, meso- or macro-modeling 
techniques. Mortar and brick units are discretized by continuum elements with corresponding failure 
criteria in micro-models. Discontinuity in displacement field is introduced by interface elements 
between mortar and unit which should account for potential cracks. Wall geometry is slightly simplified 
in meso-models since mortar joint and mortar-brick contact are homogenized into single interface 
element. Poisson effect of mortar which induces biaxial tension in brick units is omitted. Hence, meso-
models cannot consider all possible failure modes. Macro-models approximate heterogeneous masonry 
wall by single (anisotropic) material and discretization is independent of brick layout [1]. 
 
2 Experimental research program 
 
Mechanical properties of masonry components (brick, mortar, interface) were determined using 
appropriate specimens in the laboratory of Institute for materials and structures, Faculty of Civil 
Engineering, University of Sarajevo [2]. Wall compressive strength and modulus of elasticity were 
determined on so called wallets (51.4x12x63cm). Unreinforced unconfined masonry walls were built in 
full scale (233x237x25cm) and reduced scale cca. 1:2 (100x100x25cm). Walls were loaded in cyclic 
shear under constant vertical pressure or pushed monotonically.  
 
3 Numerical models 
 
Numerical models were created using finite element software Diana 10.1 [3]. Wallets and walls were 
simulated with macro-models using engineering masonry material model (smeared cracking type of 
model) and meso-models using combined cracking-shearing-crushing material model. Figure 1 shows 
displacements in Y direction of wallet meso-model (left) and stress-deformation curve (right) compared 
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with result of compression test. Reduced scale wall tested in cyclic shear exhibited rocking and 
numerical vs. experimental results are shown in Figure 2. 
 
a) b) 
Figure 1. a) displacements in Y direction of compressed wallet, b) experimental vs. numerical results. 
 
a) b) 
Figure 2. a) rocking of reduced scale wall, b) experimentally determined hysteresis vs. numerically 
obtained push over curve. 
 
4 Conclusion and ongoing work 
 
Finite element modeling strategies using engineering masonry model for macro-models and combined 
cracking-shearing-crushing material model for meso-models can quite well simulate the behavior of 
masonry structures presented in this paper. Further model upgrades that will include RC jacket 
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The dual phase lag model (DPLM) results from the generalization of the well known Fourier law. In 
particular, two lag times are introduced to this law. The first is called the relaxation time, while the 
second – the thermalization time. The energy equation resulting from this assumption is the hyperbolic 
PDE  containing a first and second order time derivative and higher order mixed derivative in both time 
and space. Dual phase lag equation is supplemented by the appropriate boundary and initial conditions. It 
should be noted that the conditions concerning the boundary heat flux differ from the classical Neumann 
or Robin conditions.  
2. Dual phase lag equation 
Generalized Fourier law in the form 
    , λ ,q Tx t T x t    q    (1) 
where ( , )x tq is a heat flux vector, λ  is a thermal conductivity, τq is a relaxation time,  τT is a 
thermalization time, T, x, t denote the temperature, geometrical co-ordinates and time leads to 
the energy equation called the dual phase lag equation (e.g. [1]) 
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where  c is a volumetric specific heat, Q is a capacity of internal heat sources. 
The relaxation time is the mean time for electrons to change their energy states, while the thermalization 
time is the mean time required for electrons and lattice to reach equilibrium [2, 3]. In the paper presented 
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where  ,T x tn  is a normal derivative, while the action of the internal heat source (laser heating) is 
taken into account by the introduction of the artificial internal heat source to the equation (1). One can 
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see, that the Neumann-type boundary condition differs from the similar one in the classical heat 
conduction model. 
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where T0 is the known temperature and w0(x) is the initial heating rate (for the task considered w0(x) is 
assumed to be equal to 0).   . 
The effects of the femtosecond laser pulse irradiation on the surface x = 0 causes that the energy  is 
delivered into the metal and its absorption occurs. The internal heat source ( , )Q x t generated inside of 
metal is related with the action of laser beam [4] 
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 (5) 
where I0 is a laser intensity, R is a reflectivity of irradiated surface, is an optical penetration depth, 
= 4 ln2 and tp is a characteristic time of laser pulse.  
3. Analytical solution 
 
The analytical solution of the initial-boundary value problem (2)-(5) under the  assumption that 
q T   is the following [5] 
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, n = 0,1,…. 
 
The solution presented will be used at the stage of numerical results verification. 
 
4. Numerical solution 
  
To find the approximate solution of the problem (2)-(5) the Control Volume Method (CVM) is used. 
The first stage of the method application is the division of the domain considered into N small cells 
(known as the control volumes CV) with the central nodes 0 = x0<x1< … <xi< … <xN = L. The values 
of the successive volumes Vi and the values of surfaces Ai limiting CV can be easily determined.. 
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The aim of the CVM is to find the transient temperature field at the set of control volumes. The 
average temperatures in the all control volumes can be found on the basis of energy balances for the 
successive CV. The energy balances corresponding to the heat exchange between the analyzed control 
volume and adjacent ones result from the integration of energy equation with respect to volume and 
time. 
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while /R x   is the thermal resistance. 
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The Crank-Nicolson method involves a combination of implicit and explicit schemes. The energy 
balance for the transition 
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where 1/ , 1,..., 1i x i N     , 0 2 /N x    , is the weighting factor ( = 0 leads to 
the ‘explicit’ scheme, and  = 1 to the fully ‘implicit’ scheme). 
After the transformations, the following system of equations is obtained 
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From the initial conditions (4) results 0 1 0i iT T T  . 
5. Results of numerical computations 
 
Analytical and numerical simulations of a thermal process proceeding in the domain of thin film 
(gold) subjected to  the  short  laser  pulse  have  been  done. The  1D domain (plate) with dimensions 
L = 100·10
-9
 m  is considered.Thermophysical parameters of material are the following:  = 317 




K), q = 8.5·10
-12
 s, T = 90·10
-12
 s [4].The parameters of the laser pulse: 
I0 = 13.7 W/m
2
, R = 0.93,  = 15.3·10
-12
 m, tp = 100·10
-15




In Figure 1 the temperature histories at the selected points from the domain (  0,25,50,100nmx   ) 
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and the temperature profiles for the times 0.2, 0.5,1,3pst  are shown.The results have been obtained 
using the analytical solution (6).  
 
                       
                      Figure 1. Temperature histories at the selected points and the temperature profiles  
 
The results of the Crank-Nicolson method application have been verified in many ways. The 
simulations for different meshes and different values of parameter  have been performed. Generally 
speaking, the analysis of numerical algorithm shows its  accuracy and efficiency.  
 
 
Figure 2. Differences between numerical and analytical solutions for the assumed discretization  
6. Conclusions 
Presented algorithm allows one to model the heat transfer processes in micro-domains for the case of 
the dual phase lag model application. The 1D solution of the problem discussed is, as a rule, 
sufficiently exact, but the authors have developed the computer programs realizing the computations 
for geometrically more complex domains.  
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This work seeks to provide a formulation to simulate the behavior of a thermoelectric device such a
Peltier cell under a mechanical plastic regime; the formulation is implementation in the research Finite
Element code FEAP [5]. To pull off this objective, a thermodynamically fully-consistent development
of mechanical plasticity coupled with thermal and electric fields for semiconductor materials has been
established in [1].
The definition of degrees of freedom and state and dual variables is listed in Table 1 for each of the
fields taken into consideration. In particular, the degrees of freedom are mechanical displacements u,
electric potential V , magnetic scalar potential ϕ and temperature T .
Fields Mechanic Thermal Electric Magnetic
Degrees of freedom u T V ϕ
State variables ε s D B
Dual variables σ T E H
Table 1: List of degrees of freedom, state variables and their corresponding dual variables for coupled
thermo-electro-magneto-mechanics fields.
where σ is the stress, D the electric displacement, B the magnetic induction and s the entropy.
Through the paper, linear kinematic equations are used to relate either a state or a dual variable to
the corresponding degree of freedom. In this work, the mechanical strain ε, the electric field E and the











Regarding the thermal field, T is both a degree of freedom and a dual variable. In order to account for
the effects of irreversible (plastic) changes, the state variables—all of which can leave their imprint on a
particular state of the studied material—are split into elastic and plastic parts as follows:
ε = εe +εp ;
s = se + sp ;
D = De +Dp ;
B = Be +Bp
(2)
The free energy Helmholtz potential ψ, which indicates the current state of the material, is chosen in















































where C is the elasticity tensor; q the stress-like variable, thermodynamically conjugate to the hardening
variable ζ that controls the evolution of the plasticity threshold; K the isotropic hardening modulus; cp
the specific heat and β = CαT I the thermal stress tensor, with αT the thermal expansion coefficient.
The conservation principles of linear momentum [1], free electric charge, magnetic flux [2], and
energy [3] set the expressions that the finite element code must ensure to be null on the whole domain.




ρmü = ∇ ·σ +b
∇ · j = 0
∇ ·B = 0
ρmcpṪ = r − ∇ ·q− T β · (ε̇− ε̇p)+D J +D pm +D peh
(4)
where the dissipation terms D increase the entropy of the system, producing permanent changes. In the
above equations the dissipation terms are, D J = E · j (Joule heating), D pm = q ζ̇ + σ · ε̇p (mechanical
plastic) and D peh = E · Ḋp +H · Ḃp (electromagnetic plastic).
The definition of electric and heat fluxes through the generalized form of Ohm’s and Fourier’s laws,
as suggested in [3] is as follows:
j = γ E − γ α ∇T ;
q = −κ ∇T + Π j (5)
where γ is the electric conductivity, α the Seebeck coefficient, κ the thermal conductivity and Π = T α
the Peltier coefficient.
Since the objective is to account for electric, thermal and mechanic fields, in this paper the magnetic
field is neglected from now on. The conservation equations include the inelastic domain, that is defined
in terms of plasticity theory defined by the corresponding yield criterion and applied to all fields. This





[σy (T,E)− q(T,E)] = 0 ; q = −K (T,E)ζ (6)
where the yield stress σy and K are now assumed function of thermal and electric fields, according to the
following dependency:
σy (T,E) = σy0 [1− ωt(T − T0)] [1− ωe(‖E‖− E0)]
K (T,E) = K0 [1− ωt(T − T0)] [1− ωe(‖E‖− E0)]
(7)
where ωt and ωe are coefficients to define the influence of the temperature and the electric fields, respec-
tively. The subindices 0 indicate reference values.
The corresponding evolution equations for the plastic part of state variables are obtained from the
2
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γ̇p ≥ 0 ; φ ≤ 0 ; γ̇p φ = 0
(8)
The previous theoretical formulation is implemented in FEAP by means of its discrete approxima-
tion, based upon 3D Finite Elements with thermo-electro-mechanic degrees of freedom. For all gov-
erning equations, locally the evolution for the evolution plastic equations is calculated first and then the
simultaneous solution procedure of the weak form is used.
Two numerical examples are presented with calculations from the developed element. The first in-
volves a transient problem in which an electro-thermo-mechanical coupling is computed in a 3D domain
that represents a bar, with one of the dimensions significantly larger than the other two. The boundary
conditions are chosen in agreement with the propagation along the bar, set in motion by a displacement
pulse imposed on the left end and that propagates sideways. The wave period is much lower than the
one corresponding to inertia of the bar. This displacement produces the corresponding local change in
the time derivative of the strain, which further generates the structural heating defined in (4) and leads
to a temperature change. These changes also lead to a variation of the electric field, affected through
the constitutive behavior of the material (5), where j = 0 is assumed due to the boundary conditions of












































Time steps (∆t = 5× 10−8 s)
Figure 1: Computed displacement, voltage and temperature in the bar middle point x = l/2 for first
numerical example.
In the second numerical example, the behavior of half a thermocouple belonging to a pulsed Peltier
cell (cooler based on the Peltier effect) is simulated under the action of a discontinuous electric flux.
3
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This cell is made out of four different materials: alumina, copper, a tin-lead solder and the thermoelectric
material, chosen here as Bi2Te3 (see [4] for the geometrical description).
The applied “loading” is presented in figure 2 top. First, an electric flux jss = Iop/A is introduced in
the copper,—Iop is an optimal electric current that maximizes the temperature difference between top and
bottom T of the Bi2Te3 during steady-state, A the transversal area of the copper end—see more details
in [4]. This electric flux is kept fixed until of all degrees of freedom are stabilized in the simulation and
the steady-state is reached. Right after, the flux is incremented P times (P = j/jss is the pulse gain)
automatically decreasing T at the bottom until a minimum is reached, but with a general overheating
penalty that appears afterwards. If no other pulse is introduced, the steady-state temperature is eventually
































Figure 2: Maximum von Mises stress for second numerical example: solder (red), copper (black) and
Bi2Te3 (blue) under electric constant pulse of P = 3.5 and ∆tp = 5 s at t = 125 s. Solid line for elasto-
plastic response; dashed line for elastic response.
The stress evolution changes as the plasticity reduces the maximum equivalent von Mises stress
σVM although overloading other parts of the domain, so the functioning of the different parts is more
compensated. The increase of the plastic variables in the pulsed period affects the stress distributions
in the subsequent steady-state, reducing σVM in copper and alumina and increasing it in Bi2Te3. After
irreversible changes take place, a more complete study on the application of subsequent pulses is needed,
and possibly also a fatigue work to study the lifetime of the pulsed Peltier cells. In this example, the
plastic dissipation does not affect much the T distributions; the reason is that the Joule effect dissipation
is more important than that of mechanical plasticity. For other materials, for instance ferroelectrics, the
absence of Joule would make the presence of plasticity will be more important.
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The effect of non-uniform torsion must be considered in structural analysis of thin-walled beams with 
open as well as closed cross-sections. The maximum axial stress caused by the bimoment occurs at the 
points of action of external torques (except for free ends of beams) and at cross-sections of restrained 
warping (for example clamped cross-sections). A broad comprehensive overview of the literature 
dealing with the issue of non-uniform torsion can be found, for example, in [1] and [2]. A common 
feature of the above cited articles is disregard of the effect of the variable axial force on torsional 
warping.  
In this contribution, the work reported in [1] is extended to uniform and non-uniform torsional analysis 
of beams with a variable axial force. The differential equations of beams with such an axial force are 
formulated for Saint-Venant and non-uniform torsional deformations, including inertial line moments. 
In non-uniform torsion, the part of the bicurvature, caused by the bimoment, is taken into account as 
the warping degree of freedom, and the STMDE is also considered. A general semi-analytical solution 
of the differential equation is presented and the transfer matrix relation is established, from which the 
finite element equations for beam elements with two nodes are derived. Omitting the inertial terms, the 
FEM equation for the torsional elastostatic analysis is obtained. The numerical deals with torsional 
elastostatic analysis of thin-walled beams. The obtained results are compared with the ones from 
commercial FEM codes. The effect of the axial force is evaluated. A final assessment of the proposed 
method is contained in the conclusions.  
The main novelties of the contribution is consideration of a variable axial force and of the STMDE in 
the differential equation for non-uniform torsion of thin-walled beams with open and closed cross-
sections according to the theory of second-order torsional warping, and formulation of the equations 
needed for the transfer matrix method and the FEM for elastostatic and modal analysis of non-
uniformly twisted beams according to this theory. 
According to the theory of second-order torsional warping, the axial forces affect the torsional 
stiffness TGI , where G is the shear modulus and IT is the torsion constant. Basically, compression 
results in a decrease and traction in an increase of the torsional stiffness TGI of the beam. This 
situation may be considered by an additional stiffness pN i




sections, where N is the known axial force, acting at the center point of the cross-section, and
p Pi I A denotes the radius of gyration and PI is the polar moment of area. In case of a variable 
axial force ( ) ( )IIN x N x , the corresponding variable torsional stiffness is obtained as
* ( ) ( )IIT T pGI x GI N x i 
2 , where the term ( )II pN x i
2 denotes the so-called geometric stiffness. 
Representing a load, the axial force ( )N x appears in the respective term of the differential equation 
for the displacement in the longitudinal direction. The variable axial force ( )IIN x  appears in the 
homogeneous part of the differential equation for the angle of twist. The variation of the known 
axial force ( )IIN x accounts for the stiffening or softening of the torsional stiffness in the framework 
of the second-order torsional warping theory. For doubly symmetric cross-sections, the torsional 
deformations are decoupled from the bending deformations and the longitudinal deformations.  
 
Fig. 1: Second-ordertorsional warping theory: axial force, torsional moments and angles of twist. 
Fig. 1 refers to the second-order torsional warping theory. It shows the axial force ( )IIN x , the 
torsional moment ( )TM x as the sum of the primary torsional moment, ( ),TpM x  and the secondary 
torsional moment, ( )TsM x , and the bimoment ( )M x . Fig. 1 also shows the angle of twist, ( )x , 
corresponding to ( )TpM x . It represents the sum of the angle of twist, resulting from the primary 
deformation, ( )M x  , and the secondary deformation ( )S x  .  
 
Fig. 2: Second-order torsional warping theory: static load and moments and static equivalent of the 
respective dynamic load, acting on an infinitesimal beam element. 
Fig. 2 illustrates an infinitesimal element of the beam. It is loaded by the torsional line moment 
( )pI x  
2  and the line bimoment ( ),MI x   
2  where I stands for the warping constant. These 
loads represent the static equivalent of the respective dynamic action. The static loads are the warping 
moment per unit length, m , the torsional moment per unit length, Tm  and the axial force per unit 
length, n . 
For this case, the differential equation for the angle of twist is established. From the solution of the 
differential equation, the local finite beam element equations (1) are established in the form [4] (see 






Figure 3: Positive orientation of the axial force, the torsional moments, and the rotation angles at the element 
nodes for the transfer matrix method and the finite element method. 
The kinematic and kinetic variables at node i are denoted by the index i in (1) and in   
Figure 3. The local beam finite element equations for the second-order torsional warping theory read 
as follows (considering the definition of a positive coordinate system in the framework of the finite 
element method, resulting in T ,i T ,iM M  , ,i ,iM M   , M ,i M ,i     and M , j M , j    ): 
i, , , , ,T ,i
M ,i, , , , ,,i
j, , , , ,T , j
M , j, , , , ,, j
K K K K FM
K K K K FM
.
K K K K FM










1 1 1 2 1 3 1 4 1 5
2 1 2 2 2 3 2 4 2 5
3 1 3 2 3 3 3 4 3 5
4 1 4 2 4 3 4 4 4 5
    (1) 
The local finite element matrix K in (1) contains the linear and the geometric stiffness matrix and the 
consistent mass matrix. The external loads are denoted as F. For elastostatic analysis the mass matrix 




The finite element relations (1) were implemented into the software MATHEMATICA [5]. The 
numerical investigation includes elastostatic torsional analyses of thin-walled beam. A fork-fork 
supported beam with a rectangular hollow cross-section, subjected to an axial load and a uniformly 
distributed torsional moment is performed - Fig. 4. 
 
Fig.4: Fork-fork supported beam with rectangular hollow cross-section: a) system, axial load, torsional 
moment, b) cross-section. 
As will be shown shown, the quality of the agreement of the results for the total normal and shear 
stresses is very good. Similar excellent results have been obtained by solution of other examples that 
results are presented in [4]. It will be also shown that the normal stress caused by bimoment is not 
neglectable. 
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1. Introduction
Fluid-structure interaction (FSI) phenomena are important problems in various fields such as en-
gineering systems and biological systems. In conventional studies of FSI simulations, solid/structure
dynamics is usually computed in the Lagrangian description or the arbitrary Lagrangian-Eulerian (ALE)
description with the body-fitted mesh, while fluid dynamics is generally computed in the Eulerian de-
scription. In general, Lagrangian/ALE methods can accurately track solid/structure interfaces. However,
Lagrangian/ALE methods for solid/structure have several computational difficulties in FSI simulations.
The first one is the numerical framework difference between solid/structure and fluid, which makes the
coupling scheme complex and limits the parallel efficiency. Secondly, Lagrangian/ALE mesh generation
for complex geometries is a time-consuming process and requires special know-how in general. Thirdly,
it is difficult to compute finite deformations with Lagrangian/ALE methods due to highly distorted mesh.
Considering the above background, we propose a full Eulerian fluid-structure coupling method based
on a hierarchical Cartesian mesh called the Building Cube Method (BCM)[1], which is capable of achiev-
ing high parallel efficiency and generating meshes for complex geometry without special know-how.
Furthermore, the full Eulerian fluid-structure coupling method enables us to compute robustly large de-
formations of solid/structure.
2. Basic equations
In the present study, we compute all the basic equations of fluid and solid in the Eulerian frame
and thus we use the mixture equations derived from basic equation of each material, following the
volume-averaging technique for multiphase flow simulations[2]. On the assumption that all materials
are incompressible isotropic material, the mixture equations are given as follows:







= ∇ ·σmix +ρmixb (2)


















Here, n is the total number of materials, ϕi is the volume fraction of material i within a control volume,
vi is the volume weighted average of velocity within the region that material i exists within a control
volume, σi is the volume weighted average of Cauchy stress within the region that material i exists
within a control volume, and ρi is the density of material i.
We compute not velocity fields of each material vi but a single velocity field vmix to close the system
of equations. Besides, we should note that the mixture formulation in this paper are effective for multi-
material problems, but cannot treat the frictionless slip or slip with friction in contact problems because
a single velocity field is assumed across all the materials.
In the present study, solid is modeled as a neo-Hookean hyperelastic solid and fluid is modeled as






where x is the current position vector of material points while X is the referential position vector. By
contrast, the Eulerian description lacks material points to link the reference and current configurations.
Therefore, we must devise a method to describe solid deformation without material points. To this end,
we introduce the material time derivative of the left Cauchy-Green deformation tensor. The left Cauchy-
Green deformation tensor is defined by
B = F ·F T . (7)

















where D/Dt is the material time derivative. We then find the useful relationship
∂B
∂t
+(v ·∇)B = L ·B +B ·LT (10)
with the relation DF /Dt = L ·F . Here, L is the spatial velocity gradient, which is defined by L = ∇vmix.
For the stress-free reference configuration, the left Cauchy-Green deformation tensor must satisfy the
initial condition
B = I (11)
where I is a second order unit tensor. According to the relation (10), the left Cauchy-Green deformation
tensor is temporally updated from the Eulerian velocity field without material points.
3. Numerical methods
The basic equations are solved using a fractional step method, where the equations are discretized
in time using the Adams-Bashforth method and in space using a collocated finite volume method. The
VOF method[3] is applied to capture material interfaces and the advection equation of the VOF function
is computed with the fifth-order WENO scheme[4].
The computational mesh is generated with a hierarchical Cartesian meshing technique called the
Building Cube Method (BCM)[1], which is capable of achieving high parallel efficiency and generating
meshes for complex geometry without special know-how. In the BCM, a flow field is described using
an assemblage of building blocks of cuboids, named Cube, of various sizes to effectively capture local
flow or complex geometries. An example of BCM mesh is shown in Fig.1, where each Cube has same
number of cells for easy parallel computations.
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Figure 2: Computational model of a deformable disk
in a lid-driven cavity[5]
4. Numerical examples
To validate the present approach, we simulate a fluid-structure interaction problem as shown in
Fig.2[5]. The neo-Hookean solid disk is located in a [0,1] × [0,1] lid-driven cavity. Initially, a round
stress-free disk of radius 0.2 is centered at (0.6,0.5), then at t = 0 the top cavity wall starts moving
horizontally at V = 1.0. The material properties are shown in Table. 1. The computational domain
is devided into 32 × 32 uniform Cubes, which have 16 × 16 uniform cells. Thus total number of cells
is 512 × 512 in the computational domain. The periodic boundary condition is applied in y-direction
because the present method is formulated in three dimensions.
The solid deformation is visualized in Fig.4. and compared with the result of Zhao et al.[5]. We
find that our results show reasonable agreement with the reference result. Furthermore, we check the
convergence with respect to number of cells as shown in Fig.4 . 　
　
Table 1: Material properties
　　　
Solid(neo-Hookean model)
　 Solid density ρs 1.0
Shear modulus G 0.1
Fluid(Newtonian fluid)





We proposed a full Eulerian fluid-structure coupling method based on a hierarchical Cartesian mesh
called the Building Cube Method (BCM)[1], which is capable of achieving high parallel efficiency and
generating meshes for complex geometry without special know-how. The present approach was validated
through simulations of the hyperelastic disk in a lid-drive cavity[5]. In my presentation, other numerical
examples will be also demonstrated.
3
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a) t=1.17 b) t=5.86 c) t=7.03
Figure 3: Comparison of solid deformation with the result of Zhao et al.[5]. Red dashed line is the
present result and blue solid line is the result of Zhao et al.[5].
Figure 4: Solid deformation at t = 5.86: convergence with respect to number of cells. The reference is
the result of Zhao et al.[5].
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Auxetic cellular structures are modern metamaterials which have some unique and superior mechanical 
properties. As a consequence of their internal structure deformation, they exhibit a negative Poisson’s 
ratio, i.e. they significantly change the volume under loading. The basic 2D geometries are shown in 
Figure 1, from left to right: re-entrant hexagonal structure, rotating units structure, chiral structure and 
missing rib structure. The effect of negative Poisson’s ratio can be useful for many different applications 
to enhance stiffness, fracture toughness, energy absorption and damping [1].  
 
Figure 1: Basic 2D auxetic geometries 
 
The properties of auxetic metamaterials can be further tailored by using variable cell geometry and 
density distribution, which can be achieved with functionally graded cell geometry of auxetic cellular 
structure. The idea of functionally graded materials is based on the combination of different mechanical 
properties in different sections of the structure where particular mechanical properties are needed for 
desired response of the structure. This can be easily achieved using layers with different geometrical 
and mechanical properties, which are connected into a composite plate or structure, which are the 
optimised with computational simulations. In the case of cellular structures this can be achieved even 
easier, as the layered graded geometry can be obtained by changing only the strut diameters or unit cell 
geometry. The structures with functionally graded geometry have many advantages in case of the 
dynamic loading (e.g. impact), where the auxetic structure basically converges toward the impact zone, 
thus effectively raising the ballistic velocity.  
Auxetic cellular structures with more complex geometries can be produced by using the additive 
manufacturing technologies, which allows engineers to tailor the mechanical properties for expected 
type of loading. Auxetic structures analysed in this work were fabricated using the selective electron-
beam melting (SEBM) from Ti-6Al-4V powder at the Institute of Materials Science and Technology 
(WTM), University of Erlangen-Nürnberg, Germany [2]. 
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The quasi-static compressive testing of some selected auxetic structures in two different directions up 
to densification was performed to determine complete deformation behaviour of these structures. 
Subsequently, representative discrete lattice computational models built from the beam finite elements 
were developed and validated. The homogenised computational models were also developed, validated 
and used to explore their response to different loading conditions and material distribution in an auxetic 
structure at reduced computational cost. 
 The high strain rate experimental testing of selected auxetic cellular structures was performed 
to determine their deformation behaviour at higher strain rates. In the case of an impact, functionally 
graded geometry is more important at above-critical strain rates, where the main deformation occurs 
only in the deformation front at the contact region with the impacting body due to the inertia effects. 
Consequently, even if the material is the stiffest in the contact region, the first deformation of structure 
will occur there and not in the less stiff region elsewhere. The values of the critical strain rate determined 
by analytical expressions [3] and visual observation of deformation procedure in experiments were also 
compared. The results of dynamic experimental testing were used for further validation of discrete 
computational models. 
Validated discrete computational models were used for further optimisation of auxetic structure 
geometry to obtain user defined response during dynamic compression loading by applying the 
functionally graded cell geometry (Fig. 1).  
 
Fig.1: Computational model of auxetic structure with functionally graded cell geometry 
The optimised geometries of new functionally graded auxetic lattice structures were developed 
successfully by using the parametrical numerical model in the Ls-Opt code with variable structure’s 
geometry and strut’s thickness. The method is based on optimisation task where the responses of the 
computational model and the target function are compared using the curve-mapping technique. The 
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1. Introduction
Piezoelectric materials are used in a wide range of applications such as sensors/actuators in civil and
aeronautic engineering, medical devices, energy harvesters, and many other operations. In the last
decades, there exist a tendency to miniaturize electro-mechanic devices, for instance, the Micro-Electro-
Mechanics (MEMs) technology. These materials are characterized by a set of two coupled constitutive
equations including mechanical, electrical variables and often also thermal. The constant reduction of
scale in many applications results in the significance of new effects such as the Debye memory, which
could be understood as an electric viscosity-like interaction due to the momentary delay in the sponta-
neous orientation of the electric dipoles. Considering this effect, the classical constitutive equations must
be enriched with time-dependent electrical variables and with an additional empirical relaxation time that
takes into account the aforementioned delay.
The main aim of the present work is to develop a numerical formulation based on the Finite Ele-
ment Method (FEM) to study the no-linear piezoelectric behavior with Debye memory. Despite the fact
that small strains and rotations are assumed, the complexity of the present work emerges from: i) non-
linearities due to the Maxwell stress tensor, which quadratically depends on the electric field [1], and ii)
time-dependent constitutive equations due to this Debye memory.
In order to undertake the present work objectives, a thermodynamical formulation based on the Ex-
tended Non-Equilibrium Thermodynamic [1] is conducted to obtain a set of two time-dependent consti-
tutive equations. Numerically, the non-linearities are solved by the Newton-Raphson algorithm and the
time integration by the combination of the Newmark–β technique; also and as a new contribution, by
convolution integrals that allow the integration of the time-dependent constitutive equations, as typically
has been done in the classical theory of visco-elasticity for uncoupled materials.
Finally, the numerical formulation is implemented in the research FEM code FEAP [2] and several
patch tests are executed to validate this implementation and to extract conclusions on the importance of
the Debye effect on the piezoelectric response.
2. Outline of governing equations
The piezoelectric governing equations are composed of linear and angular momentum balances, Gauss
law, constitutive equations and boundary conditions. The balance of linear momentum is stated by:
ρm ü = ∇ · (T + T M)+ f. (1)
where u, T , T M and f denote displacement field, Cauchy stress tensor, MaxwellÂ tensor and body force
vector, respectively. In addition, the symbols (·) and (¨) represent inner product and double time deriva-
1
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D ⊗ E + E ⊗ D− ε0E ·E I
)
, (2)
where D, E and ε0 denote electric displacement, electric field and vacuum permitivity, respectively.
Furthermore, I is the identity second order tensor and (⊗) represents the outer product. Assuming that
T M is symmetric, the angular momentum balance is automatically stated since:
T + T M = (T + T M)t , (3)
where ( )t denotes transposition.
The electric Gauss law states the electric field equilibrium, in the absence of free electric charge this
equation is extracted from the Maxwell laws:
∇ ·D = 0. (4)




(∇⊗ u+ u⊗ ∇) ,
E = −∇V,
(5)
where S is the small strain tensor.
Classically, the piezoelectric constitutive equations are a set of two coupled relationships that relate
electric and mechanical fields:
T = C : S − (eV )⊤ ·E,
D = eV : S + ε ·E,
(6)
where C, eV and ε denote elastic, piezoelectric and permitivity tensors, respectively.
As commented, due to the presence of momentary delay in the spontaneous polarization of the elec-
tric dipoles, the Debye memory appears. This effect is mathematically represented by rewriting the
second equation in (6) as:
D+ τPḊ = eV : S + ε ·E, (7)
where τP is the relaxation time (also called equilibration time in ENET terminology).
Finally, the set of governing equations is completed by the Dirichlet and Neumann boundary condi-
tions:
Dirichlet type Neumann type
u = u ; (T + T M) ·n = t,
V = V ; D ·n = qΓ ,
(8)
where u, V , t and qΓ denote prescribed displacements, prescribed voltage, traction vector, and electric
charges on the boundary, respectively.
3. Finite element formulation
The piezoelectric equations with Debye memory are expressed in a weak form, according to the FEM.
For this purpose, standard three-dimensional shape functions of Lagrangian type are used to discretize
spacial coordinates and the degrees of freedom: displacements (au) and voltage (aV ). In addition, a
formulation based on residuals (R u and R V )is developed since the problem is non-linear due to the
Maxwell stress tensor.
Assuming constant coefficients, the time-dependent constitutive equations (7) is rewritten in integral
form to give:
D(t) = K(t)e−t/τP , (9)
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Figure 1: Polarization vs. electric field applied for classical and Debye memory models.
where K(t) must be determined. Consequently, this equation can be discretized by using convolution
integrals. Then, the tangent matrices are calculated and the final system of algebraical equations is given
by: 

c1K uu+c3M uu c1K uV

















where K , M denote stiffness and mass matrices, k is the number of iteration of the Newton-Raphson
algorithm and ci denote the order of the time derivative.
As commented, this numerical formulation is implemented in the research code FEAP, [2], that pro-
vides several user subroutines.
4. Results
Several patch tests are developed to verify the codification. Furthermore, several studies are conducted to
study the influence of the relaxation time in the piezoelectric response. For instance, Figure 1 shows the
polarization versus a sinusoidal electric field applied for the classical τP = 0 and Debye τP 6= 0 models.
As observed, the relaxation time produces a hysteresis-like response which must be considered for fast
applications such as ultrasounds.
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1. Introduction
The term diffusion is associated with the transport of matter from one point to another by motions of
atoms or molecules [1]. The classic diffusion theory follows the Fick’s second law of diffusion [2] which
is based on the single macroscopic diffusivity. However, for certain types of materials, the concept of
double or even high order diffusivity is necessary in order to describe the transport process. For instance,
in metals, the dislocations and micro-cracks allow much higher jump rates of atoms than in the lattice.
This imply, that the diffusion in this regions is much faster than in the lattice, meaning that this regions
are identified as high-diffusivity paths. Similarly, the transport process of moisture in wood can also be
described by double diffusivity phenomena. In this case, the high diffusivity path is found in the empty
spaces inside a cell wall called lumens, while the diffusion in the cell wall exhibits much slower transfer
process.
One of the first generalized mathematical description of the multi-diffusivity problem was presented
by Aifantis [3, 4] and Aifantis and Hill [5]. In these works double diffusivity was thoroughly considered
and described by a system of second-order linear differential equations. Further on, it was proved that
the total concentration does not obey Fick’s second law of diffusion. In addition, analytical solutions for
some simple boundary conditions were given. Similar work was presented much earlier by Barenblatt et
al [6]. However the governing equations were derived for analogous transport phenomena, i.e. to describe
double convection in fissured rock. The concept of double diffusivity still present a very important aspect
in the modern research, especially its application on the different materials. For example, this approach
was adopted in [7, 8, 9] where double diffusivity phenomena was considered to describe the transfer of
moisture in wood.
The aim of this paper is to present the methodology for the analytical solution of the double diffu-
sivity problems, with the boundary conditions that represent the oscillations in natural environment. The
analytical solution is obtained by the use of Laplace transform method.
2. Governing equations
Considering a medium containing a continuous distribution of n diffusion paths. The mass balance of
diffusing species at each family of paths, where one dimensional transfer problem is accounted for, can





+ qi, i = 1,2, ...,n (1)
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where ci and Ji denotes the concentration and flux of each diffusion species, while qi represent the source
term, i.e. the mass exchange between two species.




, i = 1,2, ...,n (2)
where Di are the diffusion coefficients of the phase i and are assumed as constants in this case.





ki jc j, i, j = 1,2, ...,n (3)













+ k21c1 + k22c2, (5)
3. Analytical solution
For the analytical solution two different boundary conditions are considered. Firstly, the constant values
at the boundary, namely:
c1(0, t) = c1,0 and c2(0, t) = c2,0 (6)
c1(l, t) = c1,l and c2(l, t) = c2,l (7)
Second boundary conditions account for the change on the one side of the specimen, written as a
function of sine, which may represent the oscillation of concentration of the species in natural environ-
ment.
c1(0, t) = c1,0 + α1sin(t) and c2(0, t) = c2,0 + α2sin(t) (8)
c1(l, t) = c1,l and c2(l, t) = c2,l (9)
The initial conditions of the problem are:
c1(x,0) = c2(x,0) = 0. (10)
In order to solve the system of Eqs. (4)-(5) together with the corresponding boundary conditions, the








= sc2− k21c1− k22c2. (12)
In the matrix form the system of Eqs. (11)-(12) is expressed as:











































Here ξi(s) are the constants that are determined based on the boundary conditions (6)-(9), λi are the eigen
values and ηi are the eigen vectors of system (13). The solution (15) is expressed in Laplace domain.
Therefore, the inverse Laplace transform in needed in order to obtain the solution in time domain.
y(x, t) = L−1 (y(x,s)) (16)
The analytical expressions, where boundary conditions (6)-(9) are considered, allows to determine
the concentrations of each species, i.e. c1 and c2.
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Obstructive sleep apnoea syndrome (OSAS) is a complex and highly prevalent sleep-related 
breathing disorder [1] characterised by recurrent episodes of complete or partial pharyngeal collapse 
during sleep, causing cessations of breathing (apnoeas) or reductions in airflow (hypopnoeas), despite 
ongoing respiratory effort. OSAS etiology is immensely multifactorial and governed by phenomena 
arising on different length and time scales. 
Characteristic features of the pharyngeal flow stem from the irregular and asymmetric airway 
geometry. Furthermore, the upper airway morphology can be varied significantly due to flow-structure 
interaction. Airway compliancy is affected by pharyngeal dilator muscles activity in consequence of the 
feedback received, among others, from highly sensitive mechanoreceptors [2] located within the 
epithelium. Activation of mechanoreceptors originates from external stimuli, e.g. change in pressure, 
mechanical deformation and vibration [3]. Respiratory epithelium is lined with a thin layer (5-20 µm 
[4]) of liquid film known as airway surface liquid (ASL), preventing unambiguous interaction between 
airflow and epithelium. The effect of liquid lining in OSAS pathogenesis and mechanoreceptors 
activation remains poorly understood despite clinical studies conducted [5, 6]. 
The length-scale decomposition of the human upper airway is shown in Fig. 1. In terms of physics, 
the respiratory system is identified as a twice-coupled biomechanical system. The force fluctuations on 
pharyngeal wall are governed by two interactions: first, between the airflow and ASL; second, between 
ASL and epithelium. The emergence of OSAS with 
accompanying snoring is a representative example of 
fluid-structure interaction problem. Whereas, on one 
hand, the pharyngeal dynamics depends on 
geometrical and mechanical characteristics of the 
soft tissues, on the other hand, the mechanism 
responsible for the excitation of structural dynamics 
should be developed first. In general, three types of 
excitation sources can be defined [7]: extraneously 
induced excitation (EIE), instability-induced 
excitation (IIE), and movement-induced excitation 
(MIE). Snoring and pharyngeal collapse are primary 
developed due to combination of IIE and MIE 
emerging in the pharynx. Observing and analysing 
Fig. 1. Multiple length scales of the human upper 
airway. (a [9], b) macro scale, (c) micro scale. 
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the mentioned phenomena arising on the macro scale (Fig. 1a, b), the liquid lining can be neglected. 
When the length and time scales of observation are reduced (Fig. 1c), the EIE of pharyngeal wall altered 
by ASL becomes relevant.  
In this work, a simplified experimental system enabling the study of the interaction between 
unsteady flow of air, liquid film and compliant wall was developed. An experimental analysis was 
conducted to evaluate the effects of liquid film physical properties on dynamic response of the liquid-
lined compliant wall, in order to assess the role of ASL in activation of mechanoreceptors. Furthermore, 
a framework for incorporation of ASL effect in computational simulation was proposed. 
 
2. Experiment 
The experimental setup (Fig. 2) consisted of the rigid channel with part of the wall being replaced 
by compliant insert, mimicking epithelium or compliant pharyngeal wall. The 40 mm ´ 40 mm square 
channel test section was 1 m long. The membrane was installed in the channel bottom wall. Prismatic 
(40 mm ´ 15 mm ´ 15 mm) cylinder was fixed on the channel bottom upstream the membrane to induce 
EIE (i.e. unsteady vortex shedding). To adjust the initial deflection of compliant insert a sealed 
pressurized chamber was attached underneath the membrane. Before entering test section, the air passed 
through a flow conditioning segment assembled from the stilling chamber, bell mouth intake and 2 m 
long straight channel of the same cross section. The membrane (60 mm ´ 40 mm ´ 1.5 mm) was made 
out of an Ecoflexâ 00-10 (Smooth-On, Inc.) platinum-catalysed silicon. ASL was simulated with 
Newtonian liquid film of uniform thickness lining the channel bottom. A liquid film was formed by 
pouring known volume of liquid and spreading it evenly across the levelled channel bottom wall. Air 
was delivered to the stilling chamber via a variable-area volumetric flow meter. Single point laser 
triangulation sensor was mounted on a vertical slider in the pressurized chamber in order to measure the 
membrane’s centre-of-mass vibrations. Measurements were performed over channel Reynolds numbers 
ranging from 2500 to 8000. Three liquid film thicknesses, h, were prepared.  
 
 
Fig. 2. Scheme of the experimental setup. 
 
 
3. Experimental results and discussion 
The experimental data are shown in Fig. 3. It can be observed that the liquid films of different 
physical properties damp the unsteady perturbations produced at its free surface, differently. The liquid 
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where a&'( represents membrane damped response, and a),&'( is the undamped counterpart when liquid 
film is not present. a&'( was calculated for each measurement run using equation (2). a represents the 
mean value of discrete time series data of membrane acceleration a+, a,, … , a.  over the measuring 












It was found out that the damping ratio for a specific liquid film depends on the dimensionless parameter, 
 






where h/H represents dimensionless liquid film thickness (H is channel characteristic length), and Re is 
channel Reynolds number. As shown in Fig. 3, experimental data for a given measurement case can be 
described by the power-law regression curve.  
 
Fig. 3. Damping ratio in terms of dimensionless parameter, Ψ, for three value of dimensionless liquid film 
thickness. 
 
The experimental results show that thicker and/or more viscous liquid film provides stronger 
damping to the EIE. Considering thicker liquid film, there is more time available for the viscosity to 
dissipate the unsteady perturbations. Furthermore, higher viscosity provides stronger stabilizing force 
and disturbances are suppressed more efficiently. The excess secretion of ASL in some pathological 
respiratory conditions increases lining thickness whose viscosity can be altered by multiple mechanisms 
that change its hydration and biochemical constituents. From the physiological point of view relating to 
OSAS, increased damping of external stimuli on mechanoreceptors could lead to their postponed 
activation and weaker pharyngeal dilator muscles response. The results of our research also support the 
clinical studies where pharyngeal collapsibility was decreased on account of reduced ASL surface 
tension. Surface tension acts as a stabilizing force, and when it is lowered, film’s free surface becomes 




The experimental analysis, 
using novel and simplified upper 
airway in vitro representation, 
was conducted to evaluate the 
effects of liquid film on 
fluctuating force on liquid-lined 
compliant wall. It was found out 
that liquid film damping potential 
at given volumetric flow rate of 
air depends on film’s physical 
properties, i.e. thickness, 
viscosity, and gas-liquid surface 
tension. To continue our work [8] 
using current findings, a 
conceptual framework for 
incorporation of ASL effects to 
the computational fluid-structure interaction simulation (2-way, single-phase) of airflow in the human 
upper airway is proposed in Fig. 4. At the first stage of multi-scale numerical simulation development 
this will enable us to include the effects of ASL stemming from the micro scale, to the simulation 
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The contribution is concerned with an adaptive scheme for the Finite-Element square (FE2) method. The
FE2 allows a continuous homogenization considering the actual deformation state of the heterogeneous
material structure. This necessitates a homogenization for every load step at each integration point, which
is expensive in terms of computational effort. A continuous homogenization is only necessary for non-
linear material behavior. The present work deals with an adaptive scheme for fiber-matrix composites to
lower the computational cost. A numerical example shows the capability of the proposed scheme.
1. Introduction
The work is motivated by the need to composite materials with an heterogeneous microstructure. Many
modern materials are composites of different base materials with their specific material properties [1].
The aim is to merge the positive characteristics of them to get a new material with no disadvantages
in any load case, a typical example is reinforcement concrete. The resulting problem is, that the new
material paramters are unknown and determinated by the microstructure of the composite. The objective
of this contribution deals with a fiber-matrix composite (FMC). The matrix has linear-elastic behaviour
and the fibers are elasto-plastic. Hence, the stress response depends nonlinear on the deformation and the
fiber orientation. An FE2 appraoch is used to consider the non-linear behavior in the microstructure, see
[2] for an overview of the computational homogenization methods. In the FE2 approach, the macroscale
is modeled by a FE mesh, where in each integration point the heterogeneous material is homogenized
using an additional FE mesh for the representative volume element (RVE) of the microstructure. Hence,
the RVE represents the heterogeneous microstructure of the material. One huge disadvantage of the FE2
method is the high computational effort for solving two nested finite element meshes. This motivates
the present work to deal with an adaptive approach to reduce the computional cost without losing the
accuracy of a continuous homogenization with FE2. To distinguish the macro and the micro variables,
the macro variables are labeled with a bar.
2. Model problem and the governing equations
The main idea of the FE2 is the transfer of the macroscopic deformation gradient F̄ as a boundary condi-
tion onto the microscale RVE to compute the resulting macroscopic material tangent C and the macro-
scopic Piola-Kirchhoff stess P̄, [3]. In general, it applies that the variable value on the macroscale is






with that definition, the relation between the macroscopic deformation gradient, strain and stress and





















Where σ̄ is the macroscopic stress, t the microscopic traction, u the displacement at x, ε̄ the macroscopic
strain and n is the normal outward vector on ∂Ω. A fundamental condition for the homogenization
process is the Hill-Mandel Condition [5], which postulates the energetic consistency between both scales.
Therefore, the average microscale stress power must be equal to the macroscale stress power.
ε̇ : σ = ε̇ : σ (5)
The formulation of the boundary value problem (BVP) on the microscale must satisfy the Hill-Mandel
condition. Three possible boundary conditions, could be considered within the BVP, these are for the
microscopic problem:
- Linear displacement, Dirichlet boundary conditions (DBC)
- Constant traction, Neumann boundary conditions (NBC)
- Periodic displacement or traction boundary conditions (PBC)
Since the material is heterogenous the solution of the BVP of the RVE leads to different results. Solving
the microscale problem with the DBC, it overestimates the material properties. The material behaviour
is stiffer than the "true" material tangent and is an upper bound for the effective macroscopic values. The
lower bound comes from the NBC by solving the microscale BVP. The macroscopic material tangent is
underestimated and results in overstimated strains. The proof can be found in e.g. [6]
3. Adaptive approach and numerical example
The following example shows the relation between the different boundary conditions with respect to the
FMC. The RVE has a fiber volume fraction of 1%, but the fiber orientation differs in the two cases.
Case one has a diagonal fiber distribution which results in a symmetric RVE, in case two the fibers are
randomly distributed, see Fig. 1.
Figure 1: Left: symmetric fiber distribution; Right: random fiber distribution
The homogenization is done by DBC with zero displacements and results in the upper bound for the
material tangent. To get the lower bound, the RVE is simulated with zero tractions on the boundary. The
RVE is quadratic and is simulated with quadrilateral finite elements. In case of simplicity, the results for
the first entry of the macroscopic tangent moduli C1111 are shown in Table 1.
Table 1: Material tangent C1111 in relation to the different boundary conditions
symmetric fiber contribution random fiber contribution
Elements DBC NBC DBC NBC
121 104.5 103.4 108.4 106.6
400 104.0 103.1 107.7 106.0
841 103.6 102.8 107.0 105.5
1444 103.3 102,6 106,5 105,1
2
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Based on this relation, the following idea for an adaptive approach in FE2 arises. In the first step, NBC
is applied for the initial homogenization. Here, we assume a stress free reference configuration. The
homogenization underestimates the stiffness. This stiffness is employed for the macroscopic analysis,
which leads to an overestimation of the displacements and thus the strain state. Certainly, an accompa-
nying homogenization is not necessary if the material behaves linear elastic. The linear elastic behaviour
of the FCM remains, until the first fiber will reach its yield stress σy. The division of the yield stress σy





The relation of actual strain to the yield strain is utilized as an indicator for an accompanying homoge-
nization. After reaching the yield strain a new homogenzation is performed with the DBC to prohibit the
overestimation of the macroscopic displacements. This leads to an adaptive scheme which is summarized
in Figure 2.
Figure 2: Flowchart of the adaptive approach of FE2
In order to demonstrate the adaptive method, we consider a macroscopic simple tension test under plane
strain conditions. The RVE of the microscale problem has a random fiber distribution. The loading are
two uniformly distributed loads to show the adaptivity in the integration points.
Figure 3: tension test with two uniformly distributed loads
3
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The results of the displacements in Point A are given in Table 2.
Table 2: Displacement at Point A for the tension test
Load factor λ cont. FE2 adap. FE2 Load factor λ cont. FE2 adap. FE2
1 9.670 ·10−3 9.681 ·10−3 7 6.919 ·10−2 6.921 ·10−2
2 1.957 ·10−2 1.963 ·10−2 8 7.870 ·10−2 7.872 ·10−2
3 2.970 ·10−2 2.974 ·10−2 9 8.806 ·10−2 8.808 ·10−2
4 3.977 ·10−2 3.980 ·10−2 10 9.728 ·10−2 9.730 ·10−2
5 4.973 ·10−2 4.976 ·10−2 11 1.064 ·10−1 1.064 ·10−1
6 5.952 ·10−2 5.954 ·10−2 12 1.153 ·10−1 1.153 ·10−1
The displacement difference between the continouus and the adaptive method are shown in Figure 4.
The grey colered elements indicate that at least one fiber behaves elasto-plastic, for these elements the
indactor is fulfilled and a homogenization is performed for each load step. Linear elastic behavior is
illustrated by a white color. It can be seen, that every loading step "activate" another element in which a
fiber reach the indicator. The small example shows the principal functionality of the adaptive approach
and can considerably reduce the computional costs.
Figure 4: Displacement Difference at Point A and the concomitante elements in grey
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1. Introduction
Over the past few decades there has been growing interest of the computational fluid dynamics (CFD)
community to model flows in realistic complex topology starting with the industrial application such as
rotor-starter mechanisms and ending by bio-mechanical flows. The problem of numerical simulation
of flow in the presence of realistic geometry which includes moving and fixed walls remains the open
problem. Nowadays, there are several numerical approaches that are able to simulate flows in such
geometries. Each method has as advantages as disadvantages. Here we would like to mark out the
immersed boundary method (IBM) [1], the overset grid technique [2] and the mesh deformation method
based on the Arbitrary Lagrangian-Euler (ALE) approach [3].
The immersed boundary method extensively used to simulate complex geometry which includes
moving bodies. The main idea of the method is to resolve the classical Navier-Stokes equations on
cartesian grid. Solid walls are introduced by adding a forcing term to the momentum equation. Hence,
even for moderate Reynolds numbers, this approach becomes very expensive for the CPU time, since it
is necessary to refine the grid near the walls to resolve the boundary layer effects. To reduce the cost
of these computations, near walls mesh refinement methods were developed [4]. However, the spatial
convergence of such methods is only limited to the first order.
Another numerical approach to simulate moving obstacles in complex geometry is the overset grid
technique. Firstly, this technique was realized by Benek et al. [2] in the code Chimera for unstructured
grids. The essence of the method consists in splitting the physical domain around moving bodies on
regions where boundary fitted grid can easily be created. Thus, boundary effects are treated very ac-
curately. The communication among overlapped regions is reconstructed by an interpolation procedure
and the width of the overlapped region can be controlled. However, overset grid technique can not be
efficiently coupled with projection method for pressure-velocity coupling in incompressible flow simu-
lations [5].
The last numerical technique is the mesh deformation method using ALE approach [3]. The idea
of this method is to interpolate the motion of the moving bodies to the mesh points. In other words,
additional equation for the mesh points displacement should be resolved. Due to body fitted mesh, the
boundary layer can be resolved accurately even for high Reynolds numbers as by the overset grid method.
The boundary conditions for this equation are imposed by the boundary conditions of the Navier-Stokes
equations on the walls. Another way to define mesh point velocity is explicitly, for example if the
mesh movement is an uniform rotation or translation. Due to the fact that the local mesh deformation is
imposed at each time step, the mesh quality will decrease rapidly. Moreover, the ALE approach can not
be applied when a body is moving close to solid obstacles such as other moving body or static wall.
In the present work a new numerical method using the ALE framework with the dynamical local
re-meshing method will be presented. This approach opens access to simulation of complex geometries
in presence of moving walls taking into account the fluid structures interactions (FSI). Similar technique
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was made by Deng et al. by combining the ALE technique with the overset grid method to simulate
non-static surfaces such as flapping wings [6].
In next sections, the implementation of the ALE approach for Navier-Stokes equations and the dy-
namical mesh adaptation technique are briefly presented. The results of the proposed approach is then
validated on the case of a flat-plate impeller at various Reynolds numbers.
2. Numerical method and implementation
Numerical simulation were done by a finite-volume code YALES2 [7] using the Arbitrary Lagrangian-
Euler solver. The mesh adaptation module of the code is based on the sequential anisotropic mesh adap-
tation library for tetrahedral elements (MMG3D) [8].
Arbitrary-Lagrangian Euler approach
In the ALE approach, nodes of the computational mesh can be moved as Lagrangian points or can be
fixed like in the classical Eulerian approach. In order to express the modified Navier-Stokes equation in
ALE framework we should define the material, spatial and referential time derivative. If nodes are driven






+c ·∇u , (1)
where c= u−up is the relative velocity between material and mesh points. Thus, the governing equa-
tions can be rewritten as follow
∂u
∂t
+(c ·∇)u = −∇p
ρ
+ ν4u , (2)
∇ ·u = 0 , (3)
where u is the vector field of material velocity, p is pressure, ρ is the density and ν is the kinematic
viscosity. The definition of up can be done explicitly or implicitly by solving an equation for the nodes
transport with specific boundary conditions.
Mesh adaptation method
As already mentioned, the main problem of the ALE approach is the critical mesh deformation which
can lead to negative volume of the grid elements. For this reason, it is necessary to define criteria of the
maximum allowed rate of element deformation, such as skewness. The skewness of a tetrahedron element
K is defined as (Vre f −V )/Vre f , where V is the volume of the element and Vre f is the volume of the
equilateral tetrahedron fitted in the circumsphere ofK [9]. Thereby, during the time step iteration of the
ALE solver, it is needed to check the skewness value of the computational mesh. When it became above
a maximum skewness value, the mesh adaptation procedure is applied. Once the adaptation procedure is
done, the solution is interpolated from the previously mesh on the new mesh.
Due to the fact that actual version of the library MMG3D can not modify surface elements (elements
which have one or more vertices in the physical wall) the velocity of the grid nodes on the wall is kept
always equal to zero. Also, the design of the parallel mesh adaptation algorithm is based on sequential
calls to the MMG3D library on each processor. Thus, the triangular faces of elements that are shared
by two processors can not be modified. Therefore, to avoid this problem it is necessary to move these
elements to the interior of a treated processor domain by using a parallel graph partitioning algorithm [9].
3. Results
To illustrate capabilities of the present method above the experimental results of Bohl [10] are repro-
duced numerically. Figure 1 presents a schematic of the experimental setup consisting of a cylindrical
column with an inner radius rw = 6.93 cm, flat-plate with a length rb = 2.99 cm (0.43rw) and with a
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thickness4= 0.14 cm (0.02rw). The Reynolds number is defined as Re = 2π f r2w/ν, where f is the rota-
tional frequency of the flate-plate. Numerical simulations are performed with the same three-dimensional
geometry and fluid properties. Three different Reynolds number were chosen to perform test cases. The
parameters are presented in Table 1 bellow.
Fluid f (Hz) ν (m2/s) Re
Water 0.226 1.0×10−6 6800
Glycerin/water(85/15) 0.246 6.77×10−5 108
Glycerin 0.236 9.13×10−4 8
Table 1: Simulation parameters
Figure 1: Schematic representation of the
mixer with flat-plate.
To have a uniform rotation of the mesh in the internal region of the cylinder, the nodes velocity is
defined as uθ = 2π f αr · r, and ur = uz = 0, where
αr = min(max((0.78rw− r)/(0.78rw−0.5rw),0.0),1.0). (4)
To reduce simulation time the local mesh adaptation technique is used. Due to the fact that the elements




0 : 0.5rw <
√
x2 + y2 < 0.78rw
1 : else
(5)



















Figure 2: Instantaneous velocity magnitude for Reynolds numbers Re = 8 (left), 108 (center), 6800 (right). Blade
rotation is in contreclockwise direction.
Instantaneous velocity magnitude at the statistically steady state for chosen Reynolds numbers are
showed on Fig. 2. Figure 3 presents the phase averaged velocity profiles for Re = 8, 108, 6800 in com-
parison with experimental results for the different positions of the blade α = 0◦,45◦,90◦,135◦. Statistics
of the higher Reynolds number case need more convergence. However, the profiles of the phase-averaged
azimuthal velocity are in good agreement with the experimental results.
4. Conclusions
In the present work, a new numerical approach for simulation of moving bodies by using the dy-
namic mesh adaptation method within ALE technique was developed. The validation of the ALE, mesh
movement and mesh adaptation methods was made. A local mesh adaptation procedure has also been
implemented. The application of the new hybrid method for the cylindrical mixer device shows a good
agreement with the experimental data of Bohl [10].
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Figure 3: Phase-averaged profiles of azimuthal velocity for positions of the blade α = 0◦,45◦,90◦,135◦. Symbols
correspond to experimental results [10]. Streight-dashed line shows the velocity of the flate-plate.
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In this work an operator-split approach for fluid-structure interaction (FSI) problem is presented.
Coupled physical systems interact with each other, making it impossible to find a solution for one without
solving the other at the same time. The bodies in contact can have different discretizations and meshes,
resulting in a non-matching interface between them. The interfaces can be non-matching because the
node locations do not coincide, or degrees of freedom are not the same, or yet with boundary motions
being nonconforming [2]. In this work, a general case when meshes are non-matching is presented.
A detailed discussion concerns different discretization techniques, the finite element method for the
solid, and the finite volume method for the fluid. The techniques presented for solving the interaction
problem between the fluid and the solid are the radial basis functions and the mortar element method. The
important part of the interface pertains to the operator-split solution procedure to exchange the results
between these two computations.
1. Problem formulation of fluid-structure interaction
There are two main approaches for solving fluid-structure interaction problems. The first one is the
monolithic approach where fluid and structure equations are solved simultaneously, together with the
coupling conditions. The second one is the partitioned approach which is based on domain decompo-
sition where two domains, fluid and solid, can be solved separately. The main advantage is that the
standard discretization scheme that is most suitable for a particular sub-domain can be used. In this way,
the finite element method can be used for the solid and the finite volume method for the fluid [5]. The
solution of the fluid and the structure problems can be decoupled from one another thanks to a suitable
splitting of the interface conditions. In this way, existing legacy codes can be used for each sub-domain
and coupled only through the interface conditions. Information that are passed on the interface are dis-
placement field (from the structure to the fluid) and stress field (from the fluid to the structure). The
information between the codes are exchanged only at the interface. It has been shown that the stability
of FSI coupling depends on global conservation of the energy across the interface [3].
In FSI problems based on the Arbitrary Lagrangian-Eulerian (ALE) approach, a critical step is repre-
sented by the successful mesh motion due to the FSI interface deformation. A fluid-structure interaction
problem is defined by the coupled dynamics of a moving or deformable structure interacting with the
surrounding fluid [3].
Fluid and structure equations are coupled by two conditions on the interface between the two do-
mains: kinematic and dynamic condition. Kinematic condition states that the fluid velocity u f and the
structure velocity us are continuous at the interface Γ:
uF = uS on Γ, (1)
Dynamic condition balances the structure and fluid interaction stresses at the interface Γ:
σFnF = σSnS on Γ, (2)
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where σF and σS are stress tensors, and nF and nS are outward normal unit vectors for solid and fluid [3].
The fluid problem is defined by the ALE formulation of the Navier-Stokes equations. The fluid mesh
motion considers that um is imposed by the solid induced motion of the interface u:
Kmum−Dmu= 0 (3)
whereDm is a projection/restriction operator, andKm governs the extension of the boundary displace-
ment.
The fluid flow in a moving domain is described by the semi-discrete Navier-Stokes equations:
[




where vf is fluid velocity, v̇f is its derivative, pf is fluid pressure, Mf is the mass matrix, Nf is the
advection matrix,Kf is the matrix with diffusion terms,Bf is the gradient matrix and ff is the driving
force on the flow. The discretization process leading to fluid equations of motion and incompressibility
constraint is carried out by the finite volume method.




s (us)−f exts (λ) = 0 (5)
where Ms is the mass matrix, f ints is the internal force vector and f
ext
s is the external force vector. λ
represents the boundary forces computed from the fluid flow problem and imposed on the fluid-structure
interface.
2. Arbitrary Lagrange-Eulerian description
The choice of the coordinate system for the numerical solution of a partial differential equation is one
of the most important decisions. The coordinate system can influence the efficiency and accuracy of the
results of a numerical method. Lagrangian coordinate system, where the mesh is moving together with
the material, is usually used for solid mechanics. The main disadvantage of the Lagrangian coordinate
system is that the deformations must be limited, otherwise the distortion in the mesh will result in in-
accuracies and numerical instability. For fluid mechanics, Eulerian coordinate system, where the mesh
is fixed in space, is the most common choice. Neither one of the coordinate systems is optimal for the
fluid-structure interaction problem for the entire domain [12, 13].
A classical approach to overcome this problem is to consider the Arbitrary Lagrangian Eulerian
(ALE) strategy that allows the fluids mesh to move arbitrarily inside the domain. It combines the best
features of both the Lagrangian and the Eulerian approaches. In the ALE strategy, the nodes of the mesh
can be moved with the material (at interface with solids), stay fixed in space (inside fluids domain), or
be moved in some arbitrarily specified way [13]. The ALE strategy leads to a three fields coupling: the
fluid, the structure and the fluid mesh motion [7, 14].
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Figure 1: One-dimensional example of Lagrangian, Eulerian and ALE mesh and particle motion [13].
3. Localized Lagrange multipliers
One of the methods commonly used for the treatment of contact problems is the Lagrange multiplier
method [10]. This method allows a reduction of the problem complexity as the coupled systems become
visible to each other only through the global Lagrange multiplier.
This method is presented in a simple setting of domain decomposition where two domains are con-
nected at a single point. The classical formulation of partitioned problem introduces the Langrange mul-
tiplier imposing the equalities of field values in points 1 and 2 which are now separated by the partition.





Γ = 0 (6)
In the solution method, this kind of constraint is handled by the Lagrange multiplier λ(12), and the
resulting set of equations using the total potential energy functional can be written as:
δΠtotal := δΠ(1) + δΠ(2) + δπclassical =




where δπclassical is the classical form of the interface constraint, the operator A(u(α)) represents the
response of the system corresponding to the system excitation f (α). In this way, formulations for both
systems share only the global Lagrange multiplier λ(12). The main disadvantage of this formulation is
that it keeps the partitioned systems tightly coupled. To gain more from the partitioned strategy and allow
for better code parallelization, localized Lagrange multipliers are introduced [8].
Localized Lagrange multipliers introduce the notion of interface to separate the system into subsys-
tems that are no longer visible to each other. In the example presented in Fig. 2, where the system
partitioning concerns only one point, an intermediate interface point is introduced. If the value of the
field at the intermediate point is u f , constraint (6) can be written as:
c1 := u
(1)
Γ −u f = 0
c2 := u
(2)




The system in (7) can also be rewritten by replacing the last term with a modified constraint equation
introducing localized Lagrange multipliers λ(1) and λ(2):
δπlocalized = λ(1)T (u
(1)
Γ −u f )+ λ(2)T (u
(2)
Γ −u f ) (9)
It can be seen that the interface degrees of freedom in this case will separate two subsystems, and
would not allow them to see one another. The advantage of the localized Lagrange multipliers is that they
are relating only one sub-system to a intermediate interface point making them loosely coupled. Thus,
they can be handled in purely local computations, introducing the most appropriate scaling to improve
the system conditioning [4].
Figure 2: Partitioned solution by domain decomposition where two domains are connected through a
single point. [4]
4. Moving mesh and interface interpolation
The chosen approximations in this fluid-structure interaction problem are the finite element approxima-
tions for structure and finite volume approximations for fluid. These two approximations do not share the
same parameters, as approximations are made on nodal values for finite elements, and on cell centers for
finite volumes. Due to that, these two approximations have to be connected using some of the interface
interpolation techniques [4]. The deformation of the fluid mesh is obtained imposing the displacement
of the structure at the interface. The grid displacement inside the fluid domain can be obtained in many
ways, such as the harmonic extension or spring-analogy method [3, 14].
4.1. Radial basis functions
The radial basis function method for multivariate interpolation is one of the most often applied techniques
when the task is to approximate scattered data in several dimensions. This technique is used in many
different areas such as computer graphics, neural networks, three-dimensional surface reconstruction,
fluid-structure interaction problems and mesh motion [3].
The main characteristic of radial basis functions are that the value of the function depends only on
the Euclidean distance of the argument from the origin [11].
One advantage of using the radial basis function technique for the interpolation of data between non-
matching interfaces in fluid-structure interaction problems is that it allows using the same map to extend
the interface deformation inside the three-dimensional fluid domain. Indeed, it is sufficient to enlarge the
set of interpolation points so to include all the interior fluid mesh nodes. In this way, the correct mesh
motion on the fluid-structure interface is naturally achieved, while to control the deformation far from
the interface, special adjustments should be made depending on the case [3].
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4.2. Mortar element method
The mortar element method introduces a mortar element between two domains in interaction. In this way,
a domain can be decomposed in two subdomains, with each of the two subdomains being in interaction
only with the mortar element. For calculations of each of the subproblems and for the construction of the
final solution, localized Lagrange multipliers method is used. Localized Lagrange multipliers method
allow for a straightforward application of the operator-split solution procedure, and the equilibrium equa-
tions for each subdomain can be solved in parallel, which improves the performance [10].
Figure 3: Fluid-structure interaction - mortar element.
When mortar element method is used for solving fluid-structure interaction problem as illustrated on
Fig.3, the intermediate mortar element is introduced and the interface constraint can be written as:
∫
Γ




where λf and λs represent localized Lagrange multiplier for fluid and solid side respectively. Discrete
approximations for the displacements on fluid side, solid side and mortar element, and localized Lagrange




































5. Software code-coupling with CTL
For the software implementation of the fluid-structure interaction problem, OpenFoam is used for the
fluid, and FEAP is used for the structure. Source codes of both softwares are open, so they can be easily
used and modified for the purpose of partitioned solving of fluid-structure interaction problem. For the
coupling of these softwares, Component Template Library (CTL) is used. CTL is an implementation of
the component technology based on C++ generic template programming which can be used to implement
distributed component-based software systems. It is a header only, lightweight library that is easy to use
and that can support different communication protocols and types of linkage as threads, tcp, pipes, mpi,
daemons and files [15]. It has been successfully applied in computational applications like multiphysics
simulation, multiscale simulation, stochastic finite element analysis and optimization [4].
Component based software engineering, where two different software components communicate
with each other only through well defined interface is analogous to partitioned solving of fluid-structure
interaction problem using mortar element method and localized Lagrange multipliers technique where
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two different domains are visible to each other only through their interface. In this way, using the technol-
ogy to implement distributed systems, none of the codes of the original applications for solving different
domains need not be changed.
In the static linkage case, illustrated on the left side of the dependance graph of Fig. 4, the application
depends directly on the used library and all listed objects and libraries must be available at linkage time
on the machine during the compilation. Using CTL library and dynamic linkage, illustrated on the
right side of Fig. 4, the application depends only on the interface during the linkage time. The coFeap
component is used for the structural part in the fluid-structure interaction problem, and can extract values
of stresses and displacements from FEAP.
The biggest advantage of this approach is that the application does not have to be recreated again if
the module is modified. Also, the application can decide at run-time which components and how many
instances of these components on which hardware are to be used [4].
Figure 4: Dependencies and linkage of the coFeap-component.
For the fluid part of the fluid-structure interaction problem, oFoam component can extract values of
the velocities of the fluid from OpenFOAM. It leads to a very similar dependency structure as given in
Fig. 4.
For successful coupling of two softwares and obtaining the final results of fluid-structure interaction
problem, a code need to be developed which is capable of coordinating the execution of each software and
exchange the values on the interface. The displacement field is transferred from FEAP to OpenFOAM
and the stress field from OpanFOAM to FEAP. Interpolations also need to be constructed over the values
calculated at the interface.
6. Conclusion
Solving the fluid-structure interaction problem with a partitioned approach using existing software solu-
tions can bring many benefits and deliver the results efficiently. Each of the software codes is already
optimized for a specific domain. The main challenge is to exchange the information consistently and
accurately on the fluid-structure interface. In order to ensure stability of the coupling algorithm, it is
important to ensure the correct energy transfer at the interface [3]. This has been achieved in [6] us-
ing radial basis functions for mesh motion and interpolation of numerical values on the interface grid.
With this approach, if a constant normal stress is acting on the fluid interface, the stress imposed on the
structure side of the interface is not constant [3]. With the mortar element method we expect that the
conservation of stress and displacement should be achieved. With this approach, better quality solution
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should be obtained amenable for constructing higher order accurate solution needed for error estimates.
Thus, the main focus that remains to achieve should be to guarantee stability, computational efficiency
and robustness.
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The idea of this work is to show a coupling formulation of different fields and calculate several
numerical examples for piezoelectric and piezomagnetic effect. Electro-magneto-mechanical coupling
as a multiphysics problem is the first step of our research related to coupling different fields such as
mechanics, electric, magnetic and thermal; and physics like fluids or solids. The key novelty will be to
implement the multiphysics coupling based upon the existing codes specialized for particular physics.
The first step is to define theoretical formulations, then implementing each formulation into the best
possible code (based on the functionality of this code) and finally defining the algorithm and technology
to couple the different softwares to obtain the results. The examples in this work are implemented in
getDP and FEAP software.
1. Formulation by Finite Elements
Formulations for electro-magneto-mechanic coupling interactions for this abstract are taken from [1].
As every problem in mechanics, the formulation can be defined with three sets of equations: kinematic,
constitutive and equilibrium equations.
Kinematic equations. Three degrees of freedom are considered in formulating the electro-magneto-
mechanic coupling: displacement u, electric potential V and magnetic scalar potential ϕ. The state
variables are obtained as the corresponding gradients of these fields. The set of resulting kinematic











where ε is the strain tensor, E is the electric field andH is the magnetic field.
Constitutive equations. The constitutive equations relate material properties with dual variables:














where ψ is the free energy potential, C is the elasticity tensor, ee is the piezoelectric coefficient, eh is




Equilibrium equations. Equilibrium equations are derived from conservation principles such as
linear momentum and electric and magnetic flux:
ρmü= σ∇ +beh +b
∇ ·D = 0
∇ ·B = 0
(3)
where ρm is the mass density, beh is the electromagnetic body force per unit volume, which accounts
for the distributed electric or magnetic force fields that can arise due to the possible presence of a non-
uniform electrical or magnetic field in the material [3], b are the volume forces and the dot superscript
makes reference to time derivative.
Finite element implementation. In the numerical examples, Galerkin method is used as the discrete
approximation constructed by the finite element method. The starting point is provided by the weak form




∇sδu ·σ+ δu · (ρmü−beh −b) dΩ +
∫
Γ












δϕ B̄ dΓ = 0 ;
(4)

















Figure 1: Finite element - all degrees of freedom at nodes: ua1, ua2, ua3, Va, ϕa - displacement, electric
potential, magnetic scalar potential
These approximations are introduced in the weak form expressions and then the final set of residuals
equations that need to be equal to zero are:











Na t̄c dΓ ;






Na D̄ dΓ ;










2. Formulation by Whitney elements
Figure 2: Whitney element (forms) - node elements (•), edge elements (×), facet elements (©) and
volume element, based on the differential forms of degree zero, one, two and three, respectively
In Figure 2, Whitney elements (forms) are introduced as a family of differential forms that can be dis-
cretized over simplices (the mesh generalizing the notion of a triangle or tetrahedron). The p-forms in
electromagnetism count: zero-form, one-form, two-form and three-form, which are approximated at the
nodes, edges, facets and volume, respectively. For example, one-forms such as electric fieldE and mag-
netic fieldH can be approximated by the suitable linear combination of Whitney element of degree one,
the coefficients being the circulation of the field along the edges of the mesh (see [7]).
In order to introduce the finite element method with the use of Whitney elements, let us redefine
the formulation to adapt it for this mixed approach. In the first place, the electromagnetic field is fully
described by the Maxwell’s equations, stated here in its local form:
−Ḋ+ ∇×H = j;
Ḃ+ ∇×E = 0 (7)
These equations are complemented by the elastodynamics description:
ṗ−∇ ·σ = beh +b= bt ;
−ε̇+ ∇sv = 0; (8)
where v = u̇ is the velocity and p = ρmv is the momentum. The last equation assumes that the regime
is linear elastic and the strain is related to the displacement by ε = ∇su. The equations (7) and (8) are






In the classical electromagnetic theory, the weak formulation is obtained using the duality between
the Maxwell-Ampère and Maxwell-Faraday equations and this duality is used to obtain an equation
system that is related with an energy functional. Thus, each equation is multiplied by its complementary












H · Ḃ dΩ +
∫
Ω
H ·∇×E dΩ = 0;
(10)
Integration by parts is applied for the terms with rotational operator. The terms calculated over Γ can








E · (n×H) dΓ−
∫
Ω






H · Ḃ dΩ +
∫
Γe
H · (n×E) dΓ +
∫
Ω
(∇×H) ·E dΩ = 0;
(11)
where Γ is the surface of Ω (a closed one) and n is a normal vector to Γ in the outside direction.
Γh represents the portion of Γ where a condition is imposed for the tangential magnetic field and Γe
represents the portion of Γ where a condition is imposed for the tangential electric field. An analogous
procedure is also done for the mechanic equations (8).
3. Numerical examples
The model is implemented with GetDP and FEAP codes which have the capabilities for multi-physical
coupling. GetDP is primarily used for modeling electromagnetic problems but can also be used for
thermal, mechanical and acoustic problems [8]. It uses the finite element method and can work with one-
dimensional, two-dimensional and three-dimensional models. FEAP is a finite element analysis software
designed primarily for modeling mechanics problems [9]. The examples are modeled in both software
products so the results can be compared. The idea is to determine which code gives better results for
each problem and study their limitations. The figures shown in this work are from GetDP and they are
compared to the results obtained for FEAP in [1].
In this examples, the piezoelectric effect is presented. Piezoelectric materials have the ability to
generate electric potential distribution when there is a displacement or an external force applied [5]. The
inverse effect is that they induce displacements when an external electric field is applied.
The geometry for this numerical example can be represented as a rectangular cuboid of dimensions
6× 6× 2 mm. Only an eighth of this geometry is represented, since symmetry conditions have been
taken in planes x = y = z = 0. Regarding the electric field, ground voltage has been imposed at the
bottom plane (z = 0).
Specific values of the elastic stiffness, dielectric permittivity and piezoelectric tensors for the pro-
posed piezoelectric material BaTiO3 have been taken from [4].
3.1. Imposed displacement
In the first example, a uniform displacement of value 10−4 m is imposed at the top face in z direction .
Due to this displacement, the material generates linear electric potential distribution. There are negative
displacements in the x and y directions because of the Poisson effect.
(a) (b) (c)
Figure 3: (a) Displacement in direction x; (b) Displacement in direction z; (c) Electric potential
distribution
3.2. Imposed electric potential
In the second example, all boundary conditions remain the same, except there is an imposed electric
potential of 10 V at the top face instead of the displacement.
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The electric potential gradient in vertical direction generates the vertical component ofE. The linear
distribution displacement in all directions is induced as a result of the piezoelectric effect. The displace-
ments are negative in z direction and positive in x and y due to the material properties (piezoelectric
tensor).
(a) (b) (c)
Figure 4: (a) Displacement in direction x; (b) Displacement in direction z; (c) Electric potential
distribution
3.3. Imposed electric potential with different boundary conditions
In the third example, the model represents a quarter of the cuboid, where the left side face and the back
face are fixed in y and x directions respectively to simulate boundary conditions in these planes. The
boundary condition for the bottom face of the cuboid is changed, and it is fixed in all direction.
In this case, the expansion in transversal directions is restricted at the bottom, concentrating stresses.
The irregular distribution of displacement in direction z is just a consequence of the transversal direction
displacement. The stress concentrations also appear at the bottom for this component, as well. The
electric potential may seem linear, but it can be observed that near the bottom the isolines are closer than
at the top. Also, the isolines are not straight and they are diverging when closer to the free edge.
(a) (b) (c)




Figure 6: (a) Electric field in direction x; (b) Electric field in direction z; (c) Total displacements
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The results are the same as the ones obtained with FEAP software within tolerances that depend on
the chosen mesh and finite element discretization technique.
4. Conclusion
Whitney elements can provide an optimal choice of interpolations for electro-magnetic and mechanics
fields compared to finite elements. For example, with the vector potential for magnetic field, Whitney
elements are able to include the corresponding constraint within the approximation space (H(grad,Ω),
H(rot,Ω), H(div,Ω)), whereas the finite elements deal with these constraints subsequently (at the
global level, or for a patch of element), which is in principle less efficient.
The current interest is including temperature field within the complete problem. The modifications
are necessary, in the sense that the energy conservation in general imposes the presence of thermal effects
(e.g. solar panel or Peltier Cells to transfer heat to electricity).





















= ehε+πh (T −T0)+υE+µH
(12)
where T is temperature, β is the thermal isotropic stress tensor, ρm is the mass density, cv is the specific
heat, πe is the pyroelectric coefficient and πh is the piezomagnetic coefficient.
An open question is what would be the best code architecture for the solution of general coupling
problems.
Acknowledgments
This work was supported jointly by Haut-de-France Region (CR Picardie) (120-2015-RDISTRUCT-
000010 and RDISTRUCT-000010) and EU funding (FEDER) for Chaire-de-Mécanique (120-2015-
RDISTRUCTF-000010 and RDISTRUCTI-000004). This support is gratefully acknowledged.
References
[1] P. Moreno-Navarro, A. Ibrahimbegovic, J. L. Pérez-Aparicio. Linear behavior for fully coupled thermo-
electro-magneto-mechanic systems, Coupled System Mechanics, in press, 2017.
[2] A. Ospina. Prise en compte de milieux fins dans la méthode des éléments finis (MEF) pour la modélisation en
controle non-destructif (CND) par courants de Foucault (CF), doctoral thesis, Université Paris-Sud XI, 2010.
[3] A. Ferrari, A. Mittica. Thermodynamic formulation of the constitutive equations for solids and fluids, Energy
Conversion and Management, 77-86, 66, 2013.
[4] F. Ramirez, P. R. Heyliger, E. Pan. Free vibration response of two-dimensional magneto-electro-elastic lami-
nated plates, Journal of Sound and Vibration, 626-644, 292, 2006.
[5] J. Tichy, J. Erhart, E. Kittinger, J. Privratska. Fundamentals of Piezoelectric Sensorics, Springer, 2010.
[6] A. Safari, E. K. Akdogan. Piezoelectric and Acoustic Materials for Transducer Applications, Springer, 2008.
[7] A. Bossavit. Whitney forms: a class of finite elements for three-dimensional computations in electromag-
netism, IEE Proceedings A (Physical Science, Measurement and Instrumentation, Management and Education,
Reviews), 493-500, 135 (8), 1988.
[8] P. Dular, C. Geuzaine. GetDP Reference Manual, 2017.




ECCOMAS MSF 2017 THEMATIC CONFERENCE
20-22 SEPTEMBER 2017, LJUBLJANA, SLOVENIA
MODELLING FIBERS IN FIBER-REINFORCED COMPOSITES
Tea Rukavina1,2, Adnan Ibrahimbegovic2, Ivica Kozar1
1 University of Rijeka, Faculty of Civil Engineering, tea.rukavina@uniri.hr, ivica.kozar@uniri.hr
2 Université de Technologie de Compiègne / Sorbonne Universités, adnan.ibrahimbegovic@utc.fr
In this work we present a concept for modelling fibers in fiber-reinforced composites, such as fiber-
reinforced concrete (FRC). This heterogeneous material is composed of different constituents which
exhibit complex behaviour. In the first part of the work, the numerical model is described, and in the
second part experimental results for bond-slip are presented.
Numerical model. To be able to represent the behaviour of fiber-reinforced concrete (FRC), a
finite element model is developed. Such a model has to take into account three different phases of the
composite: concrete, steel, and the bond-slip between them. First, we want to be able to solve an example
of a single fiber embedded into the concrete (Figure 1a), and then use the same approach to model the
behaviour of a large number of randomly oriented fibers (Figure 1b).
(a) (b)
Figure 1: Modelling: (a) one fiber embedded into the concrete; (b) 500 randomly distributed fibers
In order to model the failure of concrete, we chose a damage model with hardening and softening
that is able to represent different phases of crack development: from the formation of a fracture process
zone (FPZ) with a large number of micro-cracks, to the development of a macro-crack. We introduce
the crack into the model as a strong discontinuity - a displacement jump - in the middle of the element.
Such an approach of enriching the displacement field fits into the framework of the incompatible mode
method (Figure 2a). The energy dissipation at the discontinuity is described by a traction - separation
cohesive law (Figure 2b) defined by the following equation:
t = ¯̄Dα (1)
where t is the traction at the discontinuity, ¯̄D is the damage compliance modulus, and α is the dis-
placement jump that describes the crack opening. By using the operator split solution procedure, the
computation is divided into two phases. In the local phase, evolution equations of internal variables
describing damage are solved for each element, and in the global phase, the equilibrium of the whole
structure is checked.
Steel fibers are modelled as 1D finite elements with elastoplastic material behaviour. For introducing





Figure 2: Damage model for concrete: (a) shape functions and incompatible mode for a 1D element
with embedded discontinuity; (b) traction - separation cohesive law at the discontinuity
model as zero-length springs positioned at the interface between two elements. In [2], the partition of
unity finite element method (PUFEM) is used to model a continuum with embedded thin fibers, but the
computation is limited to linear elastic behaviour.
Related to the previous one is the X-FEM approach [3], where global enrichment functions are used
to model jumps, cracks, inclusions, boundaries etc. To see such a concept applied to reinforced-concrete














In Eq. 2, u(x) is the displacement field, Ni(x) are the standard isoparametric shape functions for the
chosen element, dci are the concrete nodal displacements, M j are the enrichment functions, and α j are
the nodal values of bond-slip displacements. The products Ni(x)α j actually represent local enrichment
functions that describe the part of the bond-slip field along the steel bar related to each element.
In [4], the total motion of the reinforced-concrete composite is separated into two phases. In the
first phase (global), the displacements of concrete and steel nodes are mutually constrained and the
calculations are performed with a fixed value of bond-slip. In the second phase (local), the residual
bond-slip that occurs due to redistribution of the internal forces due to the concrete cracking is calculated.
As can be seen, the description of bond-slip is very important for modelling the behaviour of the
whole fiber-reinforced composite. For example, in [5], the bond-slip is taken into account through a
zero-thickness interface element that is implemented in a model which is able to predict the crack pattern
distribution. In general, bond-slip gets activated only when steel and concrete do not have the same
strain field, i.e. when concrete starts to crack. To better understand the processes taking place during the
pull-out of the fiber from the matrix, a few experimental test have been performed.
Experimental testing of bond-slip. Two types of tests have been performed to determine the
bond-slip between the steel fibers and the surrounding concrete: single-fibre pull-out tests and three
point bending tests.
(a) (b)
Figure 3: Single-fiber pull-out test: (a) specimen; (b) experimental setup
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Single-fiber pull-out tests were performed on six specimens of dimensions 40x40x80 mm (Figure 3a).
Each specimen had an embedded steel fiber with hooked ends that was pulled out of concrete at a speed
of 0.005 mm/s. The experimental setup is shown on Figure 3b. The length of the fiber was l f = 30 mm
and the diameter φ f = 0.6 mm. Three specimens with an embedded length of l f e = 1/4 l f = 7.5mm, and
three specimens with an embedded length of l f e = 1/2 l f = 15mm were tested. The concrete mixture
was composed of aggregate fractions of 0 - 4 mm, and reinforced with short steel fibers of diameter
φ = 0.2 mm and length l = 13 mm.
400
350 embedded length 15 mm
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Figure 4: Comparison of results for single-fiber pull-out tests with different embedded lengths
Figure 4 shows the force - displacement diagrams of two specimens with different embedded lengths.
The maximum load for each specimen equals Fmax = 361,12 N (for l f e = 15mm), and Fmax = 287,42 N
(for l f e = 7.5mm). Also, we can observe the different shape of the diagrams, with a steep post-peak
response for the specimen with embedded length of 7.5 mm. The large area under the curve for the
specimen with embedded length of 15 mm shows that more energy was needed to pull out the fiber. This
difference is due to different failure mechanisms. In the case of the larger embedded length, after the
debonding of the fiber from the matrix, energy is dissipated by frictional effects on the surface, with
additional mechanical friction due to the straightening of the hook at the end of the fiber. In the case of
the smaller embedded length, the frictional effects do not have time to develop and the fiber pull-out is
caused by the failure of concrete around it, without the full straightening of the hook.
Since we wanted to obtain more realistic results for the slip mechanisms happening in structures,
we performed three point bending tests on special specimens [6]. In the middle of the specimen of
dimensions 100x100x400 mm there was a 3 mm wide notch up to 1/2 its height. Ten fibers were po-
sitioned to cross the notch (Figure 5a). The fibers were the same ones used in the previous example
(l f = 30 mm, φ f = 0.6 mm). The concrete mixture was composed of aggregate fractions of 0 - 4 mm (65
%), and 4 - 8 mm (35%).
(a)
(b)
Figure 5: Three point bending test [6]: (a) specimen; (b) experimental setup
The tests have been performed under displacement control, with a speed of 0.002 mm/s, and the










































Figure 6: Results of the three point bending test [6]: (a) force - displacement diagram; (b) deformed
fibers at the end of the test
6a. On the force - displacement diagram we can observe different phases related to the specimen be-
haviour and its failure mechanisms. First, the specimen exhibits linear elastic behaviour, followed by
the hardening phase due to the formation of micro-cracks in concrete. Then, the macro-crack develops
around the notch, leading to softening. The big jump denotes the moment when concrete loses most of
its bearing capacity and the load is transferred to the steel fibers. When the fibers take over the load, the
bond slip between steel and concrete causes energy dissipation as a result of debonding, friction and the
straightening of the hooks. In the end, the specimen reaches complete failure and all the fibers are pulled
out of concrete.
It is important to notice that during both types of tests fibers did not reach their ultimate strength, so
they did not break, but were just pulled out of concrete. Figure 6b shows the fibers at the end of the test,
where it can be observed that the hooks have straightened and parts of the fibers have plastified.
The proposed concept for modelling fibers in fiber-reinforced composites, together with the presented
experimental results should give a contribution to understanding the behaviour of such materials. Future
work includes the development of a 3D model with a multi-scale approach.
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the French Government scholarship for doctoral level. The support is gratefully acknowledged.
References
[1] J. E. Bolander, N. Sukumar. Irregular latice model for quasistatic crack propagation, Physical Review B, 71,
094106, 2005.
[2] F. K. F. Radtke, A. Simone, L. J. Sluys. A partition of unity finite element method for obtaining elastic prop-
erties of continua with embedded thin fibres, International Journal for Numerical Methods in Engineering, 84,
708-732, 2010.
[3] T. - P. Fries, T. Belytschko. The extended/generalized finite element method: An overview of the method and
its applications, International Journal for Numerical Methods in Engineering, 84, 253-304, 2010.
[4] A. Ibrahimbegovic, A. Boulkertous, L. Davenne, D. Brancherie. Modelling of reinforced-concrete structures
providing crack-spacing based on X-FEM, ED-FEM and novel operator split solution procedure, International
Journal for Numerical Methods in Engineering, 83, 452-481, 2010.
[5] N. Dominguez, D. Brancherie, L. Davenne, A. Ibrahimbegovic. Prediction of crack pattern distribution in
reinforced concrete by coupling a strong discontinuity model of concrete cracking and a bond-slip of rein-
forcement model, Engineering computations, 22, 5-6, 558-582 2005.
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This work deals with the thermodynamically consistent (TC) time integration of thermoelastic sys-
tems with polyconvex energy density functions using the notion of the tensor-cross-product. While
energy-momentum preserving integrators are well-known for conservative (isothermal) mechanical sys-
tems, Romero introduced in [8, 9] the new class of TC integrators.
While [9] dealt with the sample application of thermo-elastodynamics, the scope of application was ex-
tended in [14] to coupled thermo-viscoelastodynamics in temperature form. A first step towards the sys-
tematic design of a TC integrator is to cast the evolution equations into the GENERIC (GENERAL EQUA-
TION FOR NON-EQUILIBRIUM REVERSIBLE-IRREVERSIBLE COUPLING) framework [4, 5, 6, 10, 11]
which reveals additional underlying physical structures by separating the reversible and irreversible evo-
lution of the system and has its origin in [1, 2]. While first developed for isolated systems [4], the
GENERIC framework was extended in [7] to open systems to account for boundary effects.




= {A ,E}bulk +[A ,S]bulk + 〈A ,f pre〉sup
init : At(0) = Apre
bound : {A ,E}bound, [A ,S]bound
for any functional A : S →R where S is the configuration state, E : S →R the total energy and S : S →R
the total entropy of the system. The GENERIC framework for open systems states, that the evolution of
A has three contributions: the first contribution associated with the bulk Poisson bracket {., .}bulk : S →R
is responsible for the reversible evolution of the system while the second part associated with the bulk
dissipative bracket [., .]bulk : S → R is responsible for the irreversible evolution of the system and the
third contribution associated with the supply bracket 〈., .〉sup : S → R is responsible for the evolution
contribution due to bulk supplies.
Using the entropy as the thermodynamical state variable as in [9, 12] the GENERIC framework possesses
an well-structured form. However, this choice of thermodynamical state variable only allows to prescribe
entropy Dirichlet boundary conditions directly. This drawback can be compensated by using Lagrange-
multipliers to be able to handle temperature Dirichlet boundary conditions leading to an extended system
of algebraic equations to be solved, see [12]. Alternatively, the present work uses the temperature as the
thermodynamical state variable, see also [13, 14].
We first explore the GENERIC structure in entropy form (see [8, 9]) which we then extend to open sys-
tems. A important consequence of studying open systems is, that only the full brackets, the sum of bulk
and boundary bracket, contain the symmetry properties which are not inherited by the bulk or boundary
contribution. Only for closed systems and therefore for vanishing boundary contributions the bulk parts
possess the symmetry properties.
As a final step a coordinate transformation into a temperature-based form is performed which then auto-
matically satisfies the properties of the entropy-based description in a temperature-based description as
1
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well which is crucial for the Jacobi identity of the total Poisson bracket.
Relying on a polyconvex energy density function and using the notion of the tensor-cross-product [15]
we arrive at a polyconvex version of the GENERIC framework. Further applying the notion of a dis-
crete gradient [3] leads to a TC integrator. The presentation includes several simulations with different
boundary conditions and an energy-based termination criterion.
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1. Introduction and motivation
Carbon nano-tubes have attracted world-wide attention and stimulated extensive research during the
past years. Numerous studies show that carbon nano-tubes exhibit superior mechanical properties and
hold substantial promise for designing a new generation of super-strong composite materials, hence the
mechanical deformation of them has been the subject of numerous recent experimental and molecular-
dynamics simulations. In particular, axially compressed buckling of carbon nanotubes has been one of
the topics of primary interest, and more recently, considerable effort has been devoted to understand
buckling behaviour of carbon nanotubes embedded within a polymer or metal matrix.
Because atomistic modelling remains prohibitively expensive for large-sized atomic system, contin-
uum mechanics using elastic column or shell models are expected to be particularly useful for the study
of multi-walled carbon nano-tubes. Still, there is clear evidence that the van der Waals forces between
adjacent nano-tubes make a crucial impact on their mechanical behaviour. Thus, the traditional elastic
shell models cannot be applied directly to carbon multi-walled carbon nano-tubes in the presence of the
interlayer van der Waals forces.
Single-walled carbon nano-tubes are known to have a low effective bending stiffness due to their sin-
gle atom-layer structure, therefore the multi-walled carbon nano-tubes may be used instead to improve
it. While, as mentioned, multi-walled carbon nano-tubes are distinguished from traditional elastic shells
by their hollow multilayer structure and the associated van der Waals forces, it is known that the friction
energy barrier between adjacent layers is so low that they may almost freely slide between themselves
and twist with respect to each other. On the other hand, radial displacements between adjacent layers are
actually nonzero, but largely resisted by the interlayer van der Waals forces.
Despite this, almost all the research conducted so far has ignored the interlayer displacements and
treated a multi-walled nano-tube as a single-layered shell with a thickness equal to the difference between
the outermost and the innermost radius. In this way it has been implicitly assumed that the bending stiff-
ness of a multi-walled nano-tube should depend on its total thickness in the same way it does for a
single-layered homogeneous tube. The relevance of this simplified single-shell model does not appear to
have been examined in the literature.
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2. Outline of the methodology used
To study this issue, a double-shell model has been developed recently by the first author for axial buckling
of a free-standing double-walled carbon nano-tube, in which the inner and outer nanotubes are assumed
to freely slide with respect to each other, while their deflections are coupled through the radial van der
Waals interaction. The predicted critical axial strain of a double-walled carbon nano-tube has turned out
to be equal to that of a free-standing single-walled carbon nano-tube of the same radius. This conclusion
is in sharp contrast to the existing single-shell model which predicts that the critical axial strain of a
double-walled carbon nano-tube should double the critical axial strain of a single-walled carbon nano-
tube. These results have clearly demonstrated the crucial effect of interlayer slips on the axial buckling
strain of carbon multi-walled carbon nano-tube.
For the present conference, a multiple-column model will be presented for an infinitesimal axial
buckling of a multi-walled carbon nano-tube embedded in an elastic matrix. In contrast to the existing
models, the present model shall assume that each of the nested concentric tubes makes an individual
elastic column and the deformations of all columns are coupled to each other through the van der Waals
forces. The critical axial strain predicted by the present model will be shown to be much lower than
that predicted by the existing single column model. The drastic decline of the axial buckling strain is
attributed to the interlayer slips between adjacent layers in multi-walled carbon nano-tubes.
Acknowledgement — This work has been conducted as a part of the bilateral Croatian–Slovenian
project Degraded bending and buckling strength of multi-walled carbon nanotubes due to interface
compliance as well as the Croatian Science Foundation project HRZZ-IP-11-2013-1631 Configuration-
dependent approximation in non-linear finite-element analysis of structures.
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For the construction of a deep tunnel reliable estimates of displacements of the tunnel surface and
the loads acting on the support structure are of major interest. Due to the high overburden, large ini-
tial stresses result in large stress changes during excavation accompanied by plastic deformation. For
analyzing the complex mechanical problem of tunnel advance in the rock mass, numerical simulation
methods, e.g. the finite element method, in combination with appropriate constitutive models are valu-
able tools. In this context, modeling of the highly nonlinear mechanical behavior of rock mass and of the
time-dependent nonlinear viscous mechanical behavior of shotcrete plays an important role.
Recently, in [1] a damage plasticity model for intact rock, formulated in the framework of contin-
uum mechanics was proposed. It is based on the damage-plasticity model for concrete, developed by
Grassl and Jirásek [3] and contains the well-known failure criterion of Hoek and Brown [2]. It is able
to represent irreversible deformation, stiffness degradation, strain hardening and strain softening. The
intact rock model requires determination of 8 material parameters and 6 model parameters, which can
be found from laboratory tests on small-scale specimens by means of a parameter identification scheme,
e.g. by employing a combined evolutionary and gradient based optimization algorithm. The capabilities
of the rock model were validated for different types of intact rock, i.e. granite, marble and sandstone,
on the basis of uniaxial and triaxial compression test data. Based on the rock mass classification system
of Hoek-Brown, the intact rock model was extended to model rock mass using the geological strength
index and the disturbance factor [4].
Quasi-brittle materials, such as rock, exhibit strain softening in the post-peak region leading to fail-
ure. It is well known that strain softening is a structural phenomenon. Hence, its description in terms of a
local constitutive model yields mesh dependent results in a finite element simulation. In order to ensure
objective results upon mesh refinement, in the aforementioned rock model [1] the concept of a mesh-
adjusted softening modulus in the spirit of the crack-band theory [5] was adopted. Within this approach,
the softening modulus is computed from the specific mode I fracture energy and the characteristic length
of a finite element and strain localization is assumed to occur in a zone attributed to an integration point.
The regularization scheme, based on the mesh-adjusted softening modulus, is frequently used in engi-
neering applications and available in commercial finite element software packages. It was verified in [1]
by finite element simulations of biaxial compression tests under plane strain conditions. In this bench-
mark test for predicting shear failure of quasi-brittle rock, mesh-objectivity, limited to square-shaped
elements using linear interpolation functions for the displacements and reduced numerical integration
was achieved. In [6], 2D FE simulations of deep tunnel advance using the damage plasticity model for
rock mass and linear elastic time-independent behavior of the shotcrete lining were presented. Consid-
eration of strain softening in the damage plasticity model for rock mass, employing the mesh-adjusted
softening modulus, allows predicting the formation of shear bands due to excavation emanating from
the tunnel surface. The obtained localized deformation zones, depicted in Figure 1 and 2, indicate the
transition of the rock mass from a continuum to a discontinuum, which can be interpreted as a precursor
to failure of the rock mass.
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Figure 1: Predicted shear bands in the rock mass
due to tunnel advance (large degrees of damage
are depicted in black color) taken from [6]
Printed using Abaqus/CAE on: Mon Oct 10 14:50:31 CEST 2016
Figure 2: Predicted localization of deformation of
the rock mass (displacement scale factor of 15)
taken from [6]
However, as demonstrated in [7], the regularization technique, based on the mesh-adjusted soften-
ing modulus, suffers from several shortcomings: (i) the consistent determination of the characteristic
element length remains an open issue and evolving localization zones tend to be aligned with the orien-
tation of the finite element mesh; (ii) the crack band approach is not suitable for higher order elements, as
localization into subdomains of finite elements may occur. Remedy may be sought in more advanced reg-
ularization techniques, for instance based on spatial averaging of the internal softening variable, e.g. [8],
or by incorporating gradients of internal variables into the constitutive model. These approaches prevent
localization of the softening process-zone into an arbitrary small, mesh dependent domain.
In this contribution, an enhanced version of the rock model, proposed in [1], is described and it is
applied to the numerical simulation of deep tunnel advance, adopting the over-nonlocal implicit gradient
approach presented and validated in [9] as localization limiter. This implicit gradient enhancement en-
riches the local constitutive rock model with a nonlocal internal field variable, which is defined by the
solution of a Helmholtz-like partial differential equation over the complete spatial domain. One aim of
the present contribution is to study the performance of the regularization schemes, based on the mesh-
adjusted softening modulus and on the new gradient-enhancement of the constitutive model for rock
mass, in the context of the numerical simulation of tunnel advance with high overburden. A further aim
is to demonstrate the impact of employing an advanced constitutive model for shotcrete for representing
the behavior of the support structure of the tunnel. The respective shotcrete model is able to represent
nonlinear time-dependent material behavior including hardening and softening, as well as material aging,
creep and shrinkage [10].
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The present contribution considers mixed least-squares finite element methods (LSFEMs) for the
computation of overall flow rate quantities of microstructures. The least-squares finite element method
is an established variational approach in constructing finite element formulations. It provides some the-
oretical benefits compared to the well-known mixed Galerkin method, since the LSFEM is not restricted
to the LBB-condition, such that a free choice of the polynomial degree of the interpolating functions is
possible in general. Besides, the LSFEM offers a wide range of approaches based on different solution
variables, since they can be included directly in the variational formulation. Furthermore, the LSFEM
results e.g. in formulations for first order systems and is applied successfully especially in fluid mechan-
ics. The construction of the finite elements leads to positive definite and symmetric system matrices,
also for differential equations with non self-adjoint operators, see e.g. [1]. The resulting systems offer
a robust convergence behavior for a certain choice of iterative solvers, compare to [5] for instance. A
further convenient benefit is the availability of an a posteriori error estimator without additional costs,
which can be used in adaptive meshing strategies.
In this contribution both a fluid and a solid formulation are investigated with respect to accuracy
and efficiency regarding regular and adaptive mesh refinement for different boundary value problems
at first glance. In the fluid regime the well-known stress-velocity-pressure formulation,see [2], is the
basis for a div-grad least-squares formulation in terms of stresses and velocities (SV). Advantage of the
SV formulation is a smaller size of the system matrices due to a reduction of the degrees of freedom.
The LSFEM bases on the incompressible stationary Navier-Stokes equations consisting of the balance
of momentum and the continuity equations. Therefore, the Cauchy stress tensor σ is introduced as an
additional variable to the system of equations. The fluid SV formulation, a so-called overconstrained
stress-velocity formulation is derived based on the findings [6]. Here, a redundant residual is added to
the functional but without additional variables to strengthen specific physical relations, similar to [7].
The residuals are given by
R1 := divσ−ρ∇vv = 0, R2 := devσ−2ρν∇sv = 0 and R3 := divv = 0. (1)
The related overconstrained two-field functional reads then






















with appropriate physically motivated weightings. The SV formulation is verified for the regularized
lid-driven cavity problem comparing to the reference solution and solution of the SVP formulation.
Furthermore, microstructural quantities are computed for complex problems.
The description of the solid domain is based on the linear elasticity material model at small strains
with the balance of momentum and a constitutive relation in residual form as
R1 := divσ+ f−ρa = 0, R2 := C−1σ−∇su = 0, (3)
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with σ denoting the Cauchy stresses, f denoting a body force, u denoting the displacements, a =
∂2u
∂t2
denoting the acceleration, and the constitutive law for linear elasticity with the fourth order constitutive





||ω1(divσ+ f−ρa)||2L(Ω) + ||ω2(C−1σ−∇su)||2L(Ω)
)
, (4)
with the weighting factors ω1 and ω2 chosen appropriately according to the employed time discretization
method, see [4]. This formulation requires a suitable time discretization scheme in order to obtain a
description of the displacements u and accelerations a in terms of the velocities v. In this contribution
the Houbolt scheme is employed.
The idea of the least-squares FEM based fluid-structure interaction scheme is the solution of the full
problem consisting of both domains in one triangulation at the same time. Therefore, both regimes are
described by the same interpolation quantities. The general idea on this was firstly annotated in [3]. The
coupling conditions are fulfilled automatically within the fluid-structure interaction setup:
σ f n = σs n on Γi f and v f = vs on Γi f ,





Γi f Γi f
Figure 1: Coupling conditions on the interface Γi f of a fluid and a solid finite element
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1. Introduction
Cardiovascular diseases are among the most common causes of death in the world. Computational
modelling in combination with medical imaging techniques, mechanical tissue testing, as well as cell and
molecular biological analysis has the potential to help better understanding the underlying physiological
mechanisms of heart failure and guide decision making in finding patient-specific treatment options in
the future.
Computational models, however, need to be realistic enough to accurately describe the highly hetero-
geneous and non-uniform myocardial material composition [1], its anisotropic mechanical properties, the
electro-mechanical interaction during muscle contraction and other biological effects, such as residual
stresses and remodelling processes.
In this contribution we want to focus on the passive response of the myocardium which is very
compliant exhibiting large strains, in particular, while the heart is contracting and twisting to eject oxy-
genated blood into the circulatory system during the systolic phase of the heart cycle. In the past it has
been discovered that the initially crimped and coiled collagen fibres straighten during passive filling [2]
and that loosely interconnected sheets are able to slide over one another [3]. In contrast to classical mod-
els of phenomenological nature [4], this work proposes a micromorphic continuum-based formulation
which features extra degrees of freedom and corresponding strain and stress measures. The approach
can therefore account for the hierarchical fibrous characteristics of the myocardium which are associ-
ated with micro-structural deformation of muscle-fibre bundles as well as their motion relative to the
bulk material. As such, the assumed hyperelastic material behaviour of myocardial tissue is represented
by a non-linear strain energy function which includes contributions linked to the bulk material repre-
senting the cytoskeleton and the micromorphic-fibre continuum emulating the micro-kinematics of the
interwoven muscle-fibre bundles.
A computational case study illustrates the approach simulating the biomechanics of a patient-specific
left ventricle during diastolic filling.
2. Micromorphic-fibre continuum theory
A generalized continuum space G can be defined through the Cartesian product of a macro-space B and
a micro-space S , i.e. G = B × S . The curvilinear coordinates are denoted with ϑk on the macro and ζ
on the micro level, respectively.
Following the approach of [5] a micromorphic placement vector is formulated in terms of a quadratic
ansatz
x̃ = x(ϑk, t) + ζ
(
1 + ζχ(ϑk, t)
)
a(ϑk, ζ, t) . (1)
where χ is an additional degree of freedom which scales the micro-deformation ensuring full-rank higher-
order strain contributions. It holds χ(t = 0) = 0. The orientation of the micro-space S is specified in
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its undeformed configuration by the micro-director A(0)(ϑk, ζ) which is updated to a = A(0) + w in
the deformed configuration where vector w implies three more additional degrees of freedom. The










a + ζ a,ζ + 2ζ χa + ζ2χa,ζ
)
a⊗ Iζ ,
with G̃k = ∂X̃∂ϑk and Iζ =
∂X̃
∂ζ and the contravariant equivalents of G̃
k and Iζ , respectively. Neglecting
higher order terms in ζ we obtain the micromorphic right Cauchy-Green tensor C̃ = F̃T F̃ which can be
decomposed into a lower-order part and a higher-order part, the latter introducing the scale-dependent
deformation via the micro-coordinate ζ:
C̃ = C̃(i) = C(i) + ζK(i) , i = 0,1,2 with (2)
C̃(0) = [x,k ·x,l︸ ︷︷ ︸
C(0)
+ζ (a,k ·x,l+x,k ·a,l )︸ ︷︷ ︸
K(0)
] G̃k ⊗ G̃l , (3)
C̃(1) = [x,k ·a︸ ︷︷ ︸
C(1)




G̃k ⊗ Iζ + Iζ ⊗ G̃k
)
,
C̃(2) = [a · a︸︷︷︸
C(2)
+ζ (2 a · a,ζ + 4χa · a)︸ ︷︷ ︸
K(2)
] Iζ ⊗ Iζ .
Generally, the loading applied to the heart causes deformation of its bulk material activating both, the
displacement field u and the extra fields w and χ, respectively. Their evolution has to be coupled in
a suitable constitutive law depending on the different parts of the micromorphic right Cauchy-Green
deformation tensor.
The scale-dependency of the micromorphic kinematics is controlled by the characteristic length l
defining the co-ordinate space of S as ζ ∈ [− l2 , l2 ].
3. Constitutive modelling of micromorphic myocardium












where i = 0,1,2 and (•)0 refers to the unloaded configuration. It is meaningful to formulate a strain












capable to capture the characteristic strain stiffening of biological soft tissues where Qm is cast into
an exponential function such that for larger strains the response of the bulk material Qm dominates the
material behaviour, i.e. when the collagen fibres are straightened and their stiffness is activated. A and
B are stress-scaling parameters. The magnitude of the material constants used in formulating Qf , that is
the response of the fibres embedded in the collagen network, has to be considerably larger than the values
for A and B associated with Qm, as Qf is assumed to be dominant for small strains. In order to capture
the orthotropic material behaviour with respect to the bulk material including non-local scale-dependent






































where Mf , Ms and Mn are the structural tensors referring to the fibre (Vf ), sheet (Vs) and sheet normal
direction (Vn) which span an orthonormal basis in the reference configuration and characterize the non-
uniform anisotropic material composition of myocardial tissue. bi, i = 1,6 are the associated material
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constants. The constitutive response of the fibre interacting with the bulk material and the fibre itself is
given by
Qf = c1[tr(Ẽ(1))]2 + c2 tr[(Ẽ(1))2] + d1[tr(Ẽ(2))]2 (7)
where the directional dependency of the material behaviour on micro-level has been already introduced
on kinematics level formulating Ẽ(1) and Ẽ(2) with respect to the basis vector Iζ = Vf = A(0). In par-
ticular, the choice to define the undeformed director A(0) as collinear with Vf ensures that the additional
degrees of freedom w and χ, respectively, describe the motion of the fibre within the constraining cy-








: δẼ(i)dSdV + Wext = 0 . (8)
It separately accounts for the internal powers referring to the three different micromorphic strain mea-
sures. S̃(0) accounts for the bulk material response, S̃(1) addresses the material response linked with the
relative deformation between muscle fibre bundles and bulk material, and S̃(2) refers to the deformation
of the muscle fibre bundles themselves.
4. Case study of a patient-specific heart
The micromorphic cardiac mechanics model developed in the previous section is now applied to finite
element modelling to conduct a patient-specific study making use of cardiac magnetic resonance (CMR)
scans provided for this investigation by the Cape Universities Body Imaging Centre (CUBIC) and the
segmentation software, Simpleware, together with its +NURBS module. The obtained anatomical model
of the heart’s left ventricle (LV) is meshed with 2068 tetrahedral elements as shown in Fig. 1a).
Figure 1: a) Anatomical model of a human LV meshed with tetrahedral elements; b) Boundary and
material conditions; c) Cardiac fibre distribution.
Figure 2: Deformed configuration of the left-ventricular heart model at the end of diastolic filling phase
depicting the effective strain field Eeff =
√
2
3 E(0) : E(0).
The longitudinal displacement at the entire top surface of the LV, its base, is fixed. The epi-cardial
surface at the base is additionally fixed in circumferential direction prohibiting rotation about the longi-
tudinal axis as illustrated in Fig. 1b). The fibre orientation distribution and the two associated cross-fibre
3
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directions depicted in Fig. 1c) are found using an algorithm developed in [6] and combining it with
moving least square (MLS)-based approximations to interpolate fibre orientation throughout the LV.
Here, we only look at the diastolic filling stage where the ventricle is subjected to an increasing
cavity pressure which is incrementally applied to the endo-cardial surface via a surface traction boundary
condition. The strain energy function in Eq. (5) is fitted to shear experiments performed in [7] via inverse
analysis coupled with the Levenberg-Marquardt algorithm [8] resulting in the calibrated parameters listed
in Tab. 1.
Table 1: Material coefficients of micromorphic tissue model:
A B b1 b2 b3 b4 b5 b6 c1 c2 d1 l
7.475 10.451 7.432 1.857 1.056 0.182 0.296 0.226 5× 104 7.2× 104 1× 107 1× 10−4
With the micromorphic LV heart model calibrated and the pressure at the end of diastolic filling
assumed as p(LV ) = 1.5 kPa, Fig. 2 illustrates the corresponding effective strain distribution on the de-
formed configuration.
5. Conclusion
In summary, a micromorphic-fibre continuum theory has been developed to separately account for the
bulk material response of myocardial tissue as well as relative deformation phenomena of its fibrous
constituents. It has been shown that the micromorphic material formulation is adjustable to reproduce
shear experiments of heart muscle tissue. An anatomical patient-specific model of the left ventricle has
been created and the micromorphic cardiac tissue model has been applied to simulate its biomechanics
during the diastolic filling phase of the heart.
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     Identification of failure mechanisms and behaviour of reduced scale reinforced earth walls under 
footing pressure have been increasingly investigated in recent period. Numerical and physical modeling 
are introduced in research to generate data related to the interaction of particular components of these 
walls. However, certain assumptions must be made regarding the choice of parameters of numerical 
model while physical modeling often includes boundary conditions that can be different from full scale 
walls. One of the boundary conditions different from full scale walls is sidewalls friction that can be 
reduced by applying silicone grease before wall construction. Since model walls are often made with 
transparent glass sides, lubrication of inner surfaces of side walls reduces its transparency and disables 
observation by advanced monitoring techniques (digital camera). The influence of sidewall friction was 
investigated by 3D numerical analysis in this study. The results indicate that sidewall friction is not a 
decisive factor that governs behavior and failure mechanism of model walls. 
 




Understanding of soil reinforcement interaction mechanisms can be significantly improved by observing 
displacement field of reinforced earth walls surcharged at the top. Examples of physical analyses of 
reduced scale walls can be found in works of Schlosser and Long (1974), Wong and Broms (1994), 
Simonini and Gottardi (2003), Anubhav and Basudhar (2014), Xiao et al. (2016), Jacobs et al. (2016).  
Table 1. Characteristics of selected reinforced earth model walls 









60.0  120.0 40.0 Low friction glass 
Anubhav and 
Basudhar (2014) 
45.0 71.0 55.0 Thin transparent film 
attached to perspex sheet 
Xiao et al. (2016) 36.0 72.0 40.0 Low friction glass 
Jacobs et al. (2016) 100.0 100.0 45.0 Low friction glass 
Table 1 gives an overview of wall dimensions and sidewall conditions used in some of the mentioned 
studies. As illustrated, most of physical models were performed with transparent sidewalls. Since the 
transparency of front sidewall is very important for monitoring, it is generally not possible to apply 
grease at the inner sidewall surface. Wu et al. (2016) stated that side wall friction cannot be eliminated 
without appropriate lubrication technique. Consequently, model tests performed with direct sand - glass 
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contact could be inappropriate for plane strain condition simulation. This paper investigates the 




The geometry of box and instrumented small scale wall used for verification of 3D numerical model is 
shown in Figure 1. The wall was built in a box with inside dimensions of 1.3 m (length), 0.5 m (width) 
and 0.8 m (height). Transparent sidewall is made of 5.1 cm thick glass, while thin 3.0 mm glass is glued 
to the opposite stiff wooden wall side in order to enable same, low friction characteristics at the interface. 
Sidewall surfaces were not lubricated since transparency was requested for digital image collection 
during footing pressure application. Details of physical model wall construction and monitoring details 
are not reported here.  
           
Figure 1. a) Box dimensions and b) wall geometry 
 
Numerical model  
 
3D numerical model (Figure 2) was composed by using Plaxis 3D finite element program (Brinkgreve, 
R.B.J, 2002). The details of numerical model are described for particular components which include: 
boundary conditions, backfill, reinforcement, facing-facing interface, facing-sand interface, soil-
reinforcement interface, footing plate, construction phases and loading program. Special attention was 
given to side wall interface parameters. Namely, direct use of interface strength reduction by applying 
reduction factor value (Ri < 1) to backfill, significantly reduces 
the normal stiffness of zero thickness element (see Brinkgreve 
2002 and Skejić, 2012). This can result with displacements 
perpendicular to sidewall surface greater than zero. In order to 
prevent this, additional material with high stiffness and small 
strength is introduced for defining side wall sand interface. The 
parameters of this material are given in Table 2 along with other 
model parameters.  
Backfill sand soil is modeled by Hardening soil constitutive 
model (Schanz et al. 1999). Strength and stiffness parameters 
are determined in accordance with conventional laboratory tests. 
The Poisson ratio and empirical m coefficient are adopted 
according to suggested values given by Benz (2007). 
The reinforcement (metal grid) is modelled as linear elastic ideally plastic material. Reinforcement 
stiffness is defined as ratio of force per unit width at 50% of ultimate strength (Fult) and appropriate axial 
deformation measured during in-air tensile test (EA = 1277 kN/m and Fult = 7,7 kN/m). Soil-
reinforcement interface for reinforcement type B (small aperture size) is modeled as perfect bond with 
the same strength of interface as backfill. This approach is considered appropriate for grid 











































































Table 2. Parameters of numerical model components 




Sand glass interface 
Mohr Coulomb 
Unit weight, γd [kN/m3] 16.0 6.0 16.0 
Internal friction angle, φ [˚] 46.0 - 1.0 
cohesion, c [kN/m2] 1.0 - 0.1 
Dilatancy angle, ψ [˚] 8.0 - 0.0 
pref [kPa] 100.0 - - 
E50,ref [kPa] 17 000 1.1e7 50 000 
Eoed,ref [kPa] 14 820 - - 
Eur [kPa] 96 000 - - 
K0 [-] 0.281 - - 
m [-] 0.5 - - 
Poisson ratio ν(ur) [-] 0.2 0.2 0.4 
 
Facing blocks made of wood (thickness 1.8 cm) were modeled as linear elastic solid elements (Table 2). 
Facing block - block interface strength is determined by simple sliding test between wooden plates. The 
angle between two wooden plates is incrementally increased until sliding occurred. Angle at sliding is 
measured as φ = 23.0º, what defines the strength of this interface for numerical modeling. 
An independent shear test for defining sand - wooden plate shear strength was not performed here, since 
this value do not influence the results significantly. Backfill-facing block interface is modeled with 
constant value of strength reduction coefficient (Ri=0.8), since similar value was suggested by Acar et 
al. (1982) for wood - quartz sand interface. 
Construction phases are simplified to only one phase without modeling formwork. 
According to model test setup, surcharge load is applied as uniform load at steel plate (2.0 cm thick, unit 
weight, γ = 78.5 kN/m3, Young's modulus, Eref = 2e8 kPa and Poisson ratio, ν = 0.15). The load is applied 
according to physical model test wall. It is incrementally increased to pressure that results with ultimate 
tensile load in reinforcement, since the reinforcement model is not capable of simulating strain softening 
in tension.  
Investigation program 
Influence of sidewall friction was analyzed from two different points of view. The first considers footing 
pressure (q) vs. settlements curve (Δy) and the second relates the values of maximum tension forces in 
reinforcements (Fx) for different footing pressures (q). Values of side wall friction were selected in the 
range of δ = 1º do 10º, that are considered as lower and upper limit of dense sand vs. glass friction at 
normal pressures for model walls conditions (Tatsuoka and Haibara, 1985). 3D model with sidewall 
friction of δ = 1º  was compared with 2D plane strain model and matching of the results was confirmed.  
Results and Discussion 
 
Results of 3D numerical simulations are given in Figure 3. Results indicate that the influence of sidewall 
friction is not significant for mobilization of backfill and reinforcement resistance. However, slightly 
lower values of tension forces and settlements are predicted for higher friction values of sand glass 
interface for the same footing pressure. 
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Figure 3. Influence of sidewall friction on the results of 3D numerical simulation: a) Load settlement 
curve; b) axial load in reinforcement for 200 kPa footing pressure c) axial load in reinforcement for 
ultimate footing pressure (260 kPa). 
Conclusion 
 
Comparison of 2D and 3D analysis indicates that the same results can be achieved by matching the 
boundary conditions of models if interface parameters are correctly selected. It is found that the glass 
sidewall - sand friction does not influence the ultimate bearing resistance and reinforcement tension 
forces significantly.  
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SOLVING SOLID AND FLUID MECHANICS PROBLEMS WITH CLOUD COMPUTING 








     Developing highly specialized engineering applications is a challenging task. This general rule 
applies also to the development of applications for experimentation with solid and fluid dynamics 
problems [1]. The development and engineering of such applications requires a lot of expert 
knowledge and know-how. Due to the complexity, various university research groups and engineering 
companies have to invest a great amount of resources in their development. However, these 
applications are not developed and engineered according to the latest standards in software 
engineering and advanced Cloud computing, which leads to: reduced availability of the solutions (they 
are not provided as services over the Web), reduced elasticity when it is necessary to solve problems 
of different sizes, very long software development and engineering life-cycle, reduced interoperability 
of the solutions, and similar aspects. It would be highly beneficial if such applications could be 
developed according to latest principles of component based software engineering, so that they can be 
used as elastic services over the Web [2]. Cloud computing can be used to address various 
computational, memory and networking requirements, for which fine-tailored and elastic computing 
infrastructure is needed. 
     The goal of the present work is to introduce recent developments in the domains of software 
engineering and advanced Cloud computing. This includes the European research and innovation 
projects mOSAIC [3-5], SWITCH [5] and ENTICE [6].  
     The mOSAIC project developed a software engineering approach to address the overall life-cycle 
of Cloud applications and make them elastically scale across multiple Clouds. This provided various 
benefits to the developers, such as the avoidance of the vendor lock-in problem. For solid and fluid 
mechanics problems, the project investigated new ways to engineer such applications so that they can 
address requirements of computational elasticity, such as horizontal and vertical scaling, and making 
them available as services over the Web. Converting such applications into Web services, however, 
isn’t a straightforward process, because they’re usually resource-intensive and originally developed for 
desktop computers or local clusters requiring special environmental settings and libraries to execute. 
With the development of Cloud computing technologies, access to Infrastructures-as-a-Service (IaaS) 
used to acquire the necessary resources (processors, storage) for engineering and scientific 
applications and Platforms-as-a-Service (PaaS) used for new application development is becoming 
more feasible than ever. Such services promise to increase the availability of engineering software 
over the Web, along with improvements of its elasticity and fault tolerance properties. There are, 
however, still various problems preventing the take-up of IaaS and PaaS offers in the engineering 
disciplines. At the moment, porting engineering applications to the Cloud is a demanding process 
usually reserved for Cloud computing experts, while those not as familiar with Cloud computing are 
left out of the equation. We conducted experiments by porting an existing application for analysis of 
structures under static loading to the Cloud and analyzed the needed efforts, which must be as minimal 
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as possible, so that engineers can follow the solution and provide their own applications over the Web 
[5]. We further investigated the possibilities of achieving speedup of such applications by taking 
advantage of the Cloud environment. The new Cloud application benefits from Web availability, 
elasticity, and fault tolerance, while being independent from the IaaS provider. 
     New technologies for Cloud computing make use of both containers [6] and Virtual Machines [7].  
VM-based virtualization is achieved through the use of a hypervisor. The hypervisor emulates 
machine hardware and then instantiates other virtual machines (VMs) along with guest operating 
systems (Guest OSs) on top of that hardware. This means it provides the environment that creates, 
manages and runs VMs. Each VM instance has a set of its own libraries and software components, and 
operates within the emulated environment provided by the hypervisor. Container based technologies 
on the other hand are more lightweight and allow for more elastic scaling of resources, vertically and 
horizontally, as well as quick deployment of processes (within seconds) in the designated Cloud. In 
the following we explain the focuses of the two ongoing projects SWITCH – which addresses the 
needs of time-critical Cloud applications and ENTICE – which deals with the optimal storage and 
distribution of containers and Virtual Machines.   
     The project SWITCH (Software Workbench for Interactive, Time Critical and Highly self-adaptive 
Cloud applications) addresses the urgent industrial need for developing and executing time critical 
applications in Clouds. Time critical applications such as disaster early warning can only realise their 
expected business value when they meet critical requirements for performance and user experience. 
The very high requirements on network and computing services, particularly for well-tuned software 
architecture with sophisticated data communication optimisation, mean that development of such time 
critical applications is often customised to dedicated infrastructure, and system performance is difficult 
to maintain when infrastructure changes. This weakness in the existing architecture and software tools 
yields very high development cost, and makes it difficult fully to utilize the virtualised, programmable 
services provided by networked Clouds to improve system productivity. SWITCH aims at improving 
the existing development and execution model of time critical applications by introducing a novel 
conceptual model (application infrastructure co-programming and control model), in which application 
QoS/QoE, together with the programmability and controllability of the Cloud environments, can all be 
included in the complete lifecycle of applications. Based on this conceptual model, SWITCH provides 
an interactive environment for developing applications and controlling their execution, a real-time 
infrastructure planner for deploying applications in Clouds, and an autonomous system adaptation 
platform for monitoring and adapting system behaviour. All this can be used also to reduce makespan 
in the execution of distributed (solid and fluid dynamics) engineering applications.   
     The project ENTICE (dEcentralized repositories for traNsparent and efficienT vIrtual maChine 
opErations) deals only with the storage and distribution of images of containers and Virtual Machines 
(VMs). Virtualization is a key enabler of Cloud computing that allows to run multiple virtual machines 
(VM) with their own software environment and applications on top of physical hardware with the 
promise to increase efficient usage of hardware resources at lower cost and increased elasticity. 
Typically VMs are created using provider-specific templates (so called VM images) that are stored in 
proprietary repositories which leads to provider lock-in and hinder portability or simultaneous use of 
multiple federated Clouds. Optimization at the level of the VM images is needed both by the Cloud 
applications as well as by the underlying Cloud providers for improved resource usage, speed, 
elasticity, redundancy, fault tolerance and other much desired Quality of Service (QoS)-related 
features. An interesting use case studied by the ENTICE project is an earth observation scenario 
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We present a numerical and computational framework of an optimal control method whose aim is the
prevention of a traffic breakdown by applying variable speed limits (VSLs). Optimal control theory is
concerned with determining the appropriate control policies that lead to the solution of a given dynamic
system for which a certain optimality criterion is achieved. In our case, the system describes the the
traffic flow dynamics, the optimality criterion is formulated in terms of total traveled time, whereas the
control policy is given by the appropriate combinations of VSLs.
We use the continuum flow model that was developed in analogy to fluid dynamics. In general, such
models originate on the conservation of vehicles, therefore they are also known as conservation laws.








where u represents an k-dimensional vector of macroscopic quantities (i.e. quantities describing the
aggregated properties of traffic flow without distinction of individual vehicles, such as density, speed,
or flow), whereas f(u) and g(u) represent two k-dimensional vector functions. Here k is the dimen-
sion of continuum flow model. In general, continuum traffic flow models can be divided between
equilibrium, which are normally one-dimensional, and non-equilibrium models, which are mostly two-
dimensional. While equilibrium models are in general simpler and less computationally demanding, only
non-equilibrium models enable description of some desirable phenomena such as capacity drop, stop-
and-go waves etc., therefore in general, a system of partial differential equations should be considered.
We used a three-phase non-equilibrium model proposed in [4].
Dynamical system (1) is accompanied with suitable boundary and initial conditions to describe real
traffic on the road section under consideration. The qualitative nature of future behavior of the traffic
state should not dependent on the initial conditions, therefore the initial conditions are prescribed in
the free flow. At the downstream boundary, homogeneous Neumann boundary condition are applied,
meaning that the traffic state at the downstream boundary remains unchanged. The boundary condition
that addresses given values at the boundary is the Dirichlet boundary condition, given by the predicted
value at the start point of the highway section under consideration. However, more careful consideration
is needed to the boundary conditions in order to avoid predetermination of the system in some special
cases, where the solution affects the conditions outside boundaries. This can be achieved by dynamically
switching between Neumann and Dirichlet boundary condition on the upstream boundary. Additionally,
the effect of the prescribed VSL on the behavior of traffic flow was implemented in the corresponding
traffic flow model to analyze the possible solutions of optimal control problem.
With appropriate modeling, a bottleneck can be considered, i.e., a part of road section with local-
ized decreased capacity, for example lane-drop, highway merging and weaving locations, tunnels, etc.
Bottlenecks represent the locations, where traffic breakdown typically occurs in the form of upstream
propagating stop-and-go waves. The main aim of the presented research was to develop a control mech-
anism for preventing such traffic breakdown.
The dynamical system of the form (1) is usually highly nonlinear and describes complex behavior of
1
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traffic that is unstable, consists of shocks, and is numerically demanding. In the proposed method, the
solution of the system is found by using a second-order accurate MUSCL-type (Monotonic Upstream-
Centered Scheme for Conservation Laws) finite volume method in combination with a two stage Runge-
Kutta scheme, see [1] and [3]. In the basic scheme a fixed time stepsize is used. We use different
time-steps and control their sizes by a Courant-Friedrichs-Lewy-condition [2], so a shorter stepsize is
used only when necessary.
The complexity of the dynamical system under consideration poses an additional difficulty for the
optimal control problem, where merely proving the existence of an optimal solution is a difficult task
[3]. Therefore the proposed method consists of a combination of a numerical method and computational
procedures. The core of the proposed method is the differential evolution (DE) algorithm, proposed
in [6] to handle such an expanded optimal control problem. DE is a technique, suitable for numerical
optimization problems, which is iteratively trying to find a better element of the population through the
reproduction process (crossover and mutation) and the selection process, with regard to a cost function.
Note that the cost function in DE is the same as the optimality criterion in the formulation of the optimal
control problem.
For the cost function we have chosen to consider the differences between the actual traffic density
ρ(x, t) and optimal density ρopt , penalizing only densities higher than the optimal. Here, the optimal
density can be interpreted as the density we wish not to exceed, for example the critical density at which





0 (ρ(x, t)−ρopt) dxdy, if ρ(x, t)> ρopt ,
0, otherwise,
(2)
where L denotes the length of the road section and T the length of the time interval. We have shown in [5]
that the proposed cost functional, combined by a simple form of conservation law (1), is quasi-Lipschitz
continuous as a function of VSLs, meaning it enables stable computations in discretized environment.
Therefore it can be rewritten in a suitable numerical form, omitting the size of the cell as: We have also
shown in [5] that the proposed cost function can be directly linked to the total time spent in the congested
regime.
The method presented iteratively explores the solution space based on the differential evolution algo-
rithm, where the cost function (2) requires the solution of the (1), which is found by the aforementioned
MUSCL-type finite volume method. The code is written in MATLAB version 7.14 (R2012a, The Math-
works, Inc., Natick, MA) and enables multi-core optimization.
The result of the proposed method is the set of VSL in discrete points in time and space, that is on
location of variable speed limit signs and in appropriate time intervals. Moreover, additional constraints
of VSLs control mechanism, for example limitation of VSL change both in successive time interval
and in successive location, which are needed to ensure traffic safety, can be easily applied and are even
beneficiary for the computation speed.
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In engineering practice structures in direct contact with fluid, for example: off shore structures, 
water tanks (reservoirs), water towers, dams, pipelines, etc, are very common. Some of those 
structures are shown in Figure 1.  
 
Off-shore structure Water tank Underwater tunnel Dam 
Figure 1: Examples of structures in direct contact with fluid 
If we want to comprehend the real behavior of those structures, we have to develop numerical 
models which can describe behavior of this complex system and interaction between physically 
different media: fluid (accumulation), structure itself and surrounding soil. Under dynamic (seismic) 
conditions this problem emphasized, and it is commonly referred to as a Fluid-structure interaction 
(FSI, or a coupled, or a multi-field) problem [1]. A coupled (multi field) problem is always time 
dependent and the state of one field is continuously linked to the state of the other field and neither 
field can be solved independently from the other.  
Combining the SPH (Smooth Particle Hydrodynamics) method for the fluid simulation and the 
standard FEM (Finite Element Method) for the structure simulation, we have developed robust 
numerical model for the simulation of fluid-structure coupled problems. The developed model is 
primarily intended to simulate the fluid-structure dynamic interaction in seismic conditions of civil 
engineering structures. The model is based on the so called “partition scheme” in which the equations 
describing the displacement of the structure and the fluid’s pressures are solved separately, with two 
distinct solvers. The simulated structure can be made from reinforced concrete or steel and can be 
simulated with shell or 3D elements. The model includes the most important nonlinear effects of 
reinforced concrete behavior: opening and propagation of cracks in tension (with tensile and shear 
stiffness of cracked concrete) and yielding in compression, as well as nonlinear behavior of the 
structural steel: yielding in compression and tensio . The most important nonlinear effects of the fluid 
can also be simulated, like fluid viscosity, turbulence and cavitation.  
The models and the software developed for the fluid are based on the SPH method [2-4]. The 
original SPH model/software was taken from [5] and upgraded with an arbitrary domain shape and an 
arbitrary type of external excitation. 
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The models and the software developed for the structure are based on the finite elements method 
(FEM) for the spatial discretization and the finite differences method for the time discretization of the
system [6-8].  
Numerical solution of the FSI problem, as we mentioned above, are based on the partitioned 
scheme where individual fields are solved independently by considering the interaction information 
transfer between them at every stage of the solution pr cess. This approach allows the usage of 
ordinary schemes of solutions and appropriate mathematical/physical models for separate fields (the 
structure and the fluid) with the inclusion of minor modifications for the influence of interactions. 
However, those two softwares have to mutually communicate, and exchange information. 
First step in numerical analysis is to determine fluid 
pressures on structure for an initial state (steady state). In 
some cases that are hydrostatic pressures and in some 
cases initial pressures are equal to zero. Then, solving of 
dynamic equation for structure is following, where fluids’ 
pressures represent additional forces on structure.  
After determining the displacement of the structure, 
calculation domain (borders) of fluid is reconfigured.  
For the particles close to the border which is 
reconfigured it is necessary to re-determine the density and 
pressure. This procedure is effective only for small 
deflections of the structure, so the time-step analysis 
should be set so that displacements are really small (less 
than one tenth of the initial fluid particle spacing). 
Flow chart of the solution scheme is given in Fig. 2. 
 
 
Figure 2: Solution scheme for the fluid-
structure coupled problem analysis 
The developed numerical model for FSI problems represent powerful tool for ascertain real 
behavior of structures which are influenced and in irect contact with fluid. Developed software can 
simulate the most important nonlinear behavior of structures, as well as nonlinear behavior of fluid. 
However, the model itself has a lot of issues that need to be further investigated. Especially, when 
structure has large deformation and impulsive loadings, particle usually become highly disordered and 
obtained results may not always beaccurate, not to mention that large deformations with material 
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Abstract
In this paper we develop the adaptive cross approximation accelerated boundary element method
for the solution of the velocity-vorticity formulation of the Navier-Stokes equation. Incompressible
and Newtonian fluid flow is considered. We focus on the solution of the kinematics equation for the
solution of boundary vorticity values. The developed methodology is tested on the Arnold-Beltramy-
Childeres flow in a 3D setting. The purpose of developing the adaptive cross approximation method is
to reduce the storage and computational time requirements of the original boundary element method
and thus enabling simulation of more complex phenomena. Application of the cross approximation
with the H matrix structure can reduce the computational demand from O(n2) to O(n logn).
1. Introduction
The boundary element method [1] solves partial differential equations by discretization of only the
boundary of the problem domain. Since domain nodes are not needed, this reduces the number of un-
knowns. The main drawback of the method is that its discretization procedure leads to full systems of
linear equations and as such the computational cost and storage requirement scale with the square of the
number of unknowns. To remedy this issue, fast boundary element methods have been introduced, which
relay on approximations of the integral matrices. The fast multiple method [2], wavelet transforms [3, 4]
and cross approximation (CA) [5, 6] are some of these techniques. The application of fast techniques
leads to a reduction of computational cost from O(n2) to O(n logn) [7]. Several variants of cross ap-
proximations exists, adaptive, collocation, Galerkin, hierarchical matrix based, [8]. The advantage of the
algebraic cross approximation is that it does not need to change the kernel function with a degenerated
expansion, and thus implementation into existing methods is straightforward.
In this paper we accelerate a boundary element method based fluid and heat transfer solver [9] by
introducing the cross approximation. Velocity-vorticity formulation of Navier-Stokes equations for in-
compressible flow is considered. We develop cross approximation accelerated BEM algorithm for the
solution of the kinematics equation for the estimation of boundary vorticity values. In this paper we
used algebraic cross approximation with full pivoting on the whole matrices and applied to a hierarchical
matrix structure.
1.1. CA-BEM for boundary vorticity
To write the kinematic equation we introduce the curl operator in to the velocity-vorticity formulation
of Navier-Stokes equations in the following manner: ~∇×~ω = ~∇× (~∇×~v) [9]. Taking into account the
continuity equation for incompressible viscous flow ~∇ ·~v, we can write,
∇2~v +~∇×~ω = 0. (1)
Let us denote the problem domain by Ω and its boundary as Γ. Considering the fundamental solution














where ~r is the field point and ~ξ is the source (collocation) point. To write the discrete form of this
equation we divide the domain Ω and boundary Γ into elements Ωi and Γi. After collocating for the
nodes at the boundary, we obtain a full system of linear equations. Further manipulation using a normal
vector is necessary, to obtain a non-singular system of equations, which can be used to solve for boundary
vorticity (see [9]). The discretization procedure of the right hand side of equation (2) produces matrices
which are full and of the size N×M, where N is the number of boundary nodes and M the number of
domain nodes. We approximate these matrices by the cross approximation method.
1.2. H-matrix and cross approximation
In order to write a full BEM matrix into a hierarchical H format, we first define domain and boundary
cluster trees, where nodes and elements are grouped into clusters based on their location in the problem
domain. To do this, we employ a the bounding box method [10]. Let us denote the domain tree with TI
and a tree based on the boundary nodes as TJ . We build a combined boundary-domain block cluster tree
TI ×TJ by combining clusters of both trees. The finished block cluster tree determines the size of each
matrix in the H-structure. By applying an admissibility condition [5], we determine which matrix parts
are admissible and which are not. The matrices that are admissible can be written into the RK-form [7]
using the cross approximation algorithm [5, 10] in the following manner:
G̃|r(n̂+m̂) = ABT , A ∈ Rn̂×r̂, B ∈ Rr̂×m̂, (2)
where A and B are small matrices which are used to approximate a part of the full matrix. The cross
approximation algorithm with full pivoting first determines the maximum element in the matrix. Sec-
ondly, a cross is build around the chosen element, which yields vectors ar+1 and br+1. r is the number of
columns in a vector and the number of rows in b and defines the approximation quality in G̃. The vectors
ar+1 and br+1 are the building blocks of the matrix A and BT . Bebendorf [5] proposes a stopping criteria
ε, that determines the rank r of the approximated matrix. In this paper we use a different approach. We
introduce a parameter α, which defines the approximation quality as r = α · k, where k is the rank of
matrix Gn×m. Based on r, we can estimate ϕ, which is the ratio between the number of elements in the
approximated matrix (admissible and inadmissible parts) and the original matrix:
ϕ =
∑i n̂i · m̂i + ∑ j r j(n̂ j + m̂ j)
N ·M (3)
2. Numerical model
In order to test and validate the developed cross approximation accelerated flow solver, we simulated
the 3D Arnold-Beltramy-Childeres (ABC) flow [11]. Solution was sought on a unit cube using uniform
computational meshes with 173 and 413 nodes. We focused on the boundary vorticity values calculated
analytically, numerically without cross approximation and numerically with the use of the cross approx-















In equation (4) the ωCA ji is the boundary vorticity obtained from the flow solver using cross approxima-
tion and ωA ji is the boundary vorticity of the non-accelerated version. Here i is the coordinate x, y or z
and j the node number.
In order to further investigate the effect of the cross approximation, we measure the difference in the








Vector ~fACA is the right hand side of the system of equations obtained with cross approximation and ~f is
the vector of the original matrix form.
3. Results
There are two parameters that can be changed in the (ABC) flow. One is the frequency and the other
is the amplitude [11]. In this simulations, we kept the frequency at ν = 0.1 and the amplitude for
A = B = C = 1.0 constant. We were changing the mesh density and the level of approximation of
matrices. From this we then calculated the ratio ϕ (3), that can be seen in the Figures below on the
abscissas of all plots.

































Figure 1: Influence of the mesh density. The left panel shows the RMSω for 173 and 413 nodes mesh and
the right panel RMS f is shown for the same two meshes.
In Figure 1 we compare the RMSω and RMS f for two different mesh densities. At high values of ϕ,
where the error introduced by approximation is sufficiently low, we observe that by using dense meshes
enables higher compression rates for the same accuracy. At low values of ϕ the error introduced by the
cross approximation algorithm is large, and we observe low accuracy of results regardless of the mesh
density employed.



































Figure 2: Influence of using the H matrix structure on the RMSω, left panel is the 173 mesh, on the right,
the mesh density is 413.
In Figure 2 we compare the influence of the H-structure on the RMSω at different compression rate.
We can see that the difference RMSω is lower for the approximation with the H-matrix then without,
especially in the case of dense meshes. That means that it makes sense to use the H-structure in the
3
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approximation. Table 1 shows the amount of data needed to store the original matrices and their approx-
imated counterparts for two selected values of α.
Table 1: Data needed to store original and approximate matrices in double precision.
mesh orig [MB] α = 0.5 [MB] α = 0.1 [MB]
173 118.8 103.5 50.3
413 13036.7 9249.0 4274.4
4. Conclusion
In the study we investigated the feasibility of using the cross approximation algorithm in a BEM based
flow solver to accelerate the calculation of the boundary vorticity values. The developed algorithm
was tested using a three-dimensional analytical solution of the Navier-Stokes equations. Comparing the
results with and without the cross approximation, we found that cross approximation may indeed be used
in a flow solver. Its influence on the results can be controlled by adjusting the level of approximation.
Furthermore, using cross approximation on a dense computational mesh yields better results at the same
compression level as compared to a coarse mesh.
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This contribution is related to the analysis of a slender U-shaped cantilever beam-shell, subjected to 
three different types of loading (discussed below). The U-shaped beam-shell has a non-uniform cross-
sectional curvature along its axis. One first goal is to explore the effect of the cross-sectional curvature 
on the vertical and horizontal displacements for all three types of loadings. We compare the results to 
the finite element analysis for the flat beam of the same mass which has a rectangular cross-section 
and the same material properties. We consider two flat beam cases, a prismatic beam and a beam with 
variable width of the rectangular cross-section. Our second goal is to investigate a relation between the 
cross-section curvature and local buckling of such cantilever, which plays an important role due to the 
small structural thickness. We use the geometrically exact elastic and elasto-plastic shell theory that 
takes into account large displacements and rotations but small strains, a corresponding four-node finite 
enhanced assumed strain element [1] and a robust arc-length method [2] to compute the results in all 
cases. Three types of loading are shown in Fig. 1. 
 
 
Figure 1. Three different types of loading. 
The applied loads can be either conservative or non-conservative. The first loading case (Fig. 1a) is a 
uniform pressure acting along the upper surface of the beam-shell; the second loading case is a 
distributed force acting along the free end of the beam-shell (Fig. 1b); and the third type of the loading 
is a distributed bending moment acting along the free end of the beam-shell (Fig. 1c). We will also 
analyze a case in which a combination of all three loads is considered.  
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Preliminary results 
In our computations we vary the geometry of the beam-shell (thickness, width, length and shape) and 
the angle of fixation, while the mass of all analyzed structures is constant. We keep the thickness of 
the beam constant along its axis. The finite element analyses are carried out by using AceFEM [4] and 
FEAP [5] finite element codes.  
Figure 2 shows deformed shapes of the beam-shell for the loading cases with constant pressure along 
the upper surface of the beam (Fig. 2a) and distributed force along the free end (Fig. 2b). For 
comparison, deformed shapes of the prismatic beam for both loading cases are presented in Fig. 2c and 
Fig. 2d. 
 
Figure 2. The deformed shape of the cantilever loaded with forces on the right side of the cantilever. 
As expected, the curvature of the beam-shell induces additional rigidity to the system (compare Figs. 
2a and 2c, and Figs. 2b and 2d. But due to the slenderness, the curved beam-shells are also more 
sensitive to localized deformations, more precisely to loss of structural stability due to local buckling. 
One of the goals of this contribution is to find a shape that maximizes longitudinal projection of beam 
on the y-axis which is parallel to the undeformed beam. 
In Figure 3, characteristic curves are presented for four different type of problems. Figure 3a shows 
the vertical displacement of the beam-shell free edge as a function of the distributed force 𝜆𝜆𝜆𝜆 (where 𝜆𝜆 
is load multiplier and 𝜆𝜆 is a constant). Figure 3b shows the vertical displacement of the beam-shell free 
edge with respect to the uniform pressure 𝜆𝜆𝜆𝜆. Figure 3c shows the vertical displacement of the 
prismatic beam free edge with respect to the distributed force 𝜆𝜆𝜆𝜆, and Figure 3c shows the vertical 
displacement of the prismatic beam as a function of the uniform pressure 𝜆𝜆𝜆𝜆. As expected, the beam-
shell structures have larger limit loads at buckling but the post-buckling curve is dropping, while the 




Figure 3. The characteristic curves for four problem types. 
Conclusions 
The geometrically exact shell finite element model is used to perform a parametric study of a U-
shaped cantilever beam-shell with a varying cross-sectional curvature and constant mass that is 
subjected to different loadings. The study will help us to define relations between the geometry of the 
beam-shell, buckling and patterns of such structures. Next step will be related to the structural shape 
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