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ABSTRACT
We measure the mass functions for generically red and blue galaxies, using a z < 0.12 sample
of logM∗ > 8.7 field galaxies from the Galaxy And Mass Assembly (GAMA) survey. Our
motivation is that, as we show, the dominant uncertainty in existing measurements stems from
how ‘red’ and ‘blue’ galaxies have been selected/defined. Accordingly, we model our data as
two naturally overlapping populations, each with their own mass function and colour–mass
relation, which enables us characterise the two populations without having to specify a priori
which galaxies are ‘red’ and ‘blue’. Our results then provide the means to derive objective
operational definitions for the terms ‘red’ and ‘blue’, which are based on the phenomenology
of the colour–mass diagrams.
Informed by this descriptive modelling, we show that: 1.) after accounting for dust, the
stellar colours of ‘blue’ galaxies do not depend strongly on mass; 2.) the tight, flat ‘dead
sequence’ does not extend much below logM∗ ∼ 10.5; instead, 3.) the stellar colours of
‘red’ galaxies vary rather strongly with mass, such that lower mass ‘red’ galaxies have bluer
stellar populations; 4.) below logM∗ ∼ 9.3, the ‘red’ population dissolves into obscurity,
and it becomes problematic to talk about two distinct populations; as a consequence, 5.) it is
hard to meaningfully constrain the shape, including the existence of an upturn, of the ‘red’
galaxy mass function below logM∗ ∼ 9.3. Points 1–4 provide meaningful targets for models
of galaxy formation and evolution to aim for.
Key words: galaxies: formation and evolution – galaxies: mass functions – galaxies: statistics
– galaxies: stellar content – galaxies: fundamental parameters
? ent@ph.unimelb.edu.au
“All nature is perverse & will not do as I wish it”
— Charles Darwin (1855)
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2 Edward N. Taylor et al.
1 INTRODUCTION, AIMS, AND OVERVIEW
1.1 Introduction
Quantitative studies of galaxy demographics — that is, of the mul-
tivariate distribution functions that connect global galaxy proper-
ties — provide the empirical bedrock on which theoretical models
of galaxy formation and evolution are founded. The quality of a
cosmological model of galaxy formation (e.g. Croton et al. 2006;
Bower et al. 2006, 2008; Naab et al. 2007; Somerville et al. 2008;
Schaye et al. 2010) is judged by its ability to reproduce the most ba-
sic demographics of real galaxy samples. This includes univariate
distributions like the mass or luminosity functions, and/or bivariate
distributions like the size–mass, colour–mass or mass–density re-
lations. The field of galaxy formation and evolution is thus largely
data-driven, and is likely to remain so for the foreseeable future.
It has long since been established that there exist a number
of empirical ‘laws’ that describe the remarkably tight correlations
between most, if not all, of the global parameters used to describe
galaxies: e.g., luminosity, mass, colour, mean stellar age, star for-
mation rate, size, shape, structure, morphology, dynamics, etc. (e.g.
Freeman 1970; Tully & Fisher 1977; Faber & Jackson 1976; Djor-
govsky & Davis 1987; Dressler et al. 1987). Since 2000, an explo-
sion in the volume and quality of galaxy survey data at low- and
high-redshifts has helped to consolidate and make concrete these
insights, at least for high mass galaxies.
One of the most important and influential insights has been the
idea that these scaling relations can be best understood as a unidi-
mensional sequence in stellar mass (e.g., Shen et al. 2003; Kauff-
mann et al. 2003; Tremonti et al. 2004; Blanton et al. 2005; Gallazzi
et al. 2005, 2006; Baldry et al. 2006; de Rijcke et al. 2007)—but see
also, e.g., Bell & de Jong (2001); Bernardi et al. (2005); Kauffmann
et al. (2006); Franx et al. (2008); Graves, Faber & Schiavon (2009);
Williams et al. (2010); Wake et al. (2012), who argue that stellar
surface density or central velocity dispersion may be the more fun-
damental parameter. In this picture, once mass is controlled for, lo-
cal environment potentially plays an important but secondary role
(e.g. Hogg et al. 2004; Baldry et al. 2006; van der Wel 2008; van
den Bosch et al. 2008; Bamford et al. 2009; Peng et al. 2010; Geha
et al. 2012; Wijesinghe et al. 2012).
There is also the longstanding idea that the galaxy popula-
tion can be naturally subdivided into two (and only two) broad
classes. Even before galaxies came to be called ‘galaxies’, Hubble
(1926) recognised that the ‘extragalactic nebulae’ could be qualita-
tively separated into two distinct phenomenological classes, based
on their morphologies. Broadly speaking, at fixed mass, the ellip-
tical ‘early type’ galaxies are older, redder, less likely to be star
forming, and smaller than the ‘late type’ spirals (e.g. Strateva et al.
2001; Shen et al. 2003; Blanton et al. 2003a; Bell et al. 2004a; Ellis
et al. 2006; Driver et al. 2006; Papovich et al. 2012). In this way,
there appear to be two (and only two) distinct sets of relations that
describe how galaxies’ properties scale with mass; one set for each
of the early- and late-type populations. Further, early types are, on
average, more massive and more likely to be found in denser en-
vironments (e.g., Dressler 1980; Kauffmann et al. 2003; Blanton et
al. 2005; Baldry et al. 2006; van der Wel 2008). The idea has thus
been that these two populations correspond to two (and only two)
distinct evolutionary states.
One aspect of this ‘bimodality’—or, better, the dichotomy be-
tween the ‘developing’ and ‘developed’ galaxy populations—has
been particularly influential, inasmuch as it has received a huge
amount of attention from observers and modellers alike. In order
to reproduce the distributions of galaxy colours (e.g., Bell et al.
2003; Baldry et al. 2004; Balogh et al. 2004), and in particular the
evolving mass functions (MFs) of red/blue galaxies (e.g., Bell et al.
2004b; Tanaka et al. 2005; Borch et al. 2006; Arnouts et al. 2007;
Faber et al. 2007; Brown et al. 2008; Drory et al. 2009; Peng et al.
2010; Ilbert et al. 2010; Brammer et al. 2011), cosmological mod-
els have had to introduce an ad hoc ‘quenching’ mechanism (or
mechanisms) to disrupt or prevent star formation. Within the mod-
els, these inclusions act on more massive galaxies and/or galaxies
in denser environments, either by the removal/expulsion of the ex-
isting gas reservoir, or by preventing the accretion of new material.
The physical nature of the quenching process remains con-
troversial. The most popular candidates are energetic ‘feedback’
from an AGN (e.g. Croton et al. 2006; Menci et al. 2006; Bower
et al. 2006, 2008; Somerville et al. 2008), or a distinction between
‘hot-’ and ‘cold-mode’ accretion (e.g. Keres˘ et al. 2005; Dekel &
Birnboim 2006; Cattaneo et al. 2008; van den Bosch et al. 2008)
resulting from the presence or absence of persistent shock-fronts
in infalling gas. The quenching mechanism is usually taken to be
linked to halo mass, and may or may not have an environmental
component (e.g. Peng et al. 2010).
1.2 Aims
With the above as background, our immediate goal in this paper
is to derive a quantitative, phenomenological description of the bi-
variate colour–mass distribution function for field galaxies in the
local universe, with particular emphasis on the colour–mass rela-
tions (CMRs) and mass functions (MFs) for the redder and bluer of
the galaxy subpopulations.
In essence, our goals are similar to those of Baldry et al.
(2004), who set out to quantitatively model the two apparently
distinct but overlapping ‘red’ and ‘blue’ populations seen in the
colour–magnitude plane. The colour–magnitude diagram is astron-
omy’s most basic diagnostic plot. For galaxies, as a measure of the
integrated starlight, magnitude is typically taken as a proxy for total
stellar content; i.e., stellar mass. Colour is a simple observable diag-
nostic parameter that characterises galaxies’ stellar populations. In
particular, modulo dust, colour acts as a proxy for the luminosity-
weighted mean stellar age, which can also be taken as an average
specific star formation rate (SFR) over long (∼ Gyr) timescales.
Our analysis improves on that of Baldry et al. (2004) in
two ways. First, we use the results of stellar population synthe-
sis (SPS) modelling of broadband spectral energy distributions
(SEDs), rather than simple restframe luminosities and colours.
Specifically, we use SPS-derived stellar mass estimates as our
proxy for total stellar content, and we use dust-corrected intrinsic
stellar colour as (at least in principle) a more direct tracer of galax-
ies’ stellar populations. Second, we extend the Baldry et al. (2004)
analysis by developing and applying a statistically rigorous mix-
ture modelling formalism to derive a quantitative, phenomenologi-
cal description of the bimodality in galaxies’ stellar populations.
The crux of the problem is that the (optical) colour distribu-
tions of the apparently distinct red and blue populations are seen
to overlap. In the first instance, this presents an operational prob-
lem: how best to disentangle these two populations. In the second
instance, the fact of overlap makes it difficult to interpret the terms
‘red’ and ‘blue’ in concrete, astrophysical terms. Given the role that
these kinds of observations have in guiding theories of galaxy for-
mation and evolution, a secondary goal of this work is to elucidate
some of the important conceptual subtleties and difficulties inher-
ent to this kind of analysis, which are too often glossed over—if
not ignored altogether.
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1.3 Overview
Our discussion proceeds in four parts, as follows.
The GAMA data and our basic analysis of them are laid out
in §2 and §3. We discuss our ability to meaningfully constrain dust
obscurations and intrinsic stellar colours in §2.3.2 and Fig. 1. The
(limited) role of incompleteness and selection effects in our results
are discussed in §3, as well as §4.1.
In the second part, we motivate and describe our approach
to the problem. In §4, we show how and why previous stud-
ies have found qualitatively and quantitatively different results
for the red/blue MFs: namely, the different—and almost always
arbitrary—ways that the ‘red’ and ‘blue’ galaxy samples have been
selected or defined. The extent to which these results provide mean-
ingful constraints on the process of galaxy formation and evolution
is therefore limited by the extent to which the terms ‘red’ and ‘blue’
can be shown to be astrophysically meaningful.
This is why we have set out to derive objective and phe-
nomenological, operational definitions for the terms ‘red’ and
‘blue’. In addition to the description of our modelling procedure
given in §5, we provide a more pedagogical discussion of our ap-
proach in Appendix A, in which we develop our analysis start-
ing from a simple χ2-minimisation fit. This material is intended
to help fast-track researchers intending to apply a similar mixture-
modelling analysis to their own data. The reader that is concerned
about how we have decided to parameterise our fits to the bivariate
colour–mass distributions should focus on §5.3.
In the third part, we present the results of our descriptive mod-
elling. The quality of our fits is illustrated in Fig. 6 and Fig. 7, and
discussed in §6. The specific question of how to interpret our re-
sults at very low masses is discussed in §6.2. In §7, we present and
discuss our characterisations of the CMRs for the two galaxy pop-
ulations (§7.1), the objective classification scheme that we derive
from our modelling of the CMDs (§7.2), and the MFs for the two
populations (§7.3). Our most important astrophysical results and
conclusions can be found in §8, in which we describe the essential
characteristics of the bimodal (or, better, two-population) distribu-
tion of galaxies’ stellar populations.
The fourth and final part comprises a discussion of our re-
sults and methods (§9). We revisit the results of earlier studies in
light of our analysis and results in §9.1, including illustrating how
our objective, phenomenological red/blue classifications compare
to those used previously; this effectively closes the loop opened in
§4. In §9.2, we show how our objective classification scheme maps
onto two commonly used diagnostic diagrams. Fig. 15 and Fig. 16
provide important validation and illustration of how our objective
classifications discriminate between galaxies with qualitatively dif-
ferent stellar populations. Finally, in §9.3 we discuss potential ob-
jections to our analysis and results.
This paper is long. Given the increasing awareness of the need
for more detailed and rigorous statistical analysis of large galaxy
catalogues, our hope is that this paper will serve as a useful peda-
gogical resource for researchers working on similar problems in the
future. Therefore, some of the more technical description and dis-
cussion of our statistical formalism may not be of interest to some
readers; or, for those researchers familiar with Bayesian MCMC
fitting techniques, for example, they may seem overly detailed. In
recognition of this, we have made efforts to make the structure of
the paper as modular as possible, so that the reader can choose
which sections to read closely, and which to skip altogether.
For the casual or first time reader, we make the following rec-
ommendations. Start with Fig. 1 and its caption. Then, read §4 and
the opening of §5 for the motivation for our analysis, and an out-
line of the basic assumptions that underpin our approach. §4.3 and
§4.4 are particularly important, in that they provide our rationale
for favouring the more neutral designations ‘B’ and ‘R’, in place
of the more laden terms ‘blue’ and ‘red’. Next, move to §6.1 and
§6.3, which offer an intuitive way of understanding how a mixture
modelling approach can be used to characterise the two populations
without ever specifying which galaxies belong to which population.
After reviewing Fig.s 8–13 and their captions, move to §8, in which
we discuss our main results and conclusions in astrophysical terms.
§9.2, in which we show that our R-type galaxies really do have dif-
ferent and much older stellar populations than B-type galaxies, is
very important. §9.1, and especially §9.1.3, in which we compare
our results to those of Peng et al. (2010), is also important for read-
ers interested in the problem of quenching. Readers that remain
concerned about the validity of our methods and results—as well
as those of previous studies—should read §9.3 carefully.
A summary of our analysis, results, and conclusions is given
in §10. Fig. 5 serves as a table of results for the various parameters
that we have fit for. Machine-readable tables of the results shown
in Fig.s 8—13 are made available as additional online content. We
are happy to provide the source code for our modelling on request.
Throughout, we adopt the concordance cosmology:
(Ωm, ΩΛ, H0) = (0.3, 0.7, 70 km/s/Mpc). All stellar mass
estimates have been derived assuming, or have been approximately
scaled to match, a Chabrier (2003) stellar initial mass function
(IMF). All magnitudes are expressed in the AB system. Finally, a
note on notation: in the more technical sections of this work, which
describe the formal basis and justification for our modelling, we
will represent vectors as v, matrices as M, and sets as S, as distinct
from scalar quantities like x, Q, ζ, Φ, `, or L.
2 DATA — THE GALAXY AND MASS ASSEMBLY
(GAMA) SURVEY
2.1 Spectroscopic redshifts and flow-corrected distances
As an optical spectroscopic survey, the Galaxy and Mass Assembly
(GAMA; Driver et al. 2009, 2011) survey has now completed its
observations of three separate equatorial fields of 60 ◦ each. The
spectroscopic target selection is described by Baldry et al. (2010).
Targets have been selected on the basis of dust-corrected PETRO
r-band magnitudes from the SDSS DR7 (Abazajian et al. 2009).
For GAMA-II, all three fields have been surveyed to a depth of
rpetro < 19.8 mag. In GAMA-II nomenclature, these define the
SURVEY CLASS ≥ 4 sample selection limits.
The GAMA survey strategy (Robotham et al. 2010) has been
optimised for uniform and near total spectroscopic completeness
(& 98 %), even in regions with high target density. Targeting com-
pleteness is better than 99.9 %, with only 160/189059 main sur-
vey targets not having been observed. As a function of the SDSS
r-band fiber magnitudes, redshift success is 99 and 95 % for
rfiber = 19.5 and 20.5 respectively, where success is defined as
> 98 % confidence that the given redshift is correct.
Whereas previously, the GAMA spectroscopic redshifts were
based on by-eye determinations done by observers at the telescope,
the spectroscopic redshifts given in the GAMA-II catalogues have
been derived using an automated pipeline, as described by Baldry
et al. (2014). This has reduced the standard redshift error from ∼
100 to ∼ 33 km/s, and reduced the redshift blunder rate for high
confidence redshifts from . 5 to . 0.1 %, as determined through
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comparisons between repeat observations of GAMA targets, and
through comparisons between GAMA and SDSS observations of
common targets.
For the purposes of calculating luminosity and comoving dis-
tances, these heliocentric redshifts have been corrected for local
bulk flows using the model of Tonry et al. (2000) for the very low-
est redshifts (zhelio < 0.02), and then tapering to a Cosmic Mi-
crowave Background (CMB)-centric frame for z > 0.03. The de-
tails of this conversion are given by Baldry et al. (2012). It is these
flow-corrected redshifts that we will use as the basis of our analysis,
including sample selection.
2.2 Imaging and photometry
The photometric backbone of the GAMA-II dataset comprises op-
tical ugriz imaging from SDSS (DR7) and near infrared ZYJHK
imaging from the VIKING survey. The SDSS data have been ex-
tensively described (see, e.g., Strauss et al. 2002; Abazajian et
al. 2009), and have been obtained from the SDSS Data Archive
Server1. The VIKING data reduction has been done by the Cam-
bridge Astronomical Data Unit (CASU) pipeline for VISTA2, and
have been obtained from the VISTA Science Archive3 (VSA; Cross
et al. 2012). The GAMA-II photometric catalogue is based on an
independent reanalysis of these imaging data (see Hill et al. 2011;
Driver et al. 2011; Kelvin et al. 2012; Driver et al. in prep.).
For the purpose of constructing multi-band Spectral Energy
Distributions (SEDs), a set of PSF-matched mosaics (2′′ FWHM)
have been made. These have been fed to SExtractor (Bertin &
Arnouts 1996), which has been run in dual-image mode, using
the r-band mosaics as the detection images, to yield seeing- and
aperture-matched ugriZYJHK SEDs. Comparisons between earlier
versions of this photometry and the SDSS MODEL and PETRO pho-
tometry are presented by Hill et al. (2011) and Taylor et al. (2011).
For this work, we have used the latest GAMA-II photometric cat-
alogue (internal designation ApMatchedCatv05), which will be
described by Driver et al. (in prep.). In comparison to the earlier
ApMatchedCatv01 catalogue presented by Hill et al. (2011), the
most significant change is the supersession of the UKIDSS LAS
NIR data with ZYJHK data from VST VIKING.
As is well known, the finite AUTO aperture is prone to miss
a significant amount of flux for galaxies that are faint and/or have
significant low-surface brightness wings. To account for this, we
characterise the total, observers’ frame r-band flux by fitting a
Se´rsic profile to the observed 2D light distributions for each galaxy.
As described by Kelvin et al. (2012), this has been done using
GALFIT3 (Peng et al. 2002, 2010), incorporating a galaxy-specific
model for the PSF, and taking care to isolate and deblend the tar-
get from any and all nearby galaxies. In the fits, the Se´rsic profile
has been truncated at 10Reff , which typically corresponds to a sur-
face brightness limit of µeff ≈ 30 mag / ′′. For this work, we
have used these Se´rsic-fit estimates of total r-band flux, taken from
the SersicCatv09 catalogue, to normalise the AUTO SEDs de-
scribed above. At fixed Se´rsic index, the RMS in the values of these
corrections-to-total is of order 0.05 mag or less, even for the faintest
apparent magnitudes.
1 DAS for DR7: das.sdss.org
2 See http://casu.ast.cam.ac.uk/surveys-projects/vista
for online documentation.
3 http://surveys.roe.ac.uk/vsa/
2.3 Stellar Population Synthesis (SPS) modelling
The redshifts and multiband photometry described above have
been combined to estimate stellar population parameters including
masses, restframe photometry, luminosity-weighted mean stellar
ages, dust obscurations, metalliticies, specific star formation rates,
etc. The basic procedure is the same for the GAMA-I masses pre-
sented by Taylor et al. (2011), but with one significant improve-
ment. For GAMA-II, each band is weighted such that the SPS fits
are done to a fixed restframe wavelength range of 3000–11000 A˚,
which corresponds roughly to restframe u–Y . Between this change,
and the change from the UKIDSS to the VIKING NIR data, the
large systematic errors in the SPS fits discussed at length in Taylor
et al. (2011) have been reduced significantly in the Z, Y , and J
bands. This suggests that at least part of these problems were due
to calibration errors in the UKIDSS data. The issues with the H
andK band data persist, but at a lower level, which is why we have
not pushed further into the restframe NIR for the SPS fits.
Following standard practice, in the course of these fits, an ar-
bitrary error floor is imposed on each photometric point by adding
an additional uncertainty of 0.05 mag in quadrature to the cata-
logued photometric uncertainties. This decision is typically justi-
fied as providing protection against both errors and uncertainties
in the relative or cross calibration of the photometry in different
bands, as well as against template mismatch and/or aliasing errors
in the SPS fitting. Given that these uncertainties are treated as be-
ing both random and independent, however, neither of these justi-
fications are really well-founded. With the exception of the u-band
photometry, the catalogued errors are almost always comparable
to, or even less than, 0.05 mag. This imposed error floor is thus
the limiting factor in setting the formal uncertainties on our SPS-
derived results including, in order of increasing importance, (g−i),
logM∗, AV , and (g∗− i∗). In fact, as we will argue in §2.3.3 be-
low, this decision leads to drastic overestimates of the ‘true’ errors
on the intrinsic (i.e., dust corrected) stellar colours (g∗− i∗).
2.3.1 Stellar mass and stellar population parameter estimates
The SED fitting process involves comparing the observed photom-
etry to a library of synthetic stellar population spectra. This stel-
lar population library (SPL) was constructed using the (Bruzual &
Charlot 2003) stellar evolution models for a Chabrier (2003) IMF,
and making the following common simplifying assumptions: 1.)
exponentially declining star formation histories, 2.) uniform, single
screen dust attenuation, and 3.) uniform stellar metallicities. The
estimates for both the values of and uncertainties in the SP parame-
ters for individual galaxies have been made in a Bayesian way. The
RMS difference between our values for M∗/Li and those from the
MPA/JHU catalogues for SDSS DR7 is . 0.07 dex, with no ap-
preciable systematic differences as a function of colour, structure,
mass, or apparent magnitude.
We note that the quantitative values of the mass estimates can
be recovered to high precision (1σ error of 0.06 dex) using the
following simple, empirical relation (Taylor et al. 2011):
logM∗/[M] = 1.15 + 0.70 (g − i)− 0.4 Mi . (1)
In this way, the (g − i)–M∗ colour–stellar mass diagram can be
transparently viewed as simple, linear shearing of the (g − i)–
Mi colour–magnitude diagram. Further, for the reader wishing to
compare their data to our results, this relation offers a simple and
transparent basis for comparison between our (and by extension,
the SDSS) stellar mass estimates.
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Figure 1. Stellar population parameters, as derived from SPS modelling of
broadband SEDs.— The upper and lower panels show the distribution of
z < 0.12 galaxies in the colour–stellar mass plane using restframe (g − i)
colour, and using the intrinsic (i.e., corrected for internal dust extinction)
stellar colour (g∗− i∗), respectively. The middle panel shows the dust ex-
tinction, AV , as a function of mass, and can be thought of as linking the
other two. Within each panel, the blue and red points distinguish galaxies
that do or do not show clear Hα line emission; optically identified AGN are
highlighted yellow. These spectral classifications are entirely independent
of the SED-fit results. Note that the AGN seem to be almost exclusively
associated with the blue sequence in the (g∗− i∗) CMD. As expected,
there is a strong correspondence between galaxies with old, red stellar pop-
ulations, galaxies with little to no dust, and galaxies with little or no Hα
emission. That is, there is good consistency between the wholly indepen-
dent photometric and spectroscopic classifications of blue/red, young/old,
and active/passive galaxies. (But this does not imply that all ‘blue’ galax-
ies are star-forming, or vice versa.) This should give some confidence in the
SPS-derived modelling used to derive all ofM∗, (g−i),AV , and (g∗−i∗).
2.3.2 Effective restframe and intrinsic stellar colours
Restframe luminosities and colours are derived for each galaxy
in the course of the SPS fitting process, in the same way as for
M∗ or M∗/Li. Naturally, these values reflect the galaxies’ con-
stituent stellar population, modulated by interstellar dust within
each galaxy. In order to more directly trace the stellar popula-
tions, we will therefore also consider dust corrected or intrinsic
stellar colours. To our knowledge, this approach was first pursued
by Cowie & Barger (2008). It has also been described by, e.g.,
Brammer et al. (2009) and Cardamone et al. (2010), on the basis of
32-band photometric redshifts from the MUSYC Narrow-Medium
Band Survey (NMBS). Here, we demonstrate the feasibility and
applicability of this kind of analysis for broadband SEDs, given
spectroscopic redshifts.
We will focus on the intrinsic stellar (g− i) colour, which we
will represent as (g∗− i∗). This parameter is a very good proxy
for luminosity weighted mean stellar age4, 〈t∗〉. Quantitatively, at
fixed (g∗− i∗), the range in 〈t∗〉s is everywhere . 0.1 dex, and
. 0.05 dex for (g∗− i∗) & 0.5.
The values of (g∗− i∗) have also been derived in the course
of the SPS fits, but can be derived to within . 0.01 mag from the
values of (g − i) and AV directly:
(g∗− i∗) ∼= (g − i)− 6.0 AV . (2)
The coefficient of 6.0 in this relation reflects Calzetti et al. (2000)
dust extinction applied to the average (SED-fit) galaxy spectrum
within our sample. The first order effect of adopting a different dust
obscuration law would be a scaling of this coefficient. The choice of
dust obscuration law is thus a potential source of unaccounted-for
random and systematic error in our characterisations of the (g∗−i∗)
CMRs (but much less so for the MFs).
The formal uncertainties in the derived values of AV ranges
from ≈ 0.15 mag for very blue galaxies to ≈ 0.3 for very red
ones. Again, formally, the dominant factor in these uncertainties is
the imposed 0.05 mag error floor on each point in the SED (rather
than the catalogued photometric uncertainties), and thus they are
not strongly magnitude dependent. Given that the parameter AV
is bounded—the amount of dust cannot be negative—these ran-
dom uncertainties will lead to a systematic overestimate of AV in
the case that the true value of AV is close to zero. This may in
turn induce a differential systematic bias in the inferred (g∗− i∗)
colours of galaxies with little to no dust (compared to those with
some dust), such that the value of (g∗− i∗) may be too blue by
∼ 0.1 mag, but not more than 0.2 mag. This limits our ability to
accurately determine the locus of the CMR for red sequence galax-
ies, at least where such galaxies have little to no dust. Without di-
minishing this point, what is more important for our analysis—and
especially when it comes to determining the MFs for the red and
blue populations—is that we are able to make the qualitative dis-
tinction between an old stellar population and a younger one with
some dust.
With this in mind, Fig. 1 shows a simple sanity check on these
4 We note that optical colour is also frequently treated as a proxy for spe-
cific star formation rate. For the (smooth) exponentially declining SFHs
used for the SPL, there is naturally a close connection between SSFR and
〈t∗〉 for these models. However, the correlation between the SPS-inferred
and Hα-derived SSFR for real galaxies is weak at best. It seems to us
that SPS fits are good at constraining 〈t∗〉, which is very closely related
to M∗/L, but much less so at constraining the instantaneous SSFR. Thus,
we consider (g∗− i∗) to be a better proxy for 〈t∗〉 than for SSFR.
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values. In this Figure, we distinguish between galaxies with and
without strong Hα line emission. Specifically, those galaxies with
an equivalent width of 1 A˚ or greater are plotted as blue; AGN-host
galaxies (see §2.4) are plotted as yellow crosses; the remainder of
the population with Hα seen in absorption are plotted as red.
The top panel of Fig. 1 shows the effective, restframe (g − i)
CMD for our z < 0.12 sample. As expected, galaxies with Hα
seen in absorption can be seen to form a tight red sequence in (g−
i) colours. However, there are also many galaxies with strong Hα
emission that lie embedded in or very near to this red sequence. In
general terms, these are the dusty star-formers.
The central panel of Fig. 1 shows the SED-fit values of AV as
a function of logM∗, using the same plotting scheme to distinguish
‘active star-formers’ from ‘quiescent’ galaxies. The emission- and
absorption-line galaxies can be seen to follow different logM∗–
AV relations: in general, the galaxies without Hα emission have
low (but non-zero; AV ∼ 0.2–0.35) dust extinctions. While this is
as expected, it is crucial to realise that the spectral classifications
are independent of the SED-fit values for logM∗ and AV . These
results thus demonstrate that our SPS fits are indeed able to reliably
distinguish between old SPs with little or no dust, and dusty star-
forming galaxies. (See also the discussions based on optical–NIR
colours or stellar spectral diagnostics described in §9.2, below.)
For the galaxies with Hα emission, there is a trend towards
higher values of AV with increasing M∗. The obvious implication
is that the star-forming population will be observed to become red-
der in (g − i) towards higher M∗ by virtue of their higher dust
content, independently of any variation in their stellar populations.
This complicates any attempt to disentangle the young/star forming
and old/passive populations based on (g − i) alone.
As can be seen in the lower panel of Fig. 1, however, the ac-
tive and quiescent populations are much better separated using the
dust-corrected, intrinsic stellar colour, (g∗− i∗). Again, we stress
that the determination of (g∗− i∗) is independent of the spectral
classification—the fact that galaxies that show Hα in absorption
are almost all red in (g∗− i∗) thus demonstrates that we are in
fact able to distinguish between ‘red and dead’ galaxies from dusty
star-forming galaxies on the basis of their broad-band SEDs. (See
§9.2.1 for further discussion of this point.)
Note that our immediate goal in this paper is not to distin-
guish between galaxies based on their instantaneous SFRs. (We
will do this in another paper, using the Hα measurements.) Here,
our goal is to characterise galaxies’ stellar populations, using the
intrinsic stellar colour, (g∗− i∗), which is a close proxy for lumi-
nosity weighted mean stellar age, 〈t∗〉. This relies on our ability to
meaningfully constrain the dust obscuration, which is what Fig. 1 is
intended to show. Taken together, the three panels of Fig. 1 should
thus give some confidence in the reliability of our estimates of all
of M∗, (g − i), AV , and (g∗− i∗).
2.3.3 Covariant errors in M∗, (g − i), and (g∗− i∗)
When we come to fitting the galaxy distributions in colour–mass
space in §5, we will want to account for the fact that the measure-
ment errors/uncertainties in M∗ and (g − i) are correlated. The
strength of this correlation is characterised by the (Pearson) corre-
lation coefficient,
ρxy ≡
〈
(x− 〈x〉) (y − 〈y〉)
σx σy
〉
. (3)
Here, x and y can be taken to be logM∗ and either (g − i) or
(g∗− i∗); σx and σy are the uncertainties in these values; and 〈Q〉
represents the expectation value for a generic quantity Q. In the
parlance of Taylor et al. (2011), 〈Q〉 is the Bayesian ‘most likely’
value, which is computed as the probability-weighted integral over
the posterior distribution function (PDF) for that quantity (see Eq.
5 of Taylor et al. 2011). By definition, the value of ρ is constrained
to be −1 ≤ 0 ≤ 1, with the cases ρ = −1, 0, 1 corresponding
to total anti-correlation, total independence, and total correlation,
respectively. The values of ρxy have been computed with the formal
uncertainties σx and σy on a per galaxy basis in the course of the
SPS fitting process. For the galaxies in our sample, the covariance
between logM∗ and (g−i) is typically∼ 0.4; the logM∗–(g∗−i∗)
covariance is typically in the range 0.1 . ρ . 0.9.
With this definition, the error/uncertainty ellipse for any indi-
vidual galaxy can then be expressed in the usual way for a bivariate
Gaussian distribution:
p(xi− x) = 1
2pi |Si|1/2 exp
[−1
2
(xi − x)TS−1i (xi − x)
]
, (4)
where the vector xi = (xi, yi) represents the observed data point
and the associated error/uncertainty matrix, Si, is:
Si ≡
(
σ2x,i ρxy,i σx,i σy,i
ρxy,i σx,i σy,i σ
2
y,i
)
. (5)
Note that if ρxy,i = 0, then the matrix S−1i is diagonal with entries
σ−2x,i and σ
−2
y,i , and Eq. (4) reduces to the familiar form for a 2D
Gaussian with p(x, y) ∝ exp[− 1
2
(x2/σ2x + y
2/σ2y)].
As mentioned at the beginning of this Section, the SPS fits to
the SEDs includes an error floor of 0.05 mag, and it is this decision
that largely determines the formal uncertainties in (g∗− i∗). The
median formal uncertainty in (g∗− i∗) within our sample is 0.18
mag; 99 % of our sample have uncertainties greater than 0.10 mag.
By comparison, the observed width of the blue and red sequences
in the (g∗− i∗) CMD are on the order of 0.10 mag (see Fig. 7,
below); i.e., significantly smaller than the formal uncertainties.
This indicates that the formal (random) errors in (g∗− i∗) are
badly overestimated. For this reason, when we model the CMD, we
rescale the formal error estimates using a multiplicative factor Ay .
The value of this scaling factor is fit for as a nuisance parameter
along with the rest of the model. From our modelling of (g∗− i∗)
CMD, we findAy ≈ 0.24; in effect, we are ultimately using nearly
uniform uncertainties in (g∗− i∗) of ≈ 0.05 mag. Note that we do
not rescale the formal uncertainties for logM∗, nor do we adjust the
correlation coefficients ρxy . For comparison, fitting to the (g − i)
CMD, the inferred value is Ay ≈ 1; i.e., we see no signs that the
formal uncertainties on (g − i) ought to be rescaled.
2.4 Sample Definition
Our analysis is based on a subset of the full GAMA database.
Specifically, we limit our analysis to those GAMA galaxies with
logM∗ > 8.7 (i.e., M∗ & 5 × 108 M) and z < 0.12. These
mass and redshift limits are motivated and justified in §3, below.
To ensure the reliability and robustness of the spectroscopic red-
shift measurements, we will only consider those galaxies with nQ
≥ 3. We only consider the r-band selected sample; that is, we
ignore 12 H-ATLAS selected galaxies, and 355 filler targets with
19.80 < rpetro < 19.85. With these selections, we have a sample
of 26368 galaxies.
98.5 % of our sample has effective surface brightness µeff <
23. Based on the completeness curves shown in Loveday et al.
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(2012), we expect there to be no significant surface brightness se-
lection effects inherited from the (SDSS) photometric parent cat-
alogues, at least for logM∗ & 9. We have explored the impact
of surface brightness-dependent redshift failure rates, by applying
completeness corrections as a function of the SDSS rfiber magni-
tude. The effect on the MFs is negligible: only 1 % for logM∗ =
9.5, and still just 3 % for logM∗ = 8.7.
We do not explicitly exclude AGN from our analysis. In Fig.
1, we highlight the 1522 galaxies that are identified as AGN hosts,
based on their position in the BPT (Baldwin, Phillips & Terlevich
1981) diagram, coupled with an Hα equivalent width > 6 A˚ se-
lection. This is similar in spirit to the WHaN selection described
by Cid Fernandez et al. (2012), and was chosen to approximately
reproduce the by-eye spectral classifications by Robotham et al.
(2013). We note that the vast majority of these AGN hosts are in-
ferred to have ‘normal’ B-type (g∗− i∗) colours. We have verified
that none of our main results or conclusions (including the shape of
the B and R MFs) change if we choose to exclude these galaxies.
3 QUANTIFYING AND ACCOUNTING FOR
INCOMPLETENESS AS A FUNCTION OF MASS,
COLOUR, AND REDSHIFT
The upper panels of Fig. 1 show the basic data for our analysis;
namely the (g − i) and (g∗− i∗) CMDs. In both cases, the rela-
tive number of red sequence galaxies in both the (g − i)– and the
(g∗− i∗)–M∗ diagrams peaks somewhere around logM∗ ∼ 10.5.
There is a drop-off in the fraction of red galaxies below this mass,
such that there is little to no clear evidence for a continuation of the
(g∗− i∗) red sequence below logM∗ ∼ 9.5. The principal diffi-
culty in interpreting this result is the extent to which our z < 0.12
sample is sensitive to truly ‘red and dead’ galaxies at these rela-
tively low masses of logM∗ . 10. We explore this issue in two
complementary ways in this Section.
3.1 Incompleteness and 1/Vmax corrections
We use the standard 1/Vmax technique (Schmidt 1968) to account
and correct for incompleteness as a function of both stellar mass
and stellar population. The essential idea behind 1/Vmax correc-
tions is to estimate that maximal volume, Vmax, over which any
given galaxy would satisfy our (r-band) selection criteria. If we
can estimate or predict the apparent r-band magnitude for a given
galaxy if it were to be placed at some generic redshift z′ as r(z′),
then Vmax can be derived by integrating over the survey volume
in which r(z′) is brighter than our selection limits. This has been
done in the course of the SPS SED fits, using the single best-fit SPL
template, as described in Taylor et al. (2011).
There are two things that need to be accounted for when esti-
mating the values of Vmax for galaxies in our sample. First, there
is the fact that the GAMA target selection has been done on the
basis of SDSS PETRO magnitudes. We can account for this by cal-
culating r(z′) as rpetro + ∆r(z′), where rpetro is the (foreground
extinction corrected) SDSS PETRO magnitude, and ∆r(z′) can be
thought of as the z′-dependent k-correction implied by the SPS fit.
Second, there is the difference between the cosmological redshift,
which maps directly to comoving distance, D, as cz ≈ H0D, and
the heliocentric redshift, which includes Doppler shifting from pe-
culiar motions due to local bulk flows. This is done by recognising
that (1+z′helio) = (1+z
′)(1+vflow/c), where vflow is the peculiar
velocity arising from local bulk flows (see §2.1). The value of Vmax
is then defined via the maximum (flow-corrected) redshift, z′, for
which both the r(z′) < 19.8 and z′ < 0.12 selection criteria are
satisfied.
We have experimented with using a density corrected 1/Vmax
weighting to account for large scale structure at the lowest red-
shifts. Baldry et al. (2012) have shown first that large scale struc-
ture in the z < 0.06 GAMA volume can have a significant impact
on the recovered mass functions, and second that these effects can
be largely mitigated by using a Density Defining Population. Our
case is rather different, however: even for logM∗ ∼ 9, most of
our galaxies lie at z > 0.06. (Plus, the GAMA-II survey area is
25 % larger, as well as 0.4 mag deeper in two of three fields.) Us-
ing the Baldry et al. (2012) scheme, the corrections to the MFs
are at the level of ∼ 5 % for logM∗ . 9.5. The problem is that
using different DDPs yield different corrections. The difference in
the recovered logM∗ . 9.5 MF when defining the DDP to be
logM∗ > 10.5 or logM∗ > 11 galaxies is on the order of ∼ 3 %;
that is, comparable to the size of the corrections themselves. For
this reason, we do not apply these negligible corrections.
Note that to protect against catastrophic errors in the Vmax es-
timates, we limit the maximum relative weighting of any individual
galaxy to be Vsurvey/Vmax < 30. In effect this means that we will
be under-correcting for any galaxies that have zmax < 0.038. As
can be seen in Fig. 2, this decision affects only 16 galaxies in our
logM∗ > 8.7 sample. Limiting our sample to being z > 0.035 ex-
cludes all of these ‘problem’ objects. With this z > 0.035 limit, the
inferred mass functions are depressed by. 0.1 dex for logM∗ . 9
(due to incompleteness), but none of our qualitative results or con-
clusions change.
We have done the usual consistency tests (Schmidt 1968) to
check the reasonableness of these incompleteness corrections. We
have verified that where the values of Vmax imply that we are prop-
erly volume limited (i.e., mass complete), the median z is approx-
imately equal to the volumetric centre of the z < 0.12 survey
window. For the bluest galaxies (0.25 < (g − i) < 0.50), this
is true for logM∗ & 9.5; for the reddest galaxies, this is true
for logM∗ & 10. We have also verified that the median value of
V (z)/Vmax ≈ 1/2; even after binning by colour, this is true for all
masses logM∗ & 8.7.
The problem is that there are too few low mass red galaxies
in our sample for us to look at our completeness for (g − i) & 1
galaxies with logM∗ . 9 in this way. We have only 12 galax-
ies with (g − i) > 1.0 and logM∗ < 9 in our sample, all of
which are at z . 0.04. Leaving aside the question of field-to-field
variance, the concern is whether the apparent dearth of such red,
low-mass galaxies in the GAMA catalogues is a fair characterisa-
tion of the GAMA z . 0.04 survey volume, or if instead we have
over-estimated our sensitivity to these very faint galaxies.
3.2 An empirical characterisation of our completeness limits
as a function of mass, colour, and redshift
In Fig. 2, we again show the distribution of z < 0.12 galaxies in
the (g− i) and (g∗− i∗) colour–mass diagrams. In both panels, the
filled, coloured contours show the inferred bivariate colour–mass
distribution function after applying our 1/Vmax weightings to ac-
count for incompleteness. These contours should be compared to
the black and white line-contours, which show the raw, observed
data-density in the colour–mass diagrams; i.e., without incomplete-
ness corrections.
We have plotted the individual galaxies in our sample as the
gray points; the size of each point directly reflects the magnitude of
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Figure 2. Completeness limits as a function of mass and colour.— This
figure is discussed at length in §3. The upper and lower panels of this Fig-
ure show the (g − i) and (g∗− i∗) CMDs, respectively, for all z < 0.12
galaxies in the GAMA catalogue. In both panels, the points show individual
galaxies, with the sizes of each point chosen to reflect the implied 1/Vmax
incompleteness corrections (see §3.1). The line contours show the observed
data density without corrections for incompleteness; the filled coloured con-
tours show the 1/Vmax-weighted results. The white lines show empirical
estimates of how the rpetro < 19.8 selection limit maps onto the CMD
at different redshifts (see §3.2). The z ≈ 0.12 curve shows that we are
complete (volume limited) for all galaxy colours for logM∗ & 10. Our
decision to limit our Vsurvey/Vmax weightings to ≤ 30 effectively means
that we will be under-correcting for incompleteness for z < 0.038; those
galaxies with relative weightings > 30, or zmax < 0.038, are plotted in
black. The extent to which the empirical completeness curve for z ≈ 0.04
approximately bounds the black Vsurvey/Vmax > 30 points thus shows
the consistency between these two complementary means of estimating our
selection limits as a function of colour, mass, and redshift. Our analysis is
thus conservatively limited to logM∗ > 8.7 (i.e., M∗ & 5 × 108 M);
this limit is shown as the vertical dotted line.
the 1/Vmax factor used to account for incompleteness. The black
points in these panels highlight those few galaxies with relative
weightings w = Vsurvey/Vmax > 30. Since we have chosen to
limit our weightings to be ≤ 30, these are the galaxies for which
(formally) we would be under-correcting for incompleteness. It is
entirely possible, however, that these points reflect somehow catas-
trophic errors in our Vmax and/or M∗ estimations: there are many
more galaxies with similar masses and colours for which the im-
plied values of w are considerably smaller.5
In order to investigate our sensitivity to low mass, red se-
quence galaxies further, we have therefore sought to quantify our
sample completeness limits in a way that is independent of our
Vmax calculations. We have done so by taking all observed galaxies
and simply scaling their total luminosities/masses down to match
the rpetro = 19.8 selection limit. Then, by dividing our sample
in narrow redshift intervals of width ∆z = 0.01 and centred on
z = 0.01, 0.02, ..., 0.12, we take the median value of this limiting
mass in narrow bins of restframe or intrinsic colour.
This analysis thus provides an empirical description of our
50 % mass completeness limits, as a function of redshift and colour,
but in a way that is independent of the SPS fits that have been used
to derive M∗, (g − i), and (g∗− i∗); the results are shown as the
heavy white-and-black lines in Fig. 2. The z = 0.03, 0.04, 0.06,
0.08, and 0.10 curves can be taken as corresponding to relative vol-
ume completenesses of Vmax/Vsurvey ≈ 0.02, 0.04, 0.13, 0.30, and
0.59, respectively.
The first point to make is that this independent, empirical char-
acterisation of our mass-completeness limits agrees very well with
the results of our 1/Vmax calculations. The fact that the distribu-
tion of the black points in each panel of Fig. 2 is approximately
bounded by the empirical completeness limit for z = 0.04 should
thus give some confidence in our Vmax estimates. In the same way,
the z = 0.12 curve can be taken as indicative of where we are
truly volume limited. Taken together, these two curves thus bound
the region of the colour-mass diagrams in which our incomplete-
ness corrections are important and reasonable. Since the black and
colour-filled contours in these panels show the data density without
and with 1/Vmax corrections, where these contours coincide shows
where incompleteness corrections are unnecessary. Again, the fact
that the z = 0.12 curve very accurately bounds the regions in both
the (g− i)–M∗ and (g∗− i∗)–M∗ diagrams over which this is true
should give confidence in our Vmax estimates.
3.3 Are we seeing the low mass end of the red population?
Given all of the above, are we (or are we even capable of) seeing
the low-mass end of the red sequence? We can be all but certain
that there are very few red galaxies with 8.7 < logM∗ < 9.0
galaxies in the z < 0.06 GAMA survey volume (≈ 3 × 10−3
Gpc3). Addressing this question any further is made problematic,
however, by the effects of large scale structure, and particularly by
the degree to which low-mass and red galaxies are biased towards
rich-group and cluster environments.
Geha et al. (2012) have looked at the fraction of low mass
galaxies in SDSS that are (spectroscopically) identified as having
both old stellar populations and no ongoing star formation, and
found that all such galaxies with logM∗ ∼ 7–9 are satellites within
1.5 Mpc (comoving, projected) of a logM∗ & 10.4 ‘host’ galaxy.
For our sample, the number density of logM∗ > 10.4 galaxies at
z < 0.06 is actually 10 % higher than for 0.06 < z < 0.12: that
is, we may in fact be biased towards old, low mass galaxies. Based
on the group catalogue described by Robotham et al. (2011), our
sample contains 580 logM∗ > 10.4 and z < 0.06 galaxies, in 232
5 In fact, eye-balling these galaxies most are badly blended with a nearby
galaxy or bright star, and the redshift for the one clearly isolated galaxy is
suspect.
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separate groups, 22 of which have multiplicities of 10 or more. In-
cluded in these groups are 194/2895 (6.7 %) of the logM∗ < 9 and
z < 0.06 galaxies in our sample, all of which are within 0.5 Mpc
(cf. the Geha et al. (2012) limit of 1.5 Gpc) of their hosts. These
numbers give some sense of the environments we are probing—
i.e., from isolation up to low- and-moderate sized groups.
At the same time, we point out that based on the derived val-
ues of Vmax, the results shown in Fig. 2 suggest that our com-
pleteness may still be & 95 % even for logM∗ ∼ 8.5. Fur-
ther, we stress that our relative volume completeness is greater
than 50 % (zmax,eff & 0.095) for even the reddest galaxies with
logM∗ > 9.5; we consider it highly unlikely that our results above
this mass scale are strongly affected by incompleteness. We have
also verified that none of our results change significantly if we limit
our analysis to z < 0.06, or to logM∗ > 9.5.
In light of all this, and with the above caveats, we continue our
analysis with a nominal mass limit of logM∗ > 8.7.
4 WHAT — IF ANYTHING — DO YOU MEAN BY ‘RED’?
4.1 The state of play
There are a number of ways of discriminating between ‘developed’
and ‘developing’ galaxies, based on, e.g., restframe colour, spectral
classification, Hubble type (i.e., morphology), or Se´rsic index (i.e.,
structure). There is considerable, but by no means total, overlap
between these different kinds of selections (see, e.g., Robotham et
al. 2013). However, as we will show in future papers in this series,
inappropriate conflation of the terms red/blue, early-/late-type, and
quiescent/active has the potential to be dangerously misleading.
Our overarching goal in this work is to look at the bimodality
as seen in the optical CMD—in other words, we are specifically
interested in the bimodality that exists in galaxies’ stellar popula-
tions. With this in mind, our specific goal is to derive a quantitative
description of phenomenology of the joint colour–mass distribu-
tion of galaxies, in terms of both the CMRs and the MFs for the
apparently distinct ‘red’ and ‘blue’ populations.
As a motivating introduction to our method for attacking this
problem, consider Fig. 3. In this figure, we show our best attempts
at reproducing the SDSS-based analyses of Bell et al. (2003),
Baldry et al. (2004), and Peng et al. (2010) using our logM∗ > 8.7
and z < 0.12 GAMA sample. In the upper panels of this Fig-
ure, we show the different ways that each set of authors have sepa-
rated the red and blue galaxy populations, based on either a colour-
magnitude, or a colour–mass diagram. In rough terms, the Bell et
al. (2003) cut can be seen as a relatively conservative means of se-
lecting ‘red’ galaxies: the selection line appears to hug the lower
limits of the red sequence. By contrast, the Peng et al. (2010) cut is
rather aggressive: it falls closer to the upper edge of the blue cloud.
The cut advocated by Baldry et al. (2004) is in a sense intermediate:
it can be seen to be aggressive at lower luminosities, and conserva-
tive at higher luminosities. In the lower panels, the filled squares
show the inferred red/blue galaxy mass functions, when applying
each of the different selections to our GAMA dataset. In general,
the agreement between each set of SDSS- and GAMA-derived re-
sults is very good.
Further to our discussion of incompleteness in the previous
section, we also highlight the fact that the GAMA MFs—including
the red MFs—are continuous for logM∗ & 8.5. This is despite
the distracting and unfortunate downtick in the number of galaxies
with logM∗ ≈ 8.7 (our mass selection limit). We are not obviously
incomplete for 8.7 . logM∗ . 9.
There are some obvious systematic differences in the inferred
number densities for logM∗ . 10. As a result, the integrated num-
ber density of galaxies with logM∗ > 8.7 from GAMA is 7 %,
12 %, and 13 % lower than that from Bell et al. (2003), Baldry et al.
(2004), and Peng et al. (2010), respectively. (Not surprisingly, how-
ever, we agree almost exactly with Baldry et al. 2012, not shown).
These differences come down to the different means of estimating
stellar masses.
The role of various kinds of systematic errors/uncertainties in
determining the net MF (the black curves and points in Fig. 3) has
been explored by Baldry et al. (2012); that is not our main purpose
here. For our purposes, it is sufficient to note that having controlled
for everything we can (e.g., taking SDSS MODEL fluxes as total;
matching IMFs and cosmologies) we match the inferred integrated
stellar mass density for logM∗ > 9.5 to within 3–4 % in each case.
Instead, we are specifically concerned with sources of system-
atic error or uncertainty on the MFs for the ‘red’ or for the ‘blue’
galaxy populations. That is, we are particularly interested in the red
and blue lines/points shown in Fig. 3.
In this regard, the most noticeable discrepancy is our failure
to reproduce the apparent upturn in the red mass function seen by
Peng et al. (2010) for logM∗ . 9.5. We suggest that at least part
of this discrepancy is due to differences in how we have derived
our (U − B) colours. Comparing our (U − B) colours, derived
in the course of the SPS fits, to those from KCORRECT (Blanton
& Roweis 2007), we find that there is considerable scatter (at the
level of 0.15 mag), even when analysing the same SDSS PETRO
photometry. We have tried simply perturbing our (U −B) colours
by 0.15 mag. This has the net effect of scattering a small fraction
of ‘blue’ galaxies into the ‘red’ sample, which leads to a significant
increase in the inferred numbers of red galaxies, as illustrated by
the thin vertical lines in the lower-right panel of Fig. 3. Note that
the other MFs are more robust to photometric scatter at this level,
as is shown.
We also note that, in the middle panel, the agreement between
our GAMA-derived results and the Baldry et al. (2004) fits is im-
perfect, particularly for the red MF. We will defer detailed discus-
sion of this discrepancy to §9.1. For now, we simply note that the
Baldry et al. (2004) cut is based on their fits to the MF, rather than
the other way around; we therefore expect some small quantitative
differences between the Baldry et al. (2004) fits and the MFs de-
rived using the Baldry et al. (2004) cut. At this stage, the important
point is that we see the same qualitative results.
In order to facilitate easy comparison between the results of
these different analyses, in each of the lower panels of Fig. 3, there
are two sets of small open squares, which re-plot the results of the
other two analyses. The range spanned by these points thus reflects
the systematic uncertainty on the blue and red mass functions, aris-
ing from the different ways that the ‘blue’ and ‘red’ galaxy samples
have been selected/defined. Note in particular the size of these un-
certainties at and around the knee of the mass function, as well as
at low masses, for both the red and blue mass functions.
Based on Fig. 3, we make the following four observations:
• Comparing the different authors’ fit MFs to one another, there
are important discrepancies in the shapes of both the red and the
blue mass functions for 10 . logM∗ . 11.3. This is unfortunate,
because this leads to large uncertainties (& 0.3 dex) in the mass-
scale at which galaxies transition from one population to the other.
• There are also large discrepancies in the values of the low-
mass slope of the red mass function: it might be slowly declining
(α ≈ −0.7), or nearly constant (α ≈ −0.9), or has a sharp upturn
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Figure 3. Reproducing previous analyses using our GAMA sample, and illustrating the crucial importance of how the terms ‘red’ and ‘blue’ are defined.—
The upper panels show the selection used to separate red from blue galaxies by Bell et al. (2003), Baldry et al. (2004), and Peng et al. (2010), in either a
colour-magnitude or colour-mass diagram. In these panels, the points show all z < 0.12 galaxies from GAMA, and the contours show the (logarithmic) data
density, without corrections for incompleteness. The lighter dotted line shows our sample selection limit of logM∗ = 8.7, and the heavy black-and-white lines
show the binary red/blue cuts used or advocated by each set of authors. In the lower panels, we show the inferred mass functions for red and blue galaxies when
applying these different authors’ cuts. In these panels, the smooth curves show these authors’ fits, which have all been derived using SDSS data. Where these
fits are the sum of two Schechter functions, the separate components are shown as the thin dashed lines. These should be compared to the points, which show
what we find when we apply each of these red/blue selections to our GAMA sample. We are able to reproduce each set of results with our data. However, the
different authors’ fits should also be compared to one another. To help with this, in each of these panels, the results from the other two analyses are reproduced
as the smaller, open squares. There are major qualitative and quantitative differences between the results of the different analyses, which are entirely due to the
different ways of defining ‘red’ and ‘blue’.
(α ≈ −1.5). This is unfortunate, as it leaves the behaviour of the
low mass red population largely unconstrained.
• Further, there is not even consensus as to how the two MFs
ought to be described and understood qualitatively. The Bell et al.
(2003) MFs are each well described by a single Schechter function;
Baldry et al. (2004) finds a need for a second Schechter component
to describe the blue MF; Peng et al. (2010) find instead that it is the
red MF that needs a second Schechter component.
• That we can reproduce each set of results using our dataset
shows that these discrepancies come from differences in how the
data are analysed, rather than differences in the data themselves.
In other words, current understanding of the MFs for the red
and blue galaxy populations is limited by systematic errors. As
mentioned in the Introduction, measurements of the MFs for the
red and blue galaxy populations have played a pivotal role in in-
forming our understanding of galaxy formation and evolution. It
is therefore critically important to understand how and why there
can be such large discrepancies between the results of these differ-
ent analyses. Only then will we be able to formulate an analytical
approach that will allow us to robustly measure these quantities.
4.2 Dust is not the (only) issue.
Given that there appears to be a better separation between the ‘red’
and ‘blue’ populations in the (g∗− i∗) CMD shown in Fig.s 1 and
2, the natural question is whether the discrepancies described in the
previous section can be alleviated or removed by focusing on intrin-
sic stellar colours/magnitudes. What happens if we try modifying
these analyses to account for dust obscuration/extinction?
We address this question in Fig. 4. The main difference be-
tween this Figure and Fig. 3 is that we have now shifted to intrinsic
(i.e., dust corrected) stellar colours and luminosities, so as to more
directly probe galaxies’ stellar populations.
As discussed in §2.3.2 and shown in Fig. 1, the lowest values
for the SED-fit dust extinctions is AV ≈ 0.2, even for galaxies
with no Hα emission. In light of this fact, we need to also rescale
each of the selection lines shown in the upper panels of Fig. 3.
What we have done is to shift each selection line by the equivalent
of AV = 0.4 mag. This ‘correction’ is much larger than the ex-
pected dust obscuration for a canonically ‘red and dead’ galaxy. It
should be thought of as a conservative way to exclude the dustiest
galaxies, while retaining those galaxies with genuinely ‘red’ stellar
populations.
The bottom panels of Fig. 4 shows the MFs for ‘red’ and ‘blue’
galaxies, selected in this way; the selections themselves are shown
in the upper panels. It is clear that adopting these selections would
lead to a rather different picture of the makeup of the field galaxy
population.
Comparing the range of values for the red MF that come from
these different selections, the differences are at the level of a fac-
tor of ∼ 2. This is considerably larger than the differences seen in
Fig. 3. That is, modifying these selections to account for dust exac-
erbates the tension between these different authors’ results, rather
c© 0000 RAS, MNRAS 000, 000–000
Galaxy And Mass Assembly: Deconstructing Bimodality — I. Red ones and blue ones 11
2422201816
dust corr'd abs. mag., Mr
0.2
0.0
0.2
0.4
0.6
0.8
du
st
 c
or
r'd
 (g
−r
) c
ol
ou
r
AV=0.4
following Bell et al. (2003)
2422201816
dust corr'd abs. mag., Mr
0.0
0.5
1.0
1.5
2.0
2.5
du
st
 c
or
r'd
 (u
−r
) c
ol
ou
r
AV=0.4
following Baldry et al. (2004)
8.0 8.5 9.0 9.5 10.010.511.011.5
stellar mass, M ∗
0.4
0.6
0.8
1.0
1.2
1.4
du
st
 c
or
r'd
 (U
−B
) c
ol
ou
r
AV=0.4
following Peng et al. (2010)
8.0 8.5 9.0 9.5 10.0 10.5 11.0 11.5
stellar mass, log M ∗
10-4
10-3
10-2
de
ns
ity
, Φ
 / 
[M
pc
−3
 d
ex
−1
]
8.0 8.5 9.0 9.5 10.0 10.5 11.0 11.5
stellar mass, log M ∗
10-4
10-3
10-2
de
ns
ity
, Φ
 / 
[M
pc
−3
 d
ex
−1
]
8.0 8.5 9.0 9.5 10.0 10.5 11.0 11.5
stellar mass, log M ∗
10-4
10-3
10-2
de
ns
ity
, Φ
 / 
[M
pc
−3
 d
ex
−1
]
Figure 4. Adapting previous analyses to account for dust, and illustrating the critical importance of how the terms ‘red’ and ‘blue’ are defined.— In the upper
panels, we have applied dust corrections to the data, to show intrinsic stellar colours and magnitudes. We have also rescaled the Bell et al. (2003), Baldry et
al. (2004), and Peng et al. (2010) selection lines, so as to retain those ‘red and dead’ galaxies with low (but non-zero) dust extinction. The lower panels show
the mass functions that follow from these cuts. Compared to Fig. 3, these selections lead to a very different picture of the field galaxy population. Note that
we are not suggesting that the results shown in this Figure provide a fair or accurate representation of the bimodality in galaxies’ stellar populations. Instead,
the conclusion to be drawn from this Figure is that the inferred MFs depend entirely on how the ‘red’ and ‘blue’ samples are selected/defined. Compared to
one another, the red galaxy MFs in these figures differ by a factor of∼ 2; compared to the MFs in Fig. 3, the difference is a factor of∼ 10. Lacking any solid
theoretical basis for preferring any one selection line over any other, what is needed is an objective, data-driven means of identifying and separating the ‘red’
and ‘blue’ populations.
than alleviating it. (This implies that, even when looking at dust-
corrected, intrinsic stellar colours, there is still substantial overlap
between the ‘blue’ and ‘red’ populations. We will show in Fig. 7,
below, that this is indeed the case.) No less worrying is the size
of discrepancy between the logM∗ . 10 MFs for the (g∗− i∗)-
selected ‘red’ galaxies (Fig. 4) and the (g − i)–selected ones (Fig.
3). Perhaps not surprisingly, the size of this discrepancy is very sen-
sitive to how much one chooses to shift each selection line—that is,
how much dust to allow for in otherwise ‘red sequence’ galaxies.
So which of the six analyses we have now trialled is right? Are
the results shown in Fig. 4 any more or less reliable or meaningful
than those shown in Fig. 3?
The crux of the problem is that there are no clear theoretical
grounds for preferring any one of these ‘red’/‘blue’ cuts over any
other. In the absence of a solid, astrophysically meaningful argu-
ment for such a cut, this is necessarily true—without further infor-
mation, we have no compelling way to answer this question. While
we might offer some empirical or phenomenological argument in
support of our specific cut, the point is that this decision will al-
ways be arguable; that is, arbitrary.6 This is a point that we will
return to in §7.2 and §9.2.
6 Here, it should be noted that the Baldry et al. (2004) cut is based on
an analysis that is similar in spirit to the one we will pursue below, based
on modelling the observed colour distributions in different magnitude bins.
The Baldry et al. (2004) MFs are thus devised in a qualitatively different
way to Bell et al. (2003) and Peng et al. (2010), and part of the justification
for their particular cut is that it leads to similar results as are obtained from
a more sophisticated analysis.
For now, we can say with some confidence that these different
results can be taken to approximately bracket the range of allowed
values for the red/blue MFs that come from reasonable choices for
hard-cut red/blue selections. The truth probably lies somewhere be-
tween the different results shown in Fig. 3 and Fig. 4. This is not
very satisfactory, however, as it means that the shapes of the red
and blue MFs are not even well constrained qualitatively, much
less quantitatively.
4.3 The nature of the distinction between ‘red’ and ‘blue’
In short: the quantitative and qualitative discrepancies between the
results shown in the lower panels of Fig. 3 and Fig. 4 are entirely
due to the different ways that each set of ‘red’ and ‘blue’ samples
has been selected—or, said another way, to the different operational
definitions of the terms ‘red’ and ‘blue’. For example, the fact that
Peng et al. (2010) see an upturn to the red mass function at low
masses—where Bell et al. (2003) and Baldry et al. (2004) do not,
despite their using essentially similar datasets, and even pushing to
lower masses—is a direct consequence of the fact that the Peng et
al. (2010) selection line is relatively bluer than earlier authors.
It is therefore worth reflecting on the two implicit assump-
tions that underpin the use of a hard cut to separate ‘red’ from
‘blue’ galaxies, and thus the results shown in Fig. 3 and in Fig.
4. First, it is presupposed that ‘blueness’ and ‘redness’ are physi-
cally meaningful designations, inasmuch as they encapsulate some
fundamental distinction between the origins or natures of two dis-
tinct kinds of galaxies. The second, and more problematic, assump-
tion is that there is something special—something astrophysically
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meaningful—about the particular boundary used to separate the
two galaxy classes.
The methodological appeal of such an approach is that it is
well-defined, inasmuch as the hard cut can be written explicitly
and exactly, which makes such analyses easily reproducible. In the
early days of the SDSS, the astronomical motivation was also clear.
Strateva et al. (2001), Blanton et al. (2003a), and many others had
shown that there is substantial (but not total) overlap between a ‘red
sequence’ sample and an ‘early type’ sample selected on the basis
of Se´rsic index. In this way, ‘redness’ and ‘blueness’ were thought
of as indirect proxies for structure, and thus for morphology.7 As
was common at the time, Bell et al. (2003), Baldry et al. (2004) and
others presented their mass function determinations for ‘red’ and
‘blue’ galaxies in terms of the Hubble early- and late-type classi-
fications. Peng et al. (2010), on the other hand, have phrased their
results in terms of ‘star-forming’ and ‘quiescent’ galaxies. (This is
also the explicit goal of, for example, some colour–colour selec-
tions, which are discussed further in §9.2.)
Here again, we caution against this conflation of terminology
when interpreting these results. While ‘early type’ samples selected
on the basis of colour, spectral type, morphology, and structure are
often treated as if they are interchangeable, it is now becoming clear
that they are not. This point, and its importance, have most recently
been forcefully made by Schawinski et al. (2014), who consider the
CMDs for morphologically classified ‘early-’ and ‘late-types’.
Further, the use of a hard cut overlooks the empirical fact of
scatter around each of the distinct CMRs for the ‘red’ and ‘blue’
populations, however they are defined. Any number of authors have
shown that, at fixed magnitude or mass, the distribution of galaxies’
(optical) colours can be well described as the sum of two Gaussians,
and that the separation and widths of these two Gaussian distribu-
tions are such that there is considerable overlap between the two
(see, e.g., Balogh et al. 2004; Baldry et al. 2004; Bell et al. 2004b;
Williams et al. 2009; Wolf et al. 2009; Nicol et al. 2011; Coppa
et al. 2011). Considering these two distributions as arising from
two distinct populations, the implication is that the use of a hard
red/blue cut will yield samples that are both incomplete, and con-
taminated (see also, e.g., Driver et al. 2006). We will return to this
issue towards the end of this paper, in §9.1.
4.4 All galaxies are red, but some are redder than others.
In light of the above, we will not take quite so simple a view. We
will assume that there is some meaningful astrophysical distinc-
tion to be made between the two populations: that there is some
unknown astrophysical process that acts to determine whether any
given galaxy is a member of either the ‘blue’ or the ‘red’ popula-
tion. That is, we will assume that there are two distinct CMRs. But
we will also allow that some ‘hidden’ parameter (or parameters)
mean that, at fixed mass, there are a range of colours among the
members of each of the two populations, to the extent that these
two distinct populations are observed to overlap in the CMD. That
is, we will assume that there is some intrinsic scatter around each
of the two CMRs.
Adopting this (non-controversial) view of two overlapping
populations, the conceptual difficulty that arises is that some mem-
bers of the ‘blue’ population will have quantitatively redder (g− i)
or (g∗− i∗) colours than some members of the ‘red’ population.
7 See, e.g., van der Wel (2008) for an excellent demonstration of how mor-
phology and structure are distinct astrophysical properties.
Further, two galaxies might have identical values ofM∗ and (g−i),
but one might ‘really’ belong to the ‘blue’ population, and the other
to the ‘red’ one. Without further information, it would be impossi-
ble to unambiguously determine which is which.
This means that any ‘red’/‘blue’ classification of individual
galaxies can only be done probabilistically, in terms of the odds
that that galaxy has been drawn from either the ‘red’ or the ‘blue’
population. While our approach brings these conceptual quandaries
into sharp focus, we stress that similar criticisms can be levelled at
the simple, binary ‘blue’/‘red’ distinction used above: the inferred
scatter around the CMRs derived for the hard-cut ‘blue’ and ‘red’
populations leads to precisely the same conundrum.
Without solid astrophysical justification, the terms ‘blue’ and
‘red’ must be understood to be defined operationally, and as such
are useful only as qualitative descriptors. In acknowledgement of
this point, we will from now on abandon the terms ‘blue’ and ‘red’
as classifiers, and instead use the more generic idea of a B- and an
R-population. Note that these descriptors do not properly apply to
individual galaxies, but instead to distinct populations of galaxies.
Obviously, the designations B and R have been chosen with a
nod towards one being for the bluer population, and the other for
the redder one. But we want to be absolutely clear that these des-
ignations are based on phenomenological descriptions of the joint
colour-magnitude distributions and should not be taken to be rigor-
ously grounded in astrophysical theory. Any astrophysical interpre-
tation of our descriptive B- and R- population modelling, including
those offered in §8, must be done with care.
Let us stress in particular that we are not explicitly trying to
select galaxies that are quiescent, quenched, early-type, etc. Our
explicit goal here is only to distinguish between the generic ‘de-
veloped’ and the ‘developing’ galaxy populations on the basis of
their stellar populations. In this sense, all that the B and R designa-
tions are intended to encapsulate are the distributions of luminosity
weighted mean stellar ages, as probed by either (g− i) or (g∗− i∗).
Of course, at least for moderate- to high-masses (logM∗ &
9.7), it turns out that the galaxies that comprise the R popula-
tion largely conform to the prevalent notion of ‘red and dead’ or
‘quenched’ (see §9.2, as well as Fig. 1). This being the case, our
results can be used to gain insight on the process of quenching, but
only insofar as our operational definition of ‘red’- or ‘R’-ness can
be taken to mean ‘quenched’.
While our approach brings this issue into sharp focus, the
same degree of caution is merited when interpreting the results of
past studies of ‘blue’ and ‘red’ galaxies: bearing in mind the qual-
itative and quantitative discrepancies between the results shown in
Fig. 3 or Fig. 4, which of the selections shown in these figures can
be said to best represent the idea of ‘quenched’?
Adopting the working hypothesis of two distinct but overlap-
ping B- and R-populations in the CMD, the question becomes tech-
nical: how best to distinguish and characterise the two populations
on the basis of the observed CMD. While the designations ‘B’ and
‘R’ must be understood to be qualitative, inasmuch as they are phe-
nomenological, we want to be able to classify galaxies quantita-
tively. This can be done probabilistically, according to the chances
that they are members of either the B or R population. Further, we
want these classifications to be objective. In order to achieve these
goals, it is necessary to describe or otherwise account for the ac-
tual underlying colour distributions, including the degree of over-
lap, and as a function of mass. This is therefore the task that we
have undertaken.
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5 METHOD — OBJECTIVELY CLASSIFYING
GALAXIES IN THE COLOUR–MASS DIAGRAM
This section is devoted to describing and validating our descriptive
modelling of the bivariate or joint (g−i) and (g∗−i∗) colour–mass
distributions for field galaxies at z < 0.12. The most general form
of our model is laid out in §5.1, including definitions and descrip-
tions of the 40 parameters that define the model in its most general
form. In §5.2, we describe the numerical methods that have been
used to fit for the free parameters. In §5.3, we describe the process
by which we have selected the best and simplest description of the
data from within the more general family of models that we have
considered. (For the more motivated reader, we present a pedagog-
ical development of the model in Appendix A, in which we build
up our formalism as successive generalisations of the conventional
weighted-χ2 approach to fitting a single line.)
The conceptual basis of our descriptive modelling is this: that
the observed data are a sampling of some ‘true’, astrophysical, bi-
variate colour–mass distribution. This being the case, our data can
be seen to have been drawn from—generated by—some 2D prob-
ability distribution function, p(x′), where x′ = (x′, y′) denotes
some generic location in our 2D data plane. (In this section, we
will thus use x and y to further abbreviate the quantities logM∗
and either (g − i) or (g∗− i∗).)
We cannot absolutely know the ‘true’ form of the distribution
function p(x′). So instead, we aim to construct a parametric de-
scription for what p(x′) might be, and use the data to constrain the
possible and even likely form of p(x′). Let us denote the full set of
parameters used or required to describe p(x′) as P.
Assume for a moment that we know or can guess the cor-
rect form of p(x′|P). Naturally, one does not observe this distribu-
tion directly. Instead, observational errors mean that the observed
distribution in the (x′, y′) plane will be a smeared out version
of the true distribution. Let us also assume that that the observa-
tional errors/uncertainties for a given data point, xi = (xi, yi),
are Gaussian, and so can be described by the covariance matrix Si
(see Equations 3—5). Using G2(xi, Si) as shorthand for a bivari-
ate Gaussian, the likelihood of observing a particular datum i is
then given by the convolution of the ‘true’, underlying distribution
and the bivariate Gaussian that describes that measurement, and its
associated uncertainty; i.e.,
Li(xi,Si|P) =
∫
dx′ p(x′|P) G2(xi − x′, Si)
= p(x′|P)⊗ G2(xi,Si) ;
(6)
Note that to satisfy the requirement that a point actually be ob-
served, we impose to the normalisation conditions that the integral
over (x, y) space for p and G2, and hence Li, be equal to one.
It is crucial to recognise that the value of p, and thus the value
of Li, can only be computed—indeed, are only defined—given an
assumed or trial set of values for each and every of the parameters
in P. In recognition of this fact, these quantities have been written
in Eq. (6) and all that follows as Li(xi, Si|P) and p(xi|P).
The crux of the problem is then to construct an appropriate
parametric description of p(x′|P). That is our task in this section.
At this stage, the casual or credulous reader whose interest lies only
in our results may wish to skip these technical sections, and move
directly to §6, in which we demonstrate the quality of our fits to the
observed bivariate (g − i)– and (g∗− i∗)–M∗ distributions.
5.1 A descriptive model for the distribution of observed data
points in the CMD
In order to accommodate the apparent bimodality in the (g− i) and
(g∗− i∗) CMDs, we split the model for the ‘true’, astrophysical bi-
variate colour–mass distribution—i.e., the scalar function p(x′)—
into two distinct B and R components, which are denoted as pB
and pR. Each component has its unique parameter set, denoted as
PB andPR. Because, in general, these two populations will be ob-
served to overlap, the probability density at any point x′ is given by
the sum of these two distributions; i.e.,
pgood(x
′|Pgood) = (1−fR)× pB(x′|PB)
+ fR × pR(x′|PR) .
(7)
For now, the ‘good’ subscript can be ignored; its significance will
become clear in a moment. Note that, in line with the probabilistic
nature of this generative model, all of pB, pR, and pgood should be
understood to be integral normalised to one. The parameter fR thus
sets the relative normalisation of the B and R components, in terms
of the relative number of R-population galaxies among the global
population (given our sample selection limits).
At fixed mass, we treat the colour distributions of each of the
R and B populations as being Gaussian, and so characterised by
three numbers: 1.) a centre, 2.) a width, and 3.) a normalisation.
Each of these three quantities is allowed to vary parametrically,
and independently, as a function of mass, so that we can constrain:
1.) the locii of the B and R CMRs, `B and `R, 2.) the intrinsic
scatters around these CMRs, ζB and ζR, and 3.) the mass functions
for each population, ΦB and ΦR. Using G1(y − y0, σy) as short
hand for a (properly normalised) 1D Gaussian with center y0 and
width σy , our model for the bivariate colour–mass distribution for
the R-population can be written as:
pR
(
x′|PR
)
=
∑
k
(
δ
(
xk − x′
)× ΦR(x′|PΦ,R) (8)
× G1
[
y′ − `R(x′|P`,R); ζR(x′|Pζ,R)
])
,
with an analogous expression for pB(x′|PB). Each of these aspects
of the model are described in turn below.
As discussed in detail in §A6, we do not actually model the
mass distributions of red and blue galaxies as being continuous.
Instead, we model the mass function using the sum of many Kro-
necker delta functions whose amplitudes are modulated by the con-
tinuous dual-Schechter mass function, Φ, defined in Eq. (9). In
Eq. (8), Φ is thus accompanied by the Kronecker delta function,
δ(x′ − xk), and the underlying models p(x′) can be seen to be
constructed as the sum of many discrete components evaluated at
x′ = xk. The reason for this decision is to allow the convolutions
in Eq.s (6), (8), and (13) to be done analytically. Our method can
be seen as evaluating an approximate model, which has a discre-
tised mass function, in an exact, analytical way. We define the xks
as xk ∼= 8.7 + 0.05 (k + 1/2) : k = 0, 1, ..., 65; that is, as a uni-
formly8 spaced grid in xwith a spacing of 0.05 dex, with grid edges
running from our nominal mass limit of 8.7 up to 12. With this grid
spacing, the typical galaxy with a mass uncertainty σx ≈ 0.12 dex
has 5 or 6 xks within its FWHM.
8 See §A6 for an explanation for why this definition of xk is (very slightly)
approximate.
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5.1.1 The mass functions
The normalised mass functions for the B and R components,
ΦB(x
′) and ΦR(x′), respectively, are described using the sum of
two Schechter (1976) functions:
Φ(x′|PΦ) = (1−f2)× φ1(x′|α1, logM†1 )
+ f2 × φ2(x′|α2, logM†2 ) .
(9)
Here, the parameter f2 can be understood to govern the rela-
tive normalisations of the φs by describing the relative number
of galaxies the make up the second of the two Schechter func-
tions, and the shapes of the two Schechter functions, φ(x′) ∼
(x′/x†)−α e(−x
′/x†), are described by a low-mass power law with
logarithmic slope, α, and a characteristic mass, M†, which de-
scribes the ‘knee’ of the mass function. Thus we have up to 5 pa-
rameters for each of the B and R populations, plus the dimension-
less parameter fR defined above, for a total of 11 parameters to
describe the full mass distribution of galaxies, down to our selec-
tion limit.
Again, each of Φ, φ1, and φ2 should be understood to be in-
tegral normalised to unity (given our logM∗ ≥ 8.7 and z < 0.12
selections). We must therefore estimate the global normalisation
of the mass function independently of the modelling described in
this section. This has been done after the modelling on the basis
of the integrated mass density among galaxies in our sample; i.e.,∑
logM∗/Vmax,i = (1.5944±0.0010)×10−2 Mpc−3. This step
introduces a∼ 0.6 % systematic uncertainty into all of our fit mass
functions (but not the observed ones). With this value fixed, we can
compute the values of the usual characteristic densities, φ†, in units
of Mpc−3 dex−1, based on the values of all 11 of the MF-defining
parameters. When we give the values of the fit parameters in Fig.
5, we quote the φ† values in place of the fs.
5.1.2 The locii of the colour–mass relations
Next, the CMRs, `R(x′) and `B(x′). We allow the slope of the B
and R CMRs to vary as a function of mass by describing them in
the following way:
`(x′|P`) =
(
a x′ + c
)
+ tanh
(
x′ − x`,0
x`,s
)
× (b x′ + d) .
(10)
Recalling that tanh( 0) = −1, tanh(0) = 0, and tanh( 0) =
+1, this definition can be transparently viewed as the combination
of two linear relations. There is a smooth transition from a low-
mass regime, in which the CMR goes like (a− b)x′ + (c− d), to
a high-mass regime where the CMR goes like (a+ b)x′ + (c+ d).
We highlight two special cases: first, if b = 0, then this parame-
terisation is equivalent to the line-plus-tanh parameterisation used
by Baldry et al. (2004); second, if d = 0, then we have a smooth
transition around the point of intersection between two lines. The
parameter x`,0 defines precisely where the transition takes place,
and the parameter x`,s > 0 governs how sharp/smooth this transi-
tion is. Thus we have six parameters to describe each of the red and
blue CMRs, bringing our running total of fit parameters to 23.
5.1.3 The scatter around the colour–mass relations
Finally, there is the scatter around the CMRs, ζR and ζB. In the
most general form of the model, we adopt the same parametric form
for the ζs as for the `s; viz.:
ζ(x′|Pζ) =
(
p x′ + r
)
+ tanh
(
x′ − xζ,0
xζ,s
)
× (q x′ + s) .
(11)
This adds another six parameters to describe the scatters around
each of the R and B CMRs, which brings the running total number
of parameters in P to 35.
5.1.4 Outliers or otherwise ‘bad’ data
In order to protect against biasing of our results from outliers, catas-
trophic errors or otherwise un- or under-modelled aspects of the
observed distribution in the (x, y) plane, our generative model in-
cludes a parametric description for ‘bad’ data. To this end, we split
the model into two components; one for each of the ‘good’ and
‘bad’ data distributions:
p(x′|P) = (1−fbad)× pgood(x′|Pgood)
+ fbad × pbad(x′|Pgood,Pbad) .
(12)
Here, the parameter fbad describes the fraction of datapoints en-
compassed within the ‘bad’ distribution. This is wholly analogous
to the use of fR to parameterise the relative normalisations of the
B and R components of the model.
In the model, these ‘bad’ data are described by an additional
(large) error in the measured values of x and y. In other words, the
‘bad’ component of the model is simply generated by convolving
the ‘good’ component with an additional 2D Gaussian:
pbad(x
′|P) = pgood(x′|Pgood)⊗ G2(x′, Sbad) . (13)
The significance of the ‘good’ subscript in Eq. (7) should thus now
be clear.
The defining covariance matrix for this Gaussian, Sbad has di-
agonal entries ζx,bad and ζy,bad; the off-diagonal entries are zero.
(In fact, as we describe below, the fit values of ζx,bad are ≈ 0, and
we are able to exclude this parameter without compromising the
quality of the fits.)
The ‘bad’ parameters fbad and ζbad deserve some further
comment. First, what exactly is meant by ‘bad’? Before, we have
distinguished the B and R components as having different CMRs as
well as different mass function. By contrast, the ‘bad’ distribution
can thus be seen to be just a ‘poor copy’ of the ‘good’, R–plus–
B distribution, having been ‘smeared’ with a large Gaussian, and
with a much lower relative normalisation. Essentially, we are using
these ‘bad’ quantities to parameterise our ignorance of any and all
features in the observed CMDs that are not easily explained by the
‘good’ model.9 This includes catastrophic errors in the measure-
ments of either x or y, but also includes—at least in principle—any
additional components in the true, astrophysical, joint colour–mass
distribution.
Given this, what justification is there for treating the distribu-
tion of ‘bad’ data as Gaussian? In short, there is none. That said,
9 One might ask: can the same be said for any of the other defining pa-
rameters for the model. And the only honest answer would be: yes, all
of them. Our modelling is wholly descriptive, and in no way explana-
tory: none of the parameters can truly be said to have any real, solid as-
trophysical foundation or meaning. That said, the empirical, quantitative
description of the CMRs and mass functions for the (apparently) distinct
B/R or ‘blue’/‘red’ populations—their uncertain astrophysical natures and
origins notwithstanding—do provide important empirical constraints for
cosmologically-minded models of galaxy formation and evolution.
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we stress that our characterisation of the ‘bad’ data is simply in
terms of the RMS of ‘bad’ data points around the ‘true’ CMRs. It
is true that the link between the value of ζbad and the true shape
of the distribution of ‘bad’ data in (x, y) space does implicitly as-
sume Gaussianity. But we have no interest in accurately modelling
the shape of this distribution; for the purposes of objectively iden-
tifying and censoring such ‘bad’ data, simply knowing (or, better,
modelling) the RMS scatter is sufficient.
Further, we are not even really that interested in the precise
values of the parameters fbad and ζbad: what we are interested in
using these parameters to limit the influence of outliers on the fit
values of all the other, more astrophysically meaningful parame-
ters. That being the case, when we come to reporting our results
we will marginalise over the values of both of these nuisance pa-
rameters (see Eq. (16) below), leaving us only with the parameters
of genuine interest and importance. Readers that remain concerned
about the role of these parameters in our calculation are referred
to our more detailed discussion in §A4, and also to the excellent
primer on data fitting by Hogg, Bovy & Lang (2010).
5.1.5 Summary
In summary, Eq.s (6–11) define a model for the distribution of
galaxies in the CMD, which is fully described by up to 40 pa-
rameters. (Again, in §5.3 we will describe the model selection
process by which we have ensured that we reduced this param-
eter set to ensure that we have the best and simplest descrip-
tion of the data possible.) There are five parameters describ-
ing each of the red and blue mass functions, so that PΦ,R =
{α1,R, logM†1,R, α2,R, logM†2,R, f2,R} ⊂ PR, with an anal-
ogous five parameters for PΦ,B. Added to these, there is the pa-
rameter fR ∈ P, which describes the relative number of red galax-
ies in our logM∗ > 8.7 and z < 0.12 sample. There are also
six parameters to describe each of the red and blue CMRs, so
that P`,R = {aR, bR, cR, dR, x`,0,R, x`,s,R} ⊂ PR, and
similarly for P`,B. And finally there are six parameters to de-
scribe the scatter around each of the red and blue CMRs, so that
Pζ,R = {pR, qR, rR, sR, xζ,0,R, xζ,s,R} ⊂ PR, and simi-
larly for Pζ,B. Then, we have three parameters to describe outliers
or otherwise ‘bad’ data, Pbad = {fbad, ζx,bad, ζy,bad}. To these
should be added the two parameters, Ay and by , which are used to
rescale the formal uncertainties in (g∗− i∗), as discussed in §2.3.3.
Note that each of these different subsets should be understood
to be formally independent. The mass scale and softening describ-
ing the transition between the high- and low-mass regimes for ` and
ζ are not assumed to be related, nor are these transitions in any way
formally connected to the shapes of the mass functions, nor do we
place any restrictions on the relations between parameters for the B
and R populations.
With all of the above definitions, and given a set of trial values
for the parameters in P, we now have the means to compute the
value of Li(xi|P), as defined in Eq. (6). Armed with this informa-
tion, it is then straightforward to compute the global likelihood, L
of observing the full dataset X = {xi}, given the associated un-
certainties S = {Si}, as the product of all the individual Lis. In
practice, it is more convenient to work in terms of lnLi, so that:
lnL(X,S,W|P) =
∑
i
wi lnLi(xi, Si|P) . (14)
Here, W = {wi = 1/Vmax,i} is the set of 1/Vmax weighting
factors that we use to account for incompleteness due to the GAMA
apparent magnitude selections, as defined and discussed in §3.1.
5.2 Constraining the values of the model parameters
— i.e., Using the model to fit the data
Given the particular parametric form of our model, and given that
we have observed our specific dataset, what we want to do is to use
the data to constrain the possible values of the parameters in P. In
other words, we want to construct the posterior probability density
function (PDF) for each of the individual parameters, Pn ∈ P, so
that we can evaluate the probability that the parameter Pn has the
value P ′n; that is, Pr(Pn = P ′n|X,S,W)
This is done using Bayes’ theorem, which can be written as:
Pr(model|data) = Pr(data|model)× Pr(model) . (15)
Here, Pr(data|model) = L(X,S,W|P) is just the scalar likeli-
hood function as defined in Eq. (14), which can only be computed
given a full set of values for the model parameters. In contrast,
Pr(model|data) = Pr(P|X,S,W) is the full, high-dimensional
PDF for the values of the parameters P, which is what we are in-
terested in deriving.
Bayes’ theorem links these two quantities via the prior distri-
bution function, Pr(model), which is an assumed, a priori state-
ment of our expectations for the probability of different parameter
combinations with respect to one another. By invoking Bayes’ the-
orem, we are therefore required to explicitly state our priors on the
relative probabilities, Pr(P), of different values for each of the in-
dividual parameters Pn ∈ P.
The decision of what priors to adopt is by no means trivial, but
it is also inescapable. All fitting algorithms include priors. One can-
not compare the relative likelihoods of two different trial parameter
values without an implicit or explicit prior, even if that prior is that
the two values are, a priori, equally likely.
In the absence of any clearly better alternatives, we adopt uni-
form (or uninformative) priors on each of the parameters inP. This
includes uniform priors for, for example, the x†s, which is equiv-
alent to logarithmic priors for the M†s. The exception to this rule
is for the slope parameters for the linear relations that go into both
`(x′) and ζ(x′). Here we take uniform on the angle of the rela-
tion; that is, our priors are uniform in, for example, arctan a and
arctan p.
It is worth noting that with this choice of uniform priors,
the prior function Pr(P) is constant, and so Pr(model|data) is
directly proportional to Pr(data|model). With this decision, the
Bayesian formalism thus all but reverts to that of traditional, fre-
quentist statistics. In other words, at least in our case, the only dif-
ference between the Bayesian and the more familiar frequentist ap-
proach is that, as Bayesians, our priors are made explicit.
Formally, the PDF for the single parameter Pn is derived by
marginalising over all of the other parameters in P; ie:
Pr(Pn = P
′
n|X,S,W) ∝
∫
dPm L(X,S,W|P) Pr(Pm),
(16)
where Pr(Pm) is constant for uniform priors, and the integral
should be understood to be evaluated for all Pm ∈ P/{Pn}. (Here,
the symbol ‘/’ means the set complement.) In words, this expres-
sion is best understood as a probability weighted integral over all
possible combinations of parameter values, with the condition that
the specific parameter of immediate interest, Pn, takes the particu-
lar value P ′n.
Note that this formalism also works for any quantity Q(P)
that can be deterministically computed from the defining param-
eters of the model. This includes, for example, the values of the
characteristic densities, Φ†, for each of the Schechter functions.
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Figure 5. Diagnostic plots showing the convergence of our MCMC fits to the (g − i)– and (g∗− i∗)–M∗ CMDs (left and right panel, respectively), and a
visual table of the fit results— In each panel, the distinct tracks show the values of each of the parameters in the model at individual MCMC steps, for 200
individual walkers. For each parameter, the tracks have been scaled by the mean and RMS over all samplings, so that the each track is centred on ‘the’ fit
value, and the width of each track is scaled to match the formal uncertainty in the value of that parameter. The actual fit values for each parameter are given
with uncertainties at right; machine readable tables of these results will be published online. The mean and variance in each parameter is shown as a function
of MCMC step number as the heavy and thinner lines, respectively. That these lines are flat show that the fits have fully converged. The autocorrelation time
for each parameter is in the range 50–150 MCMC steps. We thus have & 4000 independent samplings of the values of each parameter. Finally, the grey
histograms at right show the distribution of parameter values over all MCMC samplings; that is, the shape of the marginalised PDF for each parameter. In all
cases, these PDFs can be seen to be well sampled. Further, in most, but not all cases, the PDFs can be seen to be well described by a simple Gaussian (the red
curves).
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This also includes the values of the individual Φ(xk)s; i.e., the val-
ues of the MFs at any of the discrete xks used to define the model.
Here, since Φ(xk) is not a member of the defining parameter set
P, the ‘complementary’ parameter set of Pms in Eq. (16) is the full
set P. In this way, we can derive formal statistical uncertainties on
Φ(xk), `(xk), or ζ(xk) that fully account for any and all covari-
ances between the 40 parameters in P. We will discuss this point
in more detail in §7.3.
The fitting of the model thus entails mapping out the scalar
likelihood function L(X,S,W|P) over the 40-dimensional pa-
rameter space defined by P. This is done using the technique
of Monte-Carlo Markov Chain (MCMC) sampling. In essence,
MCMC is just a random walk through the high-dimensional pa-
rameter space. The key to MCMC techniques is that possible steps
are considered randomly, but are accepted or rejected probabilisti-
cally. More specifically, the chances of a step being accepted are
defined by the ratios of the PDF — that is, by the prior-weighted
likelihood function — at the present and potential future locations
in P-space.
In the first instance, this makes MCMC a very robust means
of exploring the parameter space with a view to finding the global
maximum of the PDF. In the second instance—once the algorithm
has found itself near to the maximally likely solution—MCMC
sampling represents an extremely convenient means of sampling
the high-dimensional PDF. In this phase of the fitting process, the
key to the utility of MCMC sampling is that it is ergodic; that is,
the chances of a point in P-space being sampled is directly pro-
portional to the value of the PDF at that point. As a consequence,
the distribution of MCMC-sampled points converges to a faithful
mapping of the value of the PDF in P space.
This means that the marginalisation integral in Eq. (16) can
be very easily computed to a high level of accuracy by simply tak-
ing a histogram of sampled values of any of the quantity. Similarly,
the joint PDF for any two (or more) quantities can be computed
by taking the two- (or more-)dimensional histogram over those pa-
rameters. Further, the marginalisation integral for the ‘most likely’
value of any quantity Q(P)—properly speaking, the expectation
value for Q—can be trivially computed by taking the mean of all
MCMC sampled values for that quantity (cf. Eq. (16)); i.e.:
〈Q〉 ≡
∫
dP Q(P) Pr(P|X,S,W)
∼= mean[Q(Pi)], (17)
where Pi represents the individual (post-convergence) MCMC
sampled sets of trial values for the parametersP. Similarly, the un-
certainty on the value of a single parameter can be simply computed
as the RMS of MCMC sampled values (i.e., σ2Q =
〈
Q2
〉− 〈Q〉2),
and the joint, covariant uncertainties on multiple parameters can be
computed via the Pearson correlation coefficient (i.e., as in Eq. 3).
We have used the publicly available10 PYTHON package EM-
CEE (Foreman-Mackey et al. 2012) to actually perform the MCMC
fits presented in this work. Compared to the standard Metropolis-
Hastings MCMC sampling algorithm, the most important feature
of EMCEE stems from its use of multiple MCMC ‘walkers’ when
sampling the parameter space. The step size for individual walkers
are based on the distribution of the ensemble of all walkers, using
an affine-invariant ‘stretch move’ algorithm, which leads to very
efficient sampling, even in the case of strongly anisotropic PDFs.
10 Available for download via http://danfm.ca/emcee
For this work, a key practical advantage of using EMCEE is that it
is trivially parallelisable.
The results of this MCMC fitting process are illustrated in Fig.
5. This figure shows the individual sets of trial values for each of the
40 parameters inP for unique MCMC samplings. These samplings
are, in a sense, our results—they represent the high dimensional
PDF for the values of the parameters in P.
For clarity, the tracks for individual parameters in Fig. 5 have
been scaled according to the mean and RMS values of the thinned
and post-burn MCMC samplings; that is, according to the Bayesian
estimator for the most likely value, and the uncertainty in that value.
These values are given in each panel of Fig. 5; this Figure thus also
serves as a table of the results of our fits. The fact that each of these
lines is horizontal shows that the fits have in fact converged.
To the extent that the PDF for any given parameter value is
truly Gaussian, these values can be used to fully describe the PDFs.
Again, the distribution of MCMC samplings converges to a faithful
mapping of the PDF, with no embedded assumptions of Gaussian-
ity; these distributions are shown in Fig. 5 as the grey histograms.
In all cases, the PDFs can be seen to be well-sampled. Further,
in most—but not all—cases, the PDFs can be seen to be well de-
scribed by a simple Gaussian. Again, we stress that these distribu-
tions naturally and fully account for covariances among the values
of (many) different parameters.
5.3 Model Selection and the Limits of Objectivity
5.3.1 Model Selection
How can we be satisfied that, for example, the B population really
is (or is not) better described by a double- rather than a single-
Schechter mass function, or whether or not the blue CMR can be
adequately described using just a simple linear relation? To explore
these kinds of issues, we have made many fits to our dataset, in
which we have eliminated one or more of the 40 parameters that go
into our most general model. Our tests have been systematic, but
by no means exhaustive. As described below, we have used these
tests to ensure that we are not grossly overfitting the data.
There are a number of Bayesian approaches to the problem of
model selection which we have explored: the Bayes factor, K, the
closely related Akaike and Bayesian Information Criteria (AIC and
BIC, respectively), and the Deviance Information Criterion (DIC).
While these different approaches are each based on slightly dif-
ferent assumptions, and are thus strictly valid in slightly different
circumstances, they can all be thought of as being similar in spirit
to a traditional frequentist log-likelihood-ratio test. In asymptotic
limits, AIC ≈ BIC ≈ DIC ≈ −2 lnK. A difference of 2.5 (or 10)
in the IC of two different models implies a likelihood ratio of ≈
3.5 (or 150), where the model with the lower value for the IC is the
preferred one. However, unlike a simple likelihood ratio test, each
of these quantities includes an explicit or implicit penalty for larger
numbers of parameters, so as to protect against over-fitting of the
data.
We have focussed primarily on the AIC and BIC, which are
defined with reference to the maximum of the likelihood func-
tion, Lmax.11 Since extra parameters can only increase the value
11 For each variation of the model, we have found this value using the
method of simulated annealing. This is simply a modification of standard
MCMC, in which lnL is scaled by a factor 1/T . A lower T makes steps
to lower values of lnL harder than they would otherwise, effectively cor-
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of Lmax, the question is whether or not this improvement is suffi-
cient to merit the inclusion of an extra parameter. The penalty terms
for additional parameters for the AIC and BIC are 2k and k lnn,
respectively, where k is the number of free parameters in the model,
and n is the number of data points. Thus it can be seen that, all else
being equal, the BIC penalises additional parameters more strongly
than the AIC for n & 8. (In our case, lnn ≈ 10, so the BIC penalty
is roughly 5 times larger.)
In other words, the BIC prefers models with fewer parame-
ters. Thus, where the BIC disfavours a simpler model, this model is
definitely too simple, and should not be used. Conversely, the AIC
prefers models with more parameters. Where the AIC disfavours
a model with more parameters, then that the use of that model is
definitely overfitting the data.
In order to ensure that we are not abusing our data, we have
used these two information criteria to explore the consequences of
omitting individual parameters from the model described above.
Given the number of parameters that go into our general model
in its most general form, it is impractical to do this in a properly
exhaustive way. Instead, starting from the most general form of our
model, we have considered omitting individual parameters one at a
time to see whether or how our model might be simplified.
First, we have tried successively omitting the parameters c, d,
r, and s (i.e., the parameters that describe the step or bend in the
locus of or scatter around the CMRs). When fitting to the (g − i)
CMD, it is possible that a simpler description of the B CMR is
possible: omitting the parameters cB and dB improves both infor-
mation criteria by 8 and by 10, respectively. While this constitutes
positive statistical evidence against the need for one of these param-
eters, it is ambiguous which one should be excluded. When fitting
to the (g∗−i∗) CMD, the results are similar. Based on the BIC, it is
preferable to omit either rR or sR (but not both), and also possibly
and dB and bR (∆BIC = 8 for both).
The ambiguity in these results make perfect sense looking at
the table of results given in Fig. 5. These parameters which may
or may not be necessary are those whose fit values are statistically
consistent with being zero. Their inclusion or exclusion thus makes
little if any difference to the fits, and the decision as to whether or
not to include these parameters has no practical consequences.
We therefore elect to use the most general description possible
for the locii of and scatters around the CMRs, by fitting for all of
these parameters. In this sense, our results can be thought of as
hypothesis testing the need for each of the cs, ds, rs and ss. Where
the fit values for any of these parameters are consistent with zero,
then that parameter may be unnecessary for a good description of
the data. These results nonetheless encapsulate positive information
about the forms of locii of and scatters around the B and R CMRs.
Perhaps more interesting is what happens when we trial al-
ternate descriptions of the MFs. As well as the general dou-
ble Schechter parameterisation, we have trialled a coupled twin-
Schechter description, where the two Schechter functions that de-
scribe either the R or B population have the same characteristic
mass (i.e., x†2 = x
†
1). We have also trialled using only a single
Schechter function (i.e., f2 = 0).
When fitting to the (g−i) CMD, the BIC definitely disfavours
a single Schechter function description for the B MF (∆BIC& 30),
indicating that such a model definitely underfits the data. The BIC
also definitely disfavours the coupled, twin Schechter function de-
ralling the MCMC walkers where lnL is high. It is thus possible to robustly
determine the value of Lmax by successively reducing the value of T .
scription for the B MF; the data definitely prefer a double Schechter
function description of the B MF, with x†B, 2 6= x†B,1. At the other
extreme, the AIC disfavours the most general, double Schechter
model (∆AIC . 6; odds ≈ 20:1) for the R MF described. That
said, it is worth noting that both the AIC and BIC (weakly) prefer
a single Schechter description for the R MF. This may not be sur-
prising, given how weakly constrained the values of αR,2, and x†R,2
are.
When fitting to the (g∗− i∗) CMD, the BIC disfavours a sin-
gle Schechter MF for the R population (∆BIC . 10). The BIC
does not obviously prefer the more complicated, independent dou-
ble Schechter descriptions of either the B or R MFs; the coupled,
twin Schechter functions are just as good. The variation of the
model that best balances between the two criteria is the one that
uses coupled, twin Schechter functions to describe both the B and
the R MF.
In light of all of the above, we will continue our analysis us-
ing the most general form for our model, which is fully defined by
40 parameters. This is despite the fact that both the AIC and BIC
prefer a single Schechter description for the R MF when analysing
the (g− i) CMD. (But of course, this being the case, the fits do not
make use of the additional freedom that the second Schechter com-
ponent provides, precisely because it is not necessary for a good
description of the data.) In this sense, our fit results can be taken as
limiting the deviations from Schechter-ness in the observed MF for
R type galaxies.
For all of the rest, we can say that we are not definitely over-
fitting the data, nor are we definitely underfitting the data. Beyond
this point, however, all we can say is that we have done the best that
we know how (and monopolised 64 cores for more than 2 months)
to ensure that we are using the best and simplest model that we can
to describe the existing data.
5.3.2 The Limits of Objectivity
In some of the above, there is some ambiguity, inasmuch as the
data do not provide strong evidence for or against the inclusion of
some parameters. This is particularly true for whether or how the
B and R MFs should be described with a combination of Schechter
functions. To the extent that there is ambiguity, our decisions about
whether or not to include these parameters are subjective, hence
arbitrary.
To the extent that these points are ambiguous, however, they
are also unimportant. This is true in the sense that these decisions
have no strong impact on the statistical quality of the fits to the data.
This is also true in the sense that the best fit models based on the
less-general parameterisations provide essentially identical results.
What we have done in the above is to explore special cases
or restricted classes of the general form of our model. The ques-
tion that naturally arises is whether there are some alternative pa-
rameterisation might provide a better description of the data. For
instance, it could be that a Lorentzian or a Student’s t or a skewed
Gaussian description of the scatter around the CMRs yields a better
statistical description of the data. Of course, a properly exhaustive
search of all conceivable models is impossible.12
12 That said, we have experimented with, for example, using one or two
Gaussians to describe the R MF, and find that this does not work well. We
have also experimented with allowing for a sharp or an exponential cutoff
to the R MF at low masses, and find that the model does not make use of
this freedom. For the locii of and scatters around the CMRs, we have also
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This brings us to the final and most important caveat on our
results. While the formal statistical uncertainties on our CMR and
MF fits are impressively small, the values themselves cannot but
be determined by the decisions made in constructing the parame-
terised, descriptive model that has been used. On the other hand,
the same criticism can be levelled at any model or modeller—even
a fully physically-minded explanatory model is forced to presup-
pose the validity of the theoretical framework on which it is based.
At this level, some degree of subjectivity is inescapable.
Once we have set the parametric form of our descriptive
model, however, it is then left to the data to decide on the partic-
ular parameter values that provide the best description, including
all the characteristics of the B- and R- populations. That is, given
our choice of parameterisation, it is the data themselves that de-
fine the bimodal distributions. The results of this modelling thus
provide objective B/R classifications insofar as objectivity is possi-
ble. These results can thus be said to provide an accurate, reliable,
and robust phenomenological description of the observed data—
and this is all that we have set out to obtain.
6 RESULTS I. — THE BIVARIATE COLOUR–MASS
DISTRIBUTIONS
6.1 Demonstrating the quality of the fits
In order to illustrate our ability to perform such a detailed descrip-
tive modelling of the data, as well as the quality of the resultant
fits, consider Fig. 6 and Fig. 7. Our task in this section is to de-
scribe and discuss these Figures. Building on the discussion begun
in §4, we will also flag the major issues with, and caveats on, the
interpretation of our results, which should be kept in mind in all
that follows.
Fig. 6 and Fig. 7 show the (g − i) and (g∗− i∗) CMDs, re-
spectively. In each panel, we have split our sample up into bins of
logM∗, each with width 0.2 dex. The solid black histograms then
show the incompleteness-corrected colour distributions within each
of these mass bins: the lowest histogram is for the 8.7 < logM∗ <
8.9 bin, the next is for the 8.9 < logM∗ < 9.1 bin, and so on.
The normalisation of each of these histograms is arbitrary, but is
the same for all bins in both Figures.
Illustrative statistical uncertainties in the observed colour dis-
tributions are shown by the black error bars. These uncertainties
have been estimated using bootstrap resampling. (We have not at-
tempted to account for field–to–field variance due to large scale
structure.) For logM∗ & 9.5, these statistical uncertainties are neg-
ligible. Further, even for the lowest 8.7 < logM∗ < 8.9 bin, the
statistics are reasonably good. Particularly for 9 . logM∗ . 11,
then, there should be no question as to whether or not the data are
good enough to allow an independent double-Gaussian (or some
other parametric) fit to any or all of the individual, mass-binned
colour distributions.
The smooth curves in Fig. 6 and Fig. 7 show the results of our
descriptive modelling of the bivariate (g− i) and (g∗− i∗) colour-
mass distributions. The red and blue curves show the distinct R and
experimented with using a polynomial parameterisation in place of our two-
line descriptions. This fails to provide a good description of the locii of the
CMRs, nor does it provide a good description of ζR. Remarkably though,
using a fifth order (i.e., six parameter) polynomial description for ζB, we
obtain virtually identical results: the differences in the fit values of ζB(x)
are nowhere more than 0.01 mag, and the IC is only slightly worse.
B components of the model; the black curve is the total, R–plus–
B distribution. Note that for these illustrative purposes, we have
convolved the modelled colour-distributions with typical (g− i) or
(g∗− i∗) uncertainties for each mass bin, so that these curves are
directly comparable to histograms for the observed data.
Before moving on, let us stress that we have not binned the
data in the course of fitting it: the binning in mass and colour in
these figures is for illustrative purposes only. Further, nowhere in
the modelling is it ever specified—or even relevant—whether any
particular galaxy belongs to either the R or the B populations; there
is no binning in this sense either.
If, for example, we were to just fit double Gaussian distribu-
tions to the observed colour distributions for the distinct mass bins
that are shown in Fig. 7, then the inferred values for the centres,
scatters, and normalisations of the R and B distributions in each bin
would be completely independent. Given the relatively poor sam-
pling for logM∗ . 9.3 and (g∗− i∗) & 0.7 galaxies, we would
have no means of robustly constraining the properties of either of
the two Gaussian components of the (g∗− i∗) colour distributions
for these very low masses—or even whether or not two Gaussian
components should be used.
But this is not what we have done. In effect, we have assumed
that the centres, scatters, and normalisations of the (Gaussian) B
and R colour distributions vary smoothly as a function of mass.
In this sense, the derivation of each and every of the individual
modelled B and R colour distributions shown in Fig. 7 is based on
each and every datapoint that we have.
Ultimately, all the model considers is the relative probabil-
ity of finding a galaxy—irrespective of type—at a particular point
in the colour–mass plane. In other words, we are using a mixture
model of two distinct but overlapping populations to describe the
joint colour–mass distribution function of all galaxies—we are fit-
ting for the 2D scalar function that is represented in Fig. 6 and Fig.
7 as the black curve. In this way, we are able to characterise the
CMRs and MFs of the two populations without ever explicitly con-
sidering which galaxies belong to which population.
6.2 What could possibly go wrong? The R population at low
masses
While our parametric model does provide a very good description
of the data, a good description is not necessarily the same as the
right one (see related discussions in §5.3.2 and §9.3). Other param-
eterisations of the colour distributions (at fixed mass) are possible,
and may lead to different results — but this is always true. The fact
that the answer we get depends on how we have devised our analy-
sis is inescapable. If our assumptions, which are clearly stated and
motivated in §4.4 and §10, are shown to be invalid, then our results
go with them. Indeed, we have gone to great lengths to make this
point in §4. Without denying these inescapable truisms, the fact re-
mains that our model does provide a very good description of the
data, and so offers one potential avenue for understanding the data.
At least for logM∗ & 9.7, the model does perform its in-
tended function: decomposing the observed data into a mixture of
two populations, which are distinguished and defined by their own
distributions of colours, which we take to be a tracer of the con-
stituent stellar populations.
The skeptical reader’s eye may be drawn to the fits at
logM∗ . 9, however, where the suitability of a double Gaussian
fit becomes increasingly problematic. Certainly, in both Fig. 6 and
Fig. 7, below logM∗ ∼ 9.3, it becomes difficult for us to claim
that we have robustly separated the general galaxy population into
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Figure 6. Demonstrating the quality of our fits to the joint (g − i)–M∗
distribution.— The histograms in this Figure show the observed 1/Vmax-
weighted distribution of restframe (g − i) colours of z < 0.12 galaxies,
computed in bins of logM∗ centred on logM∗ = 8.8, 9.0, ..., 11.4. The
errorbars show the statistical uncertainties on each these distributions, de-
rived by bootstrap resampling. The smooth curves show the results of our
modelling: the blue and red curves show the fit distributions for the B- and
R-populations; the black curves shows the net B+R distributions. Underlaid
beneath all this, the grey points show the data themselves. The size of each
point is proportional to 1/Vmax. Data objectively classified as being ‘bad’
are marked with a cross. Note that we have not binned the data in the course
of the fits; the binning in this Figure is for illustrative purposes only. It is
clear that the fit model provides a good description of the observed data.
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Figure 7. Demonstrating the quality of our fits to the joint (g∗ − i∗)–
M∗ distribution.— The histograms and smooth curves in this Figure show
the observed and fit distributions of intrinsic (g∗− i∗) colours in bins of
logM∗; all symbols in this Figure and their meanings are analogous to Fig.
6. In contrast to Fig. 6, the general galaxy population is better separated into
distinct R and B populations on the basis of (g∗− i∗) than of (g − i), in
the sense that there is less overlap between these two distributions in this
Figure than in Fig. 6. Further, as in Fig. 6, we see no compelling evidence
for the need to include a third, ‘green’ population. In comparison to Fig.
6, the need for a multiple-Gaussian description of the observed colour dis-
tributions for logM∗ . 9.3 is less clear; this point is discussed in detail
in §6.2. In any case, as in Fig. 6, the fit model can be seen to provide an
excellent description of the observed data.
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two distinct R- and B-populations. How then should one interpret
our results at these low masses?
Considering this problem from the modelling perspective, we
should ask what aspects of the data drive the fits most strongly.
Clearly, it is the shape and normalisation of the B colour distri-
butions that are the best constrained at these low masses. Also,
from the nature of the fits, it should be clear that the fits to the
B colour distributions are decided primarily by the (g− i) . 0.6 or
(g∗− i∗) . 0.3 data. Bluewards of the peak of the observed colour
distributions, the data are well described by a Gaussian. Then, since
the colour distributions for each population are assumed to be sym-
metric, it is left to the R population to accommodate whatever
asymmetries there are in the observed colour distributions.
From a more astrophysical perspective, then, what matters is
the extent to which the colour distribution for the B population is
expected to be symmetric. However, this will certainly not be the
case for (g − i), where the asymmetric effect of dust is expected
to skew the B colour distribution to the red. In this case, one would
expect the inferred number of R galaxies to absorb some of the
reddest B-type galaxies. Indeed, looking at the lowest two or three
bins of Fig. 6, one can see immediately how such a description
might work.
Rather than trying to fit for an asymmetric or skewed (g − i)
distribution (which would be considerably computationally more
complicated), we can look at the (g∗− i∗) distribution, where we
have tried to remove dust as a complicating factor. But looking at
the lower three bins in Fig. 7, there is no way to decide whether
the slight asymmetry of the observed colour distribution ought to
be interpreted as an indication of a separate population, or instead
as nothing more than a slight asymmetry in the (g∗− i∗) colour
distribution of the B population.
Our conclusion is therefore that at these low masses, the (field)
red sequence dissolves into obscurity—we no longer see clear evi-
dence of two distinct populations in the (g − i) or (g∗− i∗) colour
distributions for logM∗ . 9.5. (As we have argued in §3, we do
not believe that the apparent dearth of low mass red galaxies is due
to incompleteness.) Instead, we present our inferred MFs for R-
type galaxies as an upper limit on the number densities of galaxies
that have moved (or are moving) away from the colour distribution
that describes most low-mass galaxies; i.e., the B population.
Again, the fact that the inferred B- and R- populations have
substantial overlap serves to underline the subtleties involved in in-
terpreting our results in concrete, astrophysical terms. In particular,
even at intermediate masses, it would be unwise to blithely equate
the R population with ‘quenched’—but recognise how much more
problematic it is to apply the term ‘quenched’ to the hard-cut ‘red’
samples discussed in §4.
6.3 What we have (and have not) done
To sum up: using the parametric model described in §5, we have
derived a very good description of the observed bivariate distribu-
tions between both (g − i) and (g∗− i∗) and stellar mass. This
analysis is intended to provide a phenomenological description of
the essential characteristics of the bivariate colour–mass distribu-
tions. Such a description clearly requires (at least) two populations
with their own distinct CMRs and MFs. Our approach enables us to
simultaneously and self-consistently describe the bivariate colour-
mass distribution functions of the two populations; indeed, this is
how these populations are defined.
Again, we stress that the designations B and R refer primarily
to the two populations, rather than to individual galaxies. That is,
instead of characterising the demographics of galaxy samples that
are pre-selected to be ‘blue’ or ‘red’, what we have done is decom-
pose the full population into a mixture of two distinct, but overlap-
ping, subpopulations; we dub these two populations ‘B’ and ‘R’.
In this way, we can derive an operational definition for the terms
‘R-type’ and ‘B-type’.
Once this is done, however, it is possible to use these fits
to quantitatively—if probabilistically—classify individual galaxies
according to the chances that the galaxy in question has been drawn
from either the B or R population; i.e., the relative contributions of
the B- and R-populations to the data density at any given point in
the CMD. (See §7.2, below.) But it is important to understand that
these classifications follow from the fits: during the fitting process
itself, the B-ness or R-ness of any particular galaxy is irrelevant.
We make no pretensions, however, about providing an ex-
planatory model for the observations. That is, we justify our split-
ting of the general population into B and R components on the
grounds that these are distinctions that galaxies somehow care
about. In this way, we derive a phenomenological description of
the bimodal—better, the two population—character of the galaxy
population, in terms of galaxies’ stellar populations.
The underlying physical differences in the origins and natures
of the B- and R-populations, as well as those responsible for the
observed ranges of (g∗−i∗) colours within each population, remain
to be determined (but see §9.2), and will be the focus of future
works in this series.
7 RESULTS II. — THE MASS FUNCTIONS AND
COLOUR–MASS RELATIONS FOR RED AND BLUE
GALAXIES
In Fig. 6 and Fig. 7, we have illustrated the quality of our fits to the
bivariate logM∗–(g−i) and logM∗–(g∗−i∗) distributions for our
sample of logM∗ > 8.7 and z < 0.12 galaxies. Our task in this
section is to lay out the actual fit results—i.e., the CMRs and MFs
for R- and B-type galaxies—which describe the two populations.
Fit results are given in a machine readable table as additional online
material.
7.1 Scaling Relations
The results of our fits for the (g− i) and (g∗− i∗) CMRs are shown
in Fig.s 8 and 9, respectively. In both of these Figures, the grey
points show the data themselves. As in Figures 2, 6, and 7, the size
of each point has been chosen to reflect the value of the 1/Vmax
weighting factor. Further, as in Figures 6 and 7, each individual
datapoint is marked with a black cross, the size of which has been
chosen to reflect the probability that that datapoint has been drawn
from the ‘bad’ distribution. The marked points have thus been ob-
jectively identified as outliers; they make little to no contribution
to the fit CMRs shown. This objective censoring can be seen to be
very effective.
The semi-transparent filled contours in Fig. 8 and Fig. 9 show
the observed, 1/Vmax-weighted bivariate data density; these con-
tours have the same log2 scaling as those in Fig.s 1–4. These should
be compared to the smooth line contours, which are interlaid be-
tween the data points and the fit CMRs, and which show the log-
arithmic probability density contours from the model. As for Fig.
6 and Fig. 7, to generate these contours, we have convolved the
model fits with typical uncertainties, so that these contours are di-
rectly comparable to those for the data themselves. These contours
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Figure 8. Results of our fits to the restframe (g − i) CMD, highlighting
the CMRs for the B and R populations.— This Figure is discussed at length
in §7.1. In this Figure, the points show the data. As in Fig. 6 the size of
each point reflects the value of the 1/Vmax weighting for incompleteness,
and the crosses show those datapoints objectively identified and censored
as ‘bad’. The small arrows show where galaxies fall outside the plotted
range. The filled greyscale contours show the incompleteness-corrected data
density, in steps of powers of 2. These should be compared to the smooth
line contours, which show the bivariate distribution function from our fits.
For illustration purposes, these have been convolved with the typical obser-
vational errors, shown at the bottom right. Here, the dotted ellipse shows
the inferred errors for ‘bad’ galaxies. The main feature of this plot are the
smooth curves, which show our fits for the locii of, and scatter around, the
(g − i) CMRs for the distinct R- and B-populations. The width of these
lines show the 68 % confidence intervals on the values of these functions,
as a function of mass, and including all convariances between model pa-
rameters. This figure should be contrasted with Fig. 9.
thus reflect the combination of the mass functions and the CMRs
for these populations. These contours are included mostly for illus-
tration; the mass functions themselves are shown in Fig.s 12 and
13, and are described separately below. The models provide very
good descriptions of the observed bivariate (g − i) and (g∗− i∗)
colour-mass distributions.
In each figure, the smooth lines show the fit locii for the two
CMRs, as well as the fits for the RMS scatter around each CMR.
The width of each of these lines shows, at fixed mass, the 68 % con-
fidence intervals for each quantity. These uncertainties can be seen
to behave reasonably: they are very small where the data concen-
tration is high (e.g., the centres of the red sequences), and become
large where the data concentration is low (e.g., the very high mass
ends of both the red and blue sequences). In connection with our
discussion in §6.2, note how the uncertainties in the locations of
the +1σ point of the R (g∗− i∗) distributions are less than that of
the locus of the CMR, which are in turn smaller than those of the
−1σ point. This again shows how the descriptions of each popu-
lation are constrained principally by the outer edges of the colour
distributions, as well as illustrating how our Bayesian approach can
yield meaningful uncertainties on secondary aspects of the model
(e.g., the CMRs) that nicely and naturally propagate all the relevant
uncertainties in the defining parameters of the model.
In Fig. 8, there is an upturn to the B CMR that begins around
logM∗ ∼ 9.7. As expected from Fig. 1, the behaviour seen in Fig.
9 is rather different: what is seen in the (g − i) CMD as the blue
cloud is seen in the (g∗− i∗) CMD as a considerably tighter and
more linear blue sequence. This implies that the slope of the (g− i)
CMR in Fig. 8 for the B population is more a product of increasing
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Figure 9. Results of our fits to the intrinsic (g∗− i∗) CMD highlighting the
CMRs for the B and R populations.— This Figure is discussed at length in
§7.1. All symbols and their meanings are analogous to Fig. 8. In comparison
to the (g − i) CMD, we make the following qualitative observations. The
‘blue sequence’ in this (g∗− i∗) CMD is both tighter and more linear than
the (g−i) ‘blue cloud’. This implies that the upturn in the ‘blue’ CMR seen
in Fig. 8 is caused by a change in the dust properties of blue galaxies with
9.5 . logM∗ . 10.5, rather than a change in the stellar populations of
these galaxies. Note how the logM∗ & 10.8 upturn to the B CMR in this
Figure coincides with the convergence between the (g−i) CMR for the two
populations in Fig. 8. The rather steeper slope of the R-type CMR the shows
how this population is less homogenous than the B-population: lower mass
R-type galaxies have rather different stellar populations to their higher mass
cousins. At the same time, the relatively tight and smoothly sloping CMR
show how across the R-type population, mass is a relatively good predictor
of stellar population, suggesting a common evolutionary pathway for these
galaxies. These points are discussed further in §8.
dust obscuration in higher mass galaxies, rather than differences in
the colours of the underlying stellar populations.
At the very end of this (g∗− i∗) blue sequence, there is the
hint of an upturn to redder (g∗−i∗) colours for logM∗ & 10.8, but
this is where the uncertainties become large. Intriguingly, looking
at Fig. 8, the B CMR becomes indistinguishable from the R one in
the (g − i) CMD at this mass range: the locii of the two CMRs
converge, and the scatter in the B CMR becomes small. That is,
the B population becomes indistinguishable in the apparent (g −
i) CMD for logM∗ & 10.8. Further, those logM∗ & 10.8 B-
type galaxies identified in the intrinsic (g∗− i∗) CMD have rather
different stellar populations to the rest of the blue sequence.
Turning to the R population, the most remarkable aspect of
the (g − i) CMD (Fig. 8) is how the logM∗ & 10.5 R CMR flat-
tens and tapers to have essentially no intrinsic scatter. These are the
galaxies that one might expect to be truly ‘red and dead’. Below this
mass, the (g− i) CMR for the R population bends to bluer colours
for lower masses. The (g∗− i∗) CMR shows slightly different be-
haviour: here, the stellar populations of R-type galaxies become
very gradually redder across the range 9.5 . logM∗ . 10.8.
Taking the results shown in Fig. 9 at face value, the simplest
interpretation would be that the R-type galaxies are moving towards
the ‘dead sequence’ only slowly, and in such a way that creates or
preserves a relatively tight relation between a galaxy’s mass and its
stellar population. In this scenario, the higher mass galaxies would
appear to have progressed further in this long migration. We will
expand further on the simple observations above in §8.
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Figure 10. Illustrating our objective B/R classifications, based on the rest-
frame (g − i) colour–mass diagram.— This Figure is discussed in detail
in §7.2. There are two main features to this Figure. First, the smooth line
contours show the bivariate distributions for the B and R components of the
models, using the same logarithmic scale as in earlier plots. This informa-
tion can be used to classify individual galaxies according to the probabil-
ity that they have been drawn from one or the other population. Individ-
ual points in this Figure are colour-coded according to these classifications,
WR. Given the empirical fact of scatter in both the blue cloud and the red
sequence (see Fig. 6), and thus the overlap between the two populations, the
individual classifications can be ambiguous, particularly at high masses. For
example, a galaxy observed right on the locus of the red sequence still has
a ∼ 20–25 % chance of having come from the bluer B-population.
7.2 Objective classification, following from the fits
In Fig. 10 and Fig. 11, we re-present the results of our fits to the
(g− i) and (g∗− i∗) CMDs in a different way, in order to illustrate
how these fits can be used to develop an objective, quantitative B/R
classification scheme for individual galaxies. In essence, the idea is
to give each galaxy a score, which encapsulates the relative prob-
ability, based on our fits, that that galaxy has been drawn from the
R-, B-, or even the ‘bad’ population.
The R-type score, WR,i is given by the relative number of R-
type galaxies expected to be found at the location xi, after convolv-
ing the fit models with the observational uncertainties encapsulated
within the covariance matrix Si. Formally, and using the notation
and definitions introduced in §5.1, these values are computed as:
WR,i(xi, Si|Pfit) ≡ LR,i(xi,Si|Pfit)/Li(xi, Si|Pfit) . (18)
Here, Pfit is the set of fit-for values for the parameters P, and
LR,i(xi, Si|Pfit) ≡ pR(xi|Pfit)⊗G2(xi, Si). And of course WB
and W bad can be defined/computed in an analogous way, so that
WB +WR +W bad = 1.
We illustrate how these classifications work in Fig. 10 and Fig.
11. In these Figures, the data have been colour coded according to
their particular values of WR. Note that, because these classifica-
tions depend on the measurement uncertainties as well as the mea-
sured values themselves, there can be some variation in the WRs
for galaxies with very similar colours and masses.
Note how, particularly at higher masses (logM∗ & 10), there
is considerably less ambiguity in the classifications based on the
(g∗− i∗) CMD, in comparison to those based on the (g− i) CMD.
As can be seen in Fig. 10, the B and R populations overlap in the
(g− i) CMD to the extent that, even along the locus of the R CMR,
∼ 10-15 % of galaxies come from the B population (see also Fig.
6). Note, too, how the situation is reversed for logM∗ . 10. The
8.7 9.0 9.5 10.0 10.5 11.0 11.5 12.0
stellar mass, log M ∗
-0.2
-0.0
0.2
0.4
0.6
0.8
1.0
1.2
in
tri
ns
ic
 st
el
la
r c
ol
ou
r, 
(g
∗ −
i∗
)  
   
0 0.5 1
B/R classification, WR
Figure 11. Illustrating our objective B/R classifications, based on the in-
trinsic (g∗− i∗) colour–mass diagram.— All symbols and their meanings
are analogous to Fig. 10. Note how, particularly at higher masses, the R-
population is more unambiguously distinguished in the (g∗− i∗) CMD
than the (g − i) CMD shown in Fig. 10; only a small fraction of galaxies
have ambiguous classifications (i.e., intermediate values of WR). As dis-
cussed in §7.2 and §7.3, this means that our empirical determinations of the
MFs for B/R classified galaxies are not strongly dependent on the quality of
our fits. At lower masses, and particularly around logM∗ ∼ 9.5, the popu-
lations are inferred to overlap to the extent that up to∼ 20% of galaxies in
the blue sequence are members of the R population. The overlap between
the two populations in this Figure, as well as Fig. 10 demonstrate the im-
portance of accounting for scatter around the CMR when characterising the
two populations.
point to be made here is that, where there is substantial overlap
between the two populations, it is not possible to unambiguously
determine whether a particular galaxy is a member of the R or the
B population without some additional information.
It is a legitimate question to ask what additional informa-
tion could or should be used to refine these classifications. While
it may be tempting to incorporate morphological or structural
information—Se´rsic index, n, for example— into the ‘red’ selec-
tions, we note that this would result in a sample of ‘red and high-
n’ galaxies, rather than a sample of ‘red’ galaxies. (See Kelvin et
al. 2014, for a detailed discussion of this problem.) In this sense,
there is the very real danger that inclusion of additional parameters
makes things more confusing, rather than less. We will explore this
issue further in future papers in this series.
In this context, we note that these objective, quantitative clas-
sifications can also be cast as weights, which can be useful in
studying the properties of R- and B-type galaxy samples. Fig. 10
and Fig. 11 can thus be alternatively understood as illustrating a
‘soft’ red/blue selection scheme, which is a smooth function of
mass and colour. This scheme naturally accounts for the scatter
around the R and B CMRs, as well as the R/B fraction, as a func-
tion of mass. It also fully accounts for photometric scatter, due to
error/uncertainties in the measurements themselves.
This Figure thus helps show how our ‘B-’ and ‘R-type’ desig-
nations are qualitatively different to simple ‘blue’ and ‘red’ colour
selections. As discussed in detail in §9.1, below, this is the crucial
point that explains why our determinations of the MFs for the B
and R populations differ strongly from those for ‘blue’ and ‘red’
galaxies given by previous authors.
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Figure 12. The mass functions for the B and R galaxy populations, as de-
rived from our fits to the restframe (g − i) CMD.— The smooth blue and
red curves show the fit mass functions for the B and R populations; the
black curve shows the net B–plus–R mass function. The inset panel shows
the two separate Schechter components that go into each of the B and R
MFs. The solid lines in this inset show ‘the’ fit MFs; the shaded regions
show the 68 and 99 % confidence intervals for each component. The uncer-
tainties on the total B and R MFs are shown in the same way in the main
panel. Although the individual Schechter components are partially degen-
erate, the overall MFs are very well constrained. Except for the highest
masses, the uncertainties are comparable to the width of the lines used to
show the fits, and so are difficult to see. For comparison to the fit results, the
blue and red histograms show the empirical MFs, where individual galaxies
have been weighted by their values of WR or WB. The curves are not fit
to the histograms; instead, the histograms are derived using the quantitative
classifications that come from the fits.
7.3 The mass functions
The inferred MFs for the R and B populations, based on the (g− i)
and (g∗− i∗) CMDs, are shown in Fig. 12 and Fig. 13, respectively.
In the main panels, the solid lines show our fits for the mass func-
tions when fitting the model as described in §5. The heavier and
lighter shaded regions around each line show the 68 % and 99 %
confidence intervals for each mass function. Note that these are
only visible at the highest masses, and at the low-mass end of the
R MF. Elsewhere, the formal statistical uncertainties in the fits are
smaller than the width of the lines.
In both cases, the results shown in these figures involve im-
plicit marginalisation/averaging over all possible permutations of
counting each individual galaxy as being either B- or R-type. It is
true that, in general, we cannot necessarily say with absolute con-
fidence whether any particular galaxy is R-type or B-type. As dis-
cussed in §6.1, however, this has virtually no impact on the statis-
tical accuracy of our determination of the mass functions.
We can quantify this last statement by marginalising over the
uncertainties in the B/R classifications explicitly. We have done this
by recomputing the values shown by the histograms (discussed fur-
ther below) for different MCMC-samplings of the model parameter
space, and so over the range of statistically allowed classifications
for each independent galaxy. The 1σ error on the R MF is typically
2–5 %, and is everywhere< 8 %; for the B MF, the error is at the 1–
2 % level for logM∗ < 10.5, rising to ∼ 15 % by logM∗ ≈ 11.3.
For comparison, we can also quantify the statistical uncertainties
on the MF determinations shown in Figures 12 and 13, via boot-
strap resampling. Even using relatively wide mass bins of 0.10 dex,
the statistical uncertainties from sampling are everywhere at least
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Figure 13. The mass functions for B and R galaxy populations, as derived
from our fits to the intrinsic (g∗− i∗) CMD.— In contrast to Fig. 12, this
Figure shows the mass functions for the R and B populations as inferred
from the (g∗− i∗), rather than the (g − i), CMD; otherwise, all symbols
and their meanings are the same as in Fig. 12. Note that we do not consider
the apparent low mass upturn in the R MF to be robust, for the reasons given
in §6.2, and §7.3 (see also Fig. 7). Further, there is not conclusive statistical
evidence that a second Schechter component to the R MF is required §5.3.
The quantitative discrepancies between the results shown in this Figure and
in Fig. 12 for logM∗ . 10 can be understood looking at the distributions
shown in Fig. 6 and Fig. 7. The implication from this Figure and Fig. 12 is
that systematic uncertainties in the low-mass values of the R MF are at least
a factor of 2. It is worth stressing, however, that the two sets of results agree
at the . 2σ level for all logM∗ & 10. Compared to previous results, we
find that the B-population—i.e., galaxies with young stellar populations—
extends to much higher masses, and we find considerably fewer ‘old’ galax-
ies at lower masses. (see also Fig. 14).
twice as large as those from uncertainties in the classifications, and
are more typically larger by a factor of & 4.
Recall from §5.1 that, within the modelling, each of the B and
R MFs is parametrically described as the sum of two Schechter
functions. This is illustrated in the insets to each of Figures 12 and
13, which show the individual Schechter components of the B and
R MFs. Note that while the values of these individual components
are generally not well constrained, the uncertainties or degenera-
cies in the separate components are largely irrelevant to the results.
The uncertainties in the primary and secondary Schechter functions
are so strongly covariant that they leave the overall MF essentially
unchanged. In this sense, the parameters that describe the individ-
ual Schechter components can be treated as ‘nuisance parameters’
to be marginalised over in order to determine the values of the MFs
for the two populations at any given mass (see also footnote 10.)
While the secondary Schechter component for the R MF is
constrained to be negligibly small for all logM∗ & 9.3, both fits
show an excess above a simple Schechter function for logM∗ . 9.
This is more pronounced in Fig. 13 than in Fig. 12.
We do not consider this (mildly pathological) behaviour ro-
bust, for a number of reasons. First, as discussed in §5.3, there is
not a clear statistical need for a second Schechter function to de-
scribe the R MF. Second, as discussed in §6.2, based on the binned
colour distributions in Fig. 7, it is not clear whether or not our two-
population model really provides a good description of the data at
these low masses. Third, we note that this behaviour is not clearly
seen in the red histograms, which are relatively flat across the range
8.7 < logM∗ . 9.5.
This last point requires some explanation. The blue and red
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histograms shown have been derived from the data, by weighting
the contribution of each datum by both 1/Vmax, and also by the
relative likelihood of each galaxy having been drawn from the B
or R population—that is, by either WB or WR, defined as per Eq.
(18). In this sense, rather than the curves being fit to the histograms,
the histograms are in fact derived based on the fits. In general, there
is very good agreement between the fit MFs and these weighted
mass functions for the data. But it is important to recognise that
this agreement is not strictly by construction.
The difference between the two sets of the results is subtle, but
important. As a simple example to illustrate this point, imagine if
we had only used a single Schechter function to describe both the
B and the R populations. Given that the B MF is demonstrably non-
Schechter (the two components are not completely degenerate), we
would not be using ‘the right’ description of the B MF. But given
how slight the deviations are from a pure Schechter function, we
would not see very large differences in the values of the WRs or
WBs. In this case, the histograms in these figures would change
hardly at all: they would still show the same non-Schechter fea-
tures as are seen in Fig. 12 or Fig. 13. (In fact, when we do this
experiment, the values of the histograms change by . 5 %.) In this
way, the close agreement between the curves and the histograms
thus provides a useful consistency check, inasmuch as it shows that
the fit CMRs and MFs do provide a reasonable and self-consistent
description of the data.
In fact, for this reason, we favour these empirical MF mea-
surements over the fits; it is these histograms that should be taken as
‘the’ results of our analysis. (The exception is at the highest masses,
where the histograms are prone to the Eddington bias in the normal
way.) The fits assume that we have used the right parameterisation
for our model. Instead, the weightings that go into the histograms
rely only our having chosen a good parameterisation—or at least a
parameterisation that is good enough to derive reasonable classifi-
cations. That is, the histograms have a weaker dependence on the
precise parameterisation used to construct the model.
8 RESULTS III. — THE ESSENTIAL
CHARACTERISTICS OF THE DEVELOPED AND
DEVELOPING POPULATIONS, AS SEEN IN THE
COLOUR–MASS DIAGRAM
First and foremost, let us stress what we do not observe. Virtually
nowhere are the colour distributions of galaxies at fixed mass ob-
served to be ‘bimodal’ in the strict definition of the word. Almost
none of the distributions in either Fig. 6 or Fig. 7 have two distinct
peaks. With the exception of the limited range logM∗ ∼ 10.3, and
even then only in the (g∗− i∗) CMD, there is substantial overlap
between the two galaxy populations.
While our R population fits do extract a distinct and rel-
atively narrow ‘red sequence’, particularly over the mass range
10 . logM∗ . 11, we do not see this continuing down to lower
masses in the either the (g − i) or the (g∗− i∗) CMD. There are
essentially no galaxies with (g − i) or (g∗− i∗) colours that are
consistent with ‘red and dead’ with stellar masses . 10.
Instead, the (g∗− i∗) CMR for the R population becomes pro-
gressively bluer towards lower masses. Indeed, it becomes highly
problematic to distinguish two separate populations, in either the
(g− i) or the (g∗− i∗) CMD, for masses below logM∗ ∼ 9.3 (see
§6.2). In other words, the ‘red sequence’ dissolves into obscurity
for logM∗ . 9.7.
Further, we see no clear evidence for a low-mass upturn to the
MF for the R population of the kind discussed by Peng et al. (2010)
(see in particular Fig. 6). We do not believe that these results can
be easily explained by mass incompleteness, for the reasons given
in §3.1 and §3.2. Nor do we believe that these results can be easily
explained by outliers or otherwise ‘bad’ data, for the reasons given
in §6 and §7.1.
That said, at least over the range 9.7 . logM∗ . 11, the
R and B populations can be seen in both Fig. 7 and Fig. 9 to be
remarkably well separated in the (g∗− i∗) CMD. For logM∗ .
11, the fits can be seen to provide an excellent description of what
has been dubbed the ‘blue cloud’ in the effective, restframe CMD,
and what we see as a more uniform ‘blue sequence’ in the dust-
corrected, intrinsic stellar CMD.
As a corollary to this observation, we note that, based on either
Fig. 6 or Fig. 7, there is no obvious need for the inclusion of a
distinct ‘green’, intermediate or transition population. The data are
extremely well described by the double Gaussian model.
Given all of the above, as we describe the basic properties of
the bivariate (g−i)– and (g∗−i∗)–M∗ distributions in this Section,
we will relax—but not completely abandon—our self-imposed pro-
hibition against using the terms ‘blue’ and ‘red’ in connection with
our B- and R-population fits. However, we will limit ourselves to
using the terms ‘blue’ and ‘red’ to those regimes where the B and R
population fits can be directly related to the empirically and astro-
physically sensible blue and red sequences described above (with
all the appropriate caveats).
With this as introduction, we make the following qualitative
observations about the bivariate colour–mass distributions from our
fits to the R and B populations.
1.) The MF for the R-type population is relatively constant
(ΦR ≈ 1–2 × 10−3 Mpc−3 dex−1) for logM∗ . 10.5. There is
the possibility of a slight upturn to the R MF (albeit at a much lower
level than that reported by Peng et al. 2010, see §9.1.3), but we do
not consider this result to be robust. The very smooth decline in
the relative numbers of R-type galaxies—i.e.the R-type fraction—
towards lower masses suggests that mass is not the critical param-
eter for determining which population a galaxy is a member of:
mass is not a good predictor of B/R-ness. That is, even though more
massive galaxies are more likely to have ‘old’ stellar populations,
quenching cannot be (uniquely) associated with mass.
2.) With regards to the non-Schechter features in the overall
galaxy MF, there are very slight but statistically significant devia-
tions from a simple Schechter function in the B MF. Specifically,
the fits suggest a slight deficit of galaxies with logM∗ ∼ 10.0–
10.3, which coincides with the apparent ‘dip’ in the overall MF.
Below this mass, the upturn in the total MF is clearly associated
with B-type, rather than R-type galaxies.
3.) At the very highest masses, the (g − i) and (g∗ − i∗)
colours of the R population are consistent with ‘red and dead’ stel-
lar populations. For logM∗ . 10.5, however, the slope of the
(g∗− i∗) CMR implies that R-type galaxies at these intermediate-
to-low masses have relatively younger luminosity-weighted mean
stellar ages and higher dust contents than their higher mass cousins.
Taken at face value, this would imply that the logM∗ . 10.5 R
population has not yet evolved into fully fledged ‘red and dead’
galaxies. Certainly we can say that, even within the R population,
there are very few logM∗ . 10 galaxies with genuinely ‘red and
dead’ stellar populations (see also §9.2).
4.) At high masses (logM∗ & 10.3), the scatter around the
CMR for the high mass R population tapers down to become small:
. 0.03 mag in either (g − i) or (g∗− i∗). This behaviour can be
understood in terms of mergers among ‘red and dead’ galaxies (see
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Skelton, Bell & Somerville 2009): by the central limit theorem,
the mixing of stellar populations in the individual merger products
leads to convergence towards the mean colour for the population as
a whole. It is interesting that the flattening and focussing of the R
CMR apparently begin at around logM∗ ≈ 10.3, whereas major
mergers are thought to be most prevalent at slightly higher masses
(∼ logM† ≈ 10.7); see e.g. Robotham et al. 2014).
5.) At intermediate-to-low masses (logM∗ . 10.5), the scat-
ter in the (g∗−i∗) CMR for the R-population is relatively small and
relatively uniform. (Note that this qualitative statement is at worst
weakly dependent on how well we understand the observational er-
rors on the values of (g∗− i∗) for individual galaxies.) Coupled
with the apparent dearth of genuinely ‘red and dead’ galaxies with
logM∗ . 10.5, this implies that the ongoing evolution of R-type
galaxies must proceed in such a way as to create or preserve the
relation between stellar mass and stellar population. This would
seem to go against the idea that (at least at these masses and red-
shifts, and outside of the richest clusters) galaxies move on to the
‘dead sequence’ rapidly and stochastically.
6.) In the (g∗ − i∗) CMD, the CMR for the B population
(i.e., the blue sequence) is relatively shallow and very nearly lin-
ear for logM∗ . 10. This implies that the slope seen in the (g− i)
CMD reflects greater dust attenuation in higher mass galaxies, as
expected from Fig. 1. Further, the relatively shallow slope of the
(g∗− i∗) CMR implies an approximate self-similarity in the stellar
populations of B-type galaxies withM∗ . 10. The relatively small
and constant scatter around the relation in this mass range strength-
ens this idea. Together, these results suggest, albeit weakly, that the
process of star formation—or at least stellar assembly—proceeds
in a roughly self-similar fashion among the moderate-to-low mass
B population.
7.) When we fit to the (g − i) CMD, the CMRs for the B
and the R population appear to converge for logM∗ & 10.8. This
mass range coincides with where there may be a slight upturn to
the B CMR in the (g∗− i∗) CMD, and with the knee in the over-
all field galaxy mass function. While it must be stressed that this
is where the statistics for B-type galaxies becomes poor, this hints
that these very massive B-type galaxies may be qualitatively dif-
ferent from their lower mass cousins, in that they have rather red-
der stellar populations, while still having significant amounts of
dust. One possible interpretation is that these B-type galaxies with
M∗ & M† ≈ 10.8 are well on their way to joining the R popula-
tion. An alternative is that some recent event (e.g., a merger event)
has briefly rejuvenated the stellar populations and dust content of
these massive galaxies, perturbing them out of the main R popula-
tion. Either way, the implication is that the apparent self-similarity
among B-type galaxies breaks down at the highest masses.
9 DISCUSSION
9.1 Comparisons with other means of separating ‘red’ from
‘blue’ galaxies
We have now derived phenomenological descriptions of the B and
R populations (§7; Fig.s 8–13), and have used this information to
develop an objective, quantitative B/R classification scheme (§7.2;
Fig. 10 and Fig. 11). Our final task is to compare our results to the
existing results introduced in §4. Our discussion is based on Fig.
14. The basic point that we are trying to elucidate with this Figure
is how our B/R-type classifications compare to the hard blue/red
selection cuts employed or advocated by Bell et al. (2003), Baldry
et al. (2004), and Peng et al. (2010), and how these different opera-
tional definitions for ‘blue’ and ‘red’ lead to very different quanti-
tative results and qualitative conclusions.
Let us begin with a general description of what is shown in
the different panels. As in Fig. 3, the top panels reproduce the
colour-magnitude and colour-mass diagrams used by these authors
to define their blue and red samples. In these panels, the filled
coloured contours show how the fraction of R-type galaxies (as
inferred from our fits to the (g∗− i∗) CMD) varies across the dif-
ferent colour-magnitude and colour-mass diagrams. These values
have been obtained by 1/Vmax-weighted averaging of the values
of WR,i ≡ LR,i/Li—that is, the objective B/R-type classifier de-
fined and discussed in §7.2—in bins of colour and magnitude/mass.
In essence, if we were to observe many galaxies with the same or
similar colour and magnitude/mass, the contours thus show what
fraction of these galaxies we would expect to be members of the R
population. Each of these cuts falls slightly blueward of the point
where the R-type fraction is 50 %, which is shown by the heavy
green line.
Unsurprisingly, there is a rather broad range of colours where
there is substantial overlap between the B- and R-populations
(0.2 . WR . 0.8) in each of these diagrams. As we alluded
in §4.3, this means that the different ‘blue’ and ‘red’ samples se-
lected/defined by these different hard cuts will comprise a mix of
both R- and B-type galaxies, in different proportions. As a means
of selecting R- and B-type galaxies, these red and blue samples
will all be both incomplete and contaminated. Further, the relative
proportions of R and B galaxies in each sample—i.e., the degree
of completeness/contamination—will be a strong function of mass,
and will be sensitive to the precise cut used.
This is quantified in the middle row of Fig. 14. We can de-
fine a kind of quasi-completeness, Cred, for each of the red se-
lections by looking at the relative numbers of R-type galaxies
that satisfy each of the different red selections. This is simply
derived as Cred =
∑
(WR,i/Vmax,i)/
∑
(1/Vmax,i), where the
sum is over all galaxies satisfying the red selection, and sim-
ilarly for Cblue. (Note that here, we are using the subscripts
‘blue’ and ‘red’ to denote the hard-cut samples, as distinct from
our overlapping ‘B’ and ‘R’ populations.) Similarly, we can de-
fine a quasi-reliability, Rred, for each red selection as Rred =∑
(WB,i/Vmax,i)/
∑
(1/Vmax,i), and similarly for Rblue. The
completeness of each of the three different red and blue selections,
so defined, are shown as a function of mass by the solid lines in the
middle panels. We also show the degree of contamination, (1−R),
as the dashed lines.
This same information is re-presented in a different form in the
lower panels of Fig. 3, which also serves to illustrate and elucidate
how these effects lead to qualitatively and quantitatively different
determinations of the red and blue, or R- and B-type, MFs. In each
panel, the histograms with errors show our determinations of the R-
and B-type MFs, ΦR and ΦB, reproduced from Fig. 13; these are
the same in each panel. Then, the solid lines show the fit MFs, Φred
and Φblue, from each of Bell et al. (2003), Baldry et al. (2004), and
Peng et al. (2010). Note that for the purposes of this Figure, we
have renormalised the literature MFs to match the integrated num-
ber density for the GAMA sample, in order to focus on differences
in the shapes of the B/R and the blue/red MFs.
In each panel of Fig. 3, the points show the absolute numbers
of B- or R-type galaxies that are ‘correctly’ selected as being blue
or red; in other words, these are the galaxies that we can all agree
on. These values are equivalent to (Cblue Φblue) and (Cred Φred).
The difference between the points and the histograms thus reflects
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Figure 14. Comparisons between our (objective) B/R classifications and the (largely arbitary) blue/red selections used in previous studies, and how these
differences lead to very different mass functions.— This Figure is described and discussed at length in §9.1. The message to take from this Figure is that it
is not possible to extract a clean sample of B- or R-type galaxies using a hard cut in an optical colour–magnitude or colour–mass diagram. Using the three
selections shown, any ‘red’ sample is typically ‘contaminated’ by B-type galaxies at the & 25% level; something like 1/3 to 1/2 of all B-type galaxies would
be selected as ‘red’. Further, in connection with the results of Peng et al. (2010), we raise the possibility that the apparent upturn in their ‘red’ MF might be
simply explained as an overly aggressive ‘red’ cut. More than half of all logM∗ < 9.5 galaxies counted as ‘red’ by Peng et al. (2010) are members of the
bluer ‘B-type’ galaxy population.
the effect of ‘incompleteness’ in the blue/red samples selected us-
ing a hard cut. Similarly, the difference between the points and the
curves show the impact of ‘contamination’ in the hard-cut samples.
Having now described the content of Fig. 14 in general terms,
let us now turn to discussing the results of each of these three works
in the context of our more sophisticated analysis.
9.1.1 Comparing our analysis to Bell et al. (2003)
Looking at the left panels of Fig. 3, it can be seen that our B
MF agrees well with the blue MF from Bell et al. (2003) for
logM∗ . 9.8. But this agreement is at least partly coinciden-
tal. At these masses, compared to our B-classifications, the Bell
et al. (2003) blue cuts are 80–90 % complete, and 80–90 % reli-
able. The red cuts, on the other hand, are only 50-60 % complete,
and only 40–60 % reliable. It turns out that these two effects offset
one another: the extra 10-20 % of B-type galaxies that are counted
as red almost exactly balances the 50 % of R-type galaxies that are
missed. In the context of our results, Bell et al. (2003) thus get the
‘right’ answer for the logM∗ . 9.8 red/blue MFs, but not neces-
sarily for the ‘right’ reasons: even where our MFs are similar, they
are counting very different galaxies.
At higher masses, there are large discrepancies between our
MFs and those of Bell et al. (2003). Many of what we call ‘B-
type’ galaxies are counted by Bell et al. (2003) as being ‘red’: the
quasi-completeness of the Bell et al. (2003) selection drops rather
smoothly from ∼ 75 % at logM∗ ∼ 10 to . 50 % for logM∗ &
11.3. This means that, even though the red selection is & 85 %
reliable, it is also contaminated by B-type galaxies at the 20–30 %
level. The obvious culprit here is dust, and specifically the dust-
induced upturn in the (g − i) CMR for the B population, as can be
seen in Fig. 8 and Fig. 10.
The net effect of these effects is to inflate the red MF by a
factor of (Cred/Rred) ∼ 1.5, and to depress the blue MF by a
factor of (Cblue/Rblue) . 0.6. In light of all this, the fact that the
Bell et al. (2003) red/blue MFs can each be well described by a
single Schechter function is somewhat coincidental.
9.1.2 Comparing our analysis to Baldry et al. (2004)
The Baldry et al. (2004) determinations of the red and blue MFs are
based on similar assumptions to the ones that we have made. These
authors have used an ad hoc iterative procedure to fit simultane-
ously for the centres of and scatters around the blue/red CMRs, as
well as the MFs. Compared to our analysis, the major differences
are: 1.) that their fits are to the (u − r)–Mr colour–magnitude di-
agram, rather than the (g∗− i∗)–logM∗ CMD; 2.) that in their
analysis, they bin the data first by magnitude, and then by colour,
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and fit to these binned distributions; and 3.) that they then rescale
their values for each magnitude bin to stellar mass, using a simple
relation between (u − r) and M∗/Lr , whereas we are explicitly
working with M∗ estimates from SPS modelling of optical SEDs.
Given the general similarities in, and important differences be-
tween, the two approaches, it is extremely encouraging that there
is such good agreement between the B and R MFs that we derive,
and those from Baldry et al. (2004)—at least at the high-mass end.
There are still rather large differences between the red MF from
Baldry et al. (2004) and the R MF that we derive from the (g∗− i∗)
CMD, but we note that the results based on the (g− i) CMD are in
rather better agreement.
The cut shown in Fig. 14 has been derived by Baldry et al.
(2004) on the basis of their fits. This cut is designed to maximise
the product (RblueCblueRredCred) in (u − r)–Mr space. In this
sense, it is designed to be an optimal hard-cut blue/red selection
line (given the specific tanh parameterisation used). From Fig. 14,
it can be seen that this optimal selection is nevertheless imperfect.
Using the Baldry et al. (2004) selection line, Cred drops from ∼
80 % completeness at logM∗ ∼ 10 to . 65 % for logM∗ & 10.8;
by the same token,Rblue is. 75 % for all masses. (These numbers
are entirely consistent with the caveats given by Baldry et al. 2004).
This again serves to unambiguously demonstrate the difficultly of
using a hard cut in an optical colour–magnitude or colour–mass
diagram to meaningfully select red/blue galaxy samples.
9.1.3 Comparing our analysis to Peng et al. (2010)
Finally, let us turn our attention to the comparison between our
results and those of Peng et al. (2010). This comparison is particu-
larly interesting and important, given the elegant ‘semi-empirical’
model for the quenching of star formation within galaxies that these
authors have advanced based on their results.
The Peng et al. (2010) model predicts a single Schechter func-
tion for star-forming galaxies, and a two-component Schechter
function for quenched/passive galaxies. The model also makes the
specific prediction that the secondary component of the MF for
quenched galaxies should have the same shape as, but a lower
normalisation than, the MF for star-forming galaxies. They show
that their observed blue/red MFs, based on data from SDSS and
zCOSMOS, and selected using the cut in the (U −B)-MB colour-
magnitude diagram, can be understood in this way.
From Fig. 14, it is clear that the Peng et al. (2010) cut is
rather bluer than others, such that their blue sample is only∼ 80 %
complete for B-type galaxies, even at the lowest masses. In other
words, fully 20 % of what we classify as ‘B-type’ galaxies would
be counted by Peng et al. (2010) as ‘red’. By the same token, their
red sample is heavily contaminated: more than half of those galax-
ies selected as red/quenched by Peng et al. (2010) are classified by
us as being B-type.
This is absolutely crucial in the context of the Peng et al.
(2010) model, which makes the specific prediction that the sec-
ondary component of the MF for quenched galaxies should have
the same shape as, but a lower normalisation than, the MF for star-
forming galaxies. It should now be clear how exactly this kind of
behaviour can be produced by using too-blue a cut: once the red-
selected sample becomes highly contaminated, it becomes simply
a shadow of the blue MF. This effect does not rely on, but will be
amplified by, the effects of photometric scatter discussed in §4.1.
We thus highlight the possibility that the low mass upturn in
the red MF seen by Peng et al. (2010) and others simply reflects a
high degree of ‘contamination’ of the ‘red’ sample by members of
the ‘blue’ population. This happens where the relative numbers of
red galaxies is low, and the hard red/blue selection limit enters the
red wings of the blue distribution. This interpretation also explains
why the red upturn has a similar shape to the blue MF: because
the galaxies responsible for this upturn are actually members of the
blue population.
Taken at face value, our results would therefore appear to be in
conflict with the quenching model advanced by Peng et al. (2010).
However, this statement is only true to the extent that our R-type
galaxies can be interpreted, in astrophysical terms, as being gen-
uinely ‘quenched’. But still, looking at Fig. 14 and back to Fig. 7,
the same criticism could be levelled at Peng et al. (2010).
In light of the above, the strongest point that we are pre-
pared to advocate at this stage is only that the relative shapes
and absolute values of the B and R (or blue and red) MFs de-
pends very sensitively on how the different populations are de-
fined/selected/classified (see also, e.g. Driver et al. 2006; Kelvin
et al. 2014, among others). Further, we stress the dangers of over-
interpretting the physical significance of any hard red/blue selec-
tion, given the basic fact of overlap between the two R and B pop-
ulations. This is precisely why we have set out to derive objective
and phenomenological B/R classifications, which are empirically
derived from our statistical description of the observed data.
9.2 Comparisons with other approaches of distinguishing
galaxies with ‘young’ and ‘old’ stellar populations
The basic problem that we have sought to overcome in our analysis
is that the optical colour distributions of the B and R populations
overlap. We are certainly not the first to apprehend the difficulties in
using optical colours to distinguish ‘developed’ from ‘developing’
galaxies. Our solution to this problem has been to devise a mixture
modelling approach to account for this fact. Most authors, however,
have sought to circumvent these problems, rather than attempt to
confront them head on.
Many others have argued that an optical–NIR colour–colour
diagram (see e.g., Labbe´ et al. 2006; Williams et al. 2009; Papovich
et al. 2012) can be used to isolate ‘quiescent’ galaxies. The idea is
that the dust and age/metallicity vectors are no longer parallel in
a such a diagram, and so ‘red and dead’ galaxies and ‘dusty star-
formers’ are more easily separated. This kind of colour selection
thus acts as a very simple (two-colour) SED-based classification.
Taking this idea to its logical conclusion, other authors have
explicitly used SPS modelling of SEDs to develop a young/old clas-
sification scheme. For example, Drory et al. (2009) have selected
‘passive’ galaxies based on the best-fit SPS template. After the fact,
they then show that these ‘passive’ galaxies are indeed concentrated
in the expected region of the NUV–r–J colour–colour diagram.
By considering the intrinsic stellar (g∗− i∗) color, we have
used the information encoded in the multicolour SEDs to, insofar as
is possible, break the degeneracy between dust and age/metallicity.
In this way, we are using (g∗− i∗) as a continuous and quanti-
tative diagnostic of a galaxy’s stellar population. Then, we have
used a phenomenological, descriptive model of the bivariate M∗–
(g∗− i∗) distribution to derive a quantitative, probabilistic classi-
fication scheme. Next, similar to Drory et al. (2009), we can eluci-
date the nature of—and validate our interpretation of—these clas-
sifications by showing how our classifications map onto other com-
mon diagnostic plots.
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Figure 15. The optical-to-NIR SED shapes of B- and R-type galaxies.— Each panel shows the restframe UVJ colour-colour distributions of galaxies in
different mass bins. In each panel, individual galaxies are colour-coded according to their B/R-type classification, as in Fig. 11. The white contours show the
logarithmic data density. As would be expected if the R-type galaxies were mostly ‘red and dead’, they fall in a relatively tight clump. Further, the R-type
clump is offset from the red tip of the B-type galaxy distribution. Note that the derivation of these restframe colours is entirely independent of the SED fits used
to derive the values of (g∗− i∗), whence the B/R classifications. The situation of R-type galaxies in the ‘old’ part of the diagram (shown by the black box) is
not by construction. While it is reassuring that these two complementary approaches qualitatively agree, in contrast to ‘hard’ colour selections, we stress that
our B/R-classification scheme is objective (derived from the data, rather than imposed on it), and quantitative (explicitly accounting for overlap between two
populations). In this context: consider how many B-type galaxies with logM∗ < 9.3 would satisfy a UVJ ‘red’ selection, despite clearly being associated
with the main blue clump. Also: consider how the mass function of these UVJ ‘red’ galaxies will behave at low masses.
9.2.1 The optical–to–NIR colours of B- and R-type galaxies
We explicitly show how our B/R-classification scheme maps onto
the UVJ diagram in Fig. 15, which shows the galaxies in our sam-
ple, separated into broad mass bins, and colour-coded according
to their objective B/R-type classification, WR. These plots can be
compared to the restframe UVJ colour–colour diagram used by, for
example, Williams et al. (2009) to and isolate the ‘dead sequence’
of truly passive galaxies at high redshifts.
For this Figure, the restframe UVJ photometry have been de-
rived using a heavily refactored version of the INTERREST algo-
rithm for interpolating restframe photometry (Rudnick et al. 2003;
Taylor et al. 2009). It is worth stressing that the derivation of these
restframe colours is completely independent from the SED fits used
to derive the values of M∗, (g − i), (g∗− i∗), etc.
It can be seen that, in broad terms, our (g∗− i∗)-based sepa-
ration between B- and R-type galaxies behaves as expected in the
UVJ colour–colour diagram: the R-type galaxies are tightly clus-
tered, and in a location that is above and/or to the left of the ‘blue
sequence’. This demonstrates that our optical SED fits can distin-
guish between the SEDs of ‘red and dead’ galaxies and ‘dusty star
formers’, and thus that our values of (g∗− i∗) do provide a mean-
ingful characterisation of galaxies’ stellar populations.
The different panels Fig. 15 show how our B/R-type classifi-
cations is projected onto the UVJ diagram at different mass ranges.
Looking at the classifications, the point of transition from mostly
B-type (blue points) to mostly R-type (red points) can be seen to
correspond qualitative changes in the 2D data density that, in sim-
ple terms, look like different populations.
It can be seen in this Figure that there is some mass-dependent
‘creep’ to how our B/R classification maps onto the UVJ diagram.
From a phenomenological point of view, however, the argument
could be made that this is desirable. Certainly, it is clear that the
locus of ‘red’ galaxies, however defined, shifts to redder colours
at higher masses. This is just the colour–mass relation in another
guise. Indeed, in the lower mass bins our B/R-type classifications
might provide a better characterisation of the two-population nature
of the data than the standard hard selection box shown.
It is worth explicitly noting that the UVJ selection box shown
would capture predominately B-type galaxies at the lowest masses:
the ‘reliability’ of a UVJ selected sample of R-type galaxies would
be only ∼ 25 %. In comparison to our determination of the R MF,
such a UVJ-selected ‘red’ MF would be inflated. Moreover, this
would act in such a way that the inferred ‘red’ MF would have
approximately the same low mass slope as the ‘blue’ one. This is
highly significant in the context of the results of Peng et al. (2010).
9.2.2 R-type galaxies have older stellar populations
Fig. 16 shows a similar but different test, this time using the D4000
and Hδ spectral diagnostics. These measurements have been made
using the available GAMA or literature spectra for each galaxy in
our sample. For the purposes of this plot, we have imposed a signal-
to-noise cut across the relevant wavelength range to ensure reason-
able data quality. This effectively introduces a bias against the red-
dest galaxies, particularly at low masses. Representative error bars
for each bin are shown.
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Figure 16. The optical spectral shapes of B- and R-type galaxies.— Each panel shows the bivariate distribution of 4000 A˚ break strength, parameterised by the
D4000 diagnostic, and the equivalent width of the Hδ line (positive implies emission). As in Fig. 15, each panel is for a different mass range, and individual
points are colour-coded according to WR. A spectral signal-to-noise cut has been imposed to ensure meaningful measurements of both D4000 and Hδ. As
for the previous Figure, these diagnostic plots show how our B/R classifications do meaningfully encapsulate information about differences in galaxies’ stellar
populations. Further, as in Fig. 15, the B/R classifications can be seen to correspond to differences in SED shape that can be broadly understood in terms of
younger/older stellar populations. More specifically, that the light from R-type galaxies is completely dominated by stars with ages & 1 Gyr.
In this diagram, stars with ages & 1 Gyr will have both
D4000 & 1.5 and Hδ . 0 (see, e.g. Kauffmann et al. 2003, among
many others). Because these measurements are made over a narrow
wavelength range, they are very weakly sensitive to dust. This di-
agnostic diagram shows that the optical spectra of R type galaxies
are completely dominated by old stars, with little to no contribution
from stars less than ∼ 1 Gyr old. In other words, and modulo the
caveat in the previous paragraph, these results suggest that those
galaxies that we have classified as R-type have seen no significant
star formation activity in the past 1 Gyr or more.
The results presented in this section are intended to demon-
strate two important facts. First, the results shown in each of these
two figures illustrate that—and how—our B-R classifications faith-
fully and meaningfully encapsulate differences in galaxies’ SED
shapes, and hence stellar populations. In particular, these Figures
show how, particularly for logM∗ & 10, the R-type popula-
tion is analogous to commonly used ‘red and dead’, ‘passive’, or
‘quenched’ selection criteria.
Second, and more perhaps more importantly, we have pre-
sented these diagnostic diagrams as a means to evaluate the mean-
ing of our phenomenological and empirically derived B/R classifi-
cation scheme. Earlier, in §4, we have said that our results can be
used to gain insight into the process of quenching, but only to the
extent that our operational definitions of ‘red’ or ‘R’-ness can be
taken to mean ‘quenched’. In this regard, we can now offer a more
astrophysical characterisation of what distinguishes R- and B-type
galaxies: namely, that the light from R-type galaxies is completely
dominated by stars with ages & 1 Gyr.
9.2.3 Understanding the nature of B- and R-type galaxies
In this work, we have used the intrinsic, dust-corrected (g∗− i∗)
colour as a diagnostic parameter for a galaxy’s stellar population.
As mentioned in §2.3.2, this quantity is a very good proxy for
luminosity-weighted mean stellar age. We have then used our para-
metric, descriptive mixture-modelling of the (g∗ − i∗) CMD to
construct an objective B/R-type classification scheme, and so de-
rive operational definitions for these designations. In this section,
we have used complementary diagnostics to show that the stellar
populations of B- and R-type galaxies do indeed differ, and in par-
ticular that R-type galaxies really do host older stars. This demon-
strates that the (g∗− i∗) parameter is indeed a useful diagnostic for
distinguishing galaxies based on their stellar populations.
The line of argument that we have now developed is similar to
the one in Drory et al. (2009). In particular, we have now explicitly
demonstrated, in a mass dependent way, that galaxies classified as
R-type or B-type have different spectral and SED shapes, and thus
that the two populations have qualitatively different stellar popula-
tions. (We also show how the kind of UVJ cuts commonly used can
give very misleading results at low masses.)
The crucial point of difference between our analysis and those
mentioned above is this: we have not explicitly set out to distin-
guish ‘young’ and ‘old’ (or ‘star forming’ and ‘quenched’) stel-
lar populations. Instead, we have started from a phenomenological
description of the optical colour–mass diagram, and used this to
disentangle the two apparently distinct populations. Identifying the
distinguishing features of galaxies in these two populations is thus,
for us, a secondary problem. In this sense, the implication from Fig.
15 and Fig. 16 is that massive R-type galaxies have relatively old
stellar populations, and little to no dust. This point is non-trivial,
even if it may seem so at first blush.
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9.3 Fallacious arguments against our methods and results
9.3.1 40 parameters is too many. Therefore I do not believe your
results.
In §5.3, we have described the various tests that we have done in an
attempt to devise the best and simplest description of the data pos-
sible. This is not to say, however, that our parameterisation is right.
Instead, our claim is only that we do provide a good description
of the data, inasmuch as our model encapsulates all the qualitative
features of the bivariate colour–mass distributions, as illustrated in
Fig.s 6–13.
There are some indications that some parameters could be
eliminated from the model without significantly degrading the sta-
tistical quality of the fit: most notably, the data do not clearly de-
mand a two-Schechter description of the R MF. While there is some
ambiguity in whether or not certain parameters ought be excluded
or included, we can say with confidence that we are not grossly
overfitting the data.
There are some parameters for which the inferred values are
consistent with zero (see Fig. 5). To the extent that the model does
not make use of the additional freedoms that these parameters al-
low, they would appear unnecessary for the best, simplest possible
description of the data. At the same time, and for the same reason,
excluding these parameters would make no difference to the fits, or
to our results. To the extent that the decision as to whether or not to
include these parameters is arbitrary, it is also unimportant.
9.3.2 Your results are entirely determined by how you have
parameterised your model. Therefore I do not believe your
results.
As discussed in §5.3.2, this same criticism could be levelled at any
model or modeller. The decision as to how to model one’s results is
an inescapable part of any modelling.
Furthermore, in the specific context of modelling the bimodal-
ity in the CMD, this concern is misplaced. As discussed in §4 and
§9.1, the use of a hard cut to select ‘red sequence’ and ‘blue cloud’
galaxies directly determines the inferred shapes of the mass func-
tions. And as discussed in §4.3, in the absence of some solid the-
oretical justification for the specific cuts used, these cuts must be
viewed as being to some extent arbitrary. This criticism is thus
much more pertinent for the vast majority of existing bimodality
studies (the notable exception being Baldry et al. 2004).
Indeed, as laid out in §4, the motivation for our analysis is pre-
cisely to address this concern, insofar as is possible. Our primary
motivation for our mixture model of the bivariate colour-mass dis-
tributions is to develop an objective classification scheme, which
can be used to disentangle the apparently distinct populations.
But this is not to deny the truth that the form of the model in-
fluences the outcome. Indeed, as discussed in §6.2, this idea leads to
an important caveat on our MF determinations for logM∗ . 9.3,
where the application of our model to the observed colour distribu-
tions becomes problematic (see Fig. 6 and Fig. 7).
9.3.3 You cannot place strong constraints on the value of
parameter X , and anyway, all of your parameters are
strongly covariant, if not completely degenerate. Therefore
I do not believe your results.
By using a Bayesian MCMC sampling scheme to constrain the val-
ues of the parameters in our model—i.e., to do the actual fitting—
we fully determine and account for the covariances between the
model parameters. Further, as discussed in §7.3, we are not specif-
ically interested in the actual values of most of the parameters that
define the model. For example, the values of the parameters αB,2
and M†B,2 are important only insofar as they describe the shape of
the MF for the B population. As shown in Fig. 12 and Fig. 13, we
do not need to be able to uniquely determine the values of the αs
or φ†s in order to obtain very precise determinations of the MF.
As discussed in §7.3, ‘the results’ of our analysis should be
taken to be the histograms shown in Fig. 12 and Fig. 13. In de-
riving these results, the role of our parameterised model is only to
provide objective and quantitative B- and R-type classifications, as
discussed in §7.2, which account for the overlap between the two
populations in the CMDs. As discussed in §7.3, uncertainties in
the values of the different model parameters, propagated through
to uncertainties in the classifications, produce uncertainties in our
MFs that are at most ∼ 10 %, and are more typically 1–5 %. For
any given mass in either Fig. 12 or Fig. 13, the contribution to the
total error budget associated with the construction of the model is
always . 40 %, and more typically . 10 %.
9.3.4 It makes no sense to say that some ‘red’ galaxies are bluer
than many ‘blue’ galaxies. Therefore your results are
meaningless.
As discussed in §4.4, our analysis is predicated on two assumptions,
neither of which are controversial, First, we are assuming that there
are two populations, which are characterised/distinguished by their
own distinct CMRs. Second, we are assuming that there is some
scatter around these relations, to the point where the two popula-
tions are observed to overlap. Taken together, these two assump-
tions lead to the situation where, in principle and in practice, the
bluest R-type galaxies may have bluer stellar colours than the red-
dest B-type galaxies. This is precisely the reason why we choose
to refer to the populations using the more neutral designations ‘B’
and ‘R’: to try to avoid some of the confusion that comes from
the strong connotations that have come to be associated with these
words. Some care is therefore required in interpreting our results in
astrophysical terms (see the caveats given in §8).
Furthermore, we stress that previous results that have used a
hard cut overlook the empirical fact of scatter in the colour dis-
tributions for the ‘blue’ and ‘red’ populations. Some care is also
required in interpreting the results of past bimodality studies in as-
trophysical terms. We would therefore invert this criticism to argue
that past studies have selected the red tail of the B population—
galaxies that have young, blue stellar populations—and called these
galaxies ‘quenched’ (see Fig. 14 and in particular Fig. 15).
9.3.5 Your so-called model contains no physics, and therefore no
information about the process of galaxy formation.
Again, we make no pretence that our particular parameterisation is
in any way physically meaningful; only that it yields a good de-
scription of the phenomenology of the CMD. Our results thus offer
one potential means of understanding the data, which is the most
that any modeller can do. Included within this is a phenomenolog-
ical description of how the general population can be decomposed
into two distinct but overlapping populations. Our hope here is that
our empirical results can be used to guide and inform the future
development of genuine semi-analytical and SPH models of galaxy
formation in a cosmological context.
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What we have done in this work is to develop a means for ob-
jectively and quantitatively classifying galaxies according to their
stellar populations. In the broader context of this series of papers,
our ultimate goal is to use these classifications to identify the phys-
ical differences between B- and R-type galaxies, with a view to
deriving empirical constraints on the physical processes that act to
determine whether any particular galaxy is B- or R-type. We there-
fore defer more astrophysically-minded observational studies of the
galaxy bimodality (or bimodalities?) to future works.
9.3.6 Your R-type galaxies do not conform to existing notions of
‘red and dead’ or ‘quenched’, and therefore your results
tell me nothing about the different stellar populations
and/or star formation histories of ‘developed’ and
‘developing’ galaxies.
In the first instance, our goal has been to separate the general galaxy
population into two subpopulations, on the basis of their constituent
stellar populations, and in a mass dependent way. For our analysis
of the effective (g − i) CMD, dust is a confounding factor. For
this reason, we have repeated our analysis looking at intrinsic, dust
corrected (g∗− i∗) colours.
It is true that degeneracies between dust, metallicity, and SFH
in such fits mean that the uncertainties in the values of AV , Z, or τ
can be large, but we maintain that these data are sufficient to make
the qualitative distinction between dusty and old SED shapes. In
support of this claim, we have shown in §9.2 that those galaxies that
we classify as being either B- or R-type occupy different regions of
the Hδ-D4000 spectral line diagnostic diagram (Fig. 16), as well as
the restframe UVJ colour-colour diagram (Fig. 15).
In other words, the B-/R-type classifications really do en-
capsulate meaningful information about galaxies’ stellar popula-
tions. Further, these classifications closely correspond to the two-
population distributions seen in both diagnostic plots. Conversely,
we have also argued the kinds of ‘red’ selections that are commonly
used are a poor proxy for ‘quenched’.
We have thus accomplished our primary goal of disentangling
and characterising the two apparently distinct populations seen in
the CMD. Some of our R-type galaxies conform to the usual picture
of ‘red and dead’ galaxies, but we have shown that these galaxies
are just the high mass tip of a more continuous R population.
With our primary goal accomplished, our phenomenological
characterisations of these two populations can then shed light on
their astrophysical nature. This includes the MF for each popula-
tion, which now represents a target for cosmological simulations
to aim at. This also includes our characterisations of the (g∗− i∗)
and (g − i) CMRs for each population, which provide qualitative
constraints on the processes of star formation and of star formation
quenching within galaxies.
9.3.7 Galaxies are complicated, and focussing on only two or
three parameters glosses over all the important details.
You are missing the trees for the forest.
The process of galaxy formation is complicated, and there are myr-
iad well-known and studied galaxy types and classes that we have
not considered in our analysis: e.g., radio loud AGN, starbursts,
E+A or post-starburst galaxies, satellites/centrals, interacting and
merging galaxies, etc. Some or all of these processes may play an
important role in determining whether a particular galaxy is R-type
or B-type, or conversely, some of these processes may act exclu-
sively on or within R- or B-type galaxies. In this way, these pro-
cesses are presumably also responsible for producing the observed
intrinsic scatter around each of the two CMRs.
By the same token, galaxies are in general multi-component
systems. As a simple example, most massive galaxies have both
a disk and a bulge component, with separate stellar populations
and formation mechanisms. For example, Driver et al. (2006) have
argued that galaxies’ global colours are driven by the mixture of
(blue) disk stars and (red) bulge stars, and that the colour bimodal-
ity is thus best understood in terms of the (bimodal) distribution of
bulge-to-disk mass ratios.
We have deliberately avoided these kinds of questions in this
work; our intention is only to derive an empirical, phenomenolog-
ical description of the apparent dichotomy in the stellar popula-
tions of field galaxies—that is, the nature of the R- and B galaxy
populations. In doing so, we have derived an objective, operational
definition for these designations. This is a necessary prerequisite
for future studies of the different astrophysical natures of these two
galaxy populations, which we will pursue in future papers.
In light of the above, it is remarkable that this game can
be played at all. Here again, we stress there are no clear signs
of an intermediate or transition ‘green’ population. That the bi-
variate colour–mass distribution for the field galaxy population is
extremely well described by a simple two-population model im-
plies that our phenomenological distinction between B- and R-type
galaxies does indeed encapsulate some important astrophysical dif-
ferences in the formation histories or evolutionary states of these
two populations—even if we cannot yet articulate what these dif-
ferences are, or what the driver for these differences may be.
10 SUMMARY AND CONCLUSIONS
Our particular interest lies in characterising the mass functions
(MFs) and colour-mass relations (CMRs) for the apparently distinct
populations seen in the optical colour-mass diagram (CMD), where
the two populations are distinguished on the basis of galaxies’ stel-
lar populations. Our analysis is based on a sample of logM∗ > 8.7
and z < 0.12 field galaxies from the Galaxy And Mass Assem-
bly (GAMA) survey. This sample is properly mass-complete (vol-
ume limited) for logM∗ & 10; for lower masses, we have used
the standard 1/Vmax formalism to account for incompleteness (see
§3). Note that none of our results or conclusions change if we limit
our analysis to logM∗ > 9.5, or to z < 0.06.
The immediate motivation for reconsidering this well-studied
problem is that, as discussed in §4.3, there are quantitative and qual-
itative disagreements between the MF determinations that exist in
the literature. First, we have shown that if we analyse our GAMA-
sample in the same way as each of Bell et al. (2003), Baldry et
al. (2004), and Peng et al. (2010), we are able to reproduce each
of these authors’ SDSS-based results. Then, we argue that the dis-
crepancies between the results and conclusions of these studies are
due entirely to the different (and most often arbitrary) ways that the
‘blue’ and ‘red’ galaxy samples have been selected/defined.
Our first and most important conclusion is therefore a qualita-
tive one: that the largest uncertainty in previous characterisations of
the mass functions for ‘red’ and ‘blue’ galaxies is tied to how these
terms are defined. Put bluntly, the main reason why, say, Peng et
al. (2010) see an upturn at the low end of the ‘red’ MF where, say,
Bell et al. (2003) do not is simply because the Peng et al. (2010)
definition of ‘red’ is considerably bluer than the Bell et al. (2003)
one. As a direct consequence, a significant fraction of the Peng et
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al. (2010) ‘red’ sample are star forming galaxies with young stellar
populations (see Fig.s 4, 14, and 15).
The direct implication is that the power of these results to pro-
vide useful constraints on the process of galaxy evolution is directly
limited by the extent to which the specific ‘red’ and ‘blue’ selec-
tions used can be shown to be astrophysically meaningful. In the
absence of convincing arguments in favour of any one of these se-
lections over the others, important questions like the mass range
over which the galaxy population transitions from mostly blue to
mostly red, or the low mass slopes of the blue and red mass func-
tions, are left largely unconstrained. In order to address these ques-
tions, what is needed is a well-motivated operational definition for
the technical terms ‘red’ and ‘blue’.
To redress this, we have developed a descriptive model for
the distribution of galaxies in CMD, with the specific goal of dis-
tinguishing between ‘developed’ and ‘developing’ galaxies on the
basis of their stellar populations. In our modelling, we treat the
observed data distribution as being the sum of two distinct but
overlapping populations. The model also includes a ‘bad’ compo-
nent to allow for outliers, catastrophic errors, or otherwise un- or
under-modelled aspects of the observed distributions (see §5.1.4
and §7.1). The formalism for our modelling, which is developed
pedagogically in Appendix A, is based on the method of (Gaus-
sian) mixture modelling (see, e.g., Hogg, Bovy & Lang 2010).
As outlined in §5.1, in its most general form, our descriptive
model is fully defined by 40 parameters. As discussed in §5.3, not
all of these parameters are strictly necessary for a ‘good’ descrip-
tion of the data. In particular, it is not clear that the data strictly
demand a second Schechter component to well describe the MF
for the R population. As discussed in §5.3.2, however, where there
is ambiguity about whether or not a parameter is necessary, it will
have little to no impact on the final results. Beyond that, the most
that we can say is that we have made every attempt to ensure that
we are not grossly overfitting our data.
In effect, there are two assumptions that underpin our ap-
proach. First, we are assuming that some physical process(es) or
hidden parameter(s) act to determine whether a given galaxy is a
member of one or the other population; that is, we assume that there
are two populations, which follow distinct CMRs. Then, some sec-
ondary process(es) or parameter(s) determines where that galaxy
falls with respect to the main CMR for that population; that is, we
assume that there is some (Gaussian) scatter around each of the
two CMRs, to the point that the two populations are observed to
overlap in an optical CMD (or, indeed, in a UVJ colour–colour di-
agram). Neither of these assumptions ought to be controversial.
Allowing that, at fixed mass, there is some overlap between the
‘blue’ and ‘red’ colour distributions inescapably implies that some
‘red’ galaxies will have bluer colours than some ‘blue’ galaxies. In
acknowledgement of this semantic trap, and to avoid some of the
confusing connotations associated with the terms ‘blue’ and ‘red’,
we have adopted the more generic designations of ‘B’ and ‘R’ to
describe the two populations seen in the CMD (see §4 and §6.1).
That is, rather than considering blue and red galaxies, we fo-
cus on two galaxy populations, which we dub B and R. It is not
necessarily true that a particular B- galaxy will be bluer than some
other R-galaxy. It is also not necessarily true that an R-type galaxy
can be thought of as being ‘red and dead’, ‘early type’, ‘quies-
cent’, etc. It nevertheless remains true that the distribution of stellar
population properties are different for galaxies in each of the two
populations—in particular, at fixed mass, and on average, galaxies
in the B-population have bluer (and so younger) stellar populations
than those in the R-population.
In other words, we are assuming that the phenomenological
separation of the general galaxy population into B- and R-type sub-
populations somehow reflects a qualitative binarity in the formation
histories or evolutionary states of galaxies—but it remains to de-
scribe and explain precisely how and why this is the case. By mod-
elling these populations, we can actually derive from the data phe-
nomenological working definitions for the terms ‘B-’ and ‘R-type’
(see §7.2, Fig. 10, and Fig. 11). What is more, the classifications
are objective, insofar as objectivity is possible (see §5.3.2).
Bearing in mind the caveats given above, we go on to describe
the basic characteristics of the B- and R-population in terms of both
the effective (g − i) CMD (Fig. 8), as well as the intrinsic, dust-
corrected colour, (g∗− i∗) CMD (Fig. 9). That the members of
these two populations comprise genuinely different stellar popula-
tions has been demonstrated in §9.2, where we show that R- and
B-type galaxies occupy distinct regions of the UVJ and D4000–Hδ
diagnostic diagrams (Fig. 15 and Fig. 16).
We find that the intrinsic (g∗− i∗) CMR for the B popula-
tion is both considerably tighter and more linear than the effective
(g − i) CMR. This implies that the both the upturn in the (g − i)
CMR at logM∗ ∼ 9.5 and the relatively large scatter around the
(g − i) CMR at all masses is driven by the distribution of dust
properties, rather than differences in the stellar populations of these
galaxies. At least for logM∗ . 10.8, the relative flatness of the
(g∗− i∗) CMR for B-type galaxies also implies that, in terms of
stellar colours, the B population is relatively homogenous.
This behaviour changes, however, for logM∗ & 10.8. At this
mass range, the B population appears to converge with the red se-
quence in the (g−i) CMD. This is also where the MF for B galaxies
drops off very rapidly. In other words, there are few if any galaxies
with logM∗ & 10.8 with young (B-type) stellar populations; this
represents the top end of the blue sequence.
For the R population, if nothing else, we can say with confi-
dence that there are essentially no logM∗ . 9 field galaxies with
stellar populations that are the same as or similar to those of the
genuinely ‘red and dead’ galaxies seen at the highest masses. In-
stead, at least for logM∗ & 9.8, we see a gradual trend whereby
less massive galaxies have progressively bluer stellar colours (i.e.,
younger luminosity-weighted mean stellar ages and/or lower mean
stellar metallicities) than their more massive cousins.
The relatively small dispersion in (g∗− i∗) CMR for the R-
population suggests that, at fixed mass, R-type galaxies have rather
similar stellar populations, and hence similar star formation/stellar
assembly histories. At the same time, the slope of the (g∗− i∗)
CMR for R-type galaxies shows that there are differences in the
evolutionary histories of different members of the R populations
with different present day masses. Said another way, the evolution
of individual R-type galaxies in the field proceeds in such a way as
to create or preserve the correlation between the stellar mass on the
one hand, and stellar population on the other.
These observations—the relative homogeneity of the stellar
colours of B-type galaxies, and the correlation between stellar mass
and stellar population for R-type galaxies—run counter to prevalent
notions of the ‘red sequence’ and the ‘blue cloud’. They also pro-
vide meaningful targets for theoretical models of galaxy formation
and evolution to aim for.
For logM∗ . 9.5, it becomes increasingly difficult to mean-
ingfully and robustly distinguish two separate B and R populations
from the joint (g − i) and (g∗− i∗) colour-mass distributions. In-
deed, looking only at the observed colour distributions in bins of
mass (Fig. 6 and Fig. 7), there is little to no clear evidence for a
distinct R population at logM∗ . 9.
c© 0000 RAS, MNRAS 000, 000–000
34 Edward N. Taylor et al.
Our claim is therefore that, below logM∗ ∼ 9.3, we are
no longer able to unambiguously identify a distinct R-component
to the general field population: at least for field galaxies, below
logM∗ ∼ 9.3, the R population dissolves into obscurity. At these
low masses, our characterisation of the R population may be better
interpreted as describing the degree of asymmetry in the observed
colour distributions, and our MF for the R population may be taken
as an upper limit on the number of galaxies that lie outside the main
colour distribution for ‘normal’ B-type galaxies (see §6.2).
We note in passing that the data do not clearly demand an
intermediate ‘green’ population: the data are very well described
by a two-population model (see Fig. 6 and Fig. 7). Taking this re-
markable observation at face value, this might imply that movement
between populations is quick (see, e.g., Bell et al. 2004b). Alterna-
tively, it could imply that movement within a population (for exam-
ple, by satellite accretion/minor mergers) is much faster than move-
ment between populations: a galaxy may be ‘passed’ from one pop-
ulation to the other, and then have its colour rapidly re-randomised
according to the ‘normal’ colour distribution for its new population.
We also note that optically-identified AGN reside exclusively
within the blue sequence defined by the B population (Fig. 1). That
is, in terms of their stellar populations, AGN hosts do not clearly
differ from ‘ordinary’ star forming galaxies. Certainly they do not
represent a transition population that is intermediate between the B
and R populations.
The MFs that we derive for the R and B populations are rather
different to those for ‘red’ and ‘blue’ galaxies presented by other
authors (see Fig. 14). The reasons for these differences are dis-
cussed first in §4.1, and then again in close detail in §9.1.
In particular, we find considerably more ‘B’ galaxies with
logM∗ & 10, and a much more abrupt drop-off in the B MF at
logM∗ & 10.8. Whereas others put the crossover mass, where
the two MFs intersect, at logM∗ ≈ 10.0–10.3, we find it to be
closer to 10.5. Further, our MF for R-type galaxies is also consid-
erably lower at low masses than those for ‘red’ galaxies from the
literature. If these red or R-type MFs can be used to probe the pro-
cess of quenching, our results would imply that quenching is less
prevalent—or equivalently, that massive galaxies continue forming
new stars for longer—than has been previously thought.
But this leads to the final and most important caveat: as dis-
cussed at length in §4 and §6.1, there is real danger in inappropri-
ately reifying the terms ‘B-’ and ‘R-type’—or, equally, the terms
‘blue’ or ‘red’. These terms must be understood as qualitative,
phenomenological designations for galaxy populations. In partic-
ular, one should not conflate the terms ‘R’ or ‘red’ with the term
‘quenched’. This is especially true at low masses, where the stellar
populations of ‘red’ or R-type galaxies are rather different to those
found at higher masses.
As discussed throughout this paper, it is necessarily and in-
escapably true that our results depend on the choices made in
the construction of our model—we can only answer the question
that we have asked. In particular, the decision to use Gaussians
to describe the colour distributions at fixed mass is primarily one
of convenience. Our justification for these decisions is ultimately
empirical—the proof is in the pudding. We have thus shown that
our descriptive modelling provides one potential way of under-
standing the data. The fact nevertheless remains that using a dif-
ferent operational definition for the terms ‘red’ and ‘blue’ will lead
to quantitatively and perhaps qualitatively different results.
We do not pretend to be immune to these difficulties. Instead,
our goal is to highlight the importance of these issues, and to make
it clear that the same criticisms can and should be levelled at any
study of the ‘red’ and ‘blue’ galaxy populations. But then again, we
have also validated our results by showing how the phenomenolog-
ical B/R classifications that come from our model do indeed select
galaxies with qualitatively different stellar populations.
This point is particularly significant in connection with the el-
egant semi-empirical model for quenching presented by Peng et al.
(2010), which hinges on the presence or absence of an upturn to
the MF for quenched galaxies at logM∗ . 9.5. Looking at the
distributions shown in Fig. 6 or Fig. 7, (or even the UVJ diagrams
in Fig. 15) it should be immediately obvious how problematic it is
to meaningfully distinguish a separate ‘red’ or ‘quenched’ or even
‘R’-type population at these low masses (see §6.2). Further, it must
be recognised how a sample of ‘old’ or ‘quenched’ galaxies se-
lected using a hard cut in any of these diagrams—including the
UVJ diagram—will be dominated at low masses by spillover from
the red tail of the distribution of otherwise normal, young, star-
forming, B-type galaxies. The critical issue is therefore whether or
in what sense these galaxies can be thought of as a distinct, coher-
ent population of quenched galaxies.
This paper is the first in a series in which we explore the dif-
ferent aspects or manifestations of the bimodality (or bimodalities)
in galaxy properties. In Papers II and III, we will perform a similar
analysis to explore bimodalities in terms of line emission proper-
ties, and in terms of Se´rsic-fit structural parameters. Taken together,
these three Papers will provide a basis for robustly and objectively
classifying galaxies according to the stellar populations, present
day star formation and/or AGN activity, and structure. In future
works, we will go on to use these results to explore the natures of,
and interrelations between, these bimodalities.
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APPENDIX A: DEVELOPING AN OBJECTIVE
RED/BLUE CLASSIFICATION SCHEME
A1 Introductory Statement of the Problem
Our overarching goal is to derive an empirical, phenomenolog-
ical description of the ‘bimodality’ in the galaxy population, as
seen in the (g − i) and (g∗− i∗) CMDs. This apparently simple
project is made problematic by the fact that the apparently dis-
tinct ‘red’ and ‘blue’ populations are seen to overlap in both of
these CMDs. Accordingly, we want to avoid imposing some arbi-
trary ‘hard’ cut to distinguish ‘red’ from ‘blue’; instead, we want to
develop the means to simultaneously and flexibly describing these
two distinct but overlapping populations. The solution to this mod-
elling problem—the method of mixture modelling—can alterna-
tively be viewed as the development of an empirical and objective
‘red’/‘blue’ classification scheme, based on the likelihood that a
given data point has been drawn from one or the other population.
To reduce the problem to the simplest possible terms, what
we want to do is to construct a parametric model that describes
the distribution of data points in the CMDs. This model will need
to have two components—one for each of the ‘red’ and ‘blue’
populations—each of the form p(x, y), where x = logM∗ and
y = (g − i) or (g∗− i∗). The model itself will be fully described
by a set of parameters, P. The observed data are then considered
as having been randomly drawn from—generated by—this mod-
elled density distribution, and observed subject to the appropriate
measurement errors or uncertainties.
The generative model is thus explicitly intended to describe
the (scalar) likelihood, Li, of observing any given (vector) data-
point, xi = (xi, yi), and the associated uncertainties, which are
assumed to be Gaussian, and are for now generically represented
as σi. It is crucial to recognise that the generative model is only
calculable—indeed, is only defined—given or assuming a particu-
lar set of trial values for each and every of the parameters inP. That
is, Li describes the likelihood of observing the datapoint xi with
formal observational uncertainties σi, given or assuming a specific
set of values for P. To reflect this fact, the likelihood function is
represented as Li(xi, σi|P).
The primary goal is thus to use the full observed dataset,
X = {xi}, along with the associated set of observational uncer-
tainties, S = {σi}, to constrain the ‘true’ values of the parameters
inP—that is, we aim to generate the posterior probability distribu-
tion function (PDF) for the values of the parameters P, given that
we have observed our data, Pr(P|X,S).
Let us begin our discussion by considering only one popula-
tion, and taking the simplest possible relation between x and y: a
perfect line, `(x|m, c) ≡ (m x + c − y) = 0. In this case, the
model parameter set P just comprises the slope and normalisation
of the line; i.e., P = {m, c}.
The traditional—but overly simple and somewhat naı¨ve—
approach to this kind of fitting problem is to use the method of
weighted χ2 minimisation, which is described immediately below,
to fit independently fit for a linear relation between y and x. Among
extragalactic astronomers, this approach is also frequently referred
to as ‘maximum likelihood’. However, as is well known and ac-
cepted in many other disciplines (including particle physics and
cosmology), and as we shall endeavour to make clear in the next
few sections, the weighted χ2 fitting formalism is only one instance
of the more general class of maximum likelihood fits that are possi-
ble. Moreover, the very restrictive set of assumptions that underpin
the weighted χ2 formalism means that it is only appropriate to use
in very specific—and, in astronomy, very rare—situations.
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In any case, following the weighted χ2 minimisation formal-
ism, including the assumption of Gaussian errors, the values of the
Lis are computed as:
Li(xi, yi, σy,i|m, c) = G1(`i, σ2y,i)
≡ 1√
2piσ2y,i
exp
[−1
2
`2i
σ2y,i
]
, (A1)
where we have abbreviated `(xi|m, c) = (mxi+c−yi) as `i, and
σy,i is the observational uncertainty associated with the measure-
ment of yi. We have also used this Equation to introduce G1(y′, σ2)
as our shorthand for a 1D Gaussian distribution, centred on y′ = 0
and with variance σ2, and evaluated at the location y′. Note that in
what follows, G1 should always be understood to be integral nor-
malised to unity.
The global likelihood, L, of observing the full dataset is then
given by the product of all the individual Lis. In practice, it is more
convenient to work in terms of logarithms, so that:
lnL(X,S|P) = ∑
i
lnLi
(
xi, yi, σy,i|m, c
)
. (A2)
Within the traditional weighted χ2 formalism, `2i /σ
2
y,i is written as
wiχ
2
i , where χ
2
i = `
2
i and wi ∝ 1/σ2y,i. Note that a ‘least squares’
fit corresponds to the case where all the wis, and hence all of the
σy,is, have the same, constant value. With these definitions, lnL
can be seen to be equal to − 1
2
∑
wiχ
2
i minus a constant.
The parameter values that minimise the sum of χ2i can thus be
seen to also maximise L. This is the statistical justification for the
otherwise purely geometric rationale that underpins the χ2 formal-
ism. A weighted-χ2 minimisation is just a special case of a maxi-
mum likelihood fit.
The ‘miracle’ (Hogg, Bovy & Lang 2010) of the weighted χ2
formalism is that maximisation condition ∂ lnL/∂m = 0 can be
solved analytically. Since we have defined wi χ2i ∝ (`i/σi)2 =
(mxi + c− yi)2/σ2y,i, each of the individual lnLis, and thus the
summed lnL, can be seen to be quadratic in m. Scaling the wis so
that
∑
wi = 1, the result is:
mminχ2 =
∑
(wixiyi)− (∑wixi) (∑wiyi)∑
(wix2i )− (
∑
wixi)
2 . (A3)
Note how similar this expression is to Cov(xi, yi)/Var(xi). For
our purposes—fitting the red and blue CMRs—this procedure
would be done separately and independently for the red and blue
subpopulations, using some prior distinction to separate the two.
There are a number of important and implicit assumptions in-
volved in writing Eq. (A1) and Eq. (A2), each of which make the
traditional χ2 approach unsuitable for our purposes. 1.) Any and
all uncertainties in measured values of the xis are ignored—σx,i
does not appear in Eq. (A1). There are two facets to the embedded
assumption 2.) that the distribution of datapoints is well described
by a perfect line. First, 2a.) all values of x are considered equally
likely; no attempt is made to account for the underlying distribution
function for x (i.e., mass). Second, 2b.) the relation between x and
y is assumed to be infinitely narrow; no allowance is made for there
being an intrinsic (astrophysical) scatter in the relation between x
and y. 3.) No allowance is made for outliers, catastrophic measure-
ment errors, or otherwise ‘bad’ data; the results of the fit are, in
both principle and practice, sensitive to data that contain little or
no useful information. And finally, 4.) any two or more popula-
tions must be fit independently using an a priori distinction; this
approach cannot deal with multiple overlapping populations.
Our task in this Appendix is therefore to develop a better de-
scriptive model for the data density distribution in the CMD that
can overcome the considerable limitations of the traditional ap-
proach, and which can be used to objectively distinguish between
red and blue galaxies. Our treatment and discussion of the prob-
lem, including that immediately above, is heavily influenced by the
excellent pedagogic work of Hogg, Bovy & Lang (2010).
A2 Allowing for Covariant Errors in Both x and y
In general, and certainly in our case, there are significant obser-
vational uncertainties on the values of the xis as well as the yis.
Further, the measurement errors in x and y are, in general, corre-
lated, in the sense that if a galaxy’s colour is overestimated, then so
too will its mass-to-light ratio, and thus its total stellar mass. In this
case, and sticking with the assumption of Gaussian errors, what we
have generically referred to as σi is most simply represented by a
covariance matrix, Si, as defined in Eq. (5).
Consider observing an instance drawn from our generative
model that ‘really’ lies at the position x′ = (x′, y′), which lies
somewhere along the line `(x′) = 0. So long as the measurement
errors can be treated as being Gaussian, then the probability of ob-
serving this point at the position xi is given by:
p(xi|Si, x′) = G2(xi − x′, Si) (A4)
≡ 1
2pi |Si|1/2 exp
[
−1
2
(
xi − x′
)T
S−1i
(
xi − x′
)]
,
Where we have now also introduced G2(x,S) as a shorthand for
the (normalised) 2D Gaussian centred on the point x = 0, and
with covariance given by the matrix S. This expression can thus
be understood as describing the contribution to the expected, ob-
served data density at the location xi in the observed CMD, owing
to the ‘true’, underlying distribution at the location x′, when ob-
served with measurement errors described by Si.
In order to derive an expectation for the net observed data den-
sity at the location xi—or, in other words, the overall likelihood of
observing the datapoint xi—it is therefore necessary to integrate
over all possible values of x′. If the underlying distribution is truly
a perfect, uniformly populated and infinitely thin line, then this line
integral takes the following form:
Li(xi, Si|P) =
∮
`
dx′ p(xi|Si, x′)
=
∫
dx′ δ[`(x′|P)] G2(xi − x′, Si) , (A5)
In the second line, we have re-written the original line integral to
highlight the fact that it can alternatively be understood as a con-
volution between the underlying data distribution and the measure-
ment error ellipse; i.e., Li = δ[`(xi)]⊗ G2(xi, Si). Here, we have
used the Kronecker delta function, δ[·], to enforce the condition
that `(x′) = 0 for points on the line; i.e., δ[`(x)] is taken to rep-
resent the intrinsic distribution in (x, y) space. We have also used
Eq. (A4) to re-express p(xi|Si, x′) as G2(xi − x′,Si).13
13 There is a subtlety here, in that we have implicitly equated p(xi|Si,P)
and p(xi, Si|P). The difference between these two quantities boils down
to the distinction between error and uncertainty. When a measurement is
made, there is (almost) always some error; that is, a difference between
the true and measured values. This quantity is, by definition, unknowable.
At the same time, whenever a measurement is made, it will (or should)
always come with an associated uncertainty, which reflects the allowed
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Sticking with the assumption that the underlying distribution
is a perfect line, this line or convolution integral can be done ana-
lytically. The result is simply a 1D Gaussian:
Li(xi, Si|P) = G1(s⊥,i, σ2⊥,i) ! (A6)
Here, s⊥,i(xi|P) and σ⊥,i(Si|P) are the (scalar) projections of the
vector xi and the error ellipse described by Si, respectively, onto
the normal vector for the line, nˆ. In other words, if the slope of the
line is m, then nˆ is a unit vector in the direction (−m, 1), and s⊥,i
and 1/σ2⊥,i are defined as (nˆ ·xi) and (nˆT ·S−1i · nˆ), respectively.14
While this result may at first appear to be surprisingly simple,
with a moment’s reflection it becomes immediately intuitive. By a
symmetry argument, the probability density around the line must
depend only on the perpendicular distance from it. (Think of the
electrical field above a charged wire or plate.) In the simple case of
a distribution with y = 0, the scatter in the x direction is immaterial
— for each point from the ‘true distribution that is scattered to the
right, another will be scattered from the left to take its place. Any
covariance between σx and σy , which just represents a shearing of
σx along the y axis, is similarly immaterial. 15
At least in the case that the errors in x and y are uncorrelated,
the solution of ∂ lnL/∂m = 0 is still analytic. (This is sometimes
referred to as Deming regression, particularly among chemists and
in the medical sciences.) It is also possible to derive an analytic so-
lution in the more general case of correlated errors. However, we
would argue that, in this day and age, it is just as easy to solve
the problem numerically, which can be almost trivially done using
any number of established optimisation algorithms. This is doubly
true if one wants to quantify the uncertainties in the fit parame-
ters (as one should). Furthermore, once one adopts a Bayesian per-
spective (as we strongly advocate), the ‘maximum likelihood’ so-
lution becomes all but meaningless. Instead, the Bayesian strives
to constrain the values of the model parameters given the observed
data; that is, to derive the posterior probability distribution function
(PDF) for the full range of allowed parameter values.
If the above discussion has been somewhat long and laboured,
it is to make the following point very clear: even within the frame-
work of traditional maximum likelihood or χ2 minimisation fitting,
it is very easy to account for completely general Gaussian uncer-
tainties. The only change to the formalism that is required is to shift
from the offset and scatter in the y direction to those perpendicular
to the linear relation; that is, to use the definition of Li given in Eq.
(A6) in place of that in Eq. (A1). Almost without exception, if a
more general description of the observational errors or uncertain-
ties is available or can be assumed, there is no good reason not to
use this information.
range of ‘true’ values that are consistent with the measured values. This is
something that can (and should) be estimated. In this sense, the uncertain-
ties represent our priors on the error distribution, to be marginalised over.
The assumption underpinning the sleight of hand by which we have made
p(xi|Si,P) = p(xi,Si|P) is therefore that the probability distribution for
the measurement errors is faithfully described by our formal measurement
uncertainties. In particular, the assumption is that the errors are random, not
systematic, and that the error distribution function is Gaussian in form.
14 The projection vector nˆ can just as easily be thought of in terms of the
angle of the line θ = arctanm, in which case nˆ becomes (− sin θ, cos θ).
15 Note, however, that this argument only holds to the extent that the line
is uniformly populated; we will return to this issue in §A6.
A3 Allowing for Intrinsic Scatter in the Underlying Relations
The next assumption we intend to relax is that the underlying data
distribution comes from an infinitely thin line. Instead, we will al-
low that there is some intrinsic, astrophysical scatter around the
blue and red CMRs, which we intend to fit for. In the absence of any
other better motivated alternatives, we will make the simplest and
most convenient assumption that this intrinsic scatter can be treated
as being Gaussian. This requires the introduction of a new parame-
ter into the setP, which we will denote as ζ2, and which should be
understood as being the intrinsic variance around the ‘true’ CMR.
Intrinsic scatter can be accommodated by considering it as an
additional kind of ‘error’ on points drawn from a perfect linear re-
lationship. A linear relationship with Gaussian scatter can be rep-
resented as the convolution of perfect line with a Gaussian; i.e.,
p(xi) = δ [`(xi)] ⊗ G1(yi, ζ2). By the associativity of convolu-
tions the procedures (δ ⊗ G)⊗ G and δ ⊗ (G ⊗ G) are equivalent;
by the commutativity of convolutions, it does not matter which of
the two Gaussians in this schema is represents the intrinsic scat-
ter, and which represents the measurement errors. Then, since the
convolution of two Gaussians with variances ζ2 and σ2 is itself a
Gaussian with variance (ζ2 +σ2), it is clear that we are justified in
treating ζ as being akin to ‘just another source of error’. Thus we
have:
Li = δ[`(xi)]⊗ G1(yi, ζ2)⊗ G2(xi, Si) . (A7)
There are then two options for how to include ζ2. If ζ2 is taken
to be the intrinsic variance perpendicular to the relation, then it
can be folded into Eq. (A6) by simply replacing σ2⊥,i with ζ
2 +
σ2⊥,i. The alternative is to define ζ
2 as being the variance in the y
direction. Since this is the more physically sensible way to envisage
astrophysical scatter in the CMRs, this is how we choose to treat ζ2;
it should thus be thought of as representing the intrinsic variance in
colours at fixed mass.
Once we have defined ζ in this way, using the arguments pre-
sented in the previous section, we can now define ζ⊥ = ζ cos θ,
where θ = arctanm is the angle of the linear relation. Then, Eq.
(A6) becomes:
Li(xi, Si|P) = G1(s⊥,i, ζ2⊥ + σ2⊥,i) . (A8)
Again, we stress that it is not all that hard to incorporate intrin-
sic scatter into the traditional maximum likelihood fitting frame-
work. At this stage, however, (we believe that) the maximum like-
lihood problem can no longer be solved analytically; it requires the
use of a computer. It is true that, in most cases, the inferred values
of the linear fit parameters will not be strongly covariant with the
inferred scatter. However, any ‘goodness of fit’ statistic—and thus
uncertainties on these parameters—will depend on the true, under-
lying variance. Furthermore, in many cases—including ours—the
scatter is itself a quantity of astrophysical interest, and it makes
little if any sense to neglect it.
A4 Outliers and Catastrophic Errors
As Hogg, Bovy & Lang (2010) stress, traditional weighted χ2 min-
imisation fitting methods are generically sensitive to outliers, or
‘bad data’. However, these authors also outline a solution to this
problem—the method of (Gaussian) mixture modelling. The basic
idea here is to add a secondary component to our generative model,
so that it is able to generate both ‘bad’ and ‘good’ data.
Constructing a generative model for such ‘bad’ data obviously
requires that we make some working assumptions about the ‘true’
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distribution of ‘bad’ data in the observed (x, y) plane. Developing
a full and an accurate description of such ‘bad’ data is not some-
thing that is easily done; further, it is not something that we are
particularly interested in doing. That said, we echo Hogg, Bovy &
Lang (2010) in saying that “the power of this [method] comes not
from making an accurate model of the outliers, it comes simply
from modelling them” (emphasis in the original). And in the end,
as described in §5.2, we will marginalise over these ‘nuisance pa-
rameters’ that describe the ‘bad’ data distribution, leaving us only
with the parameters that we genuinely care about.
Since we have no concrete knowledge of the ‘bad’ distribu-
tion, we make the simplest possible assumption and treat this dis-
tribution as Gaussian. We also consider all data points as having
an equal probability of being or becoming ‘bad’; our desire to ob-
jectively identify ‘bad’ data points requires that we make no a pri-
ori assumptions as to the ‘badness’ or otherwise of individual data
points. We thus choose to model the ‘badness’ within our data as
an additional source of error in the measured values of x and y.16
In other words, the model for the bad data is constructed by
convolving the ‘good’ distribution with an additional (large) Gaus-
sian error distribution; this error can then be treated in the same
way as in the previous two sections. Assuming for the moment that
a given data point is bad, then its likelihood can be written:
Lbad,i(xi,Si|P) = G1
(
s⊥,i, ζ
2
⊥ + σ
2
⊥,i + ζ
2
bad,⊥
)
. (A9)
In writing this expression, we have defined 1/ζ2bad,⊥ = (nˆ
T ·S−1bad ·
nˆ), where Sbad would be the error matrix that describes the ‘bad-
ness’, in direct analogy to the ζ ⊥ introduced in Eq. (A8).
Again, Lbad,i should be understood as the likelihood of find-
ing a datapoint at the location xi given or assuming that it is ‘bad’.
If some fraction fbad of all datapoints are bad, then the net likeli-
hood of observing the datapoint xi becomes:
Li(xi, Si|P) = (1− fbad) Lgood,i + fbad Lbad,i, (A10)
where Lgood,i is the likelihood for ‘good’ data, defined, to
now, as in Eq. (A8). Further, the ‘bad’ parameter set Pbad =
{fbad, ζbad,⊥} should now be understood to be included as a sub-
set of the larger parameter set P.
The above represents our first real departure from traditional
frequentist statistical analysis, inasmuch as we have now intro-
duced the nuisance parametersPbad.17 While these parameters are
certainly important in the calculation, we are not interested in their
values per se. It is through the Bayesian process of marginalisation
that we can push these parameters into the background, and thus fo-
cus on the quantities of genuine interest. The utility of these param-
eters is that they allow us to objectively identify and ‘mask’ those
16 Note that this is not exactly what Hogg, Bovy & Lang (2010) do in
their primer; instead, they treat the ‘bad’ distribution as being a wholly in-
dependent 2D Gaussian component to the data distribution in x–y space,
characterised by five parameters: the mean and variance in both x and y,
plus an overall normalisation factor. Our solution is thus less general: we
have fixed the mean values of x and y for the ‘bad’ component to be the
same as for the ‘good’ one.
17 In fact, we have technically become Bayesian simply by writing Eq.
(A10), since its derivation is inherently Bayesian, as it involves marginal-
ising over all possible combinations and permutations of good/bad-ness
among all datapoints (see Equations (13–17) of Hogg, Bovy & Lang 2010).
It is only after this marginalisation that good/bad-ness can be treated prob-
abilistically, rather than binarily. Also note that this derivation adopts the
prior that all datapoints are equally likely to be good/bad; this prior is thus
embedded in Eq. (A10).
datapoints that cannot reasonably be considered to have been drawn
from the ‘true’ underlying distribution, so as to limit the influence
of any and all ‘bad’ points on the values of the ‘good’ parameters.
Taking this idea just a little bit further: what we have done
is created a mechanism within the fitting process that operates to
accommodate outlying data within a secondary, ‘bad’ component
to the error/uncertainty distribution function. Further, given set of
trial values for the parameters in the full setP, the ‘badness’ of any
individual datapoint can be evaluated be considering the relative
likelihood that that point has been drawn from either the ‘bad’ or
the ‘good’ populations. Specifically, the probability that a point is
‘bad’ is given by fbadLbadi/Li.
This mechanism can equally well be understood in two ways.
First, it can be viewed as using a two-component Gaussian to de-
scribe the uncertainties on each point, with the understanding that
we are now fitting for (part of) the error/uncertainty distribution
function. Alternatively, it can be viewed as modelling the observed
data distribution as being the sum of two components: a ‘bad’ one,
and a ‘good’ one. The ‘bad’ one has both a larger scatter, as given
by Sbad, and a lower normalisation, given by fbad. By virtue of the
fact that the values of these parameters are determined in the course
of the fit, their inclusion has the effect of flexibly and objectively
determining, on the basis of their ‘badness’, which points ought be
downweighted when fitting for the ‘good’ parameters. In this way,
points are classified according to their ‘badness’ in a way that is
both objective, and empirical; i.e., based on the observed dataset,
in its entirety.
A5 Simultaneously and Flexibly Describing the Red and
Blue Subpopulations
Until now, our discussion in this Section has only considered the
case of fitting a single line to an observed dataset. But as we have
seen, the general galaxy population can be decomposed into two
distinct but overlapping populations in the CMD. Our generative
model therefore needs to simultaneously describe these two sep-
arate populations. The conceptual basis for how we can go about
doing this has already been laid out in the previous section. In the
same way as we have split the observed (x, y) distribution into
‘good’ and ‘bad’ components, we now split the ‘good’ distribution
into distinct ‘blue’ and ‘red’ components. We can then consider
separately the likelihoods of a particular galaxy as having been
drawn from—or as being a member of—either the red or the blue
subpopulation.
This can be done by redefining Li as:
Lgood,i(xi, Si|P) =fB,i LB,i(xi, Si|PB)
+ fR,i LR,i(xi, Si|PR) .
(A11)
Here, we have defined two independent subsets of P that comprise
those parameters pertaining exclusively to each population; e.g.,
PR = {mR, cR, ζ2R} and similarly for PB. Then, LR,i and LB,i
are defined analogously to Eq. (A6) as the likelihood of drawing
the datapoint xi from either the red or blue distributions. Finally, in
a similar way to fbad above, the parameters fB,i and fR,i define
the relative amplitudes of the blue and red probability distribution
functions at the point xi in the ‘true’, astrophysical CMD. Further,
it should now be clear the ways in which mixture modelling and
objective classification are two sides of the same coin.
In contrast to fbad, we have deliberately written fB,i and
fR,i with a subscript i. To understand the motivation for this deci-
sion, consider the following two examples. If we were to somehow
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have perfect a priori knowledge of which galaxies were blue/red
(if such a thing is even possible), then we could set each individ-
ual fB,i/fR,i to either 1 or 0. This case would be equivalent to
simultaneously—but still independently—fitting for the relations
within the two subpopulations. The next level of complexity would
be to fit for the relative fraction of red galaxies by treating fB,i
and fR,i in the same way as we have fbad—that is, to use a
global parameter fR to modulate the relative amplitudes of the
Gaussians used to define LR,i and LB,i, so that fR,i = fR and
fB,i = (1− fR).
Of course, neither of these two simple cases are suitable for
our purposes. Instead, what we want to do is to account for the
relative numbers of red and blue galaxies as a function of mass; that
is, we want to allow the values of fB,i and fR,i to vary explicitly
with x. Our method for doing so is the subject of the next Section.
A6 Modelling the Different Mass Distributions for Red and
Blue Galaxies
Our next task is to find a way to incorporate a more general, non-
uniform distribution in x values—i.e., the mass function—into our
modelling/fitting algorithm. As the starting point for this Section,
let us restate Eq. (A8) in the following form:
Lblue/red,i(xi,Si|P) =
δ
[
`blue/red(xi)
]⊗ G1(yi, ζ2blue/red)⊗ G2(xi,Si) , (A12)
where, again, `(x) = mx + c − y is the defining function for a
linear relation. Let also restate equation Eq. (A9) as:
Lbad,i(xi, Si|P) = (LB,i + LR,i)⊗ G2(xi, Sbad) . (A13)
Now, realise that the principal advantage of assuming Gaussian dis-
tribution functions to characterise all the different aspects of our
generative model is that by doing so, each of these convolutions
can be done analytically. This is why the method of mixture mod-
elling is typically phrased in terms of Gaussian distributions.
So, how are we to proceed? One way of allowing for fB,i and
fR,i to vary with x would be to treat the red and blue populations
as 2D Gaussian distributions in the CMD with finite widths along
the direction of the CMR line, by replacing the δ [`] ⊗ G1(yi, ζ2)
with something like G2(xi − x0, S). This would be the well estab-
lished method of Gaussian mixture modelling, and would have the
advantage of keeping the calculation of the Lis analytic.
Of course, this is not what we want to do, because it is not
astrophysically sensible. The Schechter (1976) function:
φ(x′|α, x†,φ0) dx′ (A14)
= φ0
(
10x
′−x†
)α+1
exp
(
−10x′−x†
)
ln 10 dx′ .
has been found to provide a very good description for the mass dis-
tribution function of field galaxies—as well as that of many impor-
tant subpopulations. Ultimately, this is the distribution function that
we want to use as the basis for our characterisation of the blue/red
mass functions. For now, though, let us continue our discussion in
generalised terms, taking φ(x) as a generic, parametric, functional
description of the distribution of x values.
As the first step towards folding in a more astrophysical and
more general (i.e., non-uniform and non-Gaussian) mass distribu-
tion, let us define gblue/red(x′|Pblue/red) = δ
[
`blue/red(x
′)
] ⊗
G1(y′, ζ2blue/red) to represent the linear parts of our generative
model; i.e., the convolution between the (infinitely thin) locii for
the blue and red CMRs, as given by `(x′) = 0, and some scatter in
the y direction, described by the variance ζ2. The values of these
gs are analytic, as are the convolutions g ⊗ G, which are necessary
to describe the effect of observational errors/uncertainties.
Now, the idea is to use the φs to modulate the relative ampli-
tudes of these Gaussians—both the relative amplitudes of the ‘blue’
and ‘red’ Gaussians at fixed mass, and the relative amplitudes of
these distributions as a function of mass. In this way, the model for
the data distribution in the (x, y) plane becomes:
pgood(x
′|P) = (1−fR)φB(x′) gB(x′)
+ fR φR(x
′) gR(x
′) .
(A15)
It is important at this point to remember the integral normalisa-
tion condition on p, and thus also on the two φs. As written, all
of p, φblue/red, and gblue/red should be understood to be integral
normalised to unity over the (x′, y′) domain; in our case, this is
((8.7,∞), (−∞,∞)). This means that we cannot fit for the abso-
lute overall normalisation of φB or φR. That said, we can fit the rel-
ative normalisations of φB and φR, using the global parameter fR,
which we have now effectively defined via Eq. (A15), and which
from now on should be considered to be an element of P.
Now, as per Eq. (A12), the value of Li comes from the con-
volution between p(x′|P), and the (Gaussian) measurement error
ellipse:
Li(xi,Si|P) = p(xi|P)⊗ G2(xi, Si) . (A16)
But this presents a problem: the convolution φ ⊗ G is no longer
analytic. At this point we are thus forced to make our first formal
approximation. Our solution is to break the continuous mass func-
tion φ into the sum of many discrete δ functions:
φ(x′|x†, α)→
∑
k
δ(xk − x′)φ(x′|x†, α) , (A17)
with the appropriate scaling to satisfy the integral constraint.
Note that we have not had to appeal to any special properties
of the Schechter function to make this approximation; we are free
to use any form of φ. (Indeed, we could even include the many
φk = φ(xk) as a suite of independent parameters to be fit for; see,
e.g., Blanton et al. 2003b) Let us now turn from the general case,
and define the specific parametric form for the mass functions that
we actually use.
We have chosen to model both the blue and red mass functions
as the sum of two independent Schechter functions, i.e.:
ΦR(x
′|PR) =
∑
k
δ(xk−x′)
[
(1− fr,2)φr,1(x′|x†r,1, αr,1)
+fr,2 φr,2(x
′|x†r,2, αr,2)
]
, (A18)
with an analogous expression to define ΦB. Here, the two parame-
ters fb/r,2 govern the relative amplitudes of the two mass functions
φb/r,1 and φb/r,2 in the same way that fR does for ΦB and ΦR.
The approximation given in Eq. (A17) can be thought of in
two complementary but, at least at this stage, equivalent ways.
For any value of k, φk = φ(xk) is just a scalar normalisation
factor for g(xk, y′), and thus for the series of convolutions; i.e.,
L = ∑φk × (δk ⊗ g ⊗ G), which is analytic. With this way of
thinking, we are exactly and analytically solving an approximate
model with a discrete, stepped mass function. Alternatively, the an-
alytic convolutions g ⊗ G could be thought of as being computed
first. In this way of thinking, the shift to a discretised φ can be seen
simply as computing the convolution δ⊗φ⊗g⊗G numerically, us-
ing Euler’s method for numerical integration. In the former way of
thinking, we have made a formal approximation in the construction
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of the model for p(x′); in the latter way of thinking we have made a
numerical approximation in the computation of the values of p(x′).
For reasons that will become clear in the following two Sections,
we would advocate the former interpretation over the latter.
With this in mind, our last task for this Section is to explicitly
define the values of xk that we adopt for the fits. Let us take the
xks to be evenly spaced in the x dimension, with a spacing given
by ∆k, ranging from the lower limit for our sample up to some
high value. In a sense, this can be thought of as using a histogram
with bin centres xk = 8.7 + (k + 1/2) ∆k : k = 0, 1, ..., N
in place of the continuous Φ. However, because the mass function
is not generally linear in x, the mean value of x′ for this bin will
be slightly different from the geometric centre of the bin; similarly
the population of the bin will be slightly different to the value of
Φ(xk). This is akin to the so-called Eddington bias, and is most
true in the high mass, exponential tail. To explicitly account for
this, then, we compute:
xk + εk =
∫ xk+∆k/2
xk−∆k/2 dx
′ x′ Φ(x′)∫ xk+∆k/2
xk−∆k/2 dx
′ x′
, (A19)
Φk =
∫ xk+∆k/2
xk−∆k/2
dx′ Φ(x′) , (A20)
using trapezoidal numerical integration.
This is perhaps an unnecessary flourish: this choice has very
little impact on our results. For this reason, we have glossed over
this aspect of our calculation in §5, where we describe the full
model in toto. Given that we have to perform this numerical in-
tegration anyway to enforce the normalisation condition on the Φs,
however, making this choice has a negligible cost in terms of com-
putational runtime. We have therefore elected to retain this very
minor ‘correction’, if only because we can.
A7 Allowing for more general relations between x and y
With the approximation made in Eq. (A17), we were able to re-
lax the assumption of a uniformly populated line, and in so do-
ing, accommodate a wholly general (if parametric) description of
the x distribution function; i.e., the mass function. Until now, the
significance of assuming a uniform distribution function for x has
been that it made the line/convolution integral in Eq. (A5) analytic.
Freed from the assumption of a uniform distribution function for x,
the approximation in Eq. (A17) also allows us to relax the assump-
tion of both a purely linear relation between x and y, as well as the
assumption of a uniform scatter around the CMRs. Instead, what
appears in Eq. (A17) is nothing more than the centre and width of
a Gaussian distribution at each and every of the discrete xks; i.e.,
δk ⊗ g, where g = δ [`(xi)]⊗ G(yi; ζ2).
In the same way as we have chosen to model the ‘red’ and
‘blue’ mass functions as the sum of two Schechter functions, we
must now state our specific parametric description of the locus of,
and scatter around the ‘red’ and ‘blue’ CMRs; we do this in the
next two Sections.
In order to allow the slope of each of the CMRs to vary with x,
we elect to describe them as a combination of two linear relations.
The exact definitions for the descriptive model for `(x′) are given
in Eq.s 10 and 11; the exact functional form `(x′) is immaterial in
this pedagogical discussion. Here, let us simply note that `R(x′)
is described by five new parameters {mr,lo,mr,hi, xr,`,0, xr,`,s} ⊂
PR, with analogous parameters used to describe `B.
Now, using the arguments made in the previous Section, we
can relax the assumption of a perfectly linear relation between x
and y simply by substituting this two-line definition for ` in place
of the linear ` we have assumed thus far. Using the same formalism
as before, g(x′) remains defined as δ(`(x′))⊗ G1(y′, ζ2), with no
further adjustments required in our formalism.
We note, however, that this is only true because we have inde-
pendently characterised the distribution of points in the x dimen-
sion as in the previous section. If `(x) were uniformly populated
along the line, the equivalent of the line integral given in Eq. (A5)
would have to include a factor of d`/dx to account for the fact
that there would be more points (per unit x) where the slope of ` is
steeper. This would mean that the line/convolution integral would
no longer be analytic. In this sense, the transformation mapping the
x-axis (i.e., the line y = 0) to the relation described by ` should be
understood in terms of shearing and shifting, rather than rotation,
since the x distribution function is left unchanged.
A8 The next level of sophistication in the intrinsic scatter in y
The final aspect of the model that remains to be developed is the
allowance for the scatter in the CMRs to vary with x. Using the
same arguments advanced in the previous two Sections, it should
be clear that we can now simply redefine the (until now) constant
ζblue/red that goes into the definitions of gblue/red with some func-
tional description ζblue/red(x′). The exact description that we have
adopted comes from Baldry et al. (2004), and is given in Eq. (11).
The final formal step that remains to be taken, then, is to fold
this change into our existing definitions for g(x′), p(x′), andL(xi).
Combining the results of the last three sections, we have:
pR(x
′|PR) =
∑
k
Φk × δ(xk + εk − x′)
⊗ δ(`(x′))⊗ G1(y′, ζ2B(x′)) (A21)
=
∑
k
Φk × G1
(
`R(xk + εk)), ζ
2
R(xk + εk)
)
.
That is, as previously described, the model for the true (x, y) dis-
tribution of x = logM∗ > 8.7 and z ≤ 0.12 galaxies comprises
a discrete distribution of x values; at each of these discrete masses,
the distribution of y values (i.e. colours) is taken to be a ‘bimodal’
distribution of two (1-D) Gaussians, the normalisations, centres,
and widths of which are all allowed to vary parametrically as a
function of x; i.e., mass.
For completeness, then, we have the model probability density
distribution for ‘good’ data as given by the sum of distinct ‘blue’
and ‘red’ components:
pgood(x
′|Pgood) = (1−fR) pB(x′|PB)
+ fR pR(x
′|PR) ,
(A22)
with an additional ‘bad’ component, which is just a badly smeared
version of the ‘good’ distribution:
pbad(x
′|Pbad) = pgood(x′|Pgood)⊗ G2(x′, Sbad) . (A23)
The generative model for the net, observed (x, y) distribution is a
then mixture of these ‘good’ and ‘bad’ components:
p(x′|P) = (1−fbad) pgood(x′|Pgood)
+ fbad pbad(x
′|Pbad) ,
(A24)
and the likelihood of observing any given datapoint is deter-
mined by convolving this model with the observational uncertain-
ties/errors:
Li(xi,Si|P) = p(xi|P)⊗G2(xi, Si) . (A25)
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A9 Accounting for Incompleteness
The last remaining aspect of the observational dataset that remains
to be accounted for is incompleteness arising from the fact that our
sample is ultimately selected on the basis of apparent magnitudes;
specifically, r-band PETRO magnitudes, as reported in the SDSS
DR6 catalogues. This has been accounted for using the standard
technique of 1/Vmax weighting as motivated, described, and vali-
dated in §3.1.
The basic idea is as follows. Take the specific example of a
galaxy with mass and colour such that it would only satisfy the
GAMA spectroscopic target selection criteria over, say, 1/3 of the
total GAMA survey volume this side of our analysis redshift in-
terval of z ≤ 0.12. In this case, there would be (modulo the ef-
fects of large-scale clustering) 3 times as many galaxies in the
real z ≤ 0.12 universe as are found in the GAMA catalogues.
To account for this, we should count this single putative galaxy
3 times over. That is, each galaxy should be given a weighting
wi ∝ 1/Vmax.
In this way, we arrive at last at our final expression for the
overall likelihood of observing our dataset, assuming some fiducial
trial values for each and every parameter in the set P:
L(X,S,W|P) =
∏
i
Li(xi, Si|P)1/Vmax,i , (A26)
or, equivalently:
logL(X,S,W|P) =
∑
i
wi Li(xi, Si|P) . (A27)
A10 Summary: A Generative Model for the Observed
Distribution of Galaxies in the Colour–Mass Plane
We have now fully developed our model to predict or describe the
observed distribution of galaxies in the CMD, accounting for dis-
tinct blue and red populations with different mass functions, and
allowing both the slope of and scatter around the blue and red
CMRs to vary with mass. We have also accounted for fully gen-
eralised (if Gaussian) covariant errors in the measured values of
x and y, as well as allowing for un-modelled or under-modelled
aspects of the (x, y) distribution as ‘bad’ data. The origins of this
‘bad’ data may be be astrophysical, in the sense of some additional
component in the (x, y) plane not included in the model, or obser-
vational, in the sense of catastrophic errors in the measurements.
Finally, we have also accounted for incompleteness arising from
the magnitude-limited nature of the GAMA sample.
In our pedagogical development of the model, we have at-
tempted to make it clear that the conceptual framework that un-
derpins our modelling is just an extension of the traditional (fre-
quentist) weighted χ2 or ‘maximum likelihood’ formalism for fit-
ting a perfectly straight, perfectly narrow, and uniformly populated
line. Indeed, this simple and highly idealised situation can be seen
as a special case of our (much) more general model. In this sense,
there is only one ‘trick’ that we have introduced here—the method
of (Gaussian) mixture modelling. This is what allows us to flexi-
bly describe, and thus objectively identify and quantify, the distinct
‘blue’, ‘red’, and ‘bad’ components. As stated in §A4, this method
is intrinsically Bayesian, inasmuch as the formal justification in-
volves implicit marginalisation over all possible binomial combi-
nations of blue-/red-/bad-ness for each individual point, with the
implicit prior that all points are treated as having an equal a priori
probability of being blue, or red, or ‘bad’.
With this caveat, there is nothing preventing us from using
this model to perform a frequentist ‘maximum likelihood’ fit—
this would simply involve identifying the set of parameter values
P that maximises the scalar likelihood function L(X,S,W|P).
However, at least with the formalism as we have laid it out, this
would be dishonest. To see this, recognise that L is only defined for
a given or assumed set of values for P. Any comparison between
the values of L for different Ps thus inescapably, if implicitly, as-
sumes that the different values of Ps are equally likely, or not. All
fitting algorithms include priors; the difference between Bayesian
and a frequentist statistics is only that these priors are made explicit
in a Bayesian setting. This is especially important when it comes to
deriving formal uncertainties on the values of the fit parameters—
by considering only L(X,S,W|P), the frequentist does not have
a good formal basis for making such a calculation, since they can-
not simultaneously assume two distinct sets of values forP. In this
sense, a traditional, frequentist ‘maximum likelihood’ fit is just a
Bayesian maximum a posteriori (MAP) determination—i.e., the
identification of the global maximum for the posterior PDF—with
(unstated) uniform priors.
We have chosen our specific priors with this in mind. In the ab-
sence of any clearly better alternatives, we assume uniform priors
for just about all of the parameters inP. This includes uniform pri-
ors on the logarithm of the characteristic masses for the Schechter
functions, x† = logM†, rather than uniform priors on M† per
se), as well as on the values of the fs (cf. log f ) that are used in
place of the φ0s to modulate the relative amplitudes of the differ-
ent Schechter function components. The only exception to this rule
is for the slopes of any and all relations, which are assumed to be
linear in θ = arctanm, rather than linear in m. This ensures that
steeper slopes are not ‘artificially’ down-weighted in preference of
flatter ones. In all cases, we have checked to ensure that the allowed
range for the priors is reasonable, and in particular that these ranges
are broad enough to ensure that they do not ‘artificially’ cut off the
PDFs. The only exceptions to this rule are the sensible and obvious
ones; e.g., we require that all of the fs be in the range [0, 1], aand
that ζs be positive.
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