Abstract. In this paper we study the Bernstein-Schnabl operators associated with a continuous selection of Borel measures on the unit interval. We investigate their approximation properties by presenting several estimates of the rate of convergence in terms of suitable moduli of smoothness. We also study some shape preserving properties as well as the preservation of the convexity. Moreover we show that their iterates converge to a Markov semigroup whose generator is a degenerate second order elliptic differential operator on the unit interval. Qualitative properties of this semigroup are also investigated together with its asymptotic behaviour.
Introduction
Bernstein-Schnabl operators were first introduced by Schnabl (see [27, 28] ) in the context of sets of probability Radon measures on compact Hausdorff spaces. Subsequently Grossman in [16] proposed a general method of constructing Bernstein-Schnabl operators on an arbitrary convex compact subset of a locally convex space and he showed that they are an approximation process for continuous functions. A particular class of these operators has been also studied by the first author [2] (see also [3] ) and, subsequently, by several other authors (see [8, Chapter 6] and the relevant Notes and References). Their construction essentially involves positive projections [8, Section 6 .1] and they satisfy many additional properties useful for the study of evolution problems [8, Section 6.2].
F. Altomare: Dipartimento di Matematica, Campus Universitario, Università di Bari, Italia; altomare@dm.uniba.it V. Leonessa: Dipartimento di Matematica e Informatica, Università degli Studi della Basilicata, Potenza, Italia; vita.leonessa@unibas.it I. Raşa: Departamento de Matematica, Univesitatea Technica of Cluj-Napoca, Romania; Ioan. Rasa@math.utcluj.ro In this paper we deepen the study of the Bernstein-Schnabl operators associated with a general continuous selection of probability Borel measures on the interval [0, 1], which does not necessarily arise from a positive projection. These operators seem to have some interest because they furnish new general approximation processes for continuous functions and they also approximate the solutions of the initial-boundary problems associated with a class of degenerate diffusion equations.
In the first section we recall their definition and discuss some examples of them. After that, we investigate their approximation properties and show several estimates of the rate of convergence by means of suitable moduli of smoothness. Shape preserving properties are discussed in Section 2. In particular, we investigate some conditions under which these operators preserve the convexity. In the third section we show that suitable iterates of BernsteinSchnabl operators converge to a Markov semigroup on C([0, 1]) whose generator is a degenerate differential operator of the form (0 < x < 1). By means of Bernstein-Schnabl operators we establish some qualitative properties of this semigroup and, in particular, its asymptotic behaviour. In the same section we also study the generation properties of general differential operators of the form (*) and determine suitable continuous selections of Borel measures such that the iterates of the corresponding Bernstein-Schnabl operators converge to the given Markov semigroup.
Bernstein-Schnabl operators
Throughout this paper we denote by C([0 The symbol 1 stands for the constant function 1 and, for every n ≥ 1, e n ∈ C([0, 1]) denotes the function e n (t) := t n (0 ≤ t ≤ 1).
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355
A continuous selection of probability Borel measures on [0, 1] is a family (µ x ) 0≤x≤1 of probability Borel measures on [0, 1] such that for every f ∈ C([0, 1]) the function
is continuous on [0, 1] . Such a function will be denoted by T (f ), i.e., . Thus, all the definitions and results we shall develop in this paper, could be equally attributed to a general positive linear operator as above. However we prefer to handle Borel measures instead of linear operators for the sake of simplicity.
From now on we shall fix a continuous selection (µ x ) 0≤x≤1 of probability Borel measures on [0, 1] satisfying the following additional assumption:
(i.e., T (e 1 ) = e 1 ). By Jensen's inequality [9, Theorem 3.9] it follows that
By means of such a selection it is possible to define a sequence of positive linear operators. Definition 1.1. For every n ≥ 1, the n-th Bernstein-Schnabl operator associated with a given selection (µ x ) 0≤x≤1 satisfying (1.3) is the positive linear operator B n :
where µ n x denotes the tensor product of µ x with itself n-times.
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Each positive linear operator B n maps the space C([0, 1]) into itself because of (1.1), it is continuous with respect to the sup-norm and B n = 1 since B n (1) = 1. Note that, if µ x = xε 1 + (1 − x)ε 0 for all x ∈ [0, 1], they turn into the well-known Bernstein operators (see, e.g., [8, pp. 218-220] ) which are defined by setting, for every n ≥ 1, f ∈ C([0, 1]) and x ∈ [0, 1],
Here we discuss some other examples.
. The Bernstein-Schnabl operators are given by
2. Let λ ∈ C b (]0, 1[) be a function satisfying 0 ≤ λ ≤ 1 and, for every 0 ≤ x ≤ 1, consider the probability Borel measure µ x defined as
The family (µ x ) 0≤x≤1 is a continuous selection of probability Borel measures satisfying (1.3) and the Bernstein-Schnabl operators associated with the continuous selection (µ x ) 0≤x≤1 are the Lototsky-Schnabl operators defined by [4, 8] ).
The next identities turn out to be useful in studying the convergence of the Bernstein-Schnabl operators. They can be proved by direct calculations which On Bernstein-Schnabl Operators 357 we omit by the sake of brevity (see also [8, Section 6.1] ). For every n ≥ 1 the following identities hold true: 10) where T is given by (1.2).
Since the operators B n are linear and positive, by the Korovkin theorem (see, e.g., [8, Theorem 4.2.7] ) and the above formulas it follows that (B n ) n≥1 is a positive approximation process in the space
(1.11)
It is possible to estimate the rate of convergence described in (1.11). We shall actually present both pointwise and uniform estimates of the rate of convergence by means of the usual moduli of smoothness of first and second order ω(f, δ) and ω 2 (f, δ) (δ > 0), respectively, defined as
for every real valued bounded function f on [0, 1] and δ > 0 (see, e.g., [8, Section 5.1]), as well as by the second order Ditzian-Totik modulus ω
for every real valued bounded function f and δ > 0 on [0, 1] (see [12, 29] ).
We first need some preliminary remarks. As usual, for every 0 ≤ x ≤ 1, we shall denote by ψ x the function ψ x (t) := t − x (0 ≤ t ≤ 1). It will be useful to evaluate, for every n ∈ N and x ∈ [0, 1], the moments of the first and second 358 F. Altomare et al. order of the operators B n . Taking formulae (1.7) and (1.8) into account, for every x ∈ [0, 1], we get
we further obtain B n (ψ
(see (1.4) ).
We are now in a position to show the following estimates, which would be compared with other ones stated for arbitrary convex compact subsets, e.g., in [5] and [20, 21] .
and hence
where M is given by (1.14);
Proof. By a general estimate proved in [8, Proposition 5.1.5], given δ > 0, by (1.8) we have
we obtain the pointwise estimate of (1) and hence (1.15).
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By [22] (see also [15, Theorem 10]) we get
Since B n (1) = 1 and B n (ψ x )(x) = 0, from (1.19) it follows that
we obtain the first estimate of (2) 
Some shape preserving properties of Bernstein-Schnabl operators
In this section we prove that, under suitable hypotheses, Bernstein-Schnabl operators preserve the class of increasing continuous functions as well as the one of Hölder continuous functions. Finally we investigate the behaviour of the operators B n on convex functions.
Theorem 2.1. Consider the sequence of the operators B n defined by (1.5) and suppose that the operator T , given in (1.2), maps increasing functions into increasing functions. Then, for every n ≥ 1,
Proof. If n = 1 the result is obvious because B 1 = T . Suppose n ≥ 2 and consider an increasing function f ∈ C([0, 1]) and x ∈ [0, 1]. We shall use some auxiliary functions introduced in [26] (see also [8, Theorem 6.
Moreover, for every k = 2, . . . , n − 1 we consider the functions on [0, 1] defined by the following recursive formula:
Finally we define
. By finite induction it is easy to prove that f x x 1 ,··· ,x n−k is increasing for every k = 1, . . . , n − 1. Moreover, we observe that f x is increasing as well.
Now let y ∈ [0, 1], x < y and observe that for every k = 1, . . . , n − 1
Since f
, we have 
From (2.2) it follows that
On the other hand B n (f )(y) = T (f y )(y), because
Accordingly, since x, y ∈ [0, 1] were arbitrarily chosen, the proof is complete. . We have the following result whose proof follows the same line of [26] (see also [8, Theorem 6.1.21] ) and so we omit it. Theorem 2.3. Let (B n ) n≥1 be the sequence of the Bernstein-Schnabl operators defined by (1.5) and suppose that there exists c ≥ 1 such that
where T is given by (1.2). Then, B n (f ) ∈ Lip cM 1 for every f ∈ Lip M 1 and n ≥ 1.
Since B n = 1, according to the above theorem together with Corollary 6.1.20 in [8] , we immediately have the further corollary. 
As regards the behaviour of Bernstein-Schnabl operators on convex functions we already know from general results for convex compact sets that, if
(see [8, 24, 25] 
, (s, t) ∈ [0, 1] 2 and the symbol ⊗ denotes the tensor product of measures.
For a given n ≥ 1 and f ∈ C([0, 1]) set
where
We first observe that the function F n (f ; . . . ) is invariant with respect to any permutation of the indices 1, . . . , n. F n (f ; . . . ) is convex with respect to each variable x i , i = 1, . . . , n. Finally, for all x i ∈ [0, 1], i = 1, . . . , n, by using (2.5) we can write
Moreover, for every p, q ≥ 0, p + q = n, and for every x, y ∈ [0, 1] set
Note that S n,p,q (f ; x, y) = S n,q,p (f ; x, y) (2.8) and the following lemma holds.
Lemma
Proof. For k = 1, (2.9) is satisfied by virtue of (2.8). Assume that k = 2m + 1 with m ≥ 1. By (2.6) and (2.7) we obtain
Hence S k,2m,1 (f ; x, y) ≤ S k,2m+1,0 (f ; x, y) + S k,2m−1,2 (f ; x, y). With an analogue reasoning it is possible to prove the following inequalities:
From (2.8) it follows that S k,m+1,m (f ; x, y) = S k,m,m+1 (f ; x, y) and so
Subsequently we haveS k,m+1,m (f ; x, y) ≤ S k,m+2,m−1 (f ; x, y) ≤ S k,m+3,m−2 (f ; x, y) ≤ · · · ≤ S k,2m+1,0 (f ; x, y) and the last inequality actually gives (2.9). Assume now that k = 2m, m ≥ 1. With an analogue reasoning we get
Since S k,m+1,m−1 (f ; x, y) = S k,m−1,m+1 (f ; x, y) we have
and hence S k,m,m (f ; x, y) ≤ S k,m+1,m−1 (f ; x, y) ≤ · · · ≤ S k,2m,0 (f ; x, y). And, again, the last inequality gives (2.9).
At this point we can state the following result.
Theorem 2.6. Consider the Bernstein-Schnabl operators B n associated with a continuous selection of probability Borel measures (µ x ) 0≤x≤1 defined by (1.
Proof. If n = 1, B 1 (f ) = T (f ) is convex. Suppose n ≥ 2 and consider a convex function f ∈ C([0, 1]). Since B n (f ) is continuous, it is sufficient to show that, for every x, y ∈ [0, 1], We now proceed by reasoning by induction on n. Suppose that (2.10) is true for n − 1 and consider the function δ n (f, x n ) defined by
Since (2.10) is true for n − 1, we get
and, by the definitions of B n−1 and δ n (f, x n ), we obtain
Now, by (2.11) we have
Note that B n (f )(x) = F n (f ; x, . . . , x) and hence the last inequality turns into
Finally, by (2.9) for k = n and by (2.7) and (2.8),
2S n,n,0 (f ; x, y) = F n (f ; x, . . . , x) + F n (f ; y, . . . , y) = B n (f )(x) + B n (f )(y).
This completes the proof.
Examples 2.7. Examples of measures satisfying the hypotheses (c 1 ) and (c 2 ) of the previous theorem are illustrated below:
Bernstein-Schnabl operators and their associated Markov semigroups
In this last section we show that suitable iterates of Bernstein-Schnabl operators converge to a Markov semigroup on C([0, 1]) whose generator is a one-dimensional second-order elliptic degenerate differential operator. We also study some qualitative properties of this semigroup and, in particular, its asymptotic behaviour. In the last part of the section we determine those differential operators which generate those Markov semigroups which can be represented by iterates of suitable Bernstein-Schnabl operators.
In the sequel we denote by C 
, where the operator T is defined by (1.2) . In particular we get T (e 2 )(0) = 0 and so Supp µ 0 = {0}; therefore µ 0 = ε 0 . Moreover T (e 2 )(1) = 1, so Indeed, if T (e 2 )(x) = x 2 , considering the function ψ x (t) = (t − x) (0 ≤ t ≤ 1), we have 1 0 ψ 2 x dµ x = 0, so Supp µ x = {x} and µ x = ε x . The converse is trivial. From now on we suppose that the family (µ x ) 1≤x≤1 satisfies the following further condition µ x = ε x for every 0 < x < 1.
Then α ∈ C([0, 1]), α(0) = α(1) = 0 and 0 < α(x) ≤ x(1 − x) 2 for every 0 < x < 1.
3.
1. An asymptotic formula. Now consider the sequence (B n ) n≥1 of the Bernstein-Schnabl operators associated with the continuous selection (µ x ) 0≤x≤1 . From definition (1.5) and from the above remarks it follows that, for every n ≥ 1,
In particular from (3.3) it follows that the operators B n map the space C 0 (]0, 1[) into itself. We now proceed to establish an asymptotic formula for the operators B n .
Theorem 3.1. Consider the sequence (B n ) n≥1 defined by (1.5). Then, for every
where α is defined by (3.2).
Proof. First note that from (1.6),(1.12) and (1.13) it follows that lim n→∞ n(B n (1) −1) = lim n→∞ nB n (ψ x )(x) = 0 and lim n→∞ nB n (ψ 2 x )(x) = T (e 2 )(x) − x 2 uniformly with respect to x ∈ [0, 1]. On the other hand, since ψ 4 x = e 4 − 4xe 3 + 6x 2 e 2 − 4x 3 e 1 + x 4 1 (0 ≤ x ≤ 1), by using (1.6)-(1.10), we obtain
and hence lim n→∞ nB n (ψ 1]) ). In this subsection we shall investigate whether such differential operators are the pregenerators of Markov semigroups, i.e., they admit an extension which is the generator of a positive C 0 -semigroup (T (t)) t≥0 on C([0, 1]) such that T (t)1 = 1 for every t ≥ 0. For more details about the theory of C 0 -semigroups we refer the reader to [13, 23] .
We also recall that, if (T (t)) t≥0 is a C 0 -semigroup on C([0, 1]) with generator (A, D(A)), then T (t)1 = 1 for every t ≥ 0 if and only if 1 ∈ D(A) and A1 = 0.
Consider an arbitrary function α ∈ C([0, 1]) such that α(0) = α(1) = 0 and assume that 0 < α(x) ≤
we have that λ ∈ C(]0, 1[), 0 < λ(x) ≤ 1 (0 < x < 1) and
and
i.e., we assume Ventcel's conditions at the boundary points 0 and 1. Clearly 
(3.10)
Note that, from (3.6),
We have the following result.
Proof. The first part of the statement is a direct consequence of Proposition 2.2 in [7] . In order to prove the last part, fix
such that u n → u and Bu n → Bu uniformly on [0, 1] (the functions Bu n and Bu are extended to 0 at the boundary points 0 and 1). In particular u n (0) → 0 and u n (1) → 0. For every n ≥ 1 set v n (x) := u n (x) − xu n (1) In order to determine a core for the operator A we consider the following subset of D(A 0 ): 
. On the other hand, by Proposition 3.2, there exists
We are now in a position to show the desired generation result on the space C([0, 1]). To this end, set Proof. The first part of the statement will be proved by a generation result of Bony, Courrège, Priouret [10] . Indeed, 1]) . Moreover, the operator (A, D * V (A)) satisfies the positive maximum principle (see [10] ), since (A, D V (A)) satisfies it.
Finally we proceed to show that
(the function u is continuously extended at 0 and 1).
In order to show the last part, let u ∈ D * V (A) and ε > 0 and consider the function λ ∈ C b (]0, 1[) defined by (3.5) , so that α(x) =
and Au−Av ≤ 
Accordingly Au − Aw ≤ ε.
Markov semigroups associated with Bernstein-Schnabl operators.
We turn back to the Bernstein-Schnabl operators associated with a continuous selection of probability Borel measures (µ x ) 0≤x≤1 on [0, 1] which satisfies (1.3) and (3.1).
For every p ≥ 1 the power B p n of order p of the operator B n is defined by 
Under the same assumptions of Theorem 3.5, the following statements hold true:
(1) If the operator T given by (1.2) maps continuous increasing functions into (continuous) increasing functions, then each T (t) maps continuous increasing functions into increasing functions. The first part of (4) is a consequence of Theorem 2.6. As regard to the second part, we first consider u ∈ D * V (A), u convex. Then for every t ≥ 0, T (t) ∈ D * V (A) and T (t)u is convex. Therefore AT (t)u ≥ 0 and hence T (s)f ds ∈ D * V (A) for any r > 0. Then lim r→0 + u(r) = f uniformly on [0, 1] and each u(r) is convex as we have previously proved. So, for 0 ≤ s < t we get T (s)u(r) ≤ T (t)u(r) and hence T (s)f ≤ T (t)f because of the continuity of the operators T (s) and T (t) and this finishes the proof.
373
In order to investigate the long-time behaviour of the semigroup (T (t)) t≥0 we shall use the next result which generalizes Theorem 2 of [17] .
Let (E, · ) be a Banach space of real-valued functions defined on a convex subset X of a locally convex space. Assume that the space E, endowed with its norm and the pointwise order, is a Banach lattice. Proposition 3.7. Let (L i ) ≤ i∈I be a net of positive linear operators from E into itself and assume that for every convex function ϕ ∈ E, the net (L i (ϕ)) ≤ i∈I is decreasing (resp., increasing). Further assume that for some convex function u ∈ E, the net (L i (u)) ≤ i∈I is convergent in E. Then, for every f ∈ A(u) := { g ∈ E | there exists λ ≥ 0 such that λu − g and λu + g are convex } the net (L i (f )) ≤ i∈I is convergent in E. Therefore, if A(u) is dense in E and sup i∈I, i 0 ≤i L i < +∞ for some i 0 ∈ I, then (L i (f )) ≤ i∈I is convergent in E for every f ∈ E.
Proof. Consider f ∈ E and assume that λu − f and λu + f are convex for some λ ≥ 0. Since E is a Banach space, in order to show that the net (L i (f )) ≤ i∈I is convergent it is enough to prove that it is a Cauchy net (see [19, Definition 2.1.41 and Corollary 2.1.51]). To this end, first observe that, for every i, j ∈ I, i ≤ j, we have
and so
For arbitrary i, j ∈ I, chosen k ∈ I such that i ≤ k and j ≤ k, we have
From the above inequality it follows that (L i (f )) ≤ i∈I is a Cauchy net because so is the net (L i (u)) ≤ i∈I .
Remarks 3.8. 1. We point out that Proposition 3.7 remains valid by replacing everywhere the class of convex functions on X with an arbitrary class of real-valued functions on an arbitrary set X. 2. Under the hypotheses of the last part of Proposition 3.7, we can consider the positive linear operator L 0 : E −→ E defined by
Letting ε → 0 + we obtain (3.20) with M = 2C 2 .
In the last part of the paper we actually show that the Markov semigroup generated by an arbitrary differential operator of the form (3. 
