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1. PRELIMINARIES 
1.0. The homology and cohomology groups of any arithmetic group 
are naturally endowed with a Hecke algebra operation coming from the 
corresponding algebraic group. Therefore it may be desirable to have 
methods of computing this structure in such a general context. The objects 
of this text are rational cohomology groups H’(T) (the omitted coefficient 
domain is always Q), where r is 
f’ := XL,(D) or I-” := CL,(D); 
here D denotes the maximal order of an imaginary quadratic field K 
(assumed fixed), of absolute discriminant D # 3,4 and class number h. The 
method presented here should lend itself to generalization, since it makes 
use of the general concept of “distance to a cusp” to describe homology 
spaces, and an essentially group theoretic description of the Hecke 
operators is employed. 
Our setting is particularly interesting from the point of view of 
“Langlands philosophy,” which generally looks for relations between 
elliptic curves over K and certain automorphic Hecke eigenforms, in the 
sense that the respective L-series should coincide. By the analogue of 
Eichler-Shimura theory presented in [Ku, Mi], one can regard certain 
adelic cohomology classes instead of automorphic forms. In case of odd 
class number, ordinary rational cohomology classes of a congruence 
subgroup of r, depending on the conductor of the curve, should suffice 
(cf. also [Kr, p. 933). They must be simultaneous eigenclasses of a 
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commutative Hecke subalgebra arising from operators T,, where r is any 
ideal prime to the conductor. Calculations supporting analogues of the 
Taniyama-Weil conjecture in cases of small D and h = 1 have been reported 
by [EGM, GM, Cr]. Here we are concerned with cases of trivial conductor, 
for which we recapitulate the 
Conjecture (“Taniyama-Weil-Langlands”). If the class number h of K 
is odd, then every elliptic curve E over K with good reduction everywhere 
is attached to a simultaneous Hecke eigenclass in Hl(T”), through the fact 
that the T,-eigenvalue of the latter equals N(p) + 1 - #(p-reduction of E) 
for all primes p of K. (Conversely, every eigenclass might induce an abelian 
variety of a certain kind.) 
There are only finitely many such “good” curves; they have been listed 
in Kramer’s thesis [Kr]. He also points out that these curves can neither 
be defined over Q nor of CM type [Kr, II, Satz 1, Satz 51. The smallest 
relevant absolute discriminant yielding “good curves” is 643, where h = 3. 
In this case dim(H’(r”)) turns out to be 2, which happens to fit exactly 
the twin pair of conjugate curves. 
The algorithm to be described below yields the dimensions of all 
(co)homologies for r’ and r“, and those Hecke eigenvalues. It has been 
implemented on the IBM 3081 at Bonn University. In the case D = 643 
fourteen primes were checked, and the 20 results indeed match the data 
from the elliptic curves (Table II). This gives impressive support for the 
conjecture. 
Table I lists the dimensions of the cuspidal cohomologies for D 6 260 and 
D = 643. Lower bounds for (and the parities of) these dimensions have 
been given by Kramer [Kr, Sect. 31, reflecting the lifted classes, or likewise 
the traces of (quasi) Gaiois involutions. These numbers actually coincide 
with Table I except in the cases 223 and of course 643, where each 
difference is 2. It may be worthwhile to study D =223 (where h = 7) to 
obtain insight into the “converse” conjecture. 
The homology part of the algorithm is based on a known principle 
which need therefore only be sketched. In this version, it can be made to 
produce the perfect binary hermitian forms over K as a by-product, and 
other data to be drawn from “virtually classifying complexes.” Proofs 
requiring only standard number theory and exact cohomology sequences 
have been omitted, as well as details of data handling and most of the little 
tricks that improve the performance of the programme. 
The hospitality of the Max-Planck-Institute fur Mathematik in Bonn is 
gratefully acknowledged. Thanks are also due to F. Grunewald, G. Harder, 
and N. KrZimer for valuable mathematical discussions, and to U. Everling 
(to name just one) for his kind help in taming the machine. 
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TABLE I 
dim(H&,(f)) for f = X,(D) and G&(D) 
Dimension Dimension 
Discr. SL GL Discr. SL CL 
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3 0 0 
I 0 0 
11 0 0 
19 0 0 
23 0 0 
31 0 0 
39 0 0 
43 1 0 
51 1 0 
55 1 0 
59 1 0 
68 1 0 
19 1 0 
84 3 1 
88 3 0 
95 1 0 
104 2 0 
111 2 1 
116 3 1 
120 6 1 
127 3 0 
132 6 2 
139 4 0 
148 6 1 
152 4 0 
159 4 2 
164 4 1 
168 9 3 
183 6 2 
187 7 0 
195 11 2 
203 8 1 
212 8 2 
219 9 2 
227 7 0 
231 9 4 
235 11 0 
244 9 2 
248 8 0 
255 11 3 
260 12 2 
4 0 
8 0 
15 0 
20 0 
24 0 
35 1 
40 1 
47 0 
52 1 
56 1 
67 2 
71 0 
83 2 
87 2 
91 3 
103 2 
107 3 
115 5 
119 1 
123 5 
131 3 
136 4 
143 2 
151 3 
155 6 
163 6 
167 2 
179 5 
184 7 
191 2 
199 4 
211 7 
215 4 
223 8 
228 12 
232 10 
239 3 
247 8 
251 7 
259 10 
643 27 
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1.1. Let us adopt the ordinary imbedding of Kc@ into the 
Hamiltonian quaternions and regard the so-called upper half space X as 
the set of all quaternions of positive third and zero fourth component; then 
the standard GL,(K)-action on it is given by 
g.q:=(ciq+j?)(yq+6)m’ if = /det g] ’ ’ g; 
it extends to the set P’(K) of “cusps.” Put Q := f \X, and let Q = Q u 8Q 
denote the Borel-Serre compactification. The cuspidal cohomology 
H,*,,,(Z) coincides with the kernel of the restriction map H*(Q) + 
H*(aQ). As 8Q is well known, the exact cohomology sequence and 
Poincare duality give us all the other homology space dimensions as soon 
as we know one (cf. [Kr, Vo]). It proves most advantageous to calculate 
H,(Q), and these formulae specify 
dim(H&,(T)) = dim(Hf,,,(f)) = dim(H,(Q)) - h + 1; (1) 
Hf,,,(r”) = H’(z-“). (2) 
2. HOMOLOGY 
2.0. (i) The following is a variant of an almost classical construction 
([As, Me], based on Bianchi et al.): Define a r-invariant “distance” 
between q E X and a cusp s = p/v as d(s, q ) := 1 p - vql 4/r2 (r third compo- 
nent of q), provided that p and v have been chosen to generate an ideal in 
D of minimal norm in its class. This definition could be changed by one 
positive factor for each class. 
(ii) For every q there is an s with d(s, q)6 D/2 (“reduction 
constant,” cf. [Me] ). 
(iii) The locus of all q satisfying d(s, , q) = d(s,, q) is a plane of the 
standard GL,(K)-invariant (!) hyperbolic geometry, i.e., a hemisphere or 
half plane based on C. 
2.1. (i) Given a q E X, call those s with minimal d(s, q) adjacent to q. 
Let I be the set of all q E X which have at least two adjacent cusps. It is a 
contractible r-space with compact quotient, on which the sets of adjacent 
cusps induce a regular 2-dimensional T-cell structure. The 2-cells are 
polygones in hyperbolic planes. 
(ii) Out of each class we choose one “reduced ideal” and a Z-basis 
(a, b) of it, say of minimal norm b E N. The cusps a/6 then represent 
r-orbits. Assume one of them fixed and the whole situation transformed by 
some matrix out of GL,(K), such that a/b arrives at infinity. In this “(a, h)- 
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picture” the isotropy group Z,,, acts like a certain fractional ideal of K by 
addition. The column above a rectangle centred at 0 can serve as a 
representing set Falb of Z,,,\(Xu K). Call Zrrlh the part of Z to which a/b is 
adjacent, transformed as above. It is the “upper surface of Z” and consists 
of hemisphere pieces each of whose centres coincides with the respective 
other adjacent cusp (transformed again; cf. [Vo] ). 
2.2 (i) The first task is to compute f &,\Zalb, represented by a set F$, 
consisting of all the O-cells inside F+, all the 2-cells with their centres in 
F o,br and appropriate l-cells. Now the inverses of the relevant radii are 
norms of numbers from a fractional ideal, whereas 2.O(ii) tells us that I,,, 
lies completely above some “sea level,” so only a finite number of radii is 
left to be considered. But the cusps inducing a particular radius are con- 
tained in a finite number of fractional ideal cosets. Thus Z&,-representants 
of these, transported into Fulb, together form a finite set including all the 
cusps we need. 
(ii) Before such a cusp is stored in the form of small data expressing 
it in terms of certain ideal bases, it must pass two tests. Firstly, it should 
be “reduced,” i.e., the numerator and denominator (non-transformed) are 
required to generate one of the reduced ideals mentioned in 2.l(ii). This 
ensures that the radii are attributed correctly and avoids multiplicities. It 
is also useful to note which reduced ideal it was (“partner class”). 
(iii) Secondly, a cusp is rejected if its cap above sea level disappears 
under another such cap. As the radii are considered in decreasing order, it 
suffices to check those cusps stored before. Such a swallowing cap may 
have its centre outside Fulb. Estimates on the cap radii, and geometrical 
considerations of hemispheres whose centres form a parallelogramme, yield 
that 11 translates of Foolb can produce caps interfering with Fa,b (and even 
17 may be involved in forming F,$,). A system of tags on the cusps however 
makes much of this translating unnecessary. 
(iv) The surviving candidates being stored, each triple (including 
those translates) must be tested for an intersection point of the three caps 
(good old Pythagoras does this job all right; fast methods that generalize 
to algebraic varieties have been found more recently). If one exists, it is 
transported into Folb, and one can find out whether it is “on the surface,” 
i.e., in Zalb, similarly as in (iii). In this case, a list of all adjacent cusps is 
stored, unless it coincides with one obtained previously (which means that 
this vertex lies on more than three caps and we have had it before). If a 
new O-cell p of ZUlb has thus been found, it saves a lot of computer time to 
exclude all those cusps from the competition that lie in the convex hull of 
the cusps adjacent to p, as their hemispheres must be covered by those of 
the latter cusps. 
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(v) The l-cells of Z‘,;h arise from pairs of O-cells with more than one 
adjacent cusp in common. Since we took r:,,,-representatives, one end 
point must be allowed to appear in a translated version. Thus a complete 
list of edge representatives is obtained. From it one can deduce which of 
our cusps actually induce 2-cells, occur in l-cells, or neither (i.e., can be 
dismissed), according to how often they appear in edge lists. 
(vi) In each of our Iujh, an arbitrarily chosen element r,,,, of 
r& - J’$, induces a 180”-rotation (they are all r’-equivalent ). It is impor- 
tant to mark the induced “CL-partnerships” within F$, in order to find 
the f’ quotient and to save computer time. Another symmetry is the 
action of the nontrivial Galois involution, namely complex conjugation of 
X. It allows us, e.g., to compute only one Zujh for each pair of inverse ideal 
classes. 
(vii) If X is viewed as the set of binary positive hermitian forms, the 
O-cells of I correspond to the perfect forms (i.e., those that are determined 
by the set of vectors with minimal form value in Do? - ((0,O))). Moreover, 
those that lie, in any of their ZUlh versions, above the interior of the convex 
hull from (iv) (“they form lakes when it rains”) give the extreme forms (i.e., 
the quotient of that smallest value by the determinant is locally minimal). 
In Mendoza’s version of distance function, one could speak of “volume 
perfect forms” (just as in real life, if more than one ideal class exists, 
perfectness can be made to depend on a choice of criteria!). 
2.3. (i) Next the remaining r-equivalences inside the collection of all 
FoTh have to be determined. If two points of I are equivalent, so are the two 
sets of respectively adjacent cusps. Since I is the closure of its 2-cells, 
equivalences among them induce all the other ones. A 2-cell is determined 
by two cusps, say s and t. To find a r’-equivalent cell in our list, one can 
take s into its representing a/b, which determines the transport of f up to 
f :,bt thus exactly one list member is found. The only possibility left is to 
interchange the roles of s and t, which leaves us with at most two r’- and 
four r/‘-equivalent entries (cf. 2.2(vi)). These r/-partnerships are marked 
as well, and the matrices inducing them are stored (call them 4, for 
reference; one for each Z-“-quadruple suffices). The “partner class” of 2.2(ii) 
tells us in which I, to seek. 
(ii) Each ti also couples the edges of the 2-cells involved. Since this 
implementation does not remember coordinates of O-cells, it marks these 
partnerships by testing whether there is an additional adjacent cusp 
mapped into a corresponding one. (This is a relatively fast procedure, so it 
does not even pay to worry about cyclic ordering.) 
(iii) A l-cell of I can be imagined as a kind of spiral-bound 
notebook, whose pages and viewing positions are the 2-cells resp. l-cells of 
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the Z,‘s involved. Given a l-cell of the list, all the Z’-equivalent ones can 
be found by starting with one “page” and iterating the operations “turn 
over and find representative” (i.e., the Z’-partner of the page), and 
“consider the other page now visible,” until the first page seems to be up 
again (in fact the book may contain the same text several times). 
2.4. (i) The latter procedure serves to determine the 2-boundary map 
directly, so that further tagging is not necessary. Namely, in the well- 
behaved case each “leaf” (i.e., Z’-pair) is said to have the l-cell of f ‘\I in 
question as positive part of its boundary, if its fixed representative appears 
as front page in the orientation chosen; back pages count - 1. Again, the 
two Z”-paired l-cells are treated simultaneously; in f “\Z they are iden- 
tified, and so are the Z”-quadruples of 2-cells (taking the GL-partners from 
2.2(vi) for equally oriented). 
(ii) Unfortunately our operation is not inversion free. With 2-cells, 
two kinds of self-partnerships occur: 
(a) A cell is its own Z’-partner, or, in case Z= Z”, the Z’-partner 
of its GL-partner (thus also vice versa). This means that an element of Z 
interchanges the two adjacent cusps, reversing the orientation. So in the 
Z-quotient this cell is homologically (even homotopically) trivial; only its 
boundary identifications must be noted. 
(b) A cell is its own CL-partner (f = Z”), but not of type (a). 
Then it is invariant under an involution from Z” (“180’ rotation”), thus 
can be cut in two equivalent parts. The new edges cancel in the quotient, 
where the boundary is just half the image of the original one. 
(iii) In l-cells, all nontrivial self-equivalences are orientation 
reversing. These cells are detected by encountering in the spiral-bound 
notebook a text read before, but upside down. They can be ignored 
completely, for the same reason an in (ii)(a). 
(iv) The price to pay for simultaneous treatment of both groups is 
some administration effort, for example, to cater for those l-cells in Z”\Z 
that correspond to just one l-cell of double foliation in Z’\Z, etc. 
2.5. The result of the above can be imagined as a matrix of dimensions 
(# of relevant f-edges) x (# of relevant Z-2-cell tuples). Since the 
individual contributions from 2.4(i) to a matrix entry must be added 
together, it may eventually be quite different from 0, 1, or - 1. As Z is 
2-dimensional, the kernel of this matrix generates H,(Z’\Z), and its column 
co-rank equals dim H2(Z). 
2.6. A large number of checks have been included to the programme to 
increase confidence into the results. To mention some: The numbers of 
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edges and corners for each 2-cell must coincide; each l-cell must edge 
exactly two 2-cells of Iuih; wedding rings ensure that all couplings are 
legitimate. Furthermore, the lists of l-cells are neatly distributed onto the 
quotient notebooks, and the inverse images of each quotient book have 
equal numbers of adjacent cusps, namely a multiple of the number of 
leaves. At last, Kramer’s formula mentioned in 1.0 yields the parity of those 
dimensions and a lower bound for them. Since the algorithm is executed by 
programmes requiring no further human interference, the confidence 
increases with each discriminant it has been run for successfully. 
3. HECKE EIGENVALUES 
3.1. In this section r= GL,(EI). The Hecke algebra actions on all non- 
trivial (co)homology spaces are essentially isomorphic (up to null spaces); 
it turns out to be most comfortable for us to choose H,(r) = Pb 0 Q, call 
its dimension 4. The Hecke operator of a double coset fclf (a E CL,(K)) 
has the effect 
rub ~(~na~‘Ta)“b--,(a~a~lnT)“b-tf”h, (1) 
the maps being transfer, H, of conjugation by M ~ ‘, and H, of injection. In 
this setting, the Hecke operator T(,) of a principal ideal can be described 
by a := (; y). Thus Tn a ~ ‘fa, called I-(%) for short, is just T,(o). 
By the standard multiplicativity properties, the eigenvalues of T, for any 
ideal I (cf. 1.0) can be deduced from those for principal ideals having no 
more than h prime factors (alternatively to considering non-diagonal a’s). 
Note that there is a corresponding representation on the singular 
homologies (etc.) of r\Z as well, but it has no respect at all for cell struc- 
tures. So we keep ourselves mainly on the algebraic side (inside r even), 
and use the 2-cycles from Section 2 only as “measuring devices.” 
3.2. Imagine points p,, . . . . ph E X- I chosen such that each of the 
representing cusps is the only adjacent one for one of them. Consider the 
epimorphism ;1 (“modular symbol”) from rub onto the singular rational 
l-homology of r\X mapping y. [r, f ] into the class induced by some 
path in X from pr to y. pr (X is contractible!). We have 
rAr ab 1 - H,(Q) e ’ + H2(f\I)A Q , (1) 
where ,U is the intersection pairing (note that the q-dimensional dual of 
HI(Q) imbeds into H*(Q), of dimension 8, since H’(aQ)=O), and v the 
Kronecker application to a basis of H,(T\I) found in Section 2. As the 
image of (1) is q-dimensional, it reflects homology classes, and all other 
calculations can take place with representatives in r. 
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3.3. (i) The heart of the algorithm is the computation of &: Define 
a distance A between two cusps of reduced form a/b and c/d to be 
N(ad- bc), or likewise the minimal common distance to a point. It has the 
property that A(s,, s) > A(.s2, s) if and only ifs is separated from si by the 
base line (e.g., great circle) of the hyperbolic plane from Z.O(iii) (where cc 
is understood to lie outside any circle). 
(ii) Now consider a path in X described by a sequence of cusps 
yI pi(,) (p, denoting the cusp adjacent to p,) such that each pair of 
consecutive ones is adjacent to a common 2-cell of Z, specifying that the 
path should pass the points yipjCi) and intersect I between two of them only 
once through the respective 2-cell (these data determine the image under 
A). Such a path, starting at p,, will arrive at ypypl in finitely many steps if 
the distance A(y, piCi,, ypl) E Z 80 is strictly decreasing. 
For any y EZ a sequence with this property can be found by the 
following method: Remember the picture in which I,,,, was defined, and 
charm y;‘ypi into it. This cusp c must lie below some hemisphere inducing 
a 2-cell of ZP,,,,, whose centre comes from the “genuine” cusp /I, say. Then 
yi pjCr, and yi /I are adjacent to a common 2-cell of Z as well, and we have 
A(YiPj(i)v YPI)=A(P,(,), Y~F’ YPI)>A(B,Y;‘YP,)=A(YiB,YP,)bY (i). (There 
will often be several admissible /I’s, thus one could insist on one that makes 
optimal progress. By compromise, it is much easier to check the cusp list 
for a cap roofing {.) Of course, /l will be expressed as a cusp k from the 
p,,,,-list, translated by an element T of ZPllr,. Let 5 be the one of our stored 
5, (up to the “rotation” r* and exponent f 1) that throws k to its p ~. Then 
our new cusps writes yir< ~ ‘p Ti =: y,+ 1 pjcr+ ,,, and the next round can 
start after adding that + 1 to the <,-component of the cocycle (z and r* 
make no contribution). This loop, together with the obvious application v, 
makes up a nice subroutine taking yp, as its only input variable. Note that 
the p* can be dispensed with in practice; indeed, our paths only serve as 
visualizations of cohomology, rather than being considered pointwise. 
3.4. First of all a stock of q matrices rn,E Z is needed that is mapped 
to a linearly independent set under 3.2( 1). From 3.3 it is evident that they 
can be picked from the 51s which together with the z’s and r’s even 
generate Z. If the two classes involved in ti coincide, z&(<~) will be just 
the dual of the t,-2-cell. Matrices of small matrix norm with this property 
are to be preferred. 
3.5. The basic procedure suggested by the above is the following: To 
each matrix mj, compute 3.1( 1) by arbitrary representatives in r, then 
apply 3.2( 1) as shown in 3.3(ii) and express the results in terms of the 
vphc(mj). This q x q matrix is the desired description of the operator. 
The transfer, however, is represented by a product of # (Z/r(‘)) elements 
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of r’“‘, raising the order of magnitude of the matrix entries to that power. 
This is disastrous at least to conventional tools of computation. 
Fortunately, the homomorphy properties of the maps in question allow 
individual application of the procedure 3.3 to each of those factors; then 
the wanted intersection vector is simply the sum of the #(r/r”‘) ones 
obtained. These factors are found essentially by means of a routine that 
yields the representative of any matrix out of f. 
3.6. Although this algorithm is not quite as intricate to programme as 
the one from Section 2, checking is vital, e.g., whether the distances men- 
tioned in 3.3(ii) really decrease. See 4.4 for another example. The remarks 
of 2.6 apply respectively. 
4. RESULTS 
4.1. The dimensions mentioned in Section 2 have been computed for all 
the absolute discriminants up to 260, and for 643. They are listed in 
Table I. The significance of the former number is that 259 and 260 are the 
lowest absolute discriminants for which elliptic curves of good reduction 
everywhere exist at all. By the discussion of 1.0, these curves should be 
defined over Q already. 
4.2. Some data about D = 643. F," for the principal class has 923 2-cells 
and 2677 l-cells; each of the other two classes yields 21 resp. 81; r’\Z : 485 
and 932; T”\Z: 244 and 465. dim(H&(r”)) =27 and dim(H’(T’)) = 
q = 2, 8 = 4. (Exercise: Deduce the numbers of O-cells [perfect forms 3.) The 
CPU-time needed for the computation of I was 307 minutes; to obtain the 
2-cycles took five more minutes. 
4.3. The next interesting discriminant from the Taniyama-Weil- 
Langlands point of view (cf. I.0) is - 1879. A crude extrapolation from the 
data hitherto encountered predicts a CPU-time of 140 hours and masses 
of data exceeding the limits of the current implementation. The latter 
drawback could be repaired with some effort, also there are still some 
opportunities to speed things up considerably. Maybe a new implementa- 
tion in a more efficient surrounding will one day be considered desirable. 
4.4. The results of the application of Section 3 to D = 643 are listed in 
Table II. Denote o = l/2 + (l/2) Jx. The “smallest” matrices of our r, 
that can be taken for m, and m, (they make generators of Tab 0 UJ) are 
3+13w 2242-18~ 307-30 -328-2850 
14 -2-15~ > 
and 
-1-20 > -301+20 ' 
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TABLE II 
Hecke Eigenvalues for the Discriminant 643 
Inert prime 2 3 5 11 13 17 19 37 
2-fold eigenvalue 1 -2 -2 10 6 -14 -6 -18 
Principally split prime 163 167 173 181 191 233 
Eigenvalues -16 -16 -14 2 0 -26 
8 -8 -22 -22 -24 14 
The CPU-time consumed for the prime 37 was 293 minutes. Note that in 
order to determine the eigenvalues, it suffices to compute the effect of 
the operator on just one class that has nonzero components from all 
simultaneous eigenclasses, as soon as these have been established. 
However, different classes and other choices of m, have been tried with 
small primes, as a check for the programme. 
4.5. A WeierstraD model of one of the twin (conjugate) curves expected 
to be attached to those eigenclasses is 
Y* =X3 - 27j3X+ 54aj4, 
where a = (l/2)(63 + J-643) and the j-invariant j= a2 + 1728 (cf. [Kr]). 
The points in p-reductions have been counted by U. Everling (cases 2 and 
3) and G. Harder (other cases) as a demonstration of solidarity. This did 
not create any computer time problem whatsoever; algorithms which are 
more efficient for very large primes can be found in [Sch]. Our conviction 
of the conjectured correlation between those data is now strong enough 
that further calculations could add to it only minimally. 
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