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Abstract 
Our central result asserts that a (logical) language preserved under extension of models has a 
O-l law under the uniform probability distribution. We then investigate some fragments of the 
first-order infinitary logic L,, and of second-order logic which are preserved under extension. 
This paper reveals new boundaries of O-1 laws for fragments of L,, and of second-order logic. 
The latter fragments are particularly interesting as they capture the prototypical complete problem 
for each level of the polynomial-time hierarchy. 
Keywords: Asymptotic probabilities in logic; Computational complexity 
1. Introduction 
In recent years, the study of finite structures has emerged as an independent sub- 
field of model theory, especially because of its applications in other areas including 
database theory and complexity theory. An attractive overview of finite model theory 
is given by Fagin [4]. One particular direction has focused on the asymptotic probabil- 
ities of properties expressible in different languages. The reader is encouraged to read 
Gurevich’s non-technical introduction [6]. For a more complete account, Compton’s 
survey [I] is still considered the reference. 
In general, for every integer n, let &j, be the class of all structures with domain 
n = (0,. . . ,n - 1) over some vocabulary 6, and let p, be a probability distribution on 
A,,. Now if 9 is a logic over (T and q is a sentence in this logic, let p,(q) be the 
probability that a rr-structure of .&j,, drawn at random according to ,u~, satisfies q; then 
the asymptotic probability of cp, denoted ,u(cp), is the limit as n goes to infinity of 
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p,(q), if this limit exists. If ,~(cp) = 1, we say that rp is almost-surely true, while if 
a = 0, we say that cp is almost-surely false. If I exists for all cp~ 2, we say 
that .Z has a convergence law under p,,. If, in addition, every sentence of _Y is either 
almost-surely true or almost-surely false, then we say that the O-l law holds for .Z 
under 11,. 
Throughout the rest of the paper, r~ will be a purely relational vocabulary and pL, 
will be the uniform probability (i.e. pn assigns the same probability to each structure 
of A,,). Within this framework, the first result was the O-l law for first-order logic, 
independently proved by Glebskii et al. [5] and Fagin [3]. Since then, researchers 
have investigated different languages and non-uniform probability distributions. This 
paper is concerned with the former issue. Indeed, we shall concentrate on two well- 
known extensions of first-order logic, namely the infinitary logic L,, and second-order 
logic, usually denoted SO. However, there is a serious drawback with such powerful 
languages; we shall see that none of them has a convergence law. This raises a natural 
question: is it possible to recover a O-l law by applying syntactic restrictions to the 
sentences of these logics? 
Much work has been devoted to this question, especially for SO, and there is a sub- 
stantial amount of results, both positive and negative. Obviously, in case of a positive 
answer to the question above, when one isolates a new fragment with a O-l law, it is 
important to verify that it can express properties not definable in any other fragment 
already known to have a O-l law. 
Positive results are due to Kolaitis and Vardi and we now have a fairly accurate 
picture of what they call “the boundary of O-l laws” for fragments of L,, and SO. 
They proved O-l laws for _LGw [9] (a fragment of L,,) and for Ci(El*\d*) [7] and 
$(3*V’3*) [8] (two fragments of SO). 
We prove that if a logical language LZ is preserved under extension, then the O-l 
law holds for _Y’. Although the proof of this result is straightforward, its consequences 
on L,, and SO are interesting and do not appear in the literature. It is well-known 
that EL&_, the existential fragment of L,,, and U,“=, C#*), which can be viewed as 
the fragment of SO where the first-order quantifiers are only existential, are preserved 
under extension. Therefore these existential fragments, together with their dual universal 
ones, reveal new boundaries of O-l laws for fragments of L,, and SO. 
Finally, we shall argue that these boundaries are indeed different from those of 
Kolaitis and Vardi. We shall do this by exhibiting a property definable in 3L,,, but 
not in LW,,. Concerning our fragments of SO, we must use an indirect argument; we 
show that, for each integer n>2, there is a sentence of CA@*) such that, if it is 
definable in Ci(3*V*), Ci(3*V’3*) or even in C t, then the polynomial-time hierarchy 
collapses to the first level. 
The paper is organized as follows. In Section 2 we introduce the fragments of L,, 
and SO on which we focus our attention. In Section 3 we prove that if a language is 
preserved under extension, then it has a O-l law. In Section 4 we discuss the O-l law 
for 3L,, and VL,,. Section 5 is devoted to the O-l laws for CA@*) and C,rJV* ); 
we also show that these fragments capture the prototypical complete problem for each 
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level of the polynomial-time hierarchy. Finally, we conclude in Section 6 and give 
hints for future research. 
2. Infinitary and second-order logics 
We assume the reader is familiar with first-order and second-order logic. It is well- 
known that the former has very limited expressive power on finite structures; for ex- 
ample, it has been shown that it cannot express the connectivity of a graph. Higher 
expressive power can be achieved by allowing second-order quantification or infinite 
formation rules. 
To illustrate the gain in expressiveness, consider the well-known fact that no first- 
order sentence can express the property “there is an even number of elements”, which 
we call parity for short. It is well-known that this property is definable by a second- 
order sentence, while it is also naturally definable with an infinite first-order sentence. 
For each integer n, it is easy to define a first-order sentence +a, stating that there are 
exactly n elements. Then any model satisfies the infinitary sentence V,“==, IC/2,, iff it has 
an even number of elements. 
This property is definitely beyond any boundary of convergence for a given logic. 
Indeed, for any probability distribution, pn(parity) gives an alternating sequence of 
zeros and ones, hence p(parity) is undefined. 
We shall first concentrate on the infinitary logic L,, which is obtained from first- 
order logic by allowing infinite disjunctions or conjunctions. 
2. I. Infinitary logic 
Recall that Q is a fixed relational language. The set offirst-order in..nitary formulae 
over cr is the smallest set L,, of expressions uch that 
l It contains all first-order formulae over CJ. 
l If I+$ is an infinitary formula over (T, then so is +. 
l If $ is an infinitary formula over o and v is a first-order variable, then (3v)$ and 
(Vu)rl/ are also infinitary formulae over 0. 
l If Y is a set of infinitary formulae over IS, then VY and A!P are also infinitary 
formulae over 0. 
The semantics of infinitary formulae is a direct extension of the semantics of first- 
order logic, with VY interpreted as a disjunction over all formulae in Y and l\Y 
interpreted as a conjunction. 
We saw that parity is expressible in L,,, therefore this logic can have no con- 
vergence law. Hence, we shall make some syntactic restrictions in order to recover a 
O-l law. 
The existential fragment of L,,, denoted by 3L,,, is the set of formulae of 
L oow containing no universal quantification and where negation is only applied to 
atomic formulae (otherwise universal quantification would be definable by a well-known 
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combination of negation and existential quantification). The universal fragment, denoted 
tlL CofiJ~ is defined in exactly the same way except that we discard the existential quan- 
tifier. 
The infinite formula expressing parity has an infinite number of distinct variables. 
We now focus our attention on formulae of L,, in which the total number of variables 
is bounded; note that variables may have an infinite number of occurrences in such 
formulae. For each integer k, Lk,, is the set of formulae of L,, involving at most k 
distinct variables; therefore LW,, = U,“=, Lk,, is the set of formulae of L,, in which 
the total number of variables is finite. 
Kolaitis and Vardi proved that L&, has a O-l law [9]. We prove that this is also 
the case for both 3L,, and b’L,,. We also prove that these three languages have 
incomparable expressive power. We now turn our attention to second-order logic. 
2.2. Second-order logic 
It is well-known that SO is powerful enough to define parity and, hence, can have 
no convergence law. Therefore, in order to recover a O-l law, we shall investigate 
various fragments of SO. 
The first natural fragments are the famous classes Ci (resp. II;) of sentences begin- 
ning with a string of existential (resp. universal) second-order quantifiers, and followed 
by a first-order sentence. Fagin proved that, on the class of finite structures, a property 
is Et definable if and only if it is NP-computable [2]. 
Therefore parity is still definable in C :, hence we shall concentrate on fragments 
of Et in which we restrict the first-order part. Let Y be a set of first-order sentences, 
we shall denote Ef (Y) the class of C: sentences where the first-order part is in !?‘. 
A natural way to define such a Y is by giving a regular expression on the alphabet 
{ 3,V} representing the pattern of the quantifier prefix; for example 3*V* denotes the 
set of sentences beginning with a string of existential quantifiers, followed by a string 
of universal quantifiers, followed by a quantifier-free formula. 
Within this framework, the boundary of O-l laws for fragments of YEi is now 
understood: the maximal fragments of .Ei with a O-l law are C:(~*‘V’*) [7] and 
C#*V’3*) [S]. 
Surprisingly, researchers restricted their attention on fragments of Et. This paper 
shows that it is worth considering fragments of Cl for n > 1. Et, denotes the class of 
sentences beginning with a string of n alternating blocks of second-order quantifiers, 
the first block being existential, and followed by a first-order sentence. The notation 
C;(Y), for Y being a set of first-order sentences, should be clear. 
We prove that, for every integer n, the fragments CA@*) and CA(V*) have a O-l 
law. We also prove that these languages can capture the prototypical complete problem 
for each level of the polynomial-time hierarchy; therefore, if this hierarchy is strict, 
these complete problems are not definable in C, . 1 Hence we exhibit new boundaries of 
O-l laws for fragments of SO. 
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3. O-l laws by preservation 
In this section, we state and prove our central result which asserts that any language 
preserved under extension has a O-l law. 
Let A4 and N be a-structures, we write M c N if M is isomorphic to a sub-structure 
of N (or equivalently, N is isomorphic to some extension of M). A language 9 is 
said to be preserved under extension iff for every sentence q E 9 and all structures M 
and N, M/=cp and MEN entails N/=+ 
We now come to the key lemma which asserts that, for any finite structure M, 
almost-every structure contains a sub-structure isomorphic to M. This property has 
been known for a long time. It is easy to see that it is a consequence of the extension 
axioms (moreover a finite number of them, as M is fixed) which were proved to be 
almost-surely true by Fagin [3]. 
Lemma 3.1. For each jinite structure A4, limn+m p,,({N E Jke,: M 5 N}) = I 
We are now in a position to state and prove our central result. 
Theorem 3.2. If a language 9 is preserved under extension then it has O-l law. 
Proof. Let cp be a sentence of 9. If (p is not finitely satisfiable then, obviously, 
,u((P)= 0. Otherwise there exists a finite structure M which satisfies cp. Hence, the 
preservation of 9 gives us {NE Jltn: N b cp} > {N EM,,: M c N}, for every integer n. 
Therefore, we have 
lap(q)= lim ~L,({N~4!~:N~~})>, lim ,u~({NE&!,,:M~N})=~; 
n+‘X n-CC 
the second inequality follows from the inclusion above and the last equality is given 
by Lemma 3.1. 0 
4. The O-l law for X,, and VI&,, 
It is well-known that a property of finite structures is definable in 3L,, iff it is 
preserved under extension. Therefore, the immediate application of Theorem 3.2 is the 
following corollary. 
Corollary 4.1. 3L,, has a O-l law. 
By duality, we also have a O-l law for VL,,. Thus, the O-l law for L&,, is not 
the only boundary of O-l laws for fragments of L,,. In order to show that our O-l 
laws are indeed new boundaries, we shall exhibit a sentence of 3L,, not equivalent 
to any LW,, sentence on the class of finite models. 
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Consider the graph property which asserts that there exists a positive integer n such 
that there are at least 12 disjoint cycles of length n. As this property is clearly preserved 
under extension, it is definable by a sentence cp of ILL,,. 
For each integer k, let Gi (resp. Gi) be the disjoint union of k + 1 (resp. k) 
cycles of length k+ 1. Using generalized Ehrenfeucht-Frdisse games (i.e. pebble games 
detailed in [9]), one can easily prove that G: and Gl are L&,-equivalent, therefore; 40 
cannot be equivalent to any sentence of Lk,, because G: k cp while Gi p cp. Hence, 
even on the class of finite structures, Xmo and LO,, have incomparable expressive 
power. 
5. The O-l law for CA@*) and CA(Y*) 
The fact that, for each integer n, .‘&!,(I*) is preserved under extension belongs to 
the folklore of logic. Thus Theorem 3.2 has the following corollary. 
Corollary 5.1. For each integer n, CA@*) has a O-l law. 
By duality, we have the same corollary for CA(V*). The aim of this section is to 
prove that our fragments CL@*) and C!,(V*) can capture a variant of the prototypical 
complete problem for each level of the polynomial-time hierarchy, defined by Stock- 
meyer [ll]. We adopt a stepwise approach which leaves aside immaterial technical 
complications; we shall first concentrate on Cf (i.e. the class of NP-computable sets) 
and then on Cf so that it will be clear that the argument can be applied to C[, for 
any integer n (the superscript p stands for “polynomial”). 
5.1. Capturing a Cf-complete problem 
The first step will show that it is possible, within Ei(V* ), to express k-CNF-SAT 
(i.e. satisfiability of sets of clauses of length k) which is well-known to be NP-complete 
(i.e. Cf-complete), for every integer k>2. Throughout the rest of this section, k will 
denote a fixed integer greater than 2. 
Let B be a finite set of propositional variables and 39 be a boolean conjunction of 
k-literals disjunctions over 9, k-CNF-SAT is the problem of deciding whether there is 
a truth-assignment on 9 which satisfies !?8~. 
Let cr = {Ri: 0 <i dk} be a set of k + 1 predicate symbols of arity k. With each 
instance ?89 of k-CNF-SAT, we associate a o-structure M(%?q) = (p’,%?o, . . . ,9&) such 
that, for each i = 0,. . . , k, (xl,. . . ,xk) EJ?& iff the disjunction V, Gj6i ‘Xi V VicjckXj is 
a conjunct of %%. 
Note that i represents the number of negative literals in a disjunction; hence, if i = 0, 
the above clause is entirely positive, while if i = k, it is entirely negative. Note also 
that M(%?y) is uniquely determined by 99. 
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Let us define the Xi(@) sentence 
SATk E ZITVV~ . . .Yvk A Ri(vl,. . . , vk) + 
i=O 
V -T(vj)V,<~ckT(vj) 
1CjCi . 11 
The following proposition asserts that SATk is sound. 
Proposition 5.2. For each instance 939 of k-CNF-SAT, 
L?& is satisjable ifSM(?&) b SATk. 
Proof. The existentially quantified second-order variable T represents a truth assign- 
ment on the set of propositional variables, T(v) (resp. -T(v)) stands for v is assigned 
the value true (resp. false). The first-order part says that, if a disjunction is a conjunct 
of 9?~, then one of its litterals is true. 0 
5.2. Capturing a C,P-complete problem 
It is fairly easy to generalize this idea to capture within Cl@*) a variant of Bz, the 
prototypical C;-complete problem, which we call k-DNF-B2 and is well-known to be 
C:-complete too (see [ll]). An instance of k-DNF-Bz is a tuple 995 = (Sq,@‘~;,&), 
where fl U 92 = .P, fi fly2 = 0, and 339 is a boolean disjunction of k-literals conjunc- 
tions over 9. 
Let fi ={pl,..., pn} and %={ql,..., qm}, k-DNF-B2 is the problem of deciding 
whether the quantified boolean formula 3pl . . .3p,Vql . . . Vqm L%P is true. 
Let 02 = 0 U {E} where E is a new unary predicate symbol. An instance 33; = 
(q, P2, ,9.&y) of k-DNF-B 2 is encoded by the unique az-structure M(93;) = @,a, 
go,..., &?k) such that 4 is the interpretation of E and, for each i = 0,. . . , k, (XI,. . . , 
xk) 69& iff the conjunction AIGjGi TXj A Aiijsk Xj is a disjunct of &?q. 
Let us now define the Ci(gk) sentence 
r\i<~~k{(E(Uj)~T~(Uj))A(~E(Vj)~~(oj))J 
. 
The following proposition asserts that SAT: is sound. 
Proposition 5.3. For each instance @$ = (Y1,9’2,&) of k-DNF-B2, 
3Pl . . .3p,,Vq’gl . . .Vq,,, %Z is true iSfM(L’&) /= SAT;. 
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Proof. The argument is dual to the proof of Proposition 5.2. The other difference 
comes from the fact that the existentially quantified propositional variables pl, . . . , pn 
are interpreted according to the existentially quantified second-order variable ri and that 
the universally quantified propositional variables ql,. . . ,q,,, are interpreted according to 
the universally quantified second-order variable T2. The first-order part then says that 
there exists a conjunction which is a disjunct of G?p and which is true under the 
truth-assignment represented by T, and T,. C! 
5.3. Capturing a C,P-complete problem 
In the same spirit, it is not difficult to define, for each integer n, a Ci,(Glk) sentence 
SAT!,, which captures the C&-complete problem k-DNF-Bz,. The only thing to do is 
to add in the language as many unary relation symbols as needed to distinguish the 
propositional variables according to the block of quantifiers of the instance of k-DNF- 
Bz,, to which they belong. Similarly, it is possible to define, for every integer n, a 
%+,(~k) sentence SAT!,,, 1, on the model of our sentence SATk, which captures the 
%I+, -complete problem k-CNF-B~,+I 
We are now in a position to investigate the expressive power of our fragments 
C,!,(3*) and C#+*), compared to fragments of SO which are known to have a O-l 
law. Note that these latter fragments are sub-languages of Et. 
Now suppose that, for some integer n > 1, our sentence SAT: (in CA@*) or C#!*) 
depending on n being even or odd) is equivalent to a sentence of Et. By Fagin’s 
result [2] and the soundness of SAT: (the generalized versions of Propositions 5.2 
and 5.3), this entails that R-DNF-B, or k-CNF-B, (depending on the parity of n) 
is NP-computable; but by Cl-completeness of these problems, we conclude that the 
polynomial-time hierarchy collapses at the first level. Then, the commonly accepted 
conjecture being that this is not the case, the above argument gives a strong feeling 
that our fragments have expressive power incomparable with that of Ct (3*V* ) and 
C!(3*V’3*) (and more generally of Et). 
6. Conclusion 
In the past, the boundary of O-l laws for fragments of Et has often been confused 
with the boundary of O-l laws for SO. Our paper demonstrates that there are natural 
fragments of SO with a O-l law which are not contained in any fragment of Et, and 
hence, advocates for a thorough investigation of O-l laws for fragments of the whole 
second-order logic; some results in this direction can be found in [lo]. 
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