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TRANSITION FROM GAUSSIAN TO NON-GAUSSIAN
FLUCTUATIONS FOR MEAN-FIELD DIFFUSIONS IN SPATIAL
INTERACTION
ERIC LUC¸ON1 AND WILHELM STANNAT2,3
Abstract. We consider a system of N disordered mean-field interacting diffusions
within spatial constraints : each particle θi is attached to one site xi of a periodic lattice
and the interaction between particles θi and θj decreases as ∣xi − xj ∣−α for α ∈ [0,1). In a
previous work [28], it was shown that the empirical measure of the particles converges in
large population to the solution of a nonlinear partial differential equation of McKean-
Vlasov type. The purpose of the present paper is to study the fluctuations associated to
this convergence. We exhibit in particular a phase transition in the scaling and in the
nature of the fluctuations: when α ∈ [0, 1
2
), the fluctuations are Gaussian, governed by
a linear SPDE, with scaling
√
N whereas the fluctuations are deterministic with scaling
N1−α in the case α ∈ ( 1
2
,1).
2010 Mathematics Subject Classification: 60F05, 60G57, 60H15, 82C20, 92B25.
1. Introduction
The aim of the paper is to study the large population fluctuations of disordered mean-
field interacting diffusions within spatial interaction. A general instance of the model may
be given by the following system of N coupled stochastic differential equations in X ∶= Rm
(m > 1):
dθi,t = c(θi,t, ωi)dt +
1
∣ΛN ∣
∑
j∈ΛN
j≠i
Γ (θi,t, ωi, θj,t, ωj)Ψ(xi, xj)dt + dBi,t, i ∈ ΛN , t ∈ [0, T ]
(1.1)
where T > 0 is a fixed but arbitrary time horizon. In (1.1), c(θi,t, ωi) models the local
dynamics of the particle θi, Γ(θi,t, ωi, θj,t, ωj) governs the interaction between particles θi
and θj and (Bi)i∈ΛN is a collection of independent standard Brownian motions modeling
thermal noise in the system. Both local dynamics and interaction are perturbed by an
independent random environment that is a sequence of i.i.d. random variables (ωi)i > 1 in
Y ∶= Rn (n > 1) modeling some local inhomogeneity for each particle.
The novelty of (1.1) is that some geometry is imposed on the interactions: the particles
θi in (1.1) are regularly positioned on a periodic lattice (of dimension 1 for simplicity)
and the interaction between two particles depend on the distance between them. Namely,
define ΛN ∶= {−N, . . . ,N} with −N and N being identified, with cardinal ∣ΛN ∣ = 2N and
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suppose that for all i ∈ ΛN , the particle θi is at the fixed position xi ∶= i2N ∈ SN , where
SN ∶= {xi ∶= i2N , i ∈ ΛN} is a subset of the one-dimensional circle S ∶= R/Z. Making the
obvious identification between x ∈ [−1
2
, 1
2
] and its equivalence class x¯ ∈ S, the euclidean
norm ∣⋅∣ on [−1
2
, 1
2
] induces a distance d(⋅, ⋅) on S by:
∀x¯ = x[1], y¯ = y[1] ∈ S, d(x¯, y¯) =min(∣x − y∣ ,1 − ∣x − y∣). (1.2)
The interaction in (1.1) is supposed to decrease polynomially with the distance between
particles through the spatial weight
Ψ(x, y) ∶= d(x, y)−α, x, y ∈ S, (1.3)
where α is a parameter in [0,1).
Remark 1.1. We will often drop the notation j ≠ i in sums as in (1.1), since, with no
loss of generality, one can define Ψ(x,x) ∶= 0 for all x.
1.1. Weakly interacting diffusions.
Mean-field models in physics and neuroscience. In the particular case where α = 0 and
ωi = 0, the geometry and the disorder in (1.1) become irrelevant and we retrieve the usual
class of weakly interacting diffusions (studied since McKean, Oelschla¨ger and Sznitman [31,
18, 33, 39]). Such systems are encountered in the context of statistical physics and biology
(synchronization of large populations of individuals, collective behavior of social insects,
emergence of synchrony in neural networks [6, 40, 14]) and for particle approximations of
nonlinear partial differential equations (see e.g. [10, 29] and references therein). Usual
questions for this class of models concern their large population behavior (propagation of
chaos, existence of a continuous limit for the empirical measure of the particles [33, 18, 27],
fluctuations around this limit [16, 38, 27] and large deviations [13]) as well as their long-
time behavior [9, 29].
A recent interest for similar mean-fields diffusions has been developed for the modeling of
the spiking activity of neurons in a noisy environment (e.g. Hodgkin-Huxley and FitzHugh-
Nagumo oscillators [6, 15, 40]). In this context, θi represents the electrical activity of one
single neuron, Γ captures synaptic connections between neurons and the disorder ωi models
an inhomogeneous behavior between inhibition and excitation. We refer to [6] for more
details on application of these models to neuroscience.
Another illustration of weakly interacting diffusions concerns statistical physics and
models of synchronization of oscillators. In particular, the Kuramoto model (see e.g.
[1, 27, 19, 37]) describes the synchronization of rotators θi in R/2πZ with inhomogeneous
frequencies ωi:
dθi(t) = ωi dt + K
N
N
∑
j=1
sin (θj − θi) dt + σ dBi(t), t > 0, i = 1, . . . ,N. (1.4)
The system (1.4) is well-known to exhibit a phase transition between incoherence to syn-
chrony as the interaction strength K > 0 increases. We refer to the mentioned references
for further details on the dynamical properties of (1.4).
Diffusions in spatial interaction. The motivation of going beyond pure mean-field inter-
actions comes from the biological observation that neurons do not interact in a mean-field
way (see [11, 41] and references therein). There has been recently a growing interest in
models closer to the topology of real neuronal networks [21, 35, 41]. Even though the
analysis of such models seems to be difficult in general, it is quite natural to expect that
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properties valid in the pure mean-field case (the first of them being the existence of a
continuous limit in an infinite population) still hold for perturbations of the mean-field
case, namely for systems where the interactions are not strictly identical, but where the
number of connections is sufficiently large to ensure some self-averaging as the population
size increases.
In this perspective, the main motivation of (1.1) comes from works of Rogers and Wille
[36] and of Gupta, Potters and Ruffo [21] (see also [30, 12]) where a spatial version of the
Kuramoto model is introduced:
dθi,t = ωi dt + K
N
N
∑
j=1
sin (θj,t − θi,t) 1∣xi − xj ∣α dt + σ dBi,t, t > 0, i = 1, . . . ,N. (1.5)
In (1.5) (and more generally in (1.1)), the particles are still interacting on the complete
graph but the strength of interaction decreases polynomially with the distance between
particles.
System (1.5) has to be related to analogous models of statistical physics with long-range
interactions (e.g. the Ising model or XY-model with interaction in r−α, see [3] and refer-
ences therein). The influence of the spatial decay in (1.5) on the synchronization properties
of the system (in particular the existence of critical exponents and finite size effects) does
not seem to be completely understood so far (see the aforementioned references for further
details).
Empirical measure and McKean-Vlasov limit. Note that in (1.1), θi ∈ X ∶= Rm, but one
should also think to the case of X being a compact domain of Rm, see for example X =
R/2πZ in the Kuramoto case (1.5). For any vectors u and v in X (or Y), ∣u∣ stands for the
euclidean norm of u and u ⋅ v is the scalar product between u and v.
We endow (1.1) with an initial condition: the particles (θi,0)i=1,...N are independent
and identically distributed according to some law ζ on X. The disorder (ωi)i=1,...,N is a
sequence of independent random variables, identically distributed according to some law
µ on Y, independently from (θi,0)i∈ΛN and (Bi)i∈ΛN .
All the statistical information of (1.1) is contained in the empirical measure of the
particles, disorder and positions (that is a random process in the set of probabilities on
X ×Y × S):
νN,t ∶= 1∣ΛN ∣ ∑j∈ΛN δ(θj,t,ωj ,xj), N > 1, t ∈ [0, T ]. (1.6)
The object of a previous work [28] was to show that, under mild assumptions on the model
(see [28], Theorem 2.18), the empirical measure νN converges, as N → ∞, to the unique
solution ν of the following weak McKean-Vlasov equation:
∫ f dνt = ∫ f dν0+∫
t
0
∫ (1
2
∆θf +∇θf ⋅ {c + ∫ Γ(⋅, θ˜, ω˜)Ψ(⋅, x˜)νs(dθ˜, dω˜, dx˜)}) dνs ds,
(1.7)
for any regular test function (θ,ω,x) ↦ f(θ,ω,x) and where the initial condition is
ν0(dθ, dω, dx) ∶= ζ(dθ)µ(dω)dx. (1.8)
The main difficulty in the analysis of (1.7) is that it involves the singular kernel Ψ so
that even the well-posedness of such equation is unclear. We refer to [28] for more details.
Equation (1.7) is a spatial generalization of the standard McKean-Vlasov equation in the
pure mean-field case (see e.g. [33, 18, 27]).
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Fluctuations around the mean-field limit. The purpose of this work is to address the ques-
tion of the fluctuations of the empirical measure νN (1.6) around its limit ν (1.7). We are
in particular interested in the influence of the geometry on the speed of convergence of νN
towards ν.
Definition 1.2. Define the fluctuation process
ηN,t ∶= aN (νN,t − νt) , N > 1, t ∈ [0, T ] (1.9)
where aN is an appropriate renormalizing factor.
The first contribution of the paper is to exhibit a phase transition in the size of the
fluctuation of (1.1): the correct scaling aN in (1.9) depends on the value of the spatial
parameter α ∈ [0,1) in (1.3) with respect to the critical value 1
2
.
Definition 1.3 (Fluctuation renormalization). Fix 0 6 α < 1 and define for N > 1
aN ∶=
⎧⎪⎪⎨⎪⎪⎩
N
1
2 , if 0 6 α < 1
2
,
N1−α, if 1
2
< α < 1.
(1.10)
Let us show intuitively that Definition 1.3 provides the correct scaling for (1.9). The
convergence of νN towards ν is due to the competition of two effects: the convergence
of the empirical distribution of the initial condition θi,0 and the Brownian motions Bi
(which scales typically as
√
N) and the convergence with respect to the spatial variable
xi. To fix ideas, set c ≡ 0 and Γ ≡ 1 in (1.1). In this case, everything boils down to the
approximation of the integral ∫S 1∣x−xi∣α dx by the Riemann sum 1N ∑Nj=1 1∣xj−xi∣α . A simple
estimate (see Lemma 3.4 below) shows that the rate of this last convergence is exactly
N1−α. Definition 1.3 simply chooses the predominant scaling in both cases.
This intuition also suggests that when α < 1
2
, the randomness prevails and one should
obtain Gaussian fluctuations as N →∞, whereas when α > 1
2
the randomness disappears
under the scaling N1−α and one should obtain a deterministic limit for ηN . The main
result of the paper is precisely to make this intuition rigorous: we show that the fluctua-
tion process ηN converges to the unique solution of a linear stochastic partial differential
equation when α < 1
2
(see Theorem 2.7) and that ηN has a deterministic limit in the
supercritical case α > 1
2
(see Theorem 2.8).
What makes the analysis difficult here is the singularity of the spatial kernel Ψ in (1.1).
An important aspect of the paper is the introduction of an auxiliary weighted fluctuation
process HN (in addition to ηN ) that is necessary to capture the spatial variations of the
system and to cope with the singularity of the weight Ψ. We refer to Section 2 for more
details.
On the quenched fluctuations. The main results (Theorems 2.7 and 2.8) are averaged with
respect to the disorder (ωi)i. Although we did not go in this direction for the simplicity
of exposition, analogous results also hold in the quenched set-up, that is when we only
integrate in (1.1) w.r.t. the Brownian noise and the initial condition, and not w.r.t. the
disorder. This has been carried out in a previous paper [27] in the non spatial case. We
let the reader adapt a similar strategy to the present situation.
Existing literature. The use of weighted empirical processes such as HN (see Section 2.1)
in the context of interacting particle systems is reminiscent of previous works. One should
mention in particular the articles of Kurtz and Xiong [25, 26] on particle approximations
for nonlinear SPDEs.
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The present paper uses Hilbertian techniques already introduced by Fernandez and
Me´le´ard [16] (see also [38, 27]) who proved a similar central limit theorem for weakly
interacting diffusions without spatial geometry (that is α = 0 in the framework of (1.1)).
It is shown in [16] that the fluctuations are governed by a linear SPDE and that the
convergence holds in some appropriate weighted Sobolev space of distributions. One can
see the first result of the paper (Theorem 2.7) as a generalization of the result of Fernandez
and Me´le´ard to the spatial case: when α < 1
2
, the spatial damping on the interactions in
(1.1) is not strong enough to have an effect on the behavior of the fluctuations of the
system and the fluctuations remain Gaussian.
The supercritical case (Theorem 2.8) may also be related to a class of models previously
studied in the literature, that is moderately interacting diffusions (see [23, 34]). This class
of models also exhibits deterministic fluctuations (see [23] p. 755), but one should point
out that the precise scaling aN is not explicitly known in this case (see [23], Remark 3.15).
Comments and perspective. The main conclusion of Theorem 2.8 is that, in the case α > 1
2
,
the leading term in the asymptotic expansion of the empirical measure νN around ν is
deterministic, of order 1
N1−α
. A natural question would be to ask about the existence
and the nature of the next term in this expansion. Concerning the dependence in the
spatial variable, one easily sees that the term following 1
N1−α
in the asymptotic expansion
of 1
N ∑Nj=1 1∣xj ∣α is of order 1N , which is in any case smaller than the Gaussian scaling 1√N .
Consequently, one should expect the next term in the expansion of νN to be Gaussian, of
order 1√
N
. The precise form of this term remains unclear, though. Note that a similar
analysis has been made by Oelschla¨ger in [34] concerning moderately interacting diffusions.
Another natural question would be to ask what happens at the critical case α = 1
2
(that
is when the spatial and Gaussian fluctuations are exactly of the same order). Although it
is natural to think that the correct scaling is exactly
√
N , the present work only provides
partial answers. A closer look to the proof below shows that the scaling is at least
√
N
lnN
(see Section 2.4). To derive the correct scaling and limit for the fluctuations in this case
seems to require alternative techniques.
The behavior as N →∞ of systems similar to (1.1) in the case α > 1 is also of interest
and is the object of an ongoing work. The existence of a continuous limit at the level of
the law of large number is doubtful in this case.
It is likely that the results presented here should be generalized to other models of
interacting diffusions, especially to systems with random inhomogeneous connectivities
(in the spirit of [5, 7]) which are of particular interest in the context of neuroscience [6].
This will be the object of a future work.
Outline of the paper. In Section 2, we specify the assumptions on the model and state
the main results (Theorem 2.7 and 2.8). Section 3 is devoted to prove tightness of the
fluctuation process in an appropriate space of distributions. The identification of the limits
is done in Section 4. Section 5 contains the proofs of technical propositions.
2. Main results
In the rest of the paper, τ = (θ,ω,x) stands for an element of X ×Y × S. In particular,
for any s ∈ [0, T ], i ∈ ΛN , τi,s = (θi,s, ωi, xi). We use also the duality notation
⟨λ , f⟩ ∶= ∫
X×Y×S
f(θ,ω,x)λ(dθ, dω, dx), (2.1)
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where λ is a measure on X×Y×Z and (θ,ω,x)↦ f(θ,ω,x) is a test function on X×Y×S.
We also use functions of two variables defined on (X×Y×S)2 and introduce notations for
the corresponding partial integrals: for any such function (τ, τ˜ )↦ g(τ, τ˜), define
[g , λ]
1
(τ) = [g , λ]
1
(θ,ω,x) ∶= ∫
X×Y×S
g(θ,ω,x, θ˜, ω˜, x˜)λ(dθ˜, dω˜, dx˜), (2.2)
[g , λ]
2
(τ˜) = [g , λ]
2
(θ˜, ω˜, x˜) ∶= ∫
X×Y×S
g(θ,ω,x, θ˜, ω˜, x˜)λ(dθ, dω, dx). (2.3)
With a slight abuse of notations, we will often drop the subscript whenever it is clear from
the context and write [⋅ , ⋅] instead of [⋅ , ⋅]
i
, i = 1,2. With these notations, one can write
the dynamics (1.1) only in terms of the empirical measure (1.6)
dθi,t = c(θi,t, ωi)dt + [ΓΨ , νN,t](θi,t, ωi, xi)dt + dBi,t, i ∈ ΛN , t ∈ [0, T ] (2.4)
where [ΓΨ , νN,t] = [ΓΨ , νN,t]
1
stands for (2.2) with the choice of g(θ,ω,x, θ˜, ω˜, x˜) ∶=
Γ(θ,ω, θ˜, ω˜)Ψ(x, x˜) and λ ∶= νN,t. Note also that the McKean-Vlasov equation (1.7) may
be written as
⟨νt , f⟩ = ⟨ν0 , f⟩ + ∫ t
0
⟨νs , L[νs]f⟩ ds, (2.5)
where, for any measure λ on X ×Y × S, the generator L[λ] is given by
L[λ]f(τ) ∶= 1
2
∆θf(τ) +∇θf(τ) ⋅ {c(θ,ω) + [ΓΨ, λ](τ)} . (2.6)
2.1. Decomposition of the fluctuation process.
Two-particle fluctuation process. The main difficulty in the analysis of (1.9) comes from
the singularity of the spatial kernel Ψ (1.3). In particular, if one studies the process ηN
alone, one would need to consider test functions (θ,ω,x) ↦ f(θ,ω,x) with singularities
w.r.t. x whereas the embeddings techniques used in this work require a minimal regularity
on the test functions (see Section 3.3 below). Hence, the main idea is to introduce an
auxiliary processHN in order to bypass the lack of regularity of the kernel Ψ. This process,
that we call two-particle fluctuation process, is the key object in order to understand the
influence of the positions (xi, xj) of the particles on the fluctuations of the whole system.
Definition 2.1. Define the two-particle fluctuation process by
HN,t ∶= aN ⎛⎝
1
∣ΛN ∣2 ∑i,j∈ΛN Ψ(xi, xj)δ(τi,t,τj,t) − νN,t ⊗ νt (Ψ⋅)
⎞
⎠ (dτ, dτ˜), t ∈ [0, T ] (2.7)
that is, for any test function (θ,ω,x, θ˜, ω˜, x˜) = (τ, τ˜)↦ g(τ, τ˜ )
⟨HN,t , g⟩ ∶= aN ⎛⎝
1
∣ΛN ∣2 ∑i,j∈ΛN Ψ(xi, xj)g(τi,t, τj,t) −
1
∣ΛN ∣ ∑i∈ΛN ∫ Ψ(xi, x˜)g(τi,t, τ˜)νt(dτ˜)
⎞
⎠
(2.8)
The process HN captures the mutual fluctuations of two particles (θi, θj) instead of
one. One can easily see that HN captures the correct fluctuations induced by the space
variables (especially in the supercritical case α > 1
2
): taking g ≡ 1 in (2.8), one obtains that
⟨HN,t , 1⟩ = 1∣ΛN ∣ ∑i∈ΛN {aN ( 1∣ΛN ∣ ∑j∈ΛN Ψ(xi, xj) − ∫SΨ(xi, x˜)dx˜)}, which, by Lemma 3.4
below and Definition 1.3, is exactly of order 1 when α > 1
2
.
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What makes the use of HN critical is that it enables to separate the issue of the sin-
gularity of the spatial kernel Ψ from the issue of the regularity of the test functions g:
it is the process HN itself that carries the singularity in (x, x˜), not the test functions.
Hence, we are allowed to (and we will in the sequel) consider test functions as regular as
required in all variables (θ,ω,x), which is crucial for the Sobolev embeddings techniques
used in the paper. Note that it also necessary to consider the process HN in the subcritical
case α < 1
2
even if H = limN→∞HN does not appear in the final convergence result (see
Theorem 2.7).
Relations between ηN and HN . It is immediate to see from (1.9) and (2.7) that for all test
functions (τ, τ˜)↦ g(τ, τ˜ )
⟨HN,t , g⟩ = ⟨ηN,t , ⟨νN,t , Ψg⟩⟩ , t ∈ [0, T ], (2.9)
where by ⟨ηN,t , ⟨νN,t , Ψg⟩⟩ we mean ⟨ηN,t(dτ˜) , ⟨νN,t(dτ) , Ψ(x, x˜)g(τ, τ˜ )⟩⟩. A natural
question would be to ask if an equality similar to (2.9) holds in the limit as N →∞
⟨Ht , g⟩ = ⟨ηt , ⟨νt , Ψg⟩⟩ , t ∈ [0, T ], (2.10)
for any possible limits ηN,t →N→∞ ηt and HN,t →N→∞ Ht. Supposing that (2.10) is
true, a consequence is that the limiting process H becomes a posteriori useless for the
determination of η: we will show in Theorem 2.7 (see also Remark 4.10) that, using
(2.10), one can characterize the limit of ηN as the unique solution to a linear SPDE (2.36)
involving only η and not the auxiliary process H.
Equality (2.10) is certainly true in the case without space (that is the case considered
in [16, 27], equivalent to α = 0 in (1.1)). One result of the paper is to show that (2.10)
remains true in the subcritical case 0 6 α < 1
2
(although the proof for this equality is not
straightforward, see Section 4.4 and Proposition 4.9).
On the contrary, we will show that (2.10) does not hold in the supercritical case α > 1
2
:
the limiting processes η and H found in Theorem 2.8 lead to different expressions in
(2.10): when g ≡ 1 in (2.10), one obtains that ⟨Ht , 1⟩ = ⟨H0 , 1⟩ = χ(α) ≠ 0 (see (2.38)
and (4.3)). On the other hand, ⟨νt , Ψ(⋅, x˜)⟩ = ∫SΨ(x, x˜)dx is a constant C (equal to 2α1−α ,
recall Lemma 3.4) and we see from (2.38) that ⟨ηt , C⟩ = 0.
The reason for this difference is that, when α > 1
2
, the predominant scaling (i.e. N1−α)
comes from the rate of convergence of the discrete Riemann sum 1∣ΛN ∣ ∑j∈ΛN Ψ(xi, xj) to-
wards the integral ∫SΨ(xi, x˜)dx˜ (Lemma 3.4). This scaling is strongly related to the
singularity of the kernel Ψ: if we had replaced Ψ by a regular (e.g. C1) function, the
rate of convergence of this Riemann sum would become 1
N
and the predominant scaling
of the whole system would still be
√
N . If one naively replaces in (2.9) the empiri-
cal measure νN by its McKean-Vlasov limit ν, the singularity in space disappears: the
function x˜ ↦ ⟨νt , Ψ(⋅, x˜)g(⋅, τ˜ )⟩ is continuous (provided g is). In particular, in (2.9),
the term ⟨ηN,t , ⟨νt , Ψg⟩⟩ does not contribute to the scaling N1−α. It only appears in⟨ηN,t , ⟨νN,t − νt , Ψg⟩⟩, which is a function of HN,t but not of ηN,t alone. Hence, there is
no hope to have a closed formula for η when α > 1
2
: we obtain as N → ∞ a system of
coupled deterministic equations in (η,H), see (2.38).
Semi-martingale representation of the fluctuation processes. The starting point of the anal-
ysis is to write a semi-martingale decomposition for both processes ηN and HN . We see in
(2.11) the use of the process HN : the singular part in the semi-martingale decomposition
of ηN is completely expressed in terms of HN .
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Proposition 2.2 (Semi-martingale representation of ηN,s). For every test function (θ,ω,x) ↦
f(θ,ω,x), for all t ∈ [0, T ], one has
⟨ηN, t , f⟩ = ⟨ηN,0 , f⟩ + ∫ t
0
⟨ηN,s , L[νs]f⟩ ds + ∫ t
0
⟨HN,s , Φ[f]⟩ ds +M(η)N,tf (2.11)
where L[νs] is the propagator defined in (2.6) and
Φ[f](τ, τ˜) = Φ[f](θ,ω,x, θ˜, ω˜, x˜) ∶= ∇θf(θ,ω,x) ⋅ Γ(θ,ω, θ˜, ω˜). (2.12)
and where the martingale term is given by
M(η)
N,t
f ∶= aN∣ΛN ∣ ∑i∈ΛN ∫
t
0
∇θf(θi,s, ωi, xi) ⋅ dBi,s, t ∈ [0, T ]. (2.13)
Proposition 2.3 (Semi-martingale representation for HN ). For any regular and bounded
test function (τ, τ˜)↦ g(τ, τ˜ )
⟨HN,t , g⟩ = ⟨HN,0 , g⟩+∫ t
0
⟨HN,s , Lsg⟩ ds+∫ t
0
FN,sg ds+∫
t
0
GN,sg ds+M(H)N,t g, (2.14)
where
Lsg(τ, τ˜) ∶= L (1)s g(τ, τ˜ ) +L (2)s g(τ, τ˜ ) (2.15)
for
L
(1)
s g(τ, τ˜ ) ∶= 12∆θ,θ˜g(τ, τ˜ ) +∇θg(τ, τ˜ ) ⋅ {c(θ,ω) + [ΓΨ, νs] (τ)}
+∇
θ˜
g(τ, τ˜ ) ⋅ {c(θ˜, ω˜) + [ΓΨ, νs] (τ˜)} , (2.16)
L
(2)
s g(τ, τ˜ ) ∶= ⟨νs , Ψ(⋅, x)∇θ˜g(⋅, τ)⟩ ⋅ Γ(θ,ω, θ˜, ω˜), (2.17)
where the remaining terms FN and GN are
FN,sg ∶= ⟨HN,s , ∇θg(τ, τ˜ ) ⋅ [ΓΨ, νN,s − νs] (τ)⟩ (2.18)
GN,sg ∶= ⟨HN,s , ⟨νN,s − νs , Ψ(⋅, x)∇θ˜g(⋅, τ)⟩ ⋅ Γ(θ,ω, θ˜, ω˜)⟩ (2.19)
and the martingale part M(H)
N,t
is given by
M(H)
N,t
g ∶= aN∣ΛN ∣2 ∑i,j∈ΛN ∫
t
0
∇
θ˜
g(τi,s, τj,s)Ψ(xi, xj) ⋅ dBj,s+
aN∣ΛN ∣ ∑i∈ΛN ∫
t
0
⎛
⎝
1
∣ΛN ∣ ∑j∈ΛN ∇θg(τi,s, τj,s)Ψ(xi, xj) − ∫ ∇θg(τi,s, τ˜)Ψ(xi, x˜)νs(dτ˜)
⎞
⎠ ⋅ dBi,s
(2.20)
The proofs of Propositions 2.2 and 2.3 are given in Section 5.1. The whole point of the
paper is to take the limit as N → ∞ in the semi-martingale decompositions (2.11) and
(2.14).
2.2. Assumptions. Define the following integer
P ∶=m + n + 1 = dim(X ×Y × S). (2.21)
The local dynamics term (θ,ω) ↦ c(θ,ω) in (1.1) is supposed to be differentiable w.r.t.(θ,ω) up to order 3P + 9 and satisfies a one-sided Lipschitz condition w.r.t. θ, uniformly
in ω:
sup
ω∈Y
{(θ − θ¯) ⋅ (c(θ,ω) − c(θ¯, ω))} 6 L ∣θ − θ¯∣2 , (θ, θ¯) ∈ X2 (2.22)
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for some constant L. We also suppose that (θ,ω)↦ c(θ,ω) and its derivatives up to order
3P + 9 are bounded in θ with polynomial bound in ω: there exist ι > 1 and C > 0 such
that for all differential operator D in (θ,ω) of order smaller than 3P + 9
sup
θ∈X
∣Dc(θ,ω)∣ 6 C (1 + ∣ω∣ι) , ω ∈ Y. (2.23)
The interaction term Γ in (1.1) is supposed to be bounded by ∥Γ ∥∞, globally Lipschitz-
continuous on (X ×Y)2, with a Lipschitz constant ∥Γ ∥Lip and differentiable in all variables
up to order 3P + 9 with bounded derivatives. We also require that
∑
∣k∣ 6 2P+3
sup
θ,ω,ω¯
(∫
X
∣Dkθ,ωΓ(θ¯, ω¯, θ,ω)∣ dθ¯) < +∞. (2.24)
Define the following exponents (where ι is given by (2.23))
γ ∶=max(P, ⌊n
2
⌋ + ι) + 1, (2.25)
κ ∶=m + 1 and κ¯ ∶= κ + 2γ, (2.26)
ι ∶= n + 2ι + 1 and ι¯ ∶= ι + 2γ. (2.27)
The law ζ of the particles (θi,0)i∈ΛN is assumed to be absolutely continuous with respect
to the Lebesgue measure on X = Rm and its density (that we also denote by θ ↦ ζ(θ) with
a slight abuse of notation) satisfies the integrability condition
∃p >m, ∫
X
ζ(θ)p dθ < +∞. (2.28)
We also assume that ζ and µ satisfy the moment conditions
∫
X
∣θ∣8κ¯ ζ(dθ) < +∞ and ∫
Y
∣ω∣8ι¯ µ(dω) < +∞, (2.29)
where (κ¯, ι¯) are given in (2.26) and (2.27). In what follows, we denote as E(⋅) the expecta-
tion with respect to the initial condition θi,0, the Brownian motions (Bi) and the disorder(ωi) (i.e. we work in the averaged model).
2.3. Estimates on the McKean-Vlasov equation. We first recall some results con-
cerning the continuous limit (1.7). The crucial object here is the nonlinear process as-
sociated to the McKean-Vlasov equation (1.7) [39, 28]. The following result is a direct
consequence of [28], Section 3.2:
Proposition 2.4. Under the assumptions made in Section 2.2, there is pathwise existence
and uniqueness of the solution (θ¯x,ωt , ω, x)t∈[0,T ] of the nonlinear system⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
θ¯
x,ω
t = θ0 + ∫
t
0
(c(θ¯x,ωs , ω) + [ΓΨ, λs](θ¯x,ωs , ω, x)) ds +Bt,
λt = λ
x,ω
t (dθ)µ(dω)dx,
λ
x,ω
t (dθ)µ(dω) is the law of (θ¯x,ωt , ω),
t ∈ [0, T ]. (2.30)
satisfying supt 6 T ∫ (∣θ∣8κ¯ ∨ ∣ω∣8ι¯)λt(dθ,dω, dx) < +∞, where κ¯ and ι¯ are given in (2.26)
and (2.27).
Proposition 2.5. Under the hypothesis made in Section 2.2, there exists a unique weak
solution t↦ νt in C([0, T ],M1(Rm ×Rn)) to (1.7) satisfying
sup
t 6 T
∫ (∣θ∣8κ¯ ∨ ∣ω∣8ι¯)νt(dθ,dω, dx) < +∞.
10 ERIC LUC¸ON1 AND WILHELM STANNAT2,3
Moreover, there exists a continuous measure-valued process t↦ ξt on X ×Y such that
νt(dθ, dω, dx) = ξt(dθ, dω)dx, t ∈ [0, T ]. (2.31)
The process ξ admits a regular density (t, θ,ω)↦ pt(θ,ω) with respect to dθ ⊗ µ(dω)
ξt(dθ, dω) = pt(θ,ω)dθµ(dω), t ∈ [0, T ], (2.32)
and this density p satisfies the a priori estimates:
0 6 pt(θ,ω) 6 1 + ∣ω∣
ι
tα0
, ω ∈ Y, t ∈ (0, T ] (2.33)
∣divθpt(θ,ω)∣ 6 1 + ∣ω∣
ι
tα0+
1
2
, ω ∈ Y, t ∈ (0, T ], (2.34)
for some 0 < α0 < 12 .
The proof of Proposition 2.5 is postponed to Section 5.2.
Proposition 2.6. The particle system (1.1) and the non-linear process (2.30) satisfy the
moment conditions
sup
N > 1
sup
i∈ΛN
E( sup
s 6 T
∣θi,s∣8κ¯) < +∞ and E( sup
s 6 T
sup
x∈S
∣θ¯xs ∣8κ¯) < +∞, (2.35)
where κ¯ is given in (2.26).
Proof of Proposition 2.6. The estimate on the nonlinear process θ¯ is a direct consequence
of Proposition 2.4. The same estimate for the particle system is standard and left to the
reader. 
2.4. Fluctuations results. We prove the convergence of the fluctuations processes in
appropriate Sobolev weighted spaces of distributions V and W that are defined in the
next section, using Hilbertian techniques developed by Fernandez and Me´le´ard in [16].
We only state the result here and refer to Section 3.3 for precise definitions of these
spaces.
Fluctuation result in the subcritical case α < 1
2
. The first main result of the paper is the
following (recall the definition of the propagator L[νs] in (2.6)):
Theorem 2.7. Suppose α < 1
2
. Under the hypothesis of Section 2.2, the random process
(ηN)N > 1 defined by (1.9) converges in law as N →∞ to η ∈ C([0, T ],Vκ+γ,ι+γ−2(P+2)) solution
in V
κ,ι
−3(P+2) to the linear stochastic partial differential equation
ηt = η0 + ∫
t
0
L∗sηs ds +M(η)t , t ∈ [0, T ] (2.36)
where
Lsf(θ,ω,x) ∶= L[νs]f(θ,ω,x) + ⟨νs , ∇θf(⋅) ⋅ Γ(⋅, ⋅, θ,ω)Ψ(⋅, x)⟩ , (2.37)
η0 is a Gaussian process with explicit covariance given in Proposition 4.1 and M(η) is an
explicit martingale given in Definition 4.2. η0 and M(η) are independent.
FLUCTUATIONS FOR MEAN-FIELD DIFFUSIONS IN SPATIAL INTERACTION 11
Convergence result when α > 1
2
. The second main result concerns the fluctuations of (1.1)
in the supercritical case. For technical reasons (see Section 4.5), in addition to the assump-
tions of Section 2.2, we restrict here to the case where X is no longer Rm but a compact
domain of Rm. The example we have particularly in mind here is the Kuramoto case where
X = R/2πZ. We also suppose that the support of the distribution µ of the disorder is com-
pact. These further assumptions are made in order to ensure uniqueness of a solution to
(2.38) below, due to the nonstandard nature of the operator Ls (see Section 4.5).
Theorem 2.8. Suppose α > 1
2
. Under the hypothesis of Sections 2.2 and 2.4, the random
process (ηN ,HN)N > 1 converges in law as N →∞ to (η,H), solution in C([0, T ],Vκ+γ,ι+γ−3(P+2)⊕
W
κ+γ,ι+γ
−3(P+2)) to the system of coupled deterministic equations
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ηt = ∫
t
0
L[νs]∗ηs ds + ∫ t
0
Φ∗Hs ds,
Ht =H0 + ∫
t
0
L
∗
s Hs ds,
t ∈ [0, T ], (2.38)
where H0 is a nontrivial initial condition defined in Proposition 4.1 and L[νs]∗ (respec-
tively Φ∗ and L ∗s ) is the dual of the propagator L[νs] defined in (2.6) (respectively of the
linear form Φ defined in (2.12) and the linear operator Ls defined in (2.15)).
Remark 2.9. The assumptions of Theorems 2.7 and 2.8 do not cover the case of FitzHugh-
Nagumo oscillators (that is when only a one-sided Lipchitz continuity on c as in (2.22)
and polynomial bound on c is required). A careful reading of the following shows that the
tightness results (Theorems 3.23 and 3.24) are indeed true in the FitzHugh-Nagumo case.
The restrictive conditions of the paper are only required for the uniqueness of the limits.
Comments on the critical fluctuations α = 1
2
. In the critical case α = 1
2
, it is expected that
the correct scaling is aN =
√
N although the techniques used in this work do not seem
to make this intuition rigorous. Nevertheless, a closer look at the proofs below shows the
following partial result
Proposition 2.10 (Critical fluctuations). When α = 1
2
, under the assumptions of Sec-
tion 2.2, the following convergence holds in C([0, T ],Vκ+γ,ι+γ−2(P+2)),√
N
lnN
(νN − ν)→ 0, as N →∞. (2.39)
3. Tightness results
This section is devoted to the tightness of ηN and HN , based on their semi-martingale
decomposition (2.11) and (2.14).
3.1. First estimates on Ψ.
Lemma 3.1. There exists a constant C that only depends on α such for all (x, y, z)
∣Ψ(x, y) −Ψ(x, z)∣ 6 Cd(y, z)( 1
d(x, y)α+1 +
1
d(x, z)α+1 ) . (3.1)
Proof of Lemma 3.1. Straightforward (see for example [20], Lemma 2.5 for a proof). 
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Lemma 3.2. For all β > 0, there exists a constant C > 0 (that only depends on β), such
that for all N > 1, for all i ∈ ΛN ,
∑
j∈ΛN , j≠i
d( j
2N
,
i
2N
)−β 6 C ⋅
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
N if 0 < β < 1,
N lnN if β = 1,
Nβ if β > 1.
(3.2)
Proof of Lemma 3.2. This lemma has been proven in [28], Lemma 6.1. 
Remark 3.3. An easy consequence of Lemma 3.2 that will be continuously used in the
following is that, since α ∈ [0,1),
sup
N > 1
sup
i∈ΛN
1
∣ΛN ∣ ∑j∈ΛN Ψ(xi, xj) < +∞. (3.3)
The following (very simple) lemma is at the core of the difficulties of the paper: the
rate of convergence, as N → ∞, of the Riemann sum associated to the function x ↦ 1
xα
to its integral is N1−α which is in particular smaller than the Gaussian scaling
√
N , when
α > 1
2
.
Lemma 3.4. For all α ∈ [0,1), N > 1 and i ∈ ΛN , the quantity
N1−α( 1∣ΛN ∣ ∑j∈ΛN Ψ(xi, xj) − ∫SΨ(xi, x˜)dx˜) (3.4)
is independent of i ∈ ΛN and converges as N → ∞ to a constant χ(α) ≠ 0 (that depends
only on α).
Proof of Lemma 3.4. From the definition of d(⋅, ⋅) in (1.2), a direct calculation shows that
∫SΨ(xi, x˜)dx˜ is actually independent of i ∈ ΛN and equal to 2α1−α . Moreover, one directly
sees from (1.2) that 1∣ΛN ∣ ∑j∈ΛN Ψ(xi, xj) = 2αN1−α (∑Nk=1 1kα ) − 2α−1N . By a usual comparison
with integrals,
N
∑
k=1
1
kα
= ∫
N
1
1
tα
dt + 1
2
+ 1
2Nα
− ∫
1
0
(u − 1
2
)N−1∑
k=1
α
(u + k)α+1 du,
=
N1−α
1 −α −
1
1 − α +
1
2
+ 1
2Nα
− ∫
1
0
(u − 1
2
)N−1∑
k=1
α
(u + k)α+1 du.
Defining C(α) ∶= − 1
1−α + 12 − ∫ 10 (u − 12)∑+∞k=1 α(u+k)α+1 du ≠ 0, one obtains
N
∑
k=1
1
kα
=
N1−α
1 −α +C(α) +
1
2Nα
+ ∫
1
0
(u − 1
2
) +∞∑
k=N
α
(u + k)α+1 du.
Consequently,
1
∣ΛN ∣ ∑j∈ΛN Ψ(xi, xj) =
2α
N1−α
(N1−α
1 −α +C(α) + rN) −
2α−1
N
,
=
2α
1 − α +
2αC(α)
N1−α
+ 2
α
N1−α
rN − 2
α−1
N
,
where rN → 0 as N →∞. Lemma 3.4 follows with χ(α) ∶= 2αC(α). 
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3.2. Estimates on the nonlinear process. The tightness result is based on a coupling
argument: for all i ∈ ΛN , define the nonlinear process θ¯i associated to the diffusion θi,
with the same Brownian motion Bi, initial condition θi,0, disorder ωi and position xi:
θ¯i,t = θi,0 + ∫
t
0
{c(θ¯i,s, ωi) + [ΓΨ, νs](θ¯i,s, ωi, xi)} ds +Bi,t, t ∈ [0, T ], i ∈ ΛN . (3.5)
Remark 3.5. Note that, due to the rotational invariance of S, the function (θ,ω,x) ↦[ΓΨ, νt] (θ,ω,x) is actually independent of x (see (5.8)), so that the definition of θ¯i (con-
trary to the the microscopic particle system θi,N in (2.4)) does not depend on the position
xi. But we keep this dependence for consistency of notations.
The following proposition quantifies how good the approximation of θi by θ¯i is:
Proposition 3.6. Recall the definition of the scaling parameter aN in (1.10). There exists
a constant C > 0 only depending on T , c, Γ and Ψ such that
E(max
i∈ΛN
sup
t 6 T
∣θi,t − θ¯i,t∣8) 6 C
a8
N
, N > 1. (3.6)
Proof of Proposition 3.6 is given in Section 5.3.
3.3. Weighted-Sobolev spaces. We introduce weighted spaces of distributions [16, 27]
for the study of processes ηN and HN . The definitions are given in two steps, since ηN
acts on test functions of one variable τ ↦ f(τ) whereas HN acts on test functions of two
variables (τ, τ˜) ↦ g(τ, τ˜ ). The only thing that differs from the usual Sobolev norm is
the presence of a polynomial weight made necessary for the control in (1.1) of the term(θ,ω)↦ c(θ,ω) on X ×Y.
Sobolev spaces on X×Y×S. Recall the notation τ = (θ,ω,x) ∈ X×Y×S and the definition
of κ, ι in (2.23) and of P in (2.21). For all l, l′ > 0 and p > 0, define the norm ∥ ⋅ ∥p,l,l′ over
test functions τ ↦ f(τ) by
∥ f ∥p,l,l′ ∶= ⎛⎝ ∑∣k∣ 6 p∫
∣Dkτ f(τ)∣2
(1 + ∣θ∣l + ∣ω∣l′)2 dτ
⎞
⎠
1
2
, (3.7)
where, if k = (k1, . . . , kP ) and τ = (θ,ω,x) = (θ(1), . . . , θ(m), ω(1), . . . , ω(n), x), we define∣k∣ ∶= ∑Pi=1 ki and Dkτ f(τ) ∶= ∂k1θ(1) . . . ∂kmθ(m)∂km+1ω(1) . . . ∂km+nω(n) ∂kPx f(τ). Denote by Vl,l′p the com-
pletion of regular functions with compact support under the norm ∥ ⋅ ∥p,l,l′; (Vl,l′p , ∥ ⋅ ∥p,l,l′)
is an Hilbert space. Denote by Vl,l
′
−p, its dual, with norm ∥ ⋅ ∥−p,l,l′.
Denote as Cl,l′p the Banach space of functions f with continuous derivatives up to order
p such that lim∣θ∣+∣ω∣→∞ supx∈S
∣Dkτ f(θ,ω,x)∣
1+∣θ∣l+∣ω∣l′ = 0, for all ∣k∣ 6 p. Endow this space with the
norm ∥ ⋅ ∥
C
l,l′
p
given by
∥f ∥
C
l,l′
p
∶= ∑
∣k∣ 6 p
sup
τ
∣Dkτ f(τ)∣
1 + ∣θ∣l + ∣ω∣l′ . (3.8)
One has the continuous embedding (see [2] or [16] Section 2.1):
V
l,l′
q+r ↪ C
l,l′
r , r > 0, q > P /2, l, l′ > 0, (3.9)
C l,l
′
r ↪V
k,k′
r , r > 0, k >
m
2
+ l, k′ > n
2
+ l′, (3.10)
14 ERIC LUC¸ON1 AND WILHELM STANNAT2,3
and the Hilbert-Schmidt embedding
V
l,l′
q+r ↪V
l+k,l′+k
r , r > 0, q > P /2, k > P /2, l, l′ > 0. (3.11)
The corresponding Hilbert-Schmidt embedding holds for the dual spaces:
V
l+k,l′+k
−r ↪V
l,l′
−(q+r), r > 0, q > P /2, k > P /2, l, l′ > 0. (3.12)
Sobolev spaces on (X×Y×S)2. We now define similar Sobolev spaces for test functions of
two variables (τ, τ˜)↦ g(τ, τ˜ ). For all l, l′ > 0 and p > 0, define:
∥ g ∥p,l,l′ ∶=
⎛⎜⎜⎝ ∑∣k∣+∣k˜∣ 6 p∫
∣DkτDk˜τ˜ g(τ, τ˜)∣2
w(τ, τ˜ , l, l′)2 dτ dτ˜
⎞⎟⎟⎠
1
2
, (3.13)
and
∥ g ∥
C
l,l′
p
∶= ∑
∣k∣+∣k˜∣ 6 p
sup
τ,τ˜
∣DkτDk˜τ˜ g(τ, τ˜ )∣
w(τ, τ˜ , l, l′) , (3.14)
where the weight w is given by
w(τ, τ˜ , l, l′) ∶= (1 + ∣θ∣l + ∣θ˜∣l)(1 + ∣ω∣l′ + ∣ω˜∣l′) . (3.15)
Define similarly (Wl,l′p , ∥ ⋅ ∥p,l,l′), (Wl,l′−p,, ∥ ⋅ ∥−p,l,l′) and (Cl,l′p , ∥ ⋅ ∥Cl,l′p ) the corresponding
spaces. We use for simplicity the same notations for the norms in Sections 3.3 and 3.3,
since the distinction between both cases will be often clear from the context. Similarly,
one has the embeddings:
W
l,l′
q+r ↪ C
l,l′
r , r > 0, q > P, l, l
′
> 0, (3.16)
C l,l
′
r ↪W
k,k′
r , r > 0, k >m + l, k′ > n + l′, (3.17)
W
l,l′
q+r ↪W
l+k,l′+k
r , r > 0, q > P, k > P, l, l
′
> 0, (3.18)
W
l+k,l′+k
−r ↪W
l,l′
−(q+r), r > 0, q > P, k > P l, l
′
> 0. (3.19)
For the proof of tightness of (ηN ,HN) and the identification of its limit, we will need in
Section 4 several instances of the spaces V and W, for different choices of the Sobolev
parameters (p, l, l′). In the rest of Section 3, we work with general parameters and the
precise values of the parameters will be specified in Section 4.
Definition 3.7. Fix two integers κ0 > 0 and ι0 > 0 and define (recall (2.25))
(κ1, ι1) ∶= (κ0 + γ, ι0 + γ). (3.20)
Note that the definition of (κ0, κ1, ι0, ι1) ensures that the Sobolev embeddings (3.11),
(3.12), (3.18) and (3.19) are true with l = κ0, l′ = ι0 and k = γ (provided the regularity
index q is such that q > P ).
Continuity of linear forms. We place ourselves in the context of test functions of two
variables (Section 3.3). Define the following linear forms describing the variations of the
test functions with respect to either (θ,ω) or to the space variable x.
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Definition 3.8 (Continuity in θ). For fixed τ = (θ,ω,x), τ˜ = (θ˜, ω˜, x˜) ∈ X × Y × S, and
π, π˜ ∈ X, define the linear forms:
Rτ,τ˜ ,pi,p˜i(g) ∶= g(θ,ω,x, θ˜, ω˜, x˜) − g(π,ω,x, π˜, ω˜, x˜), (3.21)
Sτ,τ˜(g) ∶= g(τ, τ˜ ), (3.22)
Tτ,τ˜(g) ∶= divθg(τ, τ˜ ) + divθ˜g(τ, τ˜), (3.23)
Definition 3.9 (Continuity in x). For any a, b ∈ S, ∆ subinterval of S, τ ∈ X × Y × S,
N > 1, i ∈ ΛN , (τ1, . . . , τN) ∈ (X ×Y × S)N , r = 1, . . . ,m, ξ ∈M1(X ×Y), define the linear
forms
U(g) = Uτ,a,b,∆,ξ(g) ∶= ∫
∆
Ψ(b, x˜)∫ (g(τ, θ˜, ω˜, a) − g(τ, θ˜, ω˜, x˜)) ξ(dθ˜, dω˜)dx˜, (3.24)
V(g) = VN,i,r(g) ∶= 1∣ΛN ∣ ∑k∈ΛN ∂θ(r)g(τk, τi)Ψ(xk, xi), (3.25)
W(g) =WN,i,r,ξ(g) ∶= ∫ ∂θ(r)g(τi, τ˜)Ψ(xi, x˜)ξ(dθ˜, dω˜)dx˜. (3.26)
Proposition 3.10. For all τ, τ˜ , π, π˜, for any q > P + 2, the linear forms of Definition 3.8
are continuous on Wκ1,ι1q , with norms:
∥Rτ,τ˜ ,pi,p˜i ∥−q,κ1,ι1 6 C (∣θ − π∣ + ∣θ˜ − π˜∣)χκ1,ι1(τ, τ˜ , π, π˜),∥Sτ,τ˜ ∥−q,κ1,ι1 6 Cw(τ, τ˜ , κ1, ι1),∥Tτ,τ˜ ∥−q,κ1,ι1 6 Cw(τ, τ˜ , κ1, ι1),
where w is defined in (3.15) and
χκ1,ι1(τ, τ˜ , π, π˜) ∶= 1 + ∣θ∣κ1 + ∣θ˜∣κ1 + ∣π∣κ1 + ∣π˜∣κ1 + ∣ω∣ι1 + ∣ω˜∣ι1 (3.27)
and where the constant C is independent of (τ, τ˜ , π, π˜).
Proof of Proposition 3.10. We prove the first estimate of Proposition 3.10. Fix g regular,
with compact support in (θ,ω, θ˜, ω˜).
∣Rτ,τ˜ ,pi,p˜i(g)∣ 6 (∣θ − θ˜∣ + ∣π − π˜∣) sup
u,v
∣ m∑
r=1
(∂u(r)g(u,ω,x, v, ω˜, x˜) + ∂v(r)g(u,ω,x, v, ω˜, x˜))∣ ,
6 C (∣θ − θ˜∣ + ∣π − π˜∣)χκ1,ι1(τ, τ˜ , π, π˜) ∥ g ∥Cκ1,ι1
1
,
6 C (∣θ − θ˜∣ + ∣π − π˜∣)χκ1,ι1(τ, τ˜ , π, π˜) ∥ g ∥q,κ1,ι1 , (by (3.16))
where the supremum in the first inequality is taken over ∣u∣ 6 ∣θ∣ + ∣θ˜∣ and ∣v∣ 6 ∣π∣ + ∣π˜∣
and where the integer P is defined in (2.21). The result follows by a density argument.
The proofs of the estimates on S and T are similar and left to the reader. 
Proposition 3.11. For any q > P + 2, the linear forms of Definition 3.9 are continuous
on Wκ1,ι1q , in the sense that
∥U ∥−q,κ1,ι1 6 C (1 + ∣θ∣κ1 + ∣ω∣ι1)(sup
x∈∆
∣a − x∣)∫
∆
Ψ(b, x˜)dx˜, (3.28)
∥V ∥−q,κ1,ι1 6 C∣ΛN ∣ ∑k∈ΛN w(τk, τi, κ1, ι1)Ψ(xk, xi), (3.29)
∥W ∥−q,κ1,ι1 6 C ∫ w(τ˜ , τi, κ1, ι1)ξ(dθ˜, dω˜). (3.30)
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Proof of Proposition 3.11. Using the moment estimates of Proposition 2.6,
∣U(g)∣ 6 ∫
∆
Ψ(b, x˜) ∣∫ (g(τ, θ˜, ω˜, a) − g(τ, θ˜, ω˜, x˜)) ξ(dθ˜, dω˜)∣ dx˜
6 C ∥ g ∥Cκ1,ι1
1
∫ w(τ, τ˜ , κ1, ι1)ξ(dθ˜, dω˜)∫
∆
Ψ(b, x˜) ∣a − x˜∣ dx˜,
6 C ∥ g ∥q,κ1,ι1 (1 + ∣θ∣κ1 + ∣ω∣ι1)(sup
x∈∆
∣x − a∣)∫
∆
Ψ(b, x˜)dx˜.
The proof for V and W are similar and left to the reader. 
3.4. Tightness criterion. We prove tightness for both fluctuation processes ηN (1.9) and
HN (2.7) in suitable V and W defined in Section 3.3. We recall the tightness criterion
used here ([22], p.35): a sequence of (ΩN ,FN,t)-adapted processes (YN)N > 1 with paths
in C([0, T ],H) where H is an Hilbert space is tight if both conditions hold:
(1) There exists an Hilbert space H0 such that H0 ↪ H (with Hilbert-Schmidt injec-
tion) and such that for all t 6 T ,
sup
N
E (∥YN,t ∥2H0) < +∞, (3.31)
(2) Aldous condition: for every ε1, ε2 > 0, there exists s0 > 0 and an integer N0 such
that for every (FN,t)-stopping time TN 6 T ,
sup
N >
sup
s 6 s0
P(∥YN,τN − YN,τN+s ∥H > ε1) 6 ε2. (3.32)
3.5. Tightness of the two-particle fluctuation process.
Boundedness of the fluctuation process.
Proposition 3.12. Under the assumptions made in Section 2.2, for any q > P + 2,
sup
1 6 N
sup
t 6 T
E(∥HN,t ∥4−q,κ1,ι1) < +∞. (3.33)
Remark 3.13. We deduce from (3.33) that sup1 6 N,t 6 T E(∥HN,t ∥2−q,κ1,ι1) < +∞, which
is the main estimate that we use in the following. A fourth moment estimate is only needed
in Proposition 3.16.
Proof of Proposition 3.12 is given in Section 5.4.
Proposition 3.14. Under the assumptions of Section 2.2, the linear operator Ls defined
in (2.15) is continuous from Wκ0,ι0
q+P+2 to W
κ1,ι1
q : there exists some constant C > 0, such
that for all g ∈Wκ0,ι0q+P+2, ∥Lsg ∥q,κ1,ι1 6 C ∥ g ∥q+P+2,κ0,ι0 . (3.34)
Proof of Proposition 3.14. The first term 1
2
∆
θ,θ˜
g in Lsg clearly satisfies (3.34). We con-
centrate on the second term (τ, τ˜) ↦ ∇θg(τ, τ˜ ) ⋅ c(θ,ω): since ∥∇θg(τ, τ˜)c(θ,ω) ∥2q,κ1,ι1 =
∑∣k∣+∣k˜∣ 6 q ∫
∣DkτDk˜τ˜ (∇θg(τ,τ˜)c(θ,ω))∣
2
w(τ,τ˜ ,κ1,ι1)2 dτ dτ˜ , it suffices to estimate the quantity
∫ ∣D1∇θg(τ, τ˜ )∣
2 ∣D2c(θ,ω)∣2
w(τ, τ˜ , κ1, ι1)2 dτ dτ˜ ,
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for all differential operators D1 and D2 of order smaller or equal than q. Namely,
∫ ∣D1∇θg(τ, τ˜ )∣
2 ∣D2c(θ,ω)∣2
w(τ, τ˜ , κ1, ι1)2 dτ dτ˜ = ∫
∣D1∇θg(τ, τ˜ )∣2
w(τ, τ˜ , κ0, ι0)2
∣D2c(θ,ω)∣2w(τ, τ˜ , κ0, ι0)2
w(τ, τ˜ , κ1, ι1)2 dτ dτ˜ ,
6 ∥ g ∥2
C
κ0,ι0
q+1
∫ ∣D2c(θ,ω)∣
2
w(τ, τ˜ , κ0, ι0)2
w(τ, τ˜ , κ1, ι1)2 dτ dτ˜ ,
(3.35)
6 C ∥ g ∥2q+P+2,κ0,ι0 ,
thanks to the embedding (3.16) and by assumption on c (recall (2.22)). Note that the
definition of γ in (2.25) ensures that the integral in (3.35) is indeed finite. The third term
in (2.15), (τ, τ˜)↦ ∇θg(τ, τ˜ ) ⋅ [ΓΨ, νs] (τ) can be treated in the exact same way, observing
that [ΓΨ, νs] (τ) is actually independent of the space variable x (see (5.8)). It remains to
treat the last term (τ, τ˜)↦ ⟨νs , Ψ(⋅, x)∇θ˜g(⋅, τ)⟩ ⋅ Γ(θ,ω, θ˜, ω˜). For all τ = (θ,ω,x),
⟨νs , Ψ(⋅, x)∇θ˜g(⋅, τ)⟩ = ∫
S
Ψ(y,x)∫
X×Y
∇
θ˜
g(π,φ, y, θ,ω,x)ξs(dπ, dφ)dy,
= ∫
S
ρ(z)∫
X×Y
∇
θ˜
g(π,φ, z + x, θ,ω,x)ξs(dπ, dφ)dz,
where (recall (1.2) and (1.3))
ρ(z) ∶=min(∣z∣ ,1 − ∣z∣)−α (3.36)
belongs to L1(S). In particular, for any differential operator D (acting on (θ,ω,x)) of
order smaller or equal than q,
∣D ⟨νs , Ψ(⋅, x)∇θ˜g(⋅, τ)⟩∣ = ∫
S
ρ(z)∫
X×Y
D [∇
θ˜
g(π,φ, z + x, θ,ω,x)] ξs(dπ, dφ)dz,
6 C ∥ g ∥Cκ0,ι0
q+1
∥ρ ∥L1(S)∫
X×Y
(1 + ∣π∣κ0 + ∣θ∣κ0) (1 + ∣φ∣ι0 + ∣ω∣ι0) ξs(dπ, dφ),
6 C ∥ g ∥q+P+2,κ0,ι0 (1 + ∣θ∣κ0 + ∣ω∣ι0) ,
since ξs has finite moments of order κ0 in θ and ι0 in ω (recall Proposition 2.6). Since
Γ(⋅, ⋅) is supposed to be regular and bounded as well as its derivatives (recall Section 2.2),
it suffices to estimate,
∫
∣D ⟨νs , Ψ(⋅, x)∇θ˜g(⋅, τ)⟩∣2
w(τ, τ˜ , κ1, ι1)2 dτ dτ˜ 6 C ∥g ∥
2
q+P+2,κ0,ι0 ∫
(1 + ∣θ∣κ0 + ∣ω∣ι0)2
w(τ, τ˜ , κ1, ι1)2 dτ dτ˜ ,
6 C ∥g ∥2q+P+2,κ0,ι0 .
This concludes the proof of Proposition 3.14. 
Proposition 3.15. Under the assumptions of Section 2.2, for any q > P +2, Φ defined in
(2.12) is a continuous linear operator from Vκ0,ι0
q+P+2 to W
κ1,ι1
q , i.e. there exists a constant
C > 0 such that for all f ∈Vκ0,ι0q+P+2
∥Φ[f] ∥q,κ1,ι1 6 C ∥ f ∥q+P+2,κ0+ι0 . (3.37)
Proof of Proposition 3.15. Straightforward, since by assumption, Γ is bounded as well as
its derivatives. 
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Proposition 3.16. For any q > P + 2, the remaining terms FN and GN in the semi-
martingale decomposition (2.14) of HN converge uniformly in time to 0, as N → ∞, in
W
κ1,ι1−q : more precisely, there exists a constant C > 0 such that
sup
t 6 T
E(∥FN,t ∥2−q,κ1,ι1) 6 Ca2
N
, (3.38)
sup
t 6 T
E(∥GN,t ∥2−q,κ1,ι1) 6 Ca2
N
. (3.39)
Proof of Proposition 3.16. Writing explicitly FN and GN from their definitions (2.18) and
(2.19) gives:
FN,tg =
1
∣ΛN ∣ ∑i∈ΛN [ΓΨ, νN,t − νt] (τi,t)⎧⎪⎪⎨⎪⎪⎩aN
⎛
⎝
1
∣ΛN ∣ ∑j∈ΛN Ψ(xi, xj)∇θg(τi,t, τj,t) − ∫ Ψ(xi, x˜)∇θg(τi,t, τ˜)νt(dτ˜)
⎞
⎠
⎫⎪⎪⎬⎪⎪⎭ ,
(3.40)
GN,tg =
1
∣ΛN ∣ ∑i∈ΛN ⟨νN,t − νt , Ψ(⋅, xi)∇θ˜g(⋅, τi,t)⟩⎧⎪⎪⎨⎪⎪⎩aN
⎛
⎝
1
∣ΛN ∣ ∑j∈ΛN Ψ(xi, xj)Γ(θi,t, ωi, θj,t, ωj) − ∫ Ψ(xi, x˜)Γ(θi,t, ωi, θ˜, ω˜)νt(dτ˜)
⎞
⎠
⎫⎪⎪⎬⎪⎪⎭ .
(3.41)
For all τ = (θ,ω,x) ∈ X ×Y × S, define the linear form FN,τ,t by
FN,τ,tg ∶= aN ⎛⎝
1
∣ΛN ∣ ∑j∈ΛN Ψ(x,xj)∇θg(τ, τj,t) − ∫ Ψ(x, x˜)∇θg(τ, τ˜ )νt(dτ˜)
⎞
⎠ . (3.42)
Hence,
E(∥FN,t ∥2−q) 6 1∣ΛN ∣ ∑i∈ΛN E(∣[ΓΨ, νN,t − νt] (τi,t)∣
2 ∥FN,τi,t,t ∥2−q),
6
1
∣ΛN ∣ ∑i∈ΛN E(∣[ΓΨ, νN,t − νt] (τi,t)∣
4) 12E(∥FN,τi,t,t ∥4−q) 12 ,
by Cauchy-Schwartz inequality. By the same procedure as in Proposition 3.12 in Sec-
tion 5.4 (note that the structure of FN,τi,t,t is very similar to HN , recall (2.8)), it is easy
to show that
sup
t 6 T
sup
i∈ΛN
E (∣[ΓΨ, νN,t − νt] (τi,t)∣4) 6 C
a4N
,
sup
N > 1
sup
t 6 T
sup
i∈ΛN
E(∥FN,τi,t,t ∥4−q) < +∞.
Hence, (3.38) easily follows. The same argument holds for GN . Proposition 3.16 is proven.

Proposition 3.17. For any q > P +2, the process M(H)N defined in (2.20) is a martingale
with values in Wκ1,ι1−q and there exists a constant C > 0 such that
sup
t 6 T
E(∥M(H)
N,t
∥2−q,κ1,ι1) 6 C
a2N∣ΛN ∣ . (3.43)
FLUCTUATIONS FOR MEAN-FIELD DIFFUSIONS IN SPATIAL INTERACTION 19
Remark 3.18. Due to the embedding (3.19), one has ∥ ⋅ ∥−(q+P+2),κ0,ι0 6 C ∥ ⋅ ∥−q,κ1,ι1 , so
that every estimate (especially (3.38), (3.39) and (3.43)) involving the ∥ ⋅ ∥−q,κ1,ι1-norm is
also valid for the ∥ ⋅ ∥−(q+P+2),κ0,ι0-norm.
Proof of Proposition 3.17. For any test function f ,
∣M(H)
N,t
g∣ 6 RRRRRRRRRRR
aN
∣ΛN ∣2 ∑i,j∈ΛN ∫
t
0
∇
θ˜
g(τi,s, τj,s)Ψ(xi, xj) ⋅ dBj,s
RRRRRRRRRRR
+
RRRRRRRRRRR
aN
∣ΛN ∣2 ∑i,j∈ΛN ∫
t
0
∇θg(τi,s, τj,s)Ψ(xi, xj) ⋅ dBi,s
RRRRRRRRRRR
+
RRRRRRRRRRR
aN∣ΛN ∣ ∑i∈ΛN ∫
t
0
∫ ∇θg(τi,s, τ˜)Ψ(xi, x˜)νs(dτ˜) ⋅ dBi,s
RRRRRRRRRRR ,
∶= ∣M(1)
N,t
g∣ + ∣M(2)
N,t
g∣ + ∣M(3)
N,t
g∣ .
We only treat the first termM
(1)
N,t
g, the other two being similar: using a complete orthonor-
mal system (ϕp)p > 1 inWκ1,ι1q (we drop the dependence in κ1, ι1 below for simplicity), we
have successively
E( sup
t 6 T
∥M(H)N,t ∥2−q) = E
⎛
⎝ supt 6 T ∑p > 1 ∣M
(H)
N,t ϕp∣2⎞⎠ 6 ∑p > 1E( supt 6 T ∣M
(H)
N,t ϕp∣2) ,
6 ∑
p > 1
E(∣M(H)
N,T
ϕp∣2) , (by Doob’s inequality),
6
a2N
∣ΛN ∣4 ∑i,j,k∈ΛN Ψ(xi, xj)Ψ(xk, xj)
∫
T
0
E
⎛
⎝ ∑p > 1 ∣∇θ˜ϕp(τi,s, τj,s)∣
2⎞
⎠
1
2
E
⎛
⎝ ∑p > 1 ∣∇θ˜ϕp(τk,s, τj,s)∣
2⎞
⎠
1
2
ds,
6
a2N
∣ΛN ∣4 ∑i,j,k∈ΛN Ψ(xi, xj)Ψ(xk, xj)
∫
T
0
E(∥Tτi,s,τj,s ∥2−q)
1
2
E(∥Tτk,s,τj,s ∥2−q)
1
2
ds, (3.44)
6 C
a2N∣ΛN ∣4 ∑i,j,k∈ΛN Ψ(xi, xj)Ψ(xk, xj)∫
T
0
E (w(τi,s, τj,s))E (w(τk,s, τj,s)) ds,
(3.45)
6 C
a2N∣ΛN ∣4 ∑i,j,k∈ΛN Ψ(xi, xj)Ψ(xk, xj) 6 C
a2N∣ΛN ∣ , (3.46)
where we recall in (3.44) the definition (3.23) of the linear form T , where we used Propo-
sition 3.10 in (3.45) and Lemma 3.2 in (3.46). This concludes the proof of Proposi-
tion 3.17. 
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Proposition 3.19. Under the hypotheses of Section 2.2, for any q > P+2, the two-particle
fluctuation process HN belongs uniformly to W
κ0,ι0
−(q+P+2):
sup
1 6 N
E( sup
t 6 T
∥HN,t ∥2−(q+P+2),κ0,ι0) < +∞. (3.47)
Proof of Proposition 3.19. Let (ψp)p > 1 be a complete orthonormal system in Wκ0,ι0q+P+2.
Then, for all p > 1,
⟨HN,t , ψp⟩2 6 C⎛⎝ ⟨HN,0 , ψp⟩2 + T ∫
t
0
⟨HN,s , Lsψp⟩2 ds + T ∫ t
0
∣FN,sψp∣2 ds
+ T ∫
t
0
∣GN,sψp∣2 ds + ∣M(H)N,t ψp∣2 ⎞⎠,
so that, by Doob’s inequality,
E
⎛
⎝ ∑p > 1 supt 6 T ⟨HN,t , ψp⟩
2⎞⎠ 6 C
⎛
⎝E
⎛
⎝ ∑p > 1 ⟨HN,0 , ψp⟩
2⎞⎠ + T ∫
T
0
E
⎛
⎝ ∑p > 1 ⟨HN,s , Lsψp⟩
2⎞⎠ ds
+ T ∫
T
0
E
⎛
⎝ ∑p > 1 ∣FN,sψp∣
2⎞⎠ ds + T ∫
T
0
E
⎛
⎝ ∑p > 1 ∣GN,sψp∣
2⎞⎠ ds
+E⎛⎝ ∑p > 1 ∣M
(H)
N,Tψp∣2⎞⎠
⎞
⎠.
Since E(supt 6 T ∥HN,t ∥2−(q+P+2),κ0,ι0) 6 E (∑p > 1 supt 6 T ⟨HN,t , ψp⟩2), we obtain from
the previous bound that
E( sup
t 6 T
∥HN,t ∥2−(q+P+2),κ0,ι0) 6 C⎛⎝E(∥HN,0 ∥2−(q+P+2),κ0,ι0) + T ∫
T
0
E
⎛
⎝ ∑p > 1 ⟨HN,s , Lsψp⟩
2⎞⎠ ds
+ T ∫
T
0
E(∥FN,s ∥2−(q+P+2),κ0,ι0) ds
+ T ∫
T
0
E(∥GN,s ∥2−(q+P+2),κ0,ι0) ds
+E(∥M(H)N,T ∥2−(q+P+2),κ0,ι0)
⎞
⎠.
(3.48)
Using (3.43) and Remark 3.18, one obtains that
sup
1 6 N
E(∥M(H)
N,T
∥2−(q+P+2),κ0,ι0) < +∞, (3.49)
and using (3.33), one obtains a similar bound for the initial fluctuations
sup
1 6 N
E(∥HN,0 ∥2−(q+P+2),κ0,ι0) < +∞. (3.50)
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Moreover, if one introduces the linear form ℓN,s ∶ ψ ↦ ⟨HN,s , Lsψ⟩, we see from Proposi-
tion 3.14 that ℓN,s is continuous on W(q+P+2),κ0,ι0 : indeed, for all ψ ∈W(q+P+2),κ0,ι0
∣ℓN,sψ∣ 6 ∥HN,s ∥−q,κ1,ι1 ∥Lsψ ∥q,κ1,ι1 ,
6 C ∥HN,s ∥−q,κ1,ι1 ∥ψ ∥q+P+2,κ0,ι0 , (thanks to (3.34)).
In particular
E
⎛
⎝ ∑p > 1 ⟨HN,s , Lsψp⟩
2⎞⎠ = E(∥ ℓN,s ∥2−(q+P+2),κ0,ι0) ,
6 CE(∥HN,s ∥2−q,κ1,ι1) ,
6 C sup
1 6 N
sup
s 6 T
E(∥HN,s ∥2−q,κ1,ι1) < +∞, (by (3.33)).
Putting the previous estimate as well as (3.38), (3.39), (3.49) and (3.50) into (3.48), one
obtains the result (3.47). Proposition 3.19 is proven. 
The rest of this section is devoted to prove the tightness of the two-particle fluctuation
process HN . We follow here the lines of [16, 23, 27].
Proposition 3.20. For all q > P +2, for every N > 1, the trajectories of the two-particle
fluctuation process HN and the martingaleM
(H)
N
are almost-surely continuous inWκ0,ι0
q+P+2.
Proof of Proposition 3.20. We only prove the result for HN , the proof for M
(H)
N
being
similar. Using again a complete orthonormal system (ψp)p > 1 in Wκ0,ι0q+P+2, we know that,
thanks to the proof of Proposition 3.19, with probability 1, for all ε > 0, there exists p0 > 1
such that ∑p>p0 supt 6 T ⟨HN,t , ψp⟩2 < ε6 . Let 0 6 t 6 T and tm a sequence converging to
t, as m→∞. Then,
∥HN,tm −HN,t ∥2−(q+P+2),κ0,ι0 = ∑
p > 1
⟨HN,tm −HN,t , ψp⟩2 ,
6
p0
∑
p=1
⟨HN,tm −HN,t , ψp⟩2 + 2 ∑
p>p0
(⟨HN,tm , ψp⟩2 + ⟨HN,t , ψp⟩2) ,
6
p0
∑
p=1
⟨HN,tm −HN,t , ψp⟩2 + 2ε3 6 ε,
for tm sufficiently close to t (by continuity of the map t↦ ⟨HN,t , ψp⟩ for all p 6 p0). 
Proposition 3.21. The process HN is a semimartingale in W
κ0,ι0
−(q+P+2) and in this space
HN,t =HN,0 + ∫
t
0
L
∗
s HN,s ds + ∫
t
0
FN,s ds + ∫
t
0
GN,s ds +M(H)N,t , (3.51)
where L ∗s is the adjoint of Ls and M
(H)
N
is a martingale in Wκ0,ι0−(q+P+2) with Doob-Meyer
process ⟪M(H)N ⟫ with values in L(Wκ0,ι0q+P+2,Wκ0,ι0−(q+P+2)) is given for every ϕ, ψ ∈Wκ0,ι0q+P+2
by
⟪M(H)
N
⟫t(ϕ)(ψ) = ⟨M(H)N ϕ,M(H)N ψ⟩t =
a2N∣ΛN ∣ ∫
t
0
bN,s(νN,s)(ϕ,ψ)ds, (3.52)
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where for any measure λ on X ×Y × S (we recall (2.3) and write θ = (θ(1), . . . , θ(m)) ∈ X),
bN,s(λ)(ϕ,ψ) ∶= m∑
r=1
∫ [(∂θ˜(r)ϕ)Ψ, λ]2 (τ˜) [(∂θ˜(r)ψ)Ψ, λ]2 (τ˜)λ(dτ˜)
+
m
∑
r=1
∫ ∂θ˜(r)ϕ(τ, τ˜ )Ψ(x, x˜)ǫ(r)N,s(τ˜ , ψ)λ(dτ)λ(dτ˜)
+
m
∑
r=1
∫ ∂θ˜(r)ψ(τ, τ˜ )Ψ(x, x˜)ǫ(r)N,s(τ˜ , ϕ)λ(dτ)λ(dτ˜)
+
m
∑
r=1
∫ ǫ(r)N,s(τ,ϕ)ǫ(r)N,s(τ,ψ)λ(dτ)
(3.53)
and
ǫ
(r)
N,s
(τ,ϕ) ∶= 1∣ΛN ∣ ∑j∈ΛN ∂θ(r)ϕ(τ, τj,s)Ψ(x,xj) − ∫ ∂θ(r)ϕ(τ, τ˜ )Ψ(x, x˜)νs(dτ˜). (3.54)
Proof of Proposition 3.21. It is a simple adaptation to our case of [16], Proposition 4.5.
We refer to it for details. Note that, using the independence of the Brownian motions(Bi)i∈ΛN , one has
⟨M(H)N ϕ,M(H)N ψ⟩t =
a2N∣ΛN ∣4 ∑i,j,k∈ΛN
m
∑
r=1
∫
t
0
∂
θ˜(r)
ϕ(τi,s, τj,s)Ψ(xi, xj)∂θ˜(r)ψ(τk,s, τj,s)Ψ(xk, xj)ds
+ a
2
N∣ΛN ∣3 ∑i,j∈ΛN
m
∑
r=1
∫
t
0
∂
θ˜(r)
ϕ(τi,s, τj,s)Ψ(xi, xj)ǫ(r)N,s(τj,s, ψ)ds
+ a
2
N
∣ΛN ∣3 ∑i,j∈ΛN
m
∑
r=1
∫
t
0
∂
θ˜(r)
ψ(τi,s, τj,s)Ψ(xi, xj)ǫ(r)N,s(τj,s, ϕ)ds
+ a
2
N∣ΛN ∣2 ∑i∈ΛN
m
∑
r=1
∫
t
0
ǫ
(r)
N,s
(τi,s, ϕ)ǫ(r)N,s(τi,s, ψ)ds,
which is precisely (3.52). 
Tightness results.
Proposition 3.22. The sequence of the laws of (M(H)
N
)N > 1 is tight in C ([0, T ],Wκ0 ,ι0−(q+P+2)).
Proof of Proposition 3.22. We prove that M
(H)
N
satisfies the tightness criterion of Sec-
tion 3.4: by Proposition 3.17, the first part of the tightness criterion above is verified for
H0 = W
κ1,ι1−q and H = W
κ0,ι0
−(q+P+2), since the embedding W
κ1,ι1−q ↪ W
κ0,ι0
−(q+P+2) is Hilbert-
Schmidt. The second part of the criterion is verified if (by Rebolledo’s Theorem, see [22],
p.40) it is satisfied by the trace tr
W
κ0,ι0
−(q+P+2)
⟪M(H)
N
⟫. Let ε1 > 0 and TN 6 T be a stopping
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time. For a complete orthonormal system (ψp)p > 1 in Wκ0,ι0q+P+2, we have
P(∣tr
W
κ0,ι0
−(q+P+2)
⟪M(H)
N
⟫TN+s − trWκ0,ι0
−(q+P+2)
⟪M(H)
N
⟫TN ∣ > ε1) ,
6
1
ε1
E(∫ TN+s
TN
tr
W
κ0,ι0
−(q+P+2)
bN,u(νN,u)du) ,
6
1
ε1
∑
p > 1
m
∑
r=1
E(∫ TN+s
TN
∫ (∫ ∂θ˜(r)ψp(τ1, τ2)Ψ(x1, x2)νN,u(dτ1))
2
νN,u(dτ2)du)
+ 1
ε1
∑
p > 1
m
∑
r=1
E(∫ TN+s
TN
∫ ǫ(r)N,u(τ,ψp)2νN,u(dτ)du)
+ 2
ε1
∑
p > 1
m
∑
r=1
E(∫ TN+s
TN
∫ ∂θ˜(r)ψp(τ1, τ2)Ψ(x1, x2)ǫ(r)N,u(τ2, ψp)νN,u(dτ1)νN,u(dτ2)du) ,
= AN,1 +AN,2 +AN,3.
We only treat the first term above and leave the remaining two to the reader.
AN,1 =
1
ε1
∑
p > 1
m
∑
r=1
E
⎛⎜⎝∫
TN+s
TN
1
∣ΛN ∣ ∑i∈ΛN
⎛
⎝
1
∣ΛN ∣ ∑j∈ΛN ∂θ˜(r)ψp(τj,u, τi,u)Ψ(xj , xi)
⎞
⎠
2
du
⎞⎟⎠ ,
=
1
ε1
m
∑
r=1
E
⎛
⎝∫
TN+s
TN
1
∣ΛN ∣ ∑i∈ΛN ∥VN,i,r ∥
2
−(q+P+2),κ0,ι0 du
⎞
⎠ ,
where VN,i,r is the linear form introduced in (3.25) for the choice of (τ1,u, . . . , τN,u). By
(3.29), one obtains (writing w(τk,u, τi,u) instead of w(τk,u, τi,u, κ1, ι1)),
AN,1 6
Cm
ε1 ∣ΛN ∣ ∑i∈ΛN E
⎛⎜⎝∫
TN+s
TN
⎛
⎝
1
∣ΛN ∣ ∑k∈ΛN w(τk,u, τi,u)Ψ(xk, xi)
⎞
⎠
2
du
⎞⎟⎠ ,
=
Cs
ε1 ∣ΛN ∣3 ∑i,k,l∈ΛN Ψ(xk, xi)Ψ(xl, xi)E( supu 6 T w(τk,u, τi,u)w(τl,u, τi,u)) 6
Cs
ε1
,
using Proposition 2.6 and Remark 3.3. This term is lower or equal than any ε2 > 0 provided
s is sufficiently small. The treatment of the remaining terms can be done in the same way,
using the continuity of the linear form WN defined in (3.26). 
Theorem 3.23. The sequence of the laws of (HN)N > 1 is tight in C([0, T ],Wκ0 ,ι0−(q+P+2)).
Proof of Theorem 3.23. Proposition 3.12 implies, as in the proof of Proposition 3.22, that
the first item of the tightness criterion of Section 3.4 is satisfied for the process HN .
We verify now the second part of the tightness criterion. Since it is verified for the
process M
(H)
N
(see Proposition 3.22) it suffices to prove it for the three terms (recall
(3.51)) ∫ t0 L ∗s HN,s ds, ∫ t0 FN,s ds and ∫ t0 GN,s ds. Concerning ∫ t0 L ∗s HN,s ds, if (ψp)p > 1
is a complete orthonormal system in Wκ0,ι0
q+P+2, we have successively, for all ε1 > 0 and
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stopping time TN 6 T ,
P(∥∫ TN+s
0
L
∗
uHN,u du − ∫
TN
0
L
∗
uHN,u du∥−(q+P+2),κ0,ι0 > ε1)
6
1
ε21
E(∥∫ TN+s
TN
L
∗
uHN,u du∥
2
−(q+P+2),κ0,ι0
) ,
6
s
ε21
E(∫ TN+s
TN
∥L ∗uHN,u ∥2−(q+P+2),κ0,ι0 du) ,
6
s
ε21
E
⎛
⎝∫
TN+s
TN
∑
p > 1
⟨HN,u , Luψp⟩2 du⎞⎠ ,
6
Cs
ε21
E(∫ TN+s
TN
∥HN,u ∥2−q,κ1,ι1 du) .
By Proposition 3.12, this expectation is finite. The same kind of estimates can be proven
concerning the remaining terms using Proposition 3.16 and Remark 3.18. The process HN
satisfies the tightness criterion, and hence, Theorem 3.23 is proven. 
3.6. Tightness of the fluctuation process ηN . Note that it is possible to retrieve the
fluctuation process ηN from the two-particle process HN . Indeed, we easily see from (2.9)
that, for all function τ ↦ f(τ),
⟨ηN,t , f⟩ = ⟨HN,t , F ⟩ , (3.55)
for the choice of
F (θ,ω,x, θ˜, ω˜, x˜) ∶= d(x, x˜)αf(θ˜, ω˜, x˜) (3.56)
Unfortunately, deriving the tightness of ηN from the tightness of HN is not easy: the main
difficulty is that, whatever the regularity of f may be, the function F in (3.56) will always
be at most α−Ho¨lder in the space variables (x, x˜), which is not a sufficient regularity for
the test functions and the Sobolev embeddings used in the previous section.
The strategy we follow is simply to adapt the proof of the tightness of HN to the set-up
of ηN . Note that the proof becomes considerably easier since the definition of the process
ηN (contrary to HN ) does not incorporate any spatial singularities: in the semimartingale
decomposition (2.11) of ηN , all the singularities in x are inside the term involving HN .
Due to the similarity between the proof of Theorem 3.24 and the arguments of Section 3.5,
we will only sketch the main lines of proof in this paragraph and leave the details to the
reader. Recall the definitions of the weighted Sobolev spaces V in Section 3.3.
Theorem 3.24. For any q > P + 2, the sequence of the laws of (ηN)N > 1 is tight in
C([0, T ],Vκ0 ,ι0−(q+P+2)).
Proof of Theorem 3.24. Following the same procedure as in Proposition 3.12, it is easy to
prove that supt 6 T E(∥ηN,t ∥2−q,κ1,ι1) 6 a
2
N∣ΛN ∣ . Here ∥ ⋅ ∥−q,κ1,ι1 stands for the norm given by
(3.7). A uniform bound about ηN similar to (3.47), i.e.
sup
1 6 N
E( sup
t 6 T
∥ηN,t ∥2−(q+P+2),κ0,ι0) < +∞, (3.57)
can be proven along the same lines as in the proof of Proposition 3.19, using the semi-
martingale decomposition (2.11) of ηN . The continuity of the underlying linear operator
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L[νs] from Vκ0,ι0q+P+2 to Vκ1,ι1q
∥L[νs]f ∥q,κ1,ι1 6 C ∥ f ∥q+P+2,κ0,ι0 . (3.58)
can be proven as in Proposition 3.14. It is also immediate to derive bounds similar to
Propositions 3.17 and 3.22 about the martingale processM
(η)
N defined in (2.13) (recall in
particular Remark 3.18), that is
sup
t 6 T
E(∥M(η)N,t ∥2−q,κ1,ι1) 6 C
a2N∣ΛN ∣ . (3.59)
The only unusual term in (2.11) is ∫ t0 ⟨HN,s , Φ[f]⟩ ds (recall the definition of Φ[f] in
(2.12)). Using in particular the existence of a constant C > 0 such that ∣Φ[f]∣ 6 C ∥ f ∥q+P+2
for any test function f ∈Vκ0,ι0
q+P+2, this gives that ∣⟨HN,s , Φ[f]⟩∣ 6 C ∥HN,s ∥−(q+P+2),κ0,ι0 ∥f ∥q+P+2,κ0,ι0
and we can use the boundedness of the processHN inW
κ0,ι0
−(q+P+2) proven in Proposition 3.19
to conclude. The rest of the proof of Theorem 3.24 follows the same lines as in the proof
of Theorem 3.23. 
4. Convergence of the fluctuations processes
The rest of the paper is devoted to the identification of the limits as N →∞ of the couple(ηN ,HN) in C([0, T ],V ⊕W) for some Sobolev spaces V and W defined in Section 3.3.
Obviously, since each component of this couple is tight, the couple is also tight.
4.1. Identification of the initial value and the martingale part.
Identification of the initial value. Note that at t = 0, the marginal ξ0(dθ, dω) on X×Y of
the McKean-Vlasov process ν0 (1.8) is equal to ζ(dθ)⊗ µ(dω) (see (5.6) below).
Proposition 4.1. For any q > P + 2, under the assumptions made in Section 2.2, the
sequence (ηN,0,HN,0)N > 1 of the fluctuation processes at t = 0 converges in law, as N →∞,
in Vκ0,ι0−(q+P+2) ⊕Wκ0,ι0−(q+P+2) to the process (η0,H0) defined by
● if α < 1
2
, (η0,H0) is a Gaussian process on Vκ0,ι0−(q+P+2)⊕Wκ0,ι0−(q+P+2) with covariance,
C (( f1g1 ) , ( f2g2 )) ∶= Cη(f1, f2) +Cη,H(f1, g2) +Cη,H(f2, g1) +CH(g1, g2), (4.1)
where
Cη(f1, f2) ∶= 1
2
∫
S
{ ⟨f1(⋅, ⋅, x)f2(⋅, ⋅, x) , ξ0⟩ − ⟨f1(⋅, ⋅, x) , ξ0⟩ ⟨f2(⋅, ⋅, x) , ξ0⟩ }dx
Cη,H(f, g) ∶= 1
2
∫
S
{ ⟨f(⋅, ⋅, x) [gΨ, ξ0] (⋅, ⋅, x) , ξ0⟩ − ⟨f(⋅, ⋅, x) , ξ0⟩ ⟨[gΨ, ξ0] (⋅, ⋅, x) , ξ0⟩}dx
CH(g1, g2) ∶= 1
2
∫
S
{ ⟨[g1Ψ, ν0] (⋅, ⋅, x) [g2Ψ, ν0] (⋅, ⋅, x) , ξ0⟩
− ⟨[g1Ψ, ν0] (⋅, ⋅, x) , ξ0⟩ ⟨[g2Ψ, ν0] (⋅, ⋅, x) , ξ0⟩ }dx
(4.2)
where f1, f2 and f (respectively g1, g2 and g) are test functions on X × Y × S
(respectively (X×Y× S)2), ⟨f(⋅, ⋅, x) , ξ0⟩ = ∫X×Y f(θ,ω,x)ξ0(dθ, dω) (recall (2.1))
and where [gΨ, ν0] (θ˜, ω˜, x˜) = [gΨ, ν0]2 (θ˜, ω˜, x˜) (recall (2.3)).
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● if α > 1
2
, (η0,H0) is a deterministic process given by
⎧⎪⎪⎪⎨⎪⎪⎪⎩
η0 ≡ 0,
⟨H0 , g⟩ ∶= χ(α)∫(X×Y)2×S g(θ,ω,x, θ˜, ω˜, x)ξ0(dθ, dω)ξ0(dθ˜, dω˜)dx,
(4.3)
for any bounded C2 bounded function g with bounded derivatives and where χ(α)
is the constant defined in Lemma 3.4.
Proof of Proposition 4.1 is given in Section 5.5.
Identification of the martingale part. We identify in this paragraph the limit of the mar-
tingale part MN ∶= (M(η)N ,M(H)N ) in the semi-martingale decomposition of the process(ηN ,HN) (2.11) and (2.14). Here MN is seen as a square integrable martingale in
V
κ0,ι0
−(q+P+2) ⊕Wκ0,ι0−(q+P+2), for any q > P + 2.
Definition 4.2. Define the process M = (M(η),M(H)) ∈ Vκ0,ι0−(q+P+2) ⊕Wκ0,ι0−(q+P+2) as fol-
lows:
(1) If α < 1
2
, M is the Gaussian process with covariance,
Ks,t (( f1g1 ) , ( f2g2 )) ∶= E((M(η)s (f1) +M(H)s (g1)) (M(η)t (f2) +M(H)t (g2))) ,
= K(η)s,t (f1, f2) +K(η,H)s,t (f1, g2) +K(η,H)s,t (f2, g1) +K(H)s,t (g1, g2),
(4.4)
where ( f1g1 ), ( f2g2 ) ∈Vκ0,ι0q+P+2 ⊕Wκ0,ι0q+P+2, s, t ∈ [0, T ] and
K
(η)
s,t (f1, f2) ∶= 12 ∫
s∧t
0
∫
m
∑
r=1
∂θ(r)f1(τ)∂θ(r)f2(τ)νu(dτ)du,
K
(η,H)
s,t (f, g) ∶= 12 ∫
s∧t
0
∫
m
∑
r=1
∂θ(r)f(τ˜) [(∂θ˜(r)g)Ψ, νu]2 (τ˜)νu(dτ˜)du
K
(H)
s,t (g1, g2) ∶= 12 ∫
t
0
∫
m
∑
r=1
[(∂
θ˜(r)
g1)Ψ, νu]2 (τ˜) [(∂θ˜(r)g2)Ψ, νu]2 (τ˜)νu(dτ˜)du.
(4.5)
(2) If α > 1
2
, M = (M(η),M(H)) is equally 0.
Proposition 4.3. For any q > P + 2, the process MN ∶= (M(η)N ,M(H)N )N > 1 is a martin-
gale in Vκ0,ι0−(q+P+2)⊕Wκ0,ι0−(q+P+2) with Doob-Meyer process ⟪MN⟫ with values in L(Vκ0,ι0q+P+2⊕
W
κ0,ι0
q+P+2,V
κ0,ι0
−(q+P+2) ⊕Wκ0,ι0−(q+P+2)) given by
⟪MN⟫t ( f1g1 ) ( f2g2 ) = ⟪M(η)N ⟫t(f1)(f2) + ⟪M(η,H)N ⟫t(f2)(g1) + ⟪M(η,H)N ⟫t(f1)(g2)
+ ⟪M(H)
N
⟫t(g1)(g2), (4.6)
In (4.6), ( f1g1 ), ( f2g2 ) ∈Vκ0,ι0q+P+2 ⊕Wκ0,ι0q+P+2 and
⟪M(η)
N
⟫t(f1)(f2) = ⟨M(η)N f1 ,M(η)N f2⟩t ,
=
a2N∣ΛN ∣2 ∑i∈ΛN ∫
t
0
m
∑
r=1
∂θ(r)f1(θi,s, ωi, xi)∂θ(r)f2(θi,s, ωi, xi)ds (4.7)
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is the Doob-Meyer in L(Vκ0,ι0
q+P+2,V
κ0,ι0
−(q+P+2)) associated to M(η)N , ⟪M(H)N ⟫t is the Doob-
Meyer process associated to M
(H)
N
already calculated in (3.52) and
⟪M(η,H)N ⟫t(f)(g) ∶= ⟨M(η)N f ,M(H)N g⟩t ,
=
a2N
∣ΛN ∣3 ∑i,j∈ΛN ∫
t
0
m
∑
r=1
∂θ(r)f(τj,s)∂θ˜(r)g(τi,s, τj,s)Ψ(xi, xj)ds
+ a
2
N∣ΛN ∣2 ∑i∈ΛN ∫
t
0
m
∑
r=1
∂θ(r)f(τi,s)ǫ(r)N,s(τi,s, g)ds,
(4.8)
where ǫ
(r)
N,s
is given in (3.54). Moreover, under the assumptions made in Section 2.2, the
process (MN)N > 1 converges in law in Vκ0,ι0−(q+P+2) ⊕Wκ0,ι0−(q+P+2), as N →∞, to the process
M given in Definition 4.2.
Proof of Proposition 4.3. Estimates (4.6), (4.7) and (4.8) are a straightforward conse-
quence of the definitions of the martingale terms M
(η)
N
in (2.13) and M
(H)
N
in (2.20)
and of the independence of the Brownian motions Bi = (B(1)i , . . . ,B(m)i ), i ∈ ΛN . It re-
mains to prove the convergence ofMN toM. First remark that the case α > 12 is a trivial
consequence of the estimates (3.49), (3.59) and the definition of aN in (1.10).
In the case of α < 1
2
, aN =
√
N and (MN)N > 1 is a sequence of uniformly square-
integrable continuous martingales which is tight in Vκ0,ι0−2(P+2) ⊕Wκ0,ι0−2(P+2). Let M be an
accumulation point. By arguments analogous to the ones continuously used in Section 3
(see in particular Proposition 3.12), it is easy to show that, first, ǫ
(r)
N
defined in (3.54)
vanishes to 0 as N →∞ and, second, that for all regular test function ( fg ), one can make
N →∞ in the expression of ⟪MN⟫t ( fg ) in (4.6) and obtain for all t ∈ [0, T ]
⟪M⟫t ( fg ) = 12 ∫
t
0
∫
m
∑
r=1
(∂θ(r)f(τ))2 νs(dτ)ds
+ ∫
t
0
∫
m
∑
r=1
∂θ(r)f(τ˜) [(∂θ˜(r)g)Ψ, νs]2 (τ˜)νs(dτ˜)ds
+ 1
2 ∫
t
0
∫
m
∑
r=1
[(∂
θ˜(r)
g)Ψ, νs]2 (τ˜)2νs(dτ˜)ds.
So,M is a square integrable martingale whose Doob-Meyer process is deterministic, given
as above. So M is characterized by the Gaussian process with covariance given in (4.4).
The convergence follows. 
Proposition 4.4. In the case of α < 1
2
, the processes (η0,H0) introduced in Proposition 4.1
and M = (M(η),M(H)) defined in Definition 4.2 are independent.
Proof of Proposition 4.4. It is a straightforward consequence of the mutual independence
of (θi,0, ωi,Bi), i ∈ ΛN . 
4.2. Identification of the limit. So far, all the analysis has been made for general
Sobolev indices (q, κ0, ι0). We now specify the adequate parameters: recall the definition
of (κ, ι) in (2.26) and (2.27) and define
q ∶= P + 2 and (κ0, ι0) ∶= (κ + γ, ι + γ), (4.9)
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so that by definition of (κ1, ι1), κ1 = κ¯ and ι1 = ι¯ (recall (2.26) and (3.20)). The conclusion
of Section 3 for this choice of parameters is that the process (ηN ,HN)N > 1 is tight in
C([0, T ],Vκ+γ,ι+γ−2(P+2) ⊕Wκ+γ,ι+γ−2(P+2)) and that any of its accumulation point (η,H) belongs to
the same space. In order to have a closed formula for (η,H), we need to increase the
regularity of the test functions, and hence, enlarge the space of distributions: we will give
a characterization of (η,H) in the larger space C([0, T ],Vκ,ι−3(P+2) ⊕Wκ,ι−3(P+2)).
Proposition 4.5. Under the assumptions of Section 2.2, the process (ηN ,HN)N > 1 has
convergent subsequences in C([0, T ],Vκ+γ,ι+γ−2(P+2) ⊕Wκ+γ,ι+γ−2(P+2)) and any accumulation point(η,H) is a solution in Vκ,ι−3(P+2) ⊕Wκ,ι−3(P+2) to the following system of coupled equations
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ηt = η0 + ∫
t
0
L[νs]∗ηs ds + ∫ t
0
Φ∗Hs ds +M(η)t ,
Ht =H0 + ∫
t
0
L
∗
s Hs ds +M(H)t ,
t ∈ [0, T ], (4.10)
where (η0,H0) is defined in Proposition 4.1, (M(η),M(H)) is given in Definition 4.2 and
L[νs]∗ (respectively Φ∗ and L ∗s ) is the dual of L[νs] defined in (2.6) (respectively of Φ
defined in (2.12) and Ls defined in (2.15)).
Proof of Proposition 4.5. Consider a subsequence (that we rename by (ηN ,HN) for sim-
plicity) converging in C([0, T ],Vκ+γ,ι+γ−2(P+2) ⊕Wκ+γ,ι+γ−2(P+2)) to (η,H). We easily deduce from
(3.47) and (3.57) that
E( sup
t 6 T
(∥Ht ∥2−2(P+2),κ+γ,ι+γ + ∥ηt ∥2−2(P+2),κ+γ,ι+γ)) < +∞. (4.11)
An application of (3.34), (3.37) and (3.58) in the case of q = 2(P + 2), κ0 = κ and ι0 = ι
leads to ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∥L[νs]f ∥2(P+2),κ+γ,ι+γ 6 C ∥ f ∥3(P+2),κ,ι ,∥Φ[f] ∥2(P+2),κ+γ,ι+γ 6 C ∥ f ∥3(P+2),κ,ι ,∥Lsg ∥2(P+2),κ+γ,ι+γ 6 C ∥ g ∥3(P+2),κ,ι .
(4.12)
Estimate (4.11) together with (4.12) shows that ∫ t0 L[νs]∗ηs ds and ∫ t0 Φ∗Hs ds (respec-
tively ∫ t0 L ∗s Hs ds) make sense as a Bochner integral inVκ,ι−3(P+2) (respectively inWκ,ι−3(P+2)).
Furthermore, Proposition 4.1 and 4.3 concerning the convergence of the initial value
(ηN,0,HN,0) and the martingale part (M(η)N ,M(H)N ) and Proposition 3.16 are also valid
for the choice of the parameters q = 2(P + 2), κ0 = κ and ι0 = ι. Moreover, for every( fg ) ∈Vκ,ι3(P+2) ⊕Wκ,ι3(P+2),
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
⟨ηN, t , f⟩ = ⟨ηN,0 , f⟩ + ∫ t
0
⟨ηN,s , L[νs]f⟩ ds + ∫ t
0
⟨HN,s , Φ[f]⟩ ds +M(η)N,tf,
⟨HN,t , g⟩ = ⟨HN,0 , g⟩ + ∫ t
0
⟨HN,s , Lsg⟩ ds + ∫ t
0
FN,sg ds + ∫
t
0
GN,sg ds +M(H)N,t g.
t ∈ [0, T ],
(4.13)
For fixed ( fg ) inVκ,ι3(P+2)⊕Wκ,ι3(P+2), define the continuous functional from C([0, T ],Vκ,ι−3(P+2)⊕
W
κ,ι
−3(P+2)) to R2 by
Πf,g(u, v) ∶= (⟨ut , f⟩ − ⟨u0 , f⟩ − ∫
t
0 ⟨us , L[νs]f⟩ ds − ∫ t0 ⟨vs , Φ[f]⟩ ds⟨vt , g⟩ − ⟨v0 , g⟩ − ∫ t0 ⟨vs , Lsg⟩ ds ) .
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Since ( fg ) in Vκ,ι3(P+2) ⊕Wκ,ι3(P+2) ↪ Vκ+γ,ι+γ2(P+2) ⊕Wκ+γ,ι+γ2(P+2) and since (η,H) is an accumula-
tion point of (ηN ,HN) in C([0, T ],Vκ+γ,ι+γ−2(P+2) ⊕Wκ+γ,ι+γ−2(P+2)), one has that Πf,g(ηN ,HN) →
Πf,g(η,H), as N →∞, which ends the proof of Proposition 4.5. 
4.3. Some uniqueness results. We derive in this section two uniqueness results that
will be useful in the following. The first one concerns functional equations driven by the
linear operator L
(1)
s defined in (2.16). The second one addresses the same problem about
the linear operator L[νs] given by (2.6). We treat in details the case of L (1)s in Section 4.3.
The treatment of the operator L[νs] being strictly identical, we only state the result in
Section 4.3 and leave the proof to the reader.
Uniqueness in linear functional equations driven by L
(1)
s . Recall the definition of the
operator L
(1)
s in (2.16). For all 0 6 s 6 t 6 T and (τ, τ˜) ∈ (X × Y × S)2, define as
Xs,t(τ, τ˜) ∶= (Θs,t(τ), Θ˜s,t(τ˜)) the unique solution of the following stochastic differential
equation in (Rm)2 ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Θs,t(τ) = θ + ∫ t
s
v(t,Θs,r(τ), ω)dr +Bt −Bs,
Θ˜s,t(τ˜) = θ˜ + ∫ t
s
v(t, Θ˜s,r(τ), ω)dr + B˜t − B˜s,
(4.14)
for two independent Brownian motions B and B˜ in Rm, (τ, τ˜) = (θ,ω,x, θ˜, ω˜, x˜) and where
v(t,Θ, ω) ∶= c(Θ, ω) + [ΓΨ, νt] (Θ, ω). (4.15)
We recall here that the quantity [ΓΨ, νt] is indeed independent of x (Remark 3.5). Define
for any test function g
U(t, s)g(τ, τ˜ ) = EB,B˜(g(Xst(τ, τ˜))). (4.16)
Proposition 4.6. Under the assumptions of Section 2.2, for any functional R in C([0, T ],Wκ,ι−3(P+2)),
there is at most one solution in C([0, T ],Wκ+γ,ι+γ−2(P+2)) to the equation
Et = ∫
t
0
(L (1)s )∗ Es ds + ∫ t
0
Rs ds, t ∈ [0, T ], in Wκ,ι−3(P+2) (4.17)
Moreover, one has the representation
Et = ∫
t
0
U(t, s)∗Rs ds, in C0,0−2(P+2), (4.18)
where U is given in (4.16).
Proof of Proposition 4.6 is given in Section 5.6.
Uniqueness for linear functional equations driven by L[νs]. We state here a result similar
to Proposition 4.6 for the operator L[νs] defined in (2.6). Since the proof is identical to
Proposition 4.6, we only state the result.
For all 0 6 s 6 t 6 T and τ = (θ,ω,x) ∈ X ×Y × S, define as Ys,t(τ) the unique solution
of the following stochastic differential equation in X
Ys,t(τ) = θ + ∫ t
s
v(t, Ys,r(τ), ω)dr +Bt −Bs, (4.19)
for B Brownian motion in X and v defined as in (4.15) and introduce the flow (for any
test function f)
V (t, s)f(τ) = EB(f(Yst(τ))). (4.20)
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Lemma 4.7. Under the assumptions of Section 2.2, the operator L[νt] is continuous from
C
0,ι
3P+8 to C
0,2ι
3(P+2)
∥L[νt]f ∥C0,2ι
3(P+2)
6 C ∥f ∥
C
0,ι
3P+8
, t ∈ [0, t]
∥L[νs]f −L[νt]f ∥C0,2ι
3(P+2)
6 C ∥f ∥
C
0,ι
3P+8
∣t − s∣ , s, t ∈ [0, T ].
For any j 6 3P + 8, the operator V (t, s) is a linear operator from C0,0j to C0,ιj such that
∥V (t, s)f ∥
C
0,ι
j
6 C ∥f ∥
C
0,0
j
, 0 6 s 6 t 6 T, (4.21)
∥V (t, s)f − V (t, s′)f ∥
C
0,ι
j
6 C ∥f ∥
C
0,0
j+1
√
s′ − s, 0 6 s 6 s′ 6 t 6 T. (4.22)
Moreover, the following backward Kolmogorov equation holds: for every f ∈ C0,0
3P+9
V (t, s)f − f = ∫ t
s
L[νt]V (t, r)f dr, in C0,2ι3(P+2). (4.23)
One can deduce from Lemma 4.7 the proposition
Proposition 4.8. Under the assumptions of Section 2.2, for any functional R in C([0, T ],Vκ,ι−3(P+2)),
there is at most one solution in C([0, T ],Vκ+γ,ι+γ−2(P+2)) to the equation
Et = ∫
t
0
L[νt]∗Es ds + ∫ t
0
Rs ds, t ∈ [0, T ], in Vκ,ι−3(P+2) (4.24)
Moreover, one has the representation
Et = ∫
t
0
V (t, s)∗Rs ds, in C0,0−2(P+2), (4.25)
where V is given in (4.20).
4.4. Convergence when α < 1
2
.
Representation of H in terms of η. The purpose of this paragraph is to prove that the
representation result (2.10) of the two-particle processH in terms of the fluctuation process
η is indeed true when α < 1
2
(Section 2.1). More precisely, we prove
Proposition 4.9. Suppose α < 1
2
. Under the assumptions of Section 2.2, the process
EN,tg ∶= ⟨HN,t , g⟩ − ⟨ηN,t , ⟨νt , Ψg⟩⟩ , g ∈Wκ+γ,ι+γ−2(P+2), t ∈ [0, T ] (4.26)
converges in law to 0, in C([0, T ],Wκ+γ,ι+γ−2(P+2)), as N →∞.
Remark 4.10. Let us admit for a moment Proposition 4.9. This result (applied to the
function g = Φ[f] for any τ ↦ f(τ) where Φ is defined in (2.12)) combined with the
analysis made in Section 4.2 shows that each accumulation point η of ηN is actually a
solution in V
κ,ι
−3(P+2) to the uncoupled equation (2.36).
Proof of Proposition 4.9. The strategy is the following: first, write the semimartingale
decomposition the process EN (based on the corresponding decompositions of ηN and
HN ), second, prove that any accumulation point is a solution to a linear PDE and third,
prove that the unique solution to this equation is the trivial solution 0.
First observe that the tightness of the processes HN and ηN implies the tightness of
the process EN itself in C([0, T ],Wκ+γ,ι+γ−2(P+2)). Fix now a test function (τ, τ˜) ↦ g(τ, τ˜ ). An
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application of the semimartingale decomposition of ηN (2.11) to a regular time-dependent
test function (t, τ) ↦ ft(τ) gives
⟨ηN, t , ft⟩ = ⟨ηN,0 , f0⟩ + ∫ t
0
⟨ηN,s , L[νs]fs⟩ ds + ∫ t
0
⟨HN,s , Φ[fs]⟩ ds +M(η)N,tft
+ ∫
t
0
⟨ηN,s , ∂sfs⟩ ds. (4.27)
In the particular case of
ft(τ˜) = ⟨νt , Ψ(⋅, x˜)g(⋅, τ˜ )⟩ , (4.28)
we have, using (1.7),
∂tft(τ˜) = ⟨νt(dτ) , Ψ(x, x˜)(1
2
∆θg(τ, τ˜ ) +∇θg(τ, τ˜ ) ⋅ {c(θ,ω) + [ΓΨ , νt](τ)})⟩
and
L[νt]ft(τ˜) = ⟨νt(dτ) , Ψ(x, x˜)(1
2
∆
θ˜
g(τ, τ˜ ) +∇
θ˜
g(τ, τ˜ ) ⋅ {c(θ˜, ω˜) + [ΓΨ , νt](τ˜)})⟩ .
By definition of Φ[⋅] in (2.12), we have also that
Φ[ft](τ, τ˜) = ∇θft(θ,ω,x) ⋅ Γ(θ,ω, θ˜, ω˜),
= ⟨νt , Ψ(⋅, x)∇θ˜g(⋅, τ)⟩ ⋅ Γ(θ,ω, θ˜, ω˜) = L (2)t g(τ, τ˜ ),
where the definition of L
(2)
t is given in (2.17). Consequently, one can rewrite (4.27) as
⟨ηN, t , ⟨νt , Ψg⟩ ⟩ = ⟨ηN,0 , ⟨ν0 , Ψg⟩⟩ + ∫ t
0
⟨ηN,s , ⟨νs , ΨL (1)s g⟩⟩ ds
+ ∫
t
0
⟨HN,s , L (2)s g⟩ ds +M(η)N,tft (4.29)
Subtracting (4.29) to (2.14) gives, for t ∈ [0, T ],
EN,tg = EN,0g+∫
t
0
EN,s(L (1)s g)ds+∫ t
0
FN,sg ds+∫
t
0
GN,sg ds+M(H)N,t g−M(η)N,tft. (4.30)
We already know from Proposition 3.16 that ∫ t0 FN,sg ds + ∫ t0 GN,sg ds converges to 0 as
N → ∞. We prove that it is also the case for the initial condition and the martingale
part in (4.30), when α < 1
2
. First consider EN,0g = ⟨HN,0 , g⟩ − ⟨ηN,0 , ⟨ν0 , Ψg⟩⟩. Using
Proposition 4.1, we know that EN,0g converges as N →∞ to ⟨H0 , g⟩−⟨η0 , ⟨ν0 , Ψg⟩⟩. Using
the form of the covariance of (η0,H0) in (4.2), it is immediate to see that limN→∞ EN,0 ≡ 0.
We prove now a similar result for the martingale part in (4.30): we deduce from Propo-
sition 4.3 that the martingale part in (4.30) converges as N →∞ toM(H)t g−M(η)t ft, where(M(η),M(H)) is given in Definition 4.2. It is then easy from the form of the covariance
Ks,t in (4.5) and the definition of ft in (4.28) to see that this process is equally 0.
Following now the same procedure as in Section 4.2, we deduce from (4.30) that any
accumulation point E of EN in C([0, T ],Wκ+γ,ι+γ−2(P+2)) necessarily solves
Et = ∫
t
0
(L (1)s )∗Es ds, t ∈ [0, T ].
Then Proposition 4.9 follows directly from Proposition 4.6. 
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Convergence of (ηN)N > 1. Theorem 2.7 is an easy consequence of the following uniqueness
result.
Proposition 4.11 (Uniqueness in law of the limit). Under the assumptions of Section 2.2,
there is uniqueness in law (as well as pathwise uniqueness) in the limiting SPDE (2.36).
Proof of Proposition 4.11. We follow here the strategy used by Mitoma (see [32], Step 3,
p. 352) who proved a similar uniqueness result in a slightly different context of weighted
tempered distributions. Although the functional context is different, the strategy is simi-
lar. Let t ↦ η(t) ∈ C([0, T ],Vκ+γ,ι+γ−2(P+2)) be a solution in Vκ,ι−3(P+2) to (2.36). For simplicity,
we write M in (2.36) instead of M(η) in the following. Setting
h(t) ∶= ∫ t
0
L
∗
sηs ds = ηt − η0 −Mt (4.31)
and differentiating this quantity with respect to t, one obtains that (almost surely w.r.t.
the randomness)
d
dt
h(t) = L∗t h(t) + η0 +Mt (4.32)
Define for all 0 6 t 6 T , all test function f and (θ,ω,x)
K[νt]f(θ,ω,x) ∶= ⟨νt , ∇θf(⋅) ⋅ Γ(⋅, ⋅, θ,ω)Ψ(⋅, x)⟩ , (4.33)
so that the linear operator Lt in (2.37)
Lt = L[νt] +K[νt]. (4.34)
Focus for a moment on the regularity of the linear operator K in (4.33): for all l > 1,
there exists a constant C > 0 such that for all f ∈ C0,ι
l
, for all u ∈ (0, T ]
∥K[νu]f ∥C0,0
l
6 C ∥ f ∥
C
0,ι
l
( 1
uα0
+ 1
uα0+
1
2
) , (4.35)
where α0 ∈ [0, 12) is defined in Proposition 2.5. Indeed, using the decomposition νt(dθ, dω, dx) =
pt(θ,ω)dθµ(dω)dx (recall Proposition 2.5), one obtains by integration by parts
K[νu]f(θ,ω,x) = −∫
X×Y×S
divθ¯ (pt(θ¯, ω¯)Γ(θ¯, ω¯, θ,ω)) f(θ¯, ω¯, x¯)Ψ(x, x¯)dθ¯µ(dω¯)dx¯,
= −∫
X×Y×S
divθ¯ (pt(θ¯, ω¯)Γ(θ¯, ω¯, θ,ω)) f(θ¯, ω¯, x − z)ρ(z)dθ¯µ(dω¯)dz,
where ρ is defined in (3.36). Hence, for all l > 1,
∥K[νu]f ∥C0,0
l
=
∑
∣k∣ 6 l
sup
θ,ω,x
∣∫
X×Y×S
divθ¯ (pt(θ¯, ω¯)Dk1θ Dk2ω Γ(θ¯, ω¯, θ,ω))Dk3x f(θ¯, ω¯, x − z)ρ(z)dθ¯µ(dω¯)dz∣ ,
6 C ∥f ∥
C
0,ι
l
∑
∣k∣ 6 l
sup
θ,ω
∫
X×Y
∣divθ¯ (pt(θ¯, ω¯)Dk1θ Dk2ω Γ(θ¯, ω¯, θ,ω))∣ (1 + ∣ω¯∣ι)dθ¯µ(dω¯),
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where the sum above is taken over all multi-indices k = (k1, k2, k3) such that ∣k∣ = ∣k1∣ +∣k2∣ + ∣k3∣ 6 l. Consequently, using (2.33) and (2.34),
∥K[νu]f ∥C0,0
l
6
C ∥ f ∥
C
0,ι
l
( 1
uα0
+ 1
uα0+
1
2
)∫
Y
(1 + ∣ω¯∣ι)2µ(dω¯) ∑
∣k∣ 6 l+1
sup
θ,ω,ω¯
(∫
X
∣Dkθ,ωΓ(θ¯, ω¯, θ,ω)∣ dθ¯) ,
6 C ∥ f ∥
C
0,ι
l
( 1
uα0
+ 1
uα0+
1
2
) ,
by the assumptions made on µ and Γ (recall Section 2.2). Using the semigroup V (s, t)
associated to L[νt], one has
d
du
V ∗(t, u)h(u) = −V ∗(t, u)L[νu]∗h(u) + V ∗(t, u)(L∗uh(u) + η0 +Mu),
= V ∗(t, u)(K∗[νu]h(u) + η0 +Mu).
Hence, h is also solution to
h(t) = ∫ t
0
V ∗(t, u)(K∗[νu]h(u) + η0 +Mu)du. (4.36)
The main point of the proof is to see that h solution of (4.36) can be approximated by
the converging sequence (hn)n > 1 defined recursively as follows
⎧⎪⎪⎨⎪⎪⎩
h1(t) = ∫ t0 V ∗(t, u)(η0 +Mu)du,
hn(t) = ∫ t0 V ∗(t, u)(K∗[νu]hn−1(u) + η0 +Mu)du, n > 2. (4.37)
Indeed, by the boundedness of the semigroup V (t, u) (4.21) and by the boundedness of
K[νu] (4.35), we obtain that for all 0 < u < t < T , for all f ∈ C0,02(P+2), for all h ∈ C0,0−2(P+2)
∣hK[νu]V (t, u)f ∣ 6 ∥h ∥C0,0
−2(P+2)
∥K[νu]V (t, u)f ∥C0,0
2(P+2)
,
6 C ∥h ∥
C
0,0
−2(P+2)
( 1
uα0
+ 1
uα0+
1
2
)∥V (t, u)f ∥
C
0,ι
2(P+2)
,
6 C ∥h ∥
C
0,0
−2(P+2)
( 1
uα0
+ 1
uα0+
1
2
)∥ f ∥
C
0,0
2(P+2)
.
Thus, the sequence (hn)n > 1 defined in (4.37) satisfies, for all n > 2
∥hn+1(t) − hn(t) ∥C0,0
−2(P+2)
6 C ∫
t
0
( 1
uα0
+ 1
uα0+
1
2
) ∥hn(u) − hn−1(u) ∥C0,0
−2(P+2)
du.
Choose now r > 1 such that 1 < r < 1
α0+ 1
2
and r∗ such that 1
r
+ 1
r∗
= 1. Then, by Ho¨lder in-
equality, one obtains that ∥hn+1(t) − hn(t) ∥r∗C0,0
−2(P+2)
6 C ∫ t0 ∥hn(u) − hn−1(u) ∥r∗C0,0
−2(P+2)
du.
By an immediate recursion, for all k > 1, ∥hn+1+k(t) − hn+k(t) ∥r∗C0,0
−2(P+2)
6 Ck T
k
k!
, so that
(hn)n > 1 is a Cauchy sequence in C([0, T ],C0,0−2(P+2)) and thus converges to h, solution of
(4.36). Turning back to η (recall (4.31)) and writing R(t) ∶= η0 +Mt, we obtain that η is
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uniquely written as
ηt = lim
n→∞
⎧⎪⎪⎨⎪⎪⎩η0 +Mt + ∫
t
0
V ∗(t, t1)L∗t1R(t1)dt1
+ ∫
t
0
∫
t1
0
V ∗(t, t1)K[νt1]∗V ∗(t, t2)L∗t2R(t2)dt2 dt1 + . . .
+ ∫
t
0
∫
t1
0
⋯∫
tn−1
0
V ∗(t, t1)K[νt1]∗⋯V ∗(t, tn)L∗tnR(tn)dtn . . . dt2 dt1
⎫⎪⎪⎬⎪⎪⎭.
(4.38)
This proves pathwise uniqueness. But if one chooses another solution η˜ defined on another
probability space, with initial condition η˜0 and noise M˜ with the same law as (η0,M), we
obtain the same expression as above with R replaced by R˜(t) = η˜0 + M˜t. Since R and R˜
have then the same law, uniqueness in law in (2.36) follows from (4.38). Proposition 4.11
is proven. 
4.5. Convergence when α > 1
2
. Theorem 2.8 will be proven once we have established
uniqueness of a solution to (2.38). The main issue here is that the linear operator Ls
in (2.15) is not the generator of a diffusion, due to the nonstandard integro-differential
term L
(2)
s in (2.15). In particular, the existence of a semi-group solving a backward
Kolmogorov equation similar to (5.52) is unclear in the case of Ls. Thus, we restrict here
to the case where the state space X is compact and c bounded (see Section 2.4).
Proposition 4.12. Under the assumptions of Sections 2.2 and 2.4, there exists at most
one solution (η,H) in C([0, T ],Vκ+γ,ι+γ−2(P+2) ⊕Wκ+γ,ι+γ−2(P+2)) to (2.38).
Proof of Proposition 4.12. The supplementary assumptions made in the beginning at the
paragraph ensure that the weighted norms introduced in Section 3.3 are now equivalent
to the usual Sobolev norms without weights. The purpose here is to use the regularizing
properties of the heat kernel in those spaces.
Let (η(1),H(1)) and (η(2),H(2)) be two solutions of (2.38) in C([0, T ],Vκ+γ,ι+γ−2(P+2) ⊕
W
κ+γ,ι+γ
−2(P+2)). Then the difference H̃ = H(1) − H(2) is in C([0, T ],Wκ+γ,ι+γ−2(P+2)) and solves
in W
κ,ι
−3(P+2)
H̃t = ∫
t
0
(Ls)∗H̃s ds. (4.39)
In particular, it is a solution to the following equation (with unknown E ∈ C([0, T ],Wκ+γ,ι+γ−2(P+2)))
Et = ∫
t
0
(1
2
∆
θ,θ˜
)∗ Es ds + ∫ t
0
Rs ds, (4.40)
where
Rs ∶= (Ls − 1
2
∆
θ,θ˜
)∗ H̃s, s ∈ [0, T ], (4.41)
Denote by (θ, θ¯)↦ gt(θ, θ¯) the heat kernel on X2 and by
G(s, t)ϕ(τ, τ˜ ) ∶= gt−s ∗ ϕ(τ, τ˜), (4.42)
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the corresponding semi-group (note that the convolution only concerns the variables
(θ, θ˜)). It is standard to prove a backward Kolmogorov equation similar to (5.52) con-
cerning G:
G(t, s)g − g = ∫ t
s
1
2
∆
θ,θ˜
(G(t, r)g)dr, in C3(P+2). (4.43)
By the same procedure as in Proposition 4.6, one obtains that (4.40) has a unique solution
(which is necessarily H̃) that satisfies,
H̃t = ∫
t
0
G(t, s)∗Rs ds, in C−3(P+2), (4.44)
that is, for all g in C3(P+2),
⟨H̃t , g⟩ = ∫ t
0
⟨H̃s , (Ls − 1
2
∆
θ,θ˜
)G(t, s)g⟩ ds. (4.45)
Note also that the coefficients in Ls do not depend on the space variables (x, x˜) (by
rotational invariance), and that Φ[f] in (2.12) only depends on x, not on x˜. Hence, with
no loss of generality, we can consider test functions g depending only on (θ,ω,x, θ˜, ω˜).
Using the regularizing properties of the heat kernel, we deduce from (4.44) that, for some
constant C > 0 and some β ∈ (0, 1
2
),
∥ H̃t ∥−3(P+2) 6 C ∫
t
0
1
sβ
√
t − s ∥ H̃s ∥−3(P+2) ds. (4.46)
Let us admit for a moment (4.46). Then, following the same procedure as in [13], Step 3,
p. 763, we obtain directly the uniqueness for H. Consequently, η˜ ∶= η(2) − η(1) solves
η˜t = ∫
t
0
L[νs]∗η˜s ds, t ∈ [0, T ]. (4.47)
Applying Proposition 4.8, we obtain that η˜ ≡ 0 and Proposition 4.12 follows. Hence, it
remains to prove (4.46). One has for any differential operators D1 and D2 of order q1 and
q2 such that 3(P + 2),
∥D1 (∇θG(t, s)g) ⋅ (D2c) ∥22 = ∫(X×Y×Z)2 ∣D1 (∇θG(t, s)g) ⋅ (D2c)∣2 dτ dτ˜ ,
6 C ∫(X×Y×Z)2 ∣∇θG(t, s)D1g∣2 dτ dτ˜ 6
C
t − s ∥D1g ∥22 .
The term ∇θg(τ, τ˜ ) ⋅ [ΓΨ, νs] (τ) in (2.15) can be treated in the same way, using the
boundedness of Γ and its derivatives. For the last term in (2.15), for the same reasons, it
suffices to estimate, for any differential operator D of order smaller than 3(P + 2),
∫ ∣⟨νs , Ψ(⋅, x)∇θ˜g(⋅, τ)⟩∣2 dθ dω dx = ∫ ∣∫
S
Ψ(z,x)∫
X×Y
∇
θ˜
g(θ¯, ω¯, z, θ,ω)ps(θ¯, ω¯)dθ¯µ(dω¯)dz∣2 dθ dω dx,
= ∫ ∣∫
S
ρ(x − z) ⟨∇
θ˜
g(⋅, ⋅, z, θ,ω) , ξs⟩ dz∣2 dxdθ dω,
= ∫
X×Y
(∫
S
∣ρ ∗ ⟨∇
θ˜
g(⋅, ⋅, ⋅, θ,ω) , ξs⟩∣2 (x)dx) dθ dω,
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where we recall the definition of ρ in (3.36). By Young’s inequality,
∫ ∣⟨νs , Ψ(⋅, x)∇θ˜g(⋅, τ)⟩∣2 dθ dω dx 6 ∥ρ ∥21∫
X×Y
(∫
S
∣⟨∇
θ˜
g(⋅, ⋅, ⋅, θ,ω) , ξs⟩∣2 (x)dx) dθ dω,
= ∥ρ ∥21∫
X×Y
(∫
S
∣∫
X×Y
∇
θ˜
g(θ¯, ω¯, x, θ,ω)ps(θ¯, ω¯)dθ¯µ(dω¯)∣2 dx) dθ dω,
6 ∥ρ ∥21∫(X×Y)2×S ∣∇θ˜g(θ¯, ω¯, x, θ,ω)∣
2
ps(θ¯, ω¯)dθ¯µ(dω¯)dθ dω dx,
6
∥ρ ∥21
sα0
∫(X×Y)2×S ∣∇θ˜g(θ¯, ω¯, x, θ,ω)∣
2 (1 + ∣ω¯∣ι)dθ¯ dθ dωµ(dω¯)dx,
where we used the a priori estimate (2.33) on the density p. As in (4.44), injecting
DτG(t, s)g = G(t, s)Dτ g into the previous estimate, we obtain
∫ ∣⟨νs , Ψ(⋅, x)∇θ˜G(t, s)Dτg(⋅, τ)⟩∣2 dθ dω dx
6
∥ρ ∥21
sα0
∫ ∣∇θ˜G(t, s)Dτg(θ¯, ω¯, x, θ,ω)∣2 (1 + ∣ω¯∣ι)dθ¯ dθ dωµ(dω¯)dx.
Another application of Young’s inequality and usual estimate on the heat kernel lead to
∫ ∣⟨νs , Ψ(⋅, x)∇θ˜G(t, s)Dτ g(⋅, τ)⟩∣2 dθ dω dx 6 Csα0(t − s) ∥Dτg ∥22 .
The inequality (4.46) follows by density. 
5. Proofs
5.1. Proof of Propositions 2.2 and 2.3. We prove in this paragraph the semimartingale
decompositions of processes ηN and HN of Section 2.1.
Proof of Proposition 2.2. Writing Ito’s formula for (1.1) gives
⟨νN, t , f⟩ = ⟨νN,0 , f⟩ + ∫ t
0
⟨νN,s , 1
2
∆θf⟩ ds
+ ∫
t
0
⟨νN,s , ∇θf ⋅ {c + [ΓΨ, νN,s]}⟩ ds + 1
aN
M
(η)
N,tf (5.1)
Combining the McKean-Vlasov equation (1.7) and (5.1), one obtains
⟨ηN,t , f⟩ = ⟨ηN,0 , f⟩ + ∫ t
0
⟨ηN,s , 1
2
∆θf +∇θf ⋅ c⟩ ds
+ aN ∫
t
0
(⟨νN,s , ∇θf ⋅ [ΓΨ, νN,s]⟩ − ⟨νs , ∇θf ⋅ [ΓΨ, νs]⟩) ds +M(η)N,tf,
= ⟨ηN,0 , f⟩ + ∫ t
0
⟨ηN,s , 1
2
∆θf +∇θf ⋅ c⟩ ds +M(η)N,tf
+ ∫
t
0
(aN ⟨νN,s − νs , ∇θf ⋅ [ΓΨ, νs]⟩ + aN ⟨νN,s , ∇θf ⋅ [ΓΨ, νN,s − νs]⟩) ds,
= ⟨ηN,0 , f⟩ + ∫ t
0
⟨ηN,s , 1
2
∆θf +∇θf ⋅ {c + [ΓΨ, νs]}⟩ ds
+ ∫
t
0
aN ⟨νN,s , ∇θf ⋅ [ΓΨ, νN,s − νs]⟩ ds
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
∶=uN,t
+M(η)
N,t
f.
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The remaining term uN can be computed as:
uN,t = ∫
t
0
aN
⎛
⎝
1
∣ΛN ∣2 ∑i,j∈ΛN ∇θf(τi,s) ⋅ Γ(θi,s, ωi, θj,s, ωj)Ψ(xi, xj)
− 1∣ΛN ∣ ∑i∈ΛN ∫ ∇θf(τi,s) ⋅ Γ(θi,s, ωi, θ˜, ω˜)Ψ(xi, x˜)νs(dτ˜)
⎞
⎠ds
= ∫
t
0
⟨HN,s , Φ[f]⟩ ds.
Proposition 2.2 follows. 
Proof of Proposition 2.3. Applying Ito’s Formula to (2.4) (for any regular two-variable
function (τ, τ˜)↦ g(τ, τ˜ ) = g(θ,ω,x, θ˜, ω˜, x˜)), one obtains, for all t ∈ [0, T ]
g(τi,t, τj,t) = g(τi,0, τj,0) + 1
2
∫
t
0
∆
θ,θ˜
g(τi,s, τj,s)ds
+ ∫
t
0
∇θg(τi,s, τj,s) ⋅ {c(θi,s, ωi) + [ΓΨ, νN,s](τi,s)} ds
+ ∫
t
0
∇
θ˜
g(τi,s, τj,s) ⋅ {c(θj,s, ωj) + [ΓΨ, νN,s](τj,s)} ds
+ ∫
t
0
∇θg(τi,s, τj,s) ⋅ dBi,s + ∫ t
0
∇
θ˜
g(τi,s, τj,s) ⋅ dBj,s
(5.2)
Applying Ito’s Formula to the process t↦ ∫ Ψ(xi, x˜)g(τi,t, τ˜)νt(dτ˜) (recall (1.7)):
∫ Ψ(xi, x˜)g(τi,t, τ˜)νt(dτ˜) = ∫ Ψ(xi, x˜)g(τi,0, τ˜)ν0(dτ˜)
+ 1
2
∫
t
0
∫ Ψ(xi, x˜)∆θ,θ˜g(τi,s, τ˜)νs(dτ˜)ds
+∫
t
0
∫ Ψ(xi, x˜)∇θg(τi,s, τ˜)νs(dτ˜) ⋅ {c(θi,s, ωi) + [ΓΨ, νN,s] (τi,s)}ds
+∫
t
0
∫ Ψ(xi, x˜)∇θg(τi,s, τ˜)νs(dτ˜) ⋅ dBi,s
+∫
t
0
∫ Ψ(xi, x˜)∇θ˜g(τi,s, τ˜) ⋅ {c(θ˜, ω˜) + [ΓΨ, νs] (τ˜)} νs(dτ˜)ds
(5.3)
Combining (5.2) and (5.3), we have
⟨HN,t , g⟩ = ⟨HN,0 , g⟩ + ∫ t
0
⟨HN,s , 1
2
∆
θ,θ˜
g(τ, τ˜ ) +∇θg(τ, τ˜) ⋅ c(θ,ω) +∇θ˜g(τ, τ˜ ) ⋅ c(θ˜, ω˜)⟩ ds
+∫
t
0
⟨HN,s , ∇θg(τ, τ˜ ) ⋅ [ΓΨ, νN,s] (τ)⟩ ds +M(H)N,t g
+ aN∣ΛN ∣ ∑i∈ΛN ∫
t
0
⎧⎪⎪⎨⎪⎪⎩∫ Ψ(xi, x˜)∇θ˜g(τi,s, τ˜) ⋅ [ΓΨ, νN,s] (τ˜)νN,s(dτ˜)
−∫ Ψ(xi, x˜)∇θ˜g(τi,s, τ˜) ⋅ [ΓΨ, νs] (τ˜)νs(dτ˜)
⎫⎪⎪⎬⎪⎪⎭.
(5.4)
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We treat the last term of (5.4) apart: it can be written as the sum of AN and BN where
AN,t ∶= aN∣ΛN ∣2 ∑i,j∈ΛN ∫
t
0
Ψ(xi, xj)∇θ˜g(τi,s, τj,s) ⋅ { [ΓΨ, νN,s] (τj,s) − [ΓΨ, νs] (τj,s)},
= ∫
t
0
aN∣ΛN ∣ ∑j∈ΛN {
1
∣ΛN ∣ ∑i∈ΛN ∇θ˜g(τi,s, τj,s)Ψ(xi, xj)} ⋅ {
1
∣ΛN ∣ ∑l∈ΛN Γ(θj,s, ωj , θl,s, ωl)Ψ(xj , xl)
− ∫ Γ(θj,s, ωj , θ˜, ω˜)Ψ(xj , x˜)νs(dτ˜)}ds,
= ∫
t
0
⟨HN,s , ⟨νN,s , ∇θ˜g(⋅, τ)Ψ(⋅, x)⟩ ⋅ Γ(θ,ω, θ˜, ω˜)⟩ ds,
and BN is given by
BN,t =
aN∣ΛN ∣ ∑i∈ΛN ∫
t
0
⎛
⎝
1
∣ΛN ∣ ∑j∈ΛN Ψ(xi, xj)∇θ˜g(τi,s, τj,s) ⋅ [ΓΨ, νs] (τj,s)
− ∫ Ψ(xi, x˜)∇θ˜g(τi,s, τ˜) ⋅ [ΓΨ, νs] (τ˜)νs(dτ˜)⎞⎠ds,
= ∫
t
0
⟨HN,s , ∇θ˜g(τ, τ˜ ) ⋅ [ΓΨ, νs] (τ˜)⟩ ds.
Rewriting (5.4) in term of AN , BN , FN and GN gives Proposition 2.3. 
5.2. Proof of Proposition 2.5. A solution to (1.7) is provided by the nonlinear measure(λt)t∈[0,T ] introduced in Proposition 2.4. Indeed, applying Ito’s formula to any function(θ,ω,x) ↦ f(θ,ω,x) that is C2 w.r.t. θ, one obtains:
f(θ¯x,ωt , ω, x) = f(θ0, ω, x) + 12 ∫
t
0
∆θf(θ¯x,ωs , ω, x)ds + ∫ t
0
∇θf ⋅ c(θ¯x,ωs , ω)ds
+ ∫
t
0
∇θf ⋅ [ΓΨ, λt](θx,ωs , ω, x)ds + ∫ t
0
∇θf(θ¯x,ωs , ω, x) ⋅ dBs. (5.5)
Taking the expectation in (5.5) gives that t↦ λt is a weak solution to (1.7). The uniqueness
in (1.7) is a consequence of [28], Proposition 2.19.
We now turn to the proof of the decomposition (2.31): assume for a moment that a
decomposition like (2.31) exists. Necessarily ξ must satisfy
ξ0(dθ, dω) = ζ(dθ)µ(dω) (5.6)
and for all t > 0 and regular test function (θ,ω)↦ h(θ,ω) independent of x
∂t ⟨ξt , h⟩ = ⟨ξt , 1
2
∆θh +∇θh ⋅ c⟩ + ⟨νt , ∇θh ⋅ [ΓΨ, νt]⟩ . (5.7)
Since by assumption, νt(dθ, dω, dx) = ξt(dθ,ω)dx,
[ΓΨ, νt](θ,ω,x) = ∫
X×Y×S
Γ(θ,ω, θ˜, ω˜)Ψ(x, x˜)ξt(dθ˜, ω˜)dx˜,
= (∫
X×Y
Γ(θ,ω, θ˜, ω˜)ξt(dθ˜, ω˜))(∫
S
Ψ(x, x˜)dx˜) . (5.8)
As already noticed in the proof of Lemma 3.4, the integral ∫SΨ(x, x˜)dx˜ = 2 ∫ 1/20 du∣u∣α = 2α1−α ,
is independent of x. Consequently, (5.7) becomes
∂t ⟨ξt , h⟩ = ⟨ξt , 1
2
∆θh +∇θh ⋅ c⟩ + ⟨ξt , 2α
1 −α∇θh ⋅ [Γ, ξt]⟩ . (5.9)
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Equation (5.9) endowed with ξ0(dθ, dω) = ζ(dθ)µ(dω) is a standard McKean-Vlasov
equation with regular coefficients, and hence, admits a unique solution (see for example
[13] or [33], Lemma 10). Defining λt(dθ, dω, dx) ∶= ξt(dθ, dω)dx and observing that
2α
1−α[Γ, ξt] = [ΓΨ, λt], one readily sees that t ↦ λt is a solution of (1.7). By uniqueness in
(1.7), λ = ν and (2.31) follows.
We focus now on the regularity of ξt solution of (5.9). We follow here the strategy
developed in [19], Proposition 7.1: fix T > 0, ω ∈ Supp(µ) and t↦ ξt the unique solution in
C([0, T ],M1(X ×Y)) to (5.9). Define At(θ,ω) ∶= c(θ,ω) + 2α1−α [ΓΨ, ξt] (θ,ω) and consider
the linear equation
∂tpt(θ,ω) = 1
2
∆pt(θ,ω) − divθ(pt(θ,ω)At(θ,ω)) , (5.10)
such that for µ-a.e. ω, for all f ∈ C(X),
∫
X
f(θ)p0(θ,ω)dθ = ∫
X
f(θ)ζ(dθ). (5.11)
For fixed ω ∈ Supp(µ), A⋅(⋅, ω) is continuous in t and regular in θ, by assumption on Γ.
Suppose for a moment that we have found a solution pt(θ,ω) to (5.10)-(5.11) such that for
µ-a.e. ω, pt(⋅, ω) is strictly positive on (0, T ] ×X. In particular for such a solution p, the
quantity ∫X pt(θ,ω)dθ is conserved for t > 0, so that pt(⋅, ω) is indeed a probability density
for all t > 0. Then both probability measures ξt(dθ, dω) and pt(θ,ω)dθµ(dω) solve
∫
X×Y
f(θ,ω)νt(dθ, dω) = ∫
X×Y
f(θ,ω)ζ(dθ)µ(dω) + 1
2
∫
t
0
∫
X×Y
∆θf(θ,ω)νs(dθ, dω)ds
+ ∫
t
0
∫
X×Y
∇θf(θ,ω)As(θ,ω)νs(dθ, dω)ds. (5.12)
By [27] or [33], Lemma 10, uniqueness in (5.9) is precisely a consequence of uniqueness
in (5.12). Hence, by uniqueness in (5.12), ξt(dθ, dω) = pt(θ,ω)dθµ(dω), which (2.32).
So it suffices to exhibit a weak solution pt(θ,ω) to (5.10) such that (5.11) is satisfied.
This fact can be deduced from standard results for uniform parabolic PDEs (see [4, 17]
for precise definitions). In particular, a standard result (see [17], Theorem 2, page 251
or [4], Section 7) states that (5.10) admits a fundamental solution G(θ, t; θ′, s,ω) (t > s),
satisfying, for all j ∈ {0,1}, for any differential operator Dj,θ in θ of order j
∣Dj,θG(θ, t; θ′, s,ω)∣ 6 c1(ω)(c2(ω)(t − s))m+j2 exp(−
∣θ − θ′∣2
c2(ω)(t − s)) , (5.13)
for positive constants c1 and c2 that only depend on the bound and the modulus of
continuity of At (see [17], Theorem 1, page 241). In particular, by the assumptions made
in Section 2.2, one can suppose without loss of generality that for all i = 1,2, ci(ω) =
αi(1 ∨ ∣ω∣ι), for some αi > 0. Thanks to Theorem 3, page 256 in [17], the following
expression of pt(θ,ω)
pt(θ,ω) = ∫
X
G(θ, t; θ′,0, ω)ζ(θ′)dθ′ (5.14)
defines a classical solution of (5.10) on (0, T ]×S such that (5.11) is satisfied. The positivity
and boundedness of pt(⋅, ω) for t > 0 is a consequence of [4], Theorem 7, page 661. Applying
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(5.13) with j = 0 gives
0 6 pt(θ,ω) 6 c1(ω)(c2(ω)t)m2 ∫X exp(−
∣θ − θ′∣2
c2(ω)t ) ζ(θ
′)dθ′,
6
c1(ω)
(c2(ω)t)m2 (∫X exp(−
q ∣θ − θ′∣2
c2(ω)t ) dθ
′)
1
q (∫
X
ζ(θ)p dθ)
1
p
, (5.15)
6
Cc1(ω)
(c2(ω)t)m2 (∫X exp(−
q ∣θ − θ′∣2
c2(ω)t ) dθ
′)
1
q
6
Cc1(ω)
(c2(ω)t)m2 (1− 1q ) .
where in (5.15) 1
p
+ 1
q
= 1 (recall (2.28)). Similarly, using again (5.13), one has
∣divθpt(θ,ω)∣ 6 C c1(ω)
c2(ω) 12+m2 (1− 1q )
1
t
1
2
+
m
2
(1− 1
q
) . (5.16)
The parameter p in (5.16) is such that m
2
(1− 1
q
) < 1
2
(recall (2.28)). By definition of the ci,
i = 1,2 and by (2.29), the estimates (2.33) and (2.34) follow. Proposition 2.5 is proven. 
5.3. Proof of Proposition 3.6. Since the initial condition and the Brownian motion are
the same for θi and θ¯i, one has: for all i ∈ ΛN ,
∣θi,t − θ¯i,t∣8 6 32(∫ t
0
(θi,s − θ¯i,s) ⋅ (c(θi,s, ωi) − c(θ¯i,s, ωi))ds)4
+ 32(∫ t
0
(θi,s − θ¯i,s) ⋅ ([ΓΨ, νN,s](θi,s, ωi, xi) − [ΓΨ, νs](θ¯i,s, ωi, xi)) ds)4 . (5.17)
Using the one-sided Lipschitz condition on c, one can bound the first term in (5.17) by
32L4 (∫ t0 ∣θi,s − θ¯i,s∣2 ds)4 6 32L4T 3 ∫ t0 ∣θi,s − θ¯i,s∣8 ds 6 32L4T 3 ∫ t0 maxi∈ΛN supu 6 s ∣θi,u − θ¯i,u∣8 ds.
Now, introducing the empirical measure of the nonlinear processes (θ¯1, . . . , θ¯N)
t ∈ [0, T ] ↦ ν¯N, t ∶= 1∣ΛN ∣ ∑j∈ΛN δ(θ¯j,t,ωj ,xj) =
1
∣ΛN ∣ ∑j∈ΛN δτj,t , N > 1 (5.18)
the last term in (5.17) can estimated above by C(AN +BN + CN) (C being a numerical
constant) where
AN ∶= (∫ t
0
∣θi,s − θ¯i,s∣ ∣[ΓΨ, νN,s](θi,s, ωi, xi) − [ΓΨ, νN,s](θ¯i,s, ωi, xi)∣ ds)4 ,
BN ∶= (∫ t
0
∣θi,s − θ¯i,s∣ ∣[ΓΨ, νN,s − ν¯N,s](θ¯i,s, ωi, xi)∣ ds)4 ,
CN ∶= (∫ t
0
∣θi,s − θ¯i,s∣ ∣[ΓΨ, ν¯N,s − νs](θ¯i,s, ωi, xi)∣ ds)4 . (5.19)
FLUCTUATIONS FOR MEAN-FIELD DIFFUSIONS IN SPATIAL INTERACTION 41
Concerning AN and BN , we have, by the Lipschitz continuity of Γ, for some constant
C > 0,
AN 6 (∫ t
0
∣θi,s − θ¯i,s∣∫ ∣Γ(θi,s, ωi, θ,ω) − Γ(θ¯i,s, ωi, θ,ω)∣Ψ(xi, x)νN,s(dθ, dω, dx)ds)
4
,
6 ∥Γ ∥4Lip ⎛⎝
1
∣ΛN ∣ ∑j∈ΛN Ψ(xi, xj)
⎞
⎠
4
(∫ t
0
∣θi,s − θ¯i,s∣2 ds)4 ,
6 CT 3 ∥Γ ∥4Lip∫ t
0
max
i∈ΛN
sup
u 6 s
∣θi,u − θ¯i,u∣8 ds, (by (3.3)),
and,
BN =
⎛
⎝
1
∣ΛN ∣ ∑j∈ΛN ∫
t
0
∣θi,s − θ¯i,s∣ ∣Γ(θ¯i,s, ωi, θj,s, ωj) − Γ(θ¯i,s, ωi, θ¯j,s, ωj)∣Ψ(xi, xj)ds⎞⎠
4
,
6 ∥Γ ∥4Lip ⎛⎝
1
∣ΛN ∣ ∑j∈ΛN Ψ(xi, xj)∫
t
0
∣θi,s − θ¯i,s∣ ∣θj,s − θ¯j,s∣ ds⎞⎠
4
,
6 ∥Γ ∥4Lip ⎛⎝
1
∣ΛN ∣ ∑j∈ΛN Ψ(xi, xj)
⎞
⎠
4
(∫ t
0
max
i∈ΛN
sup
u 6 s
∣θi,u − θ¯i,u∣2 ds)
4
,
6 CT 3 ∥Γ ∥4Lip∫ t
0
max
i∈ΛN
sup
u 6 s
∣θi,u − θ¯i,u∣8 ds, (recall (3.3)).
It remains to study the term CN (5.19). Since we obviously have
CN 6
T 3
2 ∫
t
0
∣θi,s − θ¯i,s∣8 ds + T 3
2 ∫
t
0
∣[ΓΨ, ν¯N,s − νs](θ¯i,s, ωi, xi)∣8 ds
6
T 3
2
∫
t
0
max
i∈ΛN
sup
u 6 s
∣θi,u − θ¯i,u∣8 ds + T 3
2
∫
t
0
∣[ΓΨ, ν¯N,s − νs](θ¯i,s, ωi, xi)∣8 ds, (5.20)
we concentrate on the term cN ∶= ∣[ΓΨ, ν¯N,s − νs](θ¯i,s, ωi, xi)∣ in (5.20). Using the decom-
position ν(dθ, dω, dx) = ξ(dθ, dω)dx (recall (2.31)), we have cN 6 dN + eN where
dN ∶=
RRRRRRRRRRR
1
∣ΛN ∣ ∑j∈ΛN Ψ(xi, xj)(Γ(θ¯i,s, ωi, θ¯j,s, ωj) − ∫ Γ(θ¯i,s, ωi, θ,ω)ξs(dθ, dω))
RRRRRRRRRRR , (5.21)
eN ∶=
RRRRRRRRRRR
1
∣ΛN ∣ ∑j∈ΛN ∫ Γ(θ¯i,s, ωi, θ,ω)ξs(dθ, dω)Ψ(xi, xj) − ∫ Γ(θ¯i,s, ωi, θ,ω)ξs(dθ, dω)Ψ(xi, x)dx
RRRRRRRRRRR .
(5.22)
We treat first the term dN (5.21). For simplicity, we use the notation Ti,j ∶= Γ(θ¯i, ωi, θ¯j , ωj)−
∫ Γ(θ¯i, ωi, θ,ω)ξs(dθ, dω). Note that, by independence of the θ¯i and by definition of Ti,j,
for any J ≠ k1, k2, k3 and i ≠ J
E ((Ti,J ⋅ Ti,k1)(Ti,k2 ⋅ Ti,k3)) = E (E ((Ti,J ⋅ Ti,k1)(Ti,k2 ⋅ Ti,k3)∣θ¯r, r ≠ J)) ,
= E
⎛⎜⎜⎝
⎛⎜⎜⎝
Ti,k1 ⋅E (Ti,J ∣θ¯r, r ≠ l)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=0
⎞⎟⎟⎠
(Ti,k2 ⋅ Ti,k3)
⎞⎟⎟⎠
= 0.
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Consequently,
E (d8N) = E
RRRRRRRRRRR
1
∣ΛN ∣∑j≠iTi,jΨ(xi, xj)
RRRRRRRRRRR
8
,
=
1
∣ΛN ∣8 ∑k1,k2,k3,k4≠i(
4
∏
l=1
Ψ(xi, xkl)2)E(∣Ti,k1 ∣2 ∣Ti,k2 ∣2 ∣Ti,k3 ∣2 ∣Ti,k4 ∣2)
=
1
∣ΛN ∣8 ∑k1,k2,k3,k4
distincts
( 4∏
l=1
Ψ(xi, xkl)2)E(∣Ti,k1 ∣2 ∣Ti,k2 ∣2 ∣Ti,k3 ∣2 ∣Ti,k4 ∣2),
+ 6∣ΛN ∣8 ∑j,k,l
distincts
Ψ(xi, xj)2Ψ(xi, xk)2Ψ(xi, xl)4E(∣Ti,j ∣2 ∣Ti,k∣2 ∣Ti,l∣4)
+ 2∣ΛN ∣8 ∑k≠lΨ(xi, xk)
4Ψ(xi, xl)4E(∣Ti,k∣4 ∣Ti,l∣4) + 1∣ΛN ∣8 ∑k E ∣Ti,k∣
8
Ψ(xi, xk)8
6 C ∥Γ ∥8
∞
⎛
⎝
1
∣ΛN ∣8 ∑k1,k2,k3,k4
distincts
4
∏
l=1
Ψ(xi, xkl)2 + 1∣ΛN ∣8 ∑j,k,l
distincts
Ψ(xi, xj)2Ψ(xi, xk)2Ψ(xi, xl)4
+ 1∣ΛN ∣4 ∑k≠lΨ(xi, xk)
4αΨ(xi, xl)4α + 1∣ΛN ∣8 ∑k Ψ(xi, xk)
8α⎞⎠, (5.23)
where we used that ∣Ti,j ∣ 6 2 ∥Γ ∥∞ and where C is a numerical constant. An application
of Lemma 3.2 on (5.23) leads to an upper bound of E (d8N) of the form CN4 if 0 6 α < 12 ,
(respectively C
N8(1−α)
if 1
2
< α < 1), for some constant C. It remains to treat the term eN
in (5.22): for simplicity, we use the notation πi,s ∶= ∫ Γ(θ¯i,s, ωi, θ,ω)ξs(dθ, dω), so that
eN =
RRRRRRRRRRR ∑j∈ΛN ∫∆j πi,s (Ψ(xi, xj) −Ψ(xi, x)) dx
RRRRRRRRRRR 6 ∥Γ ∥∞ ∑j∈ΛN ∫∆j ∣Ψ(xi, xj) −Ψ(xi, x)∣ dx´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
6 CN−(1−α)
,
6
C ∥Γ ∥
∞
N1−α
.
Taking the expectation in (5.17) and applying Gronwall’s lemma ends the proof of Propo-
sition 3.6. 
5.4. Proof of Proposition 3.12. Since we work in this proof with the same Sobolev
space Wκ1,ι1q (and its dual), we write in this proof ∥ ⋅ ∥q instead of ∥ ⋅ ∥q,κ1,ι1 , for simplicity
of notations. Introducing the nonlinear process τ¯i,t = (θ˜i,t, ωi, xi) (Proposition 3.6), one
FLUCTUATIONS FOR MEAN-FIELD DIFFUSIONS IN SPATIAL INTERACTION 43
can decompose ⟨HN,t , g⟩ into the sum of three terms:
IN,t(g) ∶= aN∣ΛN ∣2 ∑i,j∈ΛN Ψ(xi, xj) (g(τi,t, τj,t) − g(τ¯i,t, τ¯j,t)), (5.24)
JN,t(g) ∶= aN ⎛⎝
1
∣ΛN ∣2 ∑i,j∈ΛN Ψ(xi, xj)g(τ¯i,t, τ¯j,t) −
1
∣ΛN ∣ ∑i∈ΛN ∫ Ψ(xi, x˜)g(τ¯i,t, τ˜)νt(dτ˜)
⎞
⎠ ,
(5.25)
KN,t(g) ∶= aN∣ΛN ∣ ∑i∈ΛN ∫ Ψ(xi, x˜) (g(τ¯i,t, τ˜) − g(τi,t, τ˜)) νt(dτ˜), (5.26)
Intuitively, the boundedness of IN and KN in this decomposition comes from Proposi-
tion 3.6: each particle θi is well approximated by its corresponding nonlinear process θ¯i.
The most technical part of the proof concerns the evaluation of JN and relies on cancella-
tion arguments in the expression of JN(g)2, using the independence of the (θ¯i)i∈ΛN . The
main point of the proof is that we need an estimate that is uniform in g. To do so, we use
Hibertian techniques similar to [16, 27].
Concerning IN,t(g), one has
IN,t(g)2 = a2N∣ΛN ∣4 ∑i,j,k,l∈ΛNΨ(xi, xj)Ψ(xk, xl) (g(τi,t, τj,t) − g(τ¯i,t, τ¯j,t)) (g(τk,t, τl,t) − g(τ¯k,t, τ¯l,t))
=
a2N∣ΛN ∣4 ∑i,j,k,l∈ΛNΨ(xi, xj)Ψ(xk, xl)Ri,j,t(g)Rk,l,t(g),
where we have written, for simplicity Ri,j,t = Rτi,t,τj,t,θ¯i,t,θ¯j,t (recall (3.21)). Applying the
previous equality to an orthonormal system (gp)p > 1 in the Hilbert spaceWκ1,ι1q and using
Parseval’s identity, one obtains
∥IN,t ∥4
−q
=
⎛
⎝ ∑p > 1 ∣IN,t(gp)∣
2⎞⎠
2
=
⎛
⎝
a2N∣ΛN ∣4 ∑i,j,k,l∈ΛNΨ(xi, xj)Ψ(xk, xl) ∑p > 1Ri,j,t(gp)Rk,l,t(gp)
⎞
⎠
2
6
⎛
⎝
a2N∣ΛN ∣4 ∑i,j,k,l∈ΛN Ψ(xi, xj)Ψ(xk, xl) ∥Ri,j,t ∥−q ∥Rk,l,t ∥−q
⎞
⎠
2
,
=
a4N∣ΛN ∣8 ∑i1,...,i4
j1,...,j4
4
∏
l=1
Ψ(xil , xjl)
4
∏
l=1
∥Ril,jl,t ∥−q .
By Proposition 3.10 and Cauchy-Schwarz inequality,
E( 4∏
l=1
∥Ril,jl,t ∥−q) 6 CE(
4
∏
l=1
χil,jl,t
4
∏
l=1
(∣θil,t − θ¯il,t∣ + ∣θjl,t − θ¯jl,t∣))
6 C
4
∏
l=1
E (χ8il,jl,t)
1
8
4
∏
l=1
E((∣θi,t − θ¯i,t∣ + ∣θj,t − θ¯j,t∣)8)
1
8
6
C
a4N
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where χi,j,t is a shortcut for χκ1,ι1(τi,t, τj,t, θ¯i,t, θ¯j,t) (recall (3.27)) and where we used (3.6)
and Proposition 2.6. Consequently, using (3.3),
sup
1 6 N,t 6 T
E(∥IN,t ∥4−q) 6 sup
1 6 N
⎛
⎝
C
∣ΛN ∣4 ∑i1,...,i4∈ΛN
4
∏
l=1
⎛
⎝
1
∣ΛN ∣ ∑j∈ΛN Ψ(xil , xj)
⎞
⎠
⎞
⎠ < +∞.
We now turn to the estimation of JN,t in (5.25): for all N > 1, t ∈ [0, T ]
JN,t(g) = aN∣ΛN ∣ ∑i∈ΛN
⎛
⎝
1
∣ΛN ∣ ∑j∈ΛN Ψ(xi, xj)g(τ¯i,t, τ¯j,t) − ∫ Ψ(xi, x˜)g(τ¯i,t, τ˜)νt(dτ˜)
⎞
⎠ ,
=
aN
∣ΛN ∣2 ∑i,j∈ΛN Ψ(xi, xj)(g(τ¯i,t, τ¯j,t) − ∫ g(τ¯i,t, θ˜, ω˜, xj)ξt(dθ˜, dω˜))
+ aN∣ΛN ∣ ∑i∈ΛN
⎛
⎝
1
∣ΛN ∣ ∑j∈ΛN Ψ(xi, xj)∫ g(τ¯i,t, θ˜, ω˜, xj)ξt(dθ˜, dω˜) − ∫ Ψ(xi, x˜)g(τ¯i,t, τ˜)νt(dτ˜)
⎞
⎠ ,
∶= J(1)
N,t
(g) + J(2)
N,t
(g). (5.27)
The linear form J
(1)
N in (5.27) captures the random fluctuations of the nonlinear processes
around their mean value (for fixed positions), whereas J
(2)
N
captures the variations of the
positions of the particles (for a fixed randomness). The first term in (5.27) can be simply
written as J
(1)
N,t(g) = aN∣ΛN ∣2 ∑i,j∈ΛN Ψ(xi, xj)Ai,j,t(g), where
Ai,j,t(g) ∶= g(τ¯i,t, τ¯j,t)−∫ g(τ¯i,t, θ˜, ω˜, xj)ξt(dθ˜, dω˜) = g(τ¯i,t, τ¯j,t)−E (g(τ¯i,t, τ¯j,t)∣τ¯r,t, r ≠ j) .
(5.28)
Using again a complete orthonormal system (gp)p > 1 in Wκ1,ι1q ,
∥J(1)N,t ∥4
−q
=
⎛
⎝ ∑r > 1J
(1)
N,t(gr)2⎞⎠
2
,
=
⎛
⎝
a2N∣ΛN ∣4 ∑r > 1 ∑i,j,k,l∈ΛN Ψ(xi, xj)Ψ(xk, xl)Ai,j,t(gr)Ak,l,t(gr)
⎞
⎠
2
,
=
a4N∣ΛN ∣8 ∑r,s > 1 ∑i1,...,i4
j1,...j4
4
∏
l=1
Ψ(xil , xjl)Ai1,j1,t(gr)Ai2,j2,t(gr)Ai3,j3,t(gs)Ai4,j4,t(gs).
(5.29)
Taking the expectation in (5.29), we need to estimate the quantity
E(I1, I2, I3, I4) ∶= E (Ai1,j1,t(gr)Ai2,j2,t(gr)Ai3,j3,t(gs)Ai4,j4,t(gs)) , (5.30)
for every sets of couples Il ∶= (il, jl), l = 1, . . . ,4. One crucial observation here is that for
all j ∈ ΛN ,
E (Ai,j,t(g)∣τ¯r,t, r ≠ j) = 0, (5.31)
by definition of the Ai,j in (5.28). (5.31) leads to cancellations in (5.30). We give here
a simple combinatoric argument in order to derive the relevant contributions to the es-
timation of the expectation of (5.29): associate a vertex to each {il, jl} (l = 1, . . . ,4)
and draw an edge between two vertices labelled k and l (k, l = 1, . . . ,4) if and only if{il, jl} ∩ {ik, jk} ≠ ∅ (see Figure 1). Note that when a vertex (labelled for example by
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(A) (B) (C) (D)
(E) (F ) (G)
{i1, j2}
{i3, j3} {i3, j4}
{i1, j1}
{i1, j2}
{i1, j4} {j1, j3}
{i1, j1}
{j1, j2}
{j3, j4} {j2, j3}
{i1, j1} {i2, j1}
{i1, i4} {i3, j1}
{i1, j1} {i1, j2}
{j1, j3} {j2, j3}
{i1, j1}
{i1, j1}
{i1, j1} {i1, j1}
{i1, j1}{i1, j1}
{i1, j2} {j1, j3}
{i1, j1}
Figure 1. The only nontrivial contributions to (5.30) corresponds to in-
dices given by the above diagrams.
I1 = {i1, j1}) is isolated (that is {i1, j1} ∩ {i2, i3, i4, j2, j3, j4} = ∅), by independence of the
random variables τ¯i, one obtains that
E(I1, I2, I3, I4) = E(Ai2,j2Ai3,j3Ai4,j4E(Ai1,j1 ∣τ¯r, r ≠ j1)) = 0.
Using this last observation, it is easy to enumerate by inspection all the possible nontrivial
contributions to the expectation of (5.29): they are listed in Figure 1. We only give here
a detailed analysis of the two extreme cases (i.e. the largest (A) and smallest (G)) and
leave the remaining cases to the reader. The largest contribution of E(I1, I2, I3, I4) in
E(∥J(1)
N,t
∥4
−q
) corresponds to the case (A) in Figure 1 where the set of indices {I1, I2, I3, I4}
is separated into {I1, I2} and {I3, I4} with the property that {i1, j1, i2, j2}∩{i3, j3, i4, j4} =
∅. By independence of the random variables (τ¯i)i∈ΛN , the contribution of this term to
E(∥J(1)N,t ∥4
−q
) is then
⎛
⎝ ∑p > 1
a2N
∣ΛN ∣4 ∑i,j,k,l∈ΛN Ψ(xi, xj)Ψ(xk, xl)E (Ai,j,t(gp)Ak,l,t(gp))
⎞
⎠
2
. (5.32)
First note that, thanks to (5.31), whenever i ≠ l and j ≠ l, E (Ai,j,t(g)Ak,l,t(g)) =
E (Ai,j,t(g)E (Ak,l,t(g)∣τ¯r,t, r ≠ l)) = 0, so that we can suppose that the indices (i, j, k, l) in
(5.32) are such that i = l or j = l.
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We first treat the case i = l: here, we can further assume that k = j, since if k ≠ j, one
has that E(Ai,jAk,i) = E(Ak,iE(Ai,j ∣τ¯r, r ≠ j) = 0. Hence, for fixed i, j,
∑
p > 1
E (Ai,j,t(gp)Aj,i,t(gp)) 6 ∑
p > 1
E (Ai,j,t(gp)2) 12 E (Aj,i,t(gp)2) 12 ,
6 C ∑
p > 1
E (gp(τ¯i,t, τ¯j,t)2) 12 E (gp(τ¯j,t, τ¯i,t)2) 12 ,
6 C
⎛
⎝ ∑p > 1E (gp(τ¯i,t, τ¯j,t)
2)⎞⎠
1
2 ⎛
⎝ ∑p > 1E (gp(τ¯j,t, τ¯i,t)
2)⎞⎠
1
2
,
= CE(∥Sτ¯i,t,τ¯j,t ∥2−q)
1
2
E(∥Sτ¯j,t,τ¯i,t ∥2−q)
1
2
,
where S is defined in (3.22). Thanks to Proposition 3.10 and Proposition 2.6, the last
quantity is bounded by a constant that is uniform in i, j. Consequently, the contribution
of the case i = l, j = k to (5.32) can be bounded above by
C
⎛
⎝
a2N∣ΛN ∣4 ∑i,j∈ΛN Ψ(xi, xj)
2⎞⎠
2
= C
⎛
⎝
a2N∣ΛN ∣4 ∑i,j∈ΛN d(xi, xj)
−2α⎞⎠
2
. (5.33)
When α < 1
2
, the latter quantity is bounded above by (C a2N
N2
)2 = C
N2
, by (3.3) . When
α > 1
2
, this contribution is of order (N2(1−α)
N3
N2α)2 = C
N2
.
We now treat the case where j = l in (5.32). Proceeding as before and using again (3.3),
one easily sees that the contribution of this case to (5.32) can be bounded above by
C
⎛
⎝
a2N∣ΛN ∣4 ∑i,j,k∈ΛN Ψ(xi, xj)Ψ(xk, xj)
⎞
⎠
2
6 C (a2N
N
)
2
, (5.34)
which is uniformly bounded in N , in both cases α < 1
2
and α > 1
2
, by definition of aN . One
can conclude that (5.32) is uniformly bounded in N .
We now treat the case of the smallest contribution to E(∥J(1)
N,t
∥4
−q
) which corresponds
to the case where all the four couples of indices are equal (see the case (G) in Figure 1):
I1 = I2 = I3 = I4 = (i, j). This case boils down to estimating the following quantity
a4N∣ΛN ∣8 ∑i,j∈ΛN Ψ(xi, xj)
4 ∑
r,s > 1
E (Ai,j,t(gr)2Ai,j,t(gs)2) = a4N∣ΛN ∣8 ∑i,j∈ΛN Ψ(xi, xj)
4E(∥Ai,j,t ∥4−q)
(5.35)
6
Ca4N∣ΛN ∣8 ∑i,j∈ΛN d(xi, xj)
−4α.
Using again (3.3), we see that if 0 6 α < 1
4
, the last quantity is bounded above by
C
a4
N
N8N2
= C
N4
. If α = 1
4
, we obtain an upper-bound of order lnN
N4
. If 1
4
< α < 1
2
, the upper-
bound is of order N
4α
N5
6 1
N3
and in the case 1
2
< α < 1, one has an upper-bound of order
N4(1−α)
N7
N4α = 1
N3
. In any case, this term is bounded in N . From all this we can conclude
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that
sup
t 6 T
E(∥J(1)
N,t
∥4
−q
) 6 C (a2N
N
)
2
. (5.36)
We now turn to the second term J
(2)
N,t
in (5.27). Setting [g, ξt] (τ, x˜) = [g, ξt]1 (τ, x˜) =
∫ g(τ, θ˜, ω˜, x˜)ξt(dθ˜, dω˜) (recall (2.2)) and defining ∆j ∶= [xj , xj+1[⊂ S, j ∈ ΛN , one obtains
J
(2)
N,t(g) = aN∣ΛN ∣ ∑i∈ΛN
⎛
⎝
1
∣ΛN ∣ ∑j∈ΛN Ψ(xi, xj) [g, ξt] (τ¯i,t, xj) − ∫ Ψ(xi, x˜) [g, ξt] (τ¯i,t, x˜)dx˜
⎞
⎠ ,
=
aN∣ΛN ∣ ∑i,j∈ΛN ∫∆j (Ψ(xi, xj) [g, ξt] (τ¯i,t, xj) −Ψ(xi, x˜) [g, ξt] (τ¯i,t, x˜)) dx˜,
=
aN∣ΛN ∣ ∑i,j∈ΛN ∫∆j [g, ξt] (τ¯i,t, xj) (Ψ(xi, xj) −Ψ(xi, x˜)) dx˜
+ aN∣ΛN ∣ ∑i,j∈ΛN ∫∆j Ψ(xi, x˜) ([g, ξt] (τ¯i,t, xj) − [g, ξt] (τ¯i,t, x˜)) dx˜,
∶= J(3)
N,t
(g) + J(4)
N,t
(g).
Concerning J
(3)
N,t, setting ui,j(g) ∶= [g, ξt] (τ¯i,t, xj)∫∆j (Ψ(xi, xj) −Ψ(xi, x˜)) dx˜, we have
E(∥J(3)
N,t
∥4
−q
) = a4N∣ΛN ∣4 ∑i1,...,i4
j1,...,j4
E
⎛
⎝ ∑r,s > 1ui1,j1(gr)ui2,j2(gr)ui3,j3(gs)ui4,j4(gs)
⎞
⎠ ,
6
⎛⎜⎝
a2N
∣ΛN ∣2 ∑i,j,k,l∈ΛN
⎧⎪⎪⎨⎪⎪⎩E
⎛
⎝ ∑p > 1ui,j(gp)
2⎞⎠
⎛
⎝ ∑p > 1uk,l(gp)
2⎞⎠
⎫⎪⎪⎬⎪⎪⎭
1
2⎞⎟⎠
2
.
Using (3.1), it is easy to see that ∫∆j ∣Ψ(xi, xj) −Ψ(xi, x˜)∣ dx˜ 6 Nα−1∣i−j∣α+1 . Moreover,
∑
p > 1
E ([gp, ξt] (τ¯i,t, xj)2) 6 ∑
p > 1
E(∫ gp(τ¯i,t, θ˜, ω˜, xj)2ξt(dθ˜, dω˜)) ,
= E(∫ ∥Sτ¯i,t,θ˜,ω˜,xj ∥2−q ξt(dθ˜, dω˜)) ,
which is uniformly bounded in i, j and N (recall Proposition 3.10). Consequently, for some
constant C > 0,
⎧⎪⎪⎨⎪⎪⎩E
⎛
⎝ ∑p > 1ui,j(gp)
2⎞⎠
⎛
⎝ ∑p > 1uk,l(gp)
2⎞⎠
⎫⎪⎪⎬⎪⎪⎭
1
2
6
CN2(α−1)
∣i − j∣α+1 ∣k − l∣α+1 .
Thus, one obtains that
sup
t 6 T
E(∥J(3)N,t ∥4
−q
) 6 C ⎛⎝
a2N∣ΛN ∣2 ∑i,j,k,l∈ΛN
N2(α−1)
∣i − j∣α+1 ∣k − l∣α+1
⎞
⎠
2
6 C
a4N
N4(1−α) ,
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which is bounded, uniformly in N , by definition of aN . Turning to J
(4)
N,t
and setting
Ui,j(g) ∶= Uτ¯i,t,xj ,xi,∆j ,ξt(g) = ∫∆j Ψ(xi, x˜) ([g, ξt] (τ¯i,t, xj) − [g, ξt] (τ¯i,t, x˜)) (recall the defi-
nition of the form U in Proposition 3.11), we have
E(∥J(4)
N,t
∥4
−q
) 6 a4N∣ΛN ∣4 ∑i1,...,i4
j1,...,j4
E( 4∏
l=1
∥Uil,jl ∥−q) .
Hence, using the boundedness of the linear form U in (3.28)
E(∥J(4)
N,t
∥4
−q
) 6 C a4N∣ΛN ∣4 ∑i1,...,i4
j1,...,j4
E
4
∏
l=1
⎛
⎝(1 + ∣θil,t∣κ1 + ∣ωil ∣ι1)
⎛
⎝ supx∈∆jl ∣xjl − x∣
⎞
⎠∫∆jl Ψ(xil , x˜)dx˜
⎞
⎠ ,
6 C
a4N∣ΛN ∣4
1
N4
∑
i1,...,i4
j1,...,j4
4
∏
l=1
(∫
∆jl
Ψ(xil , x˜)dx˜)E
4
∏
l=1
(1 + ∣θil,t∣κ1 + ∣ωil ∣ι1) ,
6 C
a4N
N4
1
∣ΛN ∣4 ∑i1,...,i4
4
∏
l=1
∑
j∈ΛN
∫
∆j
Ψ(xil , x˜)dx˜ 6 C a
4
N
N4
,
so that supN > 1,t 6 T E(∥J(4)N,t ∥4
−q
) < +∞.
The same estimate about the last term KN,t can be proven along the same lines as we
have done for the first term IN,t. We leave the proof to the reader. Proposition 3.12 is
proven. 
5.5. Proof of Proposition 4.1.
Definition 5.1. Define the linear forms on the space of functions (θ,ω,x, θ˜, ω˜, x˜) ↦
g(θ,ω,x, θ˜, ω˜, x˜) on (X ×Y × S)2:
Pg(θ,ω, θ˜, ω˜, x) ∶= g(θ,ω,x, θ˜, ω˜, x), (5.37)
Qg ∶= g −Pg. (5.38)
If we fix (θ,ω, θ˜, ω˜, x) and we see g as a function of the second spatial variable x˜ only, we
have to think of Pg as the first (constant) term in the Taylor decomposition of x˜ ↦ g(x˜)
around x, Qg being the remainder.
Proof of Proposition 4.1. We decompose ηN,0 (1.9) and HN,0 (2.7) into the sum of terms
of different scalings (see Remark 5.2 below): for all test function (θ,ω,x) ↦ f(θ,ω,x)
⟨ηN,0 , f⟩ = aN∣ΛN ∣ ∑i∈ΛN (f(θi,0, ωi, xi) − [f, ξ0] (xi))
+ aN ⎛⎝
1
∣ΛN ∣ ∑i∈ΛN [f, ξ0] (xi) − ∫ [f, ξ0] (x)dx
⎞
⎠ ∶= ⟨η(1)N,0 , f⟩ + ⟨η(2)N,0 , f⟩ , (5.39)
FLUCTUATIONS FOR MEAN-FIELD DIFFUSIONS IN SPATIAL INTERACTION 49
where [f, ξ0] (x) = ∫X×Y f(θ,ω,x)ξ0(dθ, dω) and for every test functions (τ, τ˜)↦ g(τ, τ˜)
⟨HN,0 , g⟩ = aN∣ΛN ∣2 ∑i,j∈ΛN Ψ(xi, xj) (g(τi,0, τj,0) − [g, ξ0] (τi,0, xj))
+ aN∣ΛN ∣ ∑i∈ΛN (
1
∣ΛN ∣ ∑j∈ΛN Ψ(xi, xj) [g, ξ0] (τi,0, xj) − ∫SΨ(xi, x˜) [g, ξ0] (τi,0, x˜)dx˜),
∶= ⟨H(1)N,0 , g⟩ + ⟨H(2)N,0 , g⟩ , (5.40)
where (recall (2.2)) [g, ξ0] (τ, x˜) = [g, ξ0]1 (θ,ω,x, x˜) = ∫X×Y g(τ, θ˜, ω˜, x˜)ξ0(dθ˜, dω˜).
Remark 5.2. In (5.39) and (5.40), η
(1)
N,0
and H
(1)
N,0
capture the fluctuations of the i.i.d.
particles and disorder at t = 0 (and hence, should scale as aN√
N
for large N with Gaussian
limits in the case aN =
√
N). On the other hand, the processes η
(2)
N,0
and H
(2)
N,0
capture
the variations of the system w.r.t. the spatial variables (for a fixed randomness). Hence,
the scaling of η
(2)
N,0
and H
(2)
N,0
is governed by the regularity of the weight Ψ and the test
functions. This scaling is in any case different from the Gaussian scaling and yields to
deterministic limits as N →∞.
We first make the observation that in (5.39), η
(2)
N,0
converges to 0 as N →∞, regardless
of the value of α ∈ [0,1). Indeed, since f in (5.39) is at least of class C1 (recall (3.9)), one
has ∣⟨η(2)N,0 , f⟩∣ 6 C ∥∇f ∥∞ aNN , which goes to 0 as N →∞ in both cases α < 12 and α > 12 .
Secondly, using in (5.40) the decomposition of Definition 5.1, we write
⟨H(2)N,0 , g⟩ = ⟨H(2)N,0 , Pg⟩ + ⟨H(2)N,0 , Qg⟩ . (5.41)
The intuition for (5.41) is that the only (possibly) nontrivial contribution to H
(2)
N,0 only
comes from Pg, the remainderQg being already sufficiently regular in (x, x˜) to compensate
for the singularity of the kernel (x, x˜) ↦ Ψ(x, x˜) in (5.40): regardless of the value of
α ∈ [0,1),
⟨H(2)
N,0
, Qg⟩ → 0, as N →∞. (5.42)
Indeed, since g is at least of class C2 (recall (3.9)), one can write
[Qg, ξ0] (θ,ω,x, x˜) = ∫
X×Y
(g(θ,ω,x, θ˜, ω˜, x˜) − g(θ,ω,x, θ˜, ω˜, x)) ξ0(dθ˜, dω˜),
= ∫
X×Y
∫
x˜
x
∂ug(θ,ω,x, θ˜, ω˜, u)duξ0(dθ˜, dω˜),
= d(x, x˜)( 1
d(x, x˜) ∫
x˜
x
[∂ug, ξ0]1 (θ,ω,x,u)du)
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
∶=Q(θ,ω,x,x˜)
,
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where, by assumption on g, the function Q is bounded and of class C1. Writing Qi(xi, xj) =
Q(θi,0, ωi, xi, xj), ⟨H(2)N,0 , Qg⟩ can be written as
⟨H(2)
N,0
, Qg⟩ = aN∣ΛN ∣ ∑i∈ΛN (
1
∣ΛN ∣ ∑j∈ΛN Ψ(xi, xj) [Qg, ξ0] (θi,0, ωi, xi, xj)
− ∫
S
Ψ(xi, x˜) [Qg, ξ0] (θi,0, ωi, xi, x˜)dx˜),
=
aN∣ΛN ∣ ∑i∈ΛN (
1
∣ΛN ∣ ∑j∈ΛN d(xi, xj)
1−αQi(xi, xj) − ∫
S
d(xi, x˜)1−αQi(xi, x˜)dx˜),
=
aN∣ΛN ∣ ∑i∈ΛN ( ∑j∈ΛN ∫∆j (d(xi, xj)
1−αQi(xi, xj) − d(xi, x˜)1−αQi(xi, x˜)) dx˜),
=
aN∣ΛN ∣ ∑i∈ΛN ( ∑j∈ΛN ∫∆j Qi(xi, xj) (d(xi, xj)
1−α − d(xi, x˜)1−α) dx˜)
+ aN∣ΛN ∣ ∑i∈ΛN ( ∑j∈ΛN ∫∆j d(xi, x˜)
1−α (Qi(xi, xj) −Qi(xi, x˜)) dx˜),
= ⟨H(5)N,0 , g⟩ + ⟨H(6)N,0 , g⟩ (5.43)
where ∆j ∶= [xj , xj+1). We treat the two terms in (5.43) separately. First of all,
∣⟨H(5)
N,0
, g⟩∣ 6 ∥∂ug ∥∞ aN∣ΛN ∣ ∑i∈ΛN ( ∑j∈ΛN ∫∆j ∣d(xi, xj)
1−α − d(xi, x˜)1−α∣ dx˜).
A long but easy calculation shows that the term within the parentheses is of order 1
N
,
uniformly in i ∈ ΛN (it is the speed of convergence of the Riemann sum associated to
x ↦ ∣x∣1−α towards its integral), so that ∣⟨H(5)
N,0
, g⟩∣ 6 C aN
N
, which, in any case in α, goes
to 0 as N →∞. As far as the second term in (5.43) is concerned, one has
∣⟨H(6)N,0 , g⟩∣ 6 ∥∂2ug ∥∞ aN∣ΛN ∣ ∑i∈ΛN ( ∑j∈ΛN ∫∆j ∣xj − x˜∣ dx˜),
that is of order aN
N
→N→∞ 0 too. This proves (5.42).
We specify now our analysis to cases α < 1
2
and α > 1
2
. We first treat the case α < 1
2
.
First observe that in this case the whole process H
(2)
N,0
(not only ⟨H(2)
N,0
, Qg⟩) converges to
0 as N →∞. Indeed, since one has trivially [Pg, ξ0] (τ, x˜) = [g, ξ0] (τ, x), we have
⟨H(2)N,0 , Pg⟩ = 1∣ΛN ∣ ∑i∈ΛN [g, ξ0] (τi,0, xi)
⎧⎪⎪⎨⎪⎪⎩aN(
1
∣ΛN ∣ ∑j∈ΛN Ψ(xi, xj) − ∫SΨ(xi, x˜)dx˜)
⎫⎪⎪⎬⎪⎪⎭ ,
(5.44)
which by Lemma 3.4 goes to 0 as N → ∞. From this and the remarks made above,
everything boils down to the identification of the limit of the process (η(1)
N,0
,H
(1)
N,0
)N > 1.
To do so, we identify the limit of XN ∶= u ⟨η(1)N,0 , f⟩ + v ⟨H(1)N,0 , g⟩ for any scalars u and v
and any test functions f and g. By a density argument, it suffices to identify the limit
for test functions g of the type g(θ,ω,x, θ˜, ω˜, x˜) = g1(θ,ω)g2(θ˜, ω˜)h(x, x˜). In such a case,
FLUCTUATIONS FOR MEAN-FIELD DIFFUSIONS IN SPATIAL INTERACTION 51
(recall that aN =
√
N and ∣ΛN ∣ = 2N)
⟨H(1)
N,0
, g⟩ = 1√
N
∑
j∈ΛN
g¯2(θj,0, ωj)⎛⎝
1
4N
∑
i∈ΛN
g1(θi,0, ωi)h(xi, xj)Ψ(xi, xj)⎞⎠ , (5.45)
where
g¯2(θ,ω) ∶= g2(θ,ω) − ∫ g2(θ˜, ω˜)ξ0(dθ˜, dω˜). (5.46)
Intuitively, the term within brackets in (5.45) should be, for large N , close to Ξ(xj) where
Ξ(x˜) ∶= 1
2
∫ g1(θ,ω)h(x, x˜)Ψ(x, x˜)ξ0(dθ, dω)dx. (5.47)
Hence, one can decompose H
(1)
N,0
into
⟨H(1)
N,0
, g⟩ = 1√
N
∑
j∈ΛN
g¯2(θj,0, ωj)Ξ(xj)
+ 1√
N
∑
j∈ΛN
g¯2(θj,0, ωj)⎛⎝Ξ(xj) −
1
4N
∑
i∈ΛN
g1(θi,0, ωi)h(xi, xj)Ψ(xi, xj)⎞⎠
∶= ⟨H(3)
N,0
, g⟩ + ⟨H(4)
N,0
, g⟩ .
(5.48)
Consequently, XN may be written as
XN = u ⟨η(1)N,0 , f⟩+ v ⟨H(3)N,0 , g⟩ + v ⟨H(4)N,0 , g⟩ ,
=
1√
2N
∑
i∈ΛN
( u√
2
f¯(θi,0, ωi, xi) + v√2g¯2(θi,0, ωj)Ξ(xi)) + v ⟨H(4)N,0 , g⟩ (5.49)
Let us admit for a moment that H
(4)
N,0
converges in L2 to 0, as N → ∞. Then, Proposi-
tion 4.1 for α < 1
2
is a consequence of Lyapounov Central Limit Theorem (see [8], Theo-
rem 27.3, page 362) applied to (5.49) and the convergence as N →∞ of
s2N ∶= 1N ∑j∈ΛN
E
⎛
⎝(
u√
2
f¯(θi,0, ωi, xi) + v√2g¯2(θi,0, ωj)Ξ(xi))
2⎞
⎠
to u2Cη(f, f) + 2uvCη,H(f, g) + CH(g, g) (recall (4.2) and (5.47)). We are now left with
proving that H
(4)
N,0
in (5.48) goes to 0 in L2 as N → ∞. Indeed, using that (θi,0, ωi)i∈ΛN
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are i.i.d. and that E(g¯2(θi,0, ωi)) = 0 for all i ∈ ΛN , we obtain
E(⟨H(4)N,0 , g⟩2) = 1N ∑i∈ΛN E (g¯2(θi,0, ωi)
2)Ξ(xi)2
− 1
2N2
∑
i,k∈ΛN
E (g¯2(θi,0, ωi)2)E (g1(θk,0, ωk))h(xk, xi)Ψ(xk, xi)Ξ(xi)
+ 1
16N3
∑
i,j,k∈ΛN
E (g¯2(θi,0, ωi)2)E (g1(θj,0, ωj))E (g1(θk,0, ωk))h(xj , xi)Ψ(xj , xi)h(xk, xi)Ψ(xk, xi)
= E (g¯2(θ1,0, ω1)2)( 1
N
∑
i∈ΛN
Ξ(xi)2
−E (g1(θ1,0, ω1)) 1
2N2
∑
i,k∈ΛN
h(xk, xi)Ψ(xk, xi)Ξ(xi)
+E (g1(θ1,0, ω1))2 1
16N3
∑
i,j,k∈ΛN
h(xj , xi)Ψ(xj , xi)h(xk, xi)Ψ(xk, xi)).
As N →∞, this quantity goes to
lim
N→∞
E(⟨H(4)N,0 , g⟩2) = 2∫ Ξ(x˜)2 dx˜ − 4E (g1(θ1,0, ω1))2∫ (12 ∫ h(x, x˜)Ψ(x, x˜)dx)
2
dx˜
+ 2E (g1(θ1,0, ω1))2∫ (1
2
∫ h(x, x˜)Ψ(x, x˜)dx)2 dx˜
= 2∫ Ξ(x˜)2 dx˜ − 4∫ Ξ(x˜)2 dx˜ + 2∫ Ξ(x˜)2 dx˜ = 0.
which is the desired result. This concludes the proof of Proposition 4.1 in the case α < 1
2
.
It remains to treat the case α > 1
2
(where aN = N1−α): as already proven in the case α <
1
2
, the quantity
√
N
∣ΛN ∣ ∑i∈ΛN (f(θi,0, ωi, xi) − [f, ξ0] (xi)) converges in law, so that ⟨η(1)N,0 , f⟩ =
aN√
N
√
N
∣ΛN ∣ ∑i∈ΛN (f(θi,0, ωi, xi) − [f, ξ0] (xi)) converges in law to 0 as N →∞. Since it is also
the case for ⟨η(2)N,0 , f⟩, the whole process ηN,0 converges in law to 0. It remains to identify
the limit for HN,0: note that ⟨H(1)N,0 , g⟩ = J(1)N,0(g), where J(1)N,t was defined in (5.27). In
particular, we see from (5.36) and the definition of aN in (1.10) that H
(1)
N,0
vanishes to
0 as N → ∞ when α > 1
2
. By the remarks made at the beginning of this proof, it only
remains to identify the limit of ⟨H(2)N,0 , Pg⟩ in (5.41). An application of Lemma 3.4 to
(5.44) clearly shows that ⟨H(2)N,0 , Pg⟩ converges as N →∞ to the quantity defined in (4.3).
This concludes the proof of Proposition 4.1. 
5.6. Proof of Proposition 4.6. The proof of this result is standard and uses techniques
developed by Kunita in [24] and used by Mitoma [32] and Jourdain and Me´le´ard [23].
Since the following is mostly an adaptation of the approach of [23] to our case, we sketch
the main lines of proof and refer to the mentioned references for technical details.
Since θ ↦ c(θ,ω) and Γ are supposed to be bounded as well as their derivatives up to
order 3P +9, the function θ ↦ v(t, θ,ω) is regular and bounded (with bounded derivatives),
uniformly in t ∈ [0, T ]. According to [24], Theorem 4.4, p.277, the flow Xs,t(τ, τ˜)0 6 s 6 t 6 T
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defines a C3P+8 diffeomorphism. By [24], for any differential operator D on (Rm)2 of order
smaller that 3P + 8
sup
(τ,τ˜)∈X×Y×S
sup
0 6 s 6 t 6 T
EB,B˜ (∣DXs,t(τ, τ˜)∣r) < +∞, r > 0. (5.50)
Using this estimate and backward Ito’s formula ([24], Theorem 1.1, p.256), it is possible
to prove (see [23], p.761) that for all g ∈ C2b , for all 0 6 s 6 t 6 T , for all (τ, τ˜),
U(t, s)g(τ, τ˜ ) − g(τ, τ˜ ) = ∫ t
s
L
(1)
r (U(t, r)g)(τ, τ˜ )dr. (5.51)
The next step is to prove that (5.51) is also valid in the space C0,2ι
3(P+2). This relies on the
following lemma (we refer to [23], Lemma 3.11 for a proof of this result):
Lemma 5.3. Under the assumptions of Section 2.2, the operator L
(1)
t is continuous from
C
0,ι
3P+8
to C0,2ι
3(P+2) and
∥L (1)t g ∥C0,2ι
3(P+2)
6 C ∥ g ∥
C
0,ι
3P+8
, t ∈ [0, t]
∥L (1)s g −L (1)t g ∥C0,2ι
3(P+2)
6 C ∥ g ∥
C
0,ι
3P+8
∣t − s∣ , s, t ∈ [0, T ].
For any j 6 3P + 8, the operator U(t, s) is a linear operator from C0,0j to C0,ιj such that
∥U(t, s)g ∥
C
0,ι
j
6 C ∥ g ∥
C
0,0
j
, 0 6 s 6 t 6 T,
∥U(t, s)g −U(t, s′)g ∥
C
0,ι
j
6 C ∥ g ∥
C
0,0
j+1
√
s′ − s, 0 6 s 6 s′ 6 t 6 T.
Note in particular that there exists C > 0 such that for any differential operator D of
order smaller than 3(P + 2), ∥D [ΓΨ, νs] −D [ΓΨ, νt] ∥∞ 6 C ∣t − s∣, for any s, t ∈ [0, T ].
The change in the parameter ι in the spaces C0,ιj in Lemma 5.3 comes from the fact
that (θ,ω) ↦ c(θ,ω) is possibly unbounded in ω: there exists C > 0 such that for all
differential operators D1 and D2, with sum of orders smaller than 3(P + 2), ∣D1gD2c∣
1+∣ω∣2ι =
∣D1g∣
1+∣ω∣ι
∣D2c∣(1+∣ω∣ι)
1+∣ω∣2ι 6 C
∣D1g∣
1+∣ω∣ι , by assumption on c. As a consequence of Lemma 5.3, we
know that if g ∈ C0,0
3P+9
, s ↦ L
(1)
s (U(t, s)g) is continuous in C0,2ι3(P+2) and hence that
∫ t0 L (1)s (U(t, s)g)ds makes sense as a Riemann integral in C0,2ι3(P+2). In particular, we
obtain, for every g ∈ C0,0
3P+9
U(t, s)g − g = ∫ t
s
L
(1)
r (U(t, r)g)dr, in C0,2ι3(P+2). (5.52)
We are now ready to establish the representation (4.18): let E a solution to (4.17) in
C([0, T ],Wκ+γ,ι+γ
−2(P+2)). Since Wκ+γ,ι+γ−2(P+2) ↪Wκ,ι−3(P+2), we have, for all g ∈Wκ,ι3(P+2),
⟨Et , g⟩ = ∫ t
0
⟨Es , L (1)s g⟩ ds + ∫ t
0
⟨Rs , g⟩ ds. (5.53)
Both relations (5.52) and (5.53) are in particular true for every g ∈ C0,03P+9, since C
0,2ι
3(P+2) ↪
W
κ,ι
3(P+2) (by (3.17) and since by assumption κ >m and ι > n+2ι, recall (2.26) and (2.27)).
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Combining (5.52) and (5.53), one obtains for g ∈ C0,0
3P+9
⟨Et , g⟩ = ∫ t
0
⟨(L (1)s )∗Es +Rs , U(t, s)g − ∫ t
s
L
(1)
r (U(t, r)g)dr⟩ ds
= ∫
t
0
⟨(L (1)s )∗Es +Rs , U(t, s)g⟩ ds − ∫ t
0
∫
t
s
⟨(L (1)s )∗Es +Rs , L (1)r (U(t, r)g)⟩ dr ds,
= ∫
t
0
⟨(L (1)s )∗Es +Rs , U(t, s)g⟩ ds − ∫ t
0
∫
r
0
⟨(L (1)s )∗Es +Rs , L (1)r (U(t, r)g)⟩ dsdr,
= ∫
t
0
⟨(L (1)s )∗Es +Rs , U(t, s)g⟩ ds − ∫ t
0
⟨Er , L (1)r (U(t, r)g)⟩ dr, (5.54)
= ∫
t
0
⟨Rs , U(t, s)g⟩ ds,
where we used again (5.53) in (5.54). Since C0,0
3P+9
is dense in C0,0
2(P+2), the identity Et =
∫ t0 U(t, s)∗Rs ds holds in C0,0−2(P+2). Since C0,02(P+2) is dense in Wκ+γ,ι+γ2(P+2) , uniqueness holds
for (4.17) in C([0, T ],Wκ+γ,ι+γ
−2(P+2)). Proposition 4.6 is proven. 
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