A linearly implicit and local energy-preserving scheme for the
  sine-Gordon equation based on the invariant energy quadratization approach by Jiang, Chaolong et al.
A linearly implicit and local energy-preserving scheme for
the sine-Gordon equation based on the invariant energy
quadratization approach
Chaolong Jiang1, Wenjun Cai2, Yushun Wang2∗
1 School of Statistics and Mathematics,
Yunnan University of Finance and Economics, Kunming 650221, China
2 Jiangsu Provincial Key Laboratory for NSLSCS,
School of Mathematical Sciences, Nanjing Normal University,
Nanjing 210023, China
Abstract
In this paper, we develop a novel, linearly implicit and local energy-preserving
scheme for the sine-Gordon equation. The basic idea is from the invariant energy
quadratization approach to construct energy stable schemes for gradient systems,
which are energy dispassion. We here take the sine-Gordon equation as an exam-
ple to show that the invariant energy quadratization approach is also an efficient
way to construct linearly implicit and local energy-conserving schemes for energy-
conserving systems. Utilizing the invariant energy quadratization approach, the
sine-Gordon equation is first reformulated into an equivalent system, which inherits
a modified local energy conservation law. The new system are then discretized by
the conventional finite difference method and a semi-discretized system is obtained,
which can conserve the semi-discretized local energy conservation law. Subsequently,
the linearly implicit structure-preserving method is applied for the resulting semi-
discrete system to arrive at a fully discretized scheme. We prove that the resulting
scheme can exactly preserve the discrete local energy conservation law. Moveover,
with the aid of the classical energy method, an unconditional and optimal error
estimate for the scheme is established in discrete H1h-norm. Finally, various numeri-
cal examples are addressed to confirm our theoretical analysis and demonstrate the
advantage of the new scheme over some existing local structure-preserving schemes.
AMS subject classification: 65M12, 65M06
Keywords: Linearly implicit, energy-preserving, invariant energy quadratization,
sine-Gordon equation.
1 Introduction
In this paper, we consider the following sine-Gordon equation in two dimensions
utt = ∆u− sin(u), (x, y) ∈ Ω ⊂ R2, 0 < t ≤ T, (1.1)
with initial conditions
u(x, y, 0) = f(x, y), ut(x, y, 0) = g(x, y), (x, y) ∈ Ω¯,
where ∆ = ∂xx + ∂yy, Ω = (xL, xR) × (yL, yR) ⊂ R2, and f(x, y) and g(x, y) are wave
modes or kinks and their velocity, respectively [21].
∗Correspondence author. Email: wangyushun@njnu.edu.cn.
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Proposition 1.1. The sine-Gordon equation (1.1) admits the following local energy
conservation law(1
2
v2 +
1
2
u2x +
1
2
u2y + (1− cos(u))
)
t
− (uxv)x − (uyv)y = 0. (1.2)
Proof. Eq. (1.1) can be rewritten as
ut = v, (1.3)
vt = ∆u− sin(u), (1.4)
Multiplying of (1.4) with v, we have
vtv −∆uv + sin(u)v = 0. (1.5)
By the continuous Leibniz rule, together with (1.3), we have
vvt =
1
2
(v2)t, sin(u)v = sin(u)ut = (1− cos(u))t, (1.6)
and
∆uv = (uxv)x + (uyv)y − uxvx − uyvy = (uxv)x + (uyv)y − 1
2
(u2x + u
2
y)t. (1.7)
From (1.5)-(1.7), we can obtain the local energy conservation law (1.2).
Under suitable boundary conditions, such as periodic boundary conditions, integrat-
ing the energy conservation law (1.2) over the spatial domain leads to the following
global energy conservation law
H(t) = 1
2
∫∫
Ω
(v2 + u2x + u
2
y + 2(1− cos(u)))dxdy ≡ H(0). (1.8)
Various numerical schemes were proposed and studied for solving the sine-Gordon
equation, including finite difference methods [3, 9], a finite element method [2], a mesh-
less method [11], a split cosine method [34] and other effective methods (e.g., see Refs.
[12, 20, 27]). However, the mentioned numerical methods cannot preserve the discrete
analogue of the continuous energy conservation property of the sine-Gordon equation.
In recent years, due to the superior properties in long time numerical computation
over traditional numerical methods, structure-preserving methods, which can preserve
one or more intrinsic properties of the system exactly, become more and more power-
ful in scientific research. As the most important components of structure-preserving
methods, symplectic and multi-symplectic methods, which can preserve symplectic and
multisymplectic structures of Hamiltonian systems, respectively, have gained remark-
able success in numerical stimulations of the sine-Gordon equation (e.g., see Refs.
[1, 18, 24, 29, 30, 31, 35, 43] and references therein). Besides the geometric structure, the
sine-Gordon equation also possesses the energy conservation law. It is well-known that
the conservation of energy is a crucial property of mechanical systems and plays an im-
portant role in the proof of stability, convergence and existence of solution for numerical
methods (e.g., see Refs. [25, 39]). Thus, how to design numerical schemes, which pre-
serve rigorously a discrete energy of the sine-Gordon equation, attracts a lot of interest
(e.g. see Refs. [4, 5, 8, 14, 17, 19, 22, 25, 40] and references therein). However, most of
existing energy-conserved schemes are fully implicit, which implies that one has to solve
a system of nonlinear equations, at each time step. An explicit energy-preserving scheme
is much easier for implementation, however, it is often conditionally stable (e.g., see Refs.
2
[17, 40]) so that it may require very small temporal step-size and suffer impractical com-
putational costs for long time computation. The golden middle strategy is to develop
linearly implicit schemes. At each time step, the linearly implicit scheme only requires
to solve a linear system, which leads to considerably lower costs than the implicit one. In
Ref. [28], Matsuo and Furihata proposed a new procedure for designing linearly implicit
schemes for complex-valued nonlinear partial differential equations, which inherit energy
conservation. Later on, Dahlby and Owren [10] generalized the ideas and developed a
general framework for deriving linearly implicit and energy-preserving schemes for par-
tial differential equations (PDEs) with polynomial nonlinearities. Recently, Cai et al.
[7] proposed the partitioned averaged vector field method, which provides an efficient
procedure to develop linearly implicit and energy-preserving schemes for some special
Hamiltonian PDEs. However, these procedures are invalid for conserving-systems with
nonpolynomial nonlinearities, such as the sine-Gordon equation.
In addition, most of existing linearly implicit schemes can only preserve the global
energy which depends on the suitable boundary conditions, such as periodic boundary
conditions, otherwise these schemes will be failed. To address this drawback, Wang et
al. [36] introduced the concept of local structure-preserving methods. The basic idea of
the local structure-preserving methods is to generalize the preserved structures of the
structure-preserving methods on the global time level to local area so that the structures
can be preserved in any local areas or any points in time-space region. Therefore, the
boundary conditions are not necessary any more. In recent years, the local structure-
preserving method has been of high interest in studying Hamiltonian PDEs (e.g., see
Refs. [6, 15, 26] and references therein). However, to the best of our knowledge, there has
been no reference considering a linearly implicit scheme for energy-conserving systems,
which can preserve the local energy conservation law. In this paper, following the idea of
invariant energy quadratization (IEQ) approach, we develop a linearly implicit and local
energy-preserving scheme for the sine-Gordon equation (1.1). Furthermore, based on
the classical energy method, an unconditionally optimal error estimate for the proposed
scheme in discrete H1h-norm is established. The IEQ approach was recently proposed
by Yang and his collaborators [37, 38, 41] to develop linearly implicit and energy stable
schemes for gradient flows. To our knowledge, there has been no reference considering
the IEQ approach for developing linearly implicit schemes for energy-conserving systems,
which inherit the local energy conservation law, so is the error estimate for the scheme
proposed by the IEQ approach. Taking the sine-Gordon equation (1.1) for example, we
first explore the feasibility of the IEQ approach and establish the first result on the error
estimate of the scheme obtained by the IEQ approach without any restriction on the
mesh ratio.
The outline of this paper is organized as follows. In Section 2, the sine-Gordon
equation (1.1) is rewritten as an equivalent system based on the IEQ approach, which
inherits a modified local energy conservation law. A semi-discrete system, which can
exactly preserve the semi-discrete modified local energy conservation law, is then ob-
tained by using the conventional finite difference method for the spatial discretization.
Finally, we apply a linearly implicit structure-preserving method for the semi-discrete
system to arrive at fully discrete schemes, which are shown to preserve the discrete local
energy conservation law exactly. The unique solvability of the solution and the con-
vergence analysis of the proposed scheme are presented in Section 3. Some numerical
experiments are reported in Section 4. We draw some conclusions in Section 5.
3
2 Construction of the linearly implicit and local energy-
preserving scheme
In this section, we propose a linearly implicit and local energy-preserving scheme
for the sine-Gordon equation (1.1). Inspired by the IEQ approach, we first introduce a
Lagrange multiplier (auxiliary variable) r =
√
2− cos(u), and rewrite (1.3)-(1.4) as
ut = v,
vt = ∆u− sin(u)√
2− cos(u)r,
rt =
sin(u)
2
√
2− cos(u)v.
(2.1)
Theorem 2.1. The system (2.1) satisfies the following modified local energy conserva-
tion law(1
2
v2 +
1
2
u2x +
1
2
u2y + r
2
)
t
− (uxv)x − (uyv)y = 0. (2.2)
Proof. Multiplying of the second equality of (2.1) with v, we have
vtv −∆uv + sin(u)√
2− cos(u)rv = 0. (2.3)
With the third equality of (2.1), we can deduce
sin(u)√
2− cos(u)rv = 2rrt = (r
2)t. (2.4)
From (1.6), (1.7) and (2.4), we obtain(1
2
v2 +
1
2
u2x +
1
2
u2y + r
2
)
t
− (uxv)x − (uyv)y = 0.
This completes the proof.
Corollary 2.1. With the periodic boundary conditions, the system (2.1) possesses the
modified global energy conservation law, as follows:
d
dt
E = 0, E =
∫∫
Ω
1
2
(
v2 + u2x + u
2
y + 2r
2
)
dxdy. (2.5)
Let Ωh = {(xj1 , yj2)|xj1 = xL + j1h1, yj2 = yL + j2h2; 0 ≤ jr ≤ Nr− 1, r = 1, 2} be a
partition of Ω with mesh sizes h1 = (xR − xL)/N1 and h2 = (yR − yL)/N2, respectively,
where N1 and N2 are two even numbers. A discrete mesh function uj1,j2 , (xj1 , yj2) ∈ Ωh
is said to satisfy the periodic boundary conditions if and only if{
x− periodic : u0,j2 = uN1,j2 , u−1,j2 = uN1−1,j2 , j2 = 0, 1, 2 · · · , N2 − 1,
y − periodic : uj1,0 = uj1,N2 , uj1,−1 = uj1,N2−1, j1 = 0, 1, 2 · · · , N1 − 1.
(2.6)
For a positive integer M , let Ωτ = {tn|tn = nτ ; 0 ≤ n ≤ M} be a uniform partition of
[0, T ] with time step τ = T/M . Let Ωhτ = Ωh×Ωτ and denote unj1,j2 be a mesh function
defined on Ωhτ . For any grid function u
n
j1,j2
, (xj1 , xj2 , tn) ∈ Ωhτ , we denote
δtu
n
j1,j2 =
un+1j1,j2 − unj1,j2
τ
, Atu
n
j1,j2 =
un+1j1,j2 + u
n
j1,j2
2
, uˆ
n+ 1
2
j1,j2
=
3unj1,j2 − un−1j1,j2
2
,
δxu
n
j1,j2 =
unj1+1,j2 − unj1,j2
h1
, δyu
n
j1,j2 =
unj1,j2+1 − unj1,j2
h2
.
Then, for any grid functions unj1,j2 , v
n
j1,j2
, (xj1 , xj2 , tn) ∈ Ωhτ , we have [36]:
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1. Commutative law
δtδwu
n
j1,j2 = δwδtu
n
j1,j2 , Atδwu
n
j1,j2 = δwAtu
n
j1,j2 , δxδyu
n
j1,j2 = δyδxu
n
j1,j2 ,
for w = x, y.
2. Discrete Leibniz rule
(a) δt(u
n
j1,j2
vnj1,j2) = Atu
n
j1,j2
δtv
n
j1,j2
+ δtu
n
j1,j2
Atv
n
j1,j2
;
(b) δt(u
n
j1,j2
vnj1,j2) = δtu
n
j1,j2
vnj1,j2 + u
n+1
j1,j2
δtv
n
j1,j2
;
(c) δt(u
n
j1,j2
vnj1,j2) = δtu
n
j1,j2
vn+1j1,j2 + u
n
j1,j2
δtv
n
j1,j2
.
Notice that the discrete Leibniz rules are also valid for the operators δx and δy.
For simplicity, let unj1,j2 = u(xj1 , yj2 , tn), and U
n
j1,j2
be the numerical approximation
of u(xj1 , yj2 , tn) for jr = 0, 1, 2, · · · , Nr − 1, r = 1, 2 and n = 0, 1, 2, · · · ,M .
2.1 Local energy-preseving spatial semi-discretization
Many energy-preserving schemes have been designed and investigated for solving
the sine-Gordon equation in the literature, but, little attention was paid to the local
energy-preserving properties brought by spatial discretizations. In this section, the
conventional finite difference method is applied for the spatial discretization and we
prove that the resulting semi-discrete system can exactly preserve the semi-discrete
local energy conservation law.
Applying the finite difference method to the system (2.1) in space, we obtain the
following semi-discrete system
d
dt
Uj1,j2 = Vj1,j2 ,
d
dt
Vj1,j2 = δ
2
xUj1−1,j2 + δ
2
yUj1,j2−1 −
sin(Uj1,j2)√
2− cos(Uj1,j2)
Rj1,j2 ,
d
dt
Rj1,j2 =
sin(Uj1,j2)
2
√
2− cos(Uj1,j2)
Vj1,j2 , 0 ≤ jr ≤ Nr − 1, r = 1, 2,
(2.7)
where Uj1,j2 , Vj1,j2 andRj1,j2 are the numerical approximations of u(xj1 , yj2 , t), v(xj1 , yj2 , t)
and r(xj1 , yj2 , t) for jr = 0, 1, 2, · · · , Nr − 1, r = 1, 2, respectively.
Theorem 2.2. The semi-discrete system (2.7) possesses the semi-discrete modified local
energy conservation law
d
dt
(1
2
V 2j1,j2 +
1
2
(δxUj1,j2)
2 +
1
2
(δyUj1,j2)
2 +R2j1,j2
)
− δx(δxUj1−1,j2Vj1,j2)− δy(δyUj1,j2−1Vj1,j2) = 0, (2.8)
for jr = 0, 1, 2, · · · , Nr − 1, r = 1, 2.
Proof. Multiplying the second equality of (2.7) with Vj1,j2 , we have
d
dt
Vj1,j2Vj1,j2 − δ2xUj1−1,j2Vj1,j2
− δ2yUj1,j2−1Vj1,j2 +
sin(Uj1,j2)√
2− cos(Uj1,j2)
Vj1,j2Rj1,j2 = 0. (2.9)
It is clear to see
d
dt
Vj1,j2Vj1,j2 =
1
2
d
dt
(V 2j1,j2). (2.10)
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With the third equality of (2.7), we have
sin(Uj1,j2)√
2− cos(Uj1,j2)
Rj1,j2Vj1,j2 = 2
d
dt
Rj1,j2Rj1,j2 =
d
dt
R2j1,j2 . (2.11)
According to the discrete Leibniz rule, we can deduce
δ2xUj1−1,j2Vj1,j2 = δx(δxUj1−1,j2Vj1,j2)−
1
2
d
dt
(δxUj1,j2)
2, (2.12)
and
δ2yUj1,j2−1Vj1,j2 = δy(δyUj1,j2−1Vj1,j2)−
1
2
d
dt
(δyUj1,j2)
2. (2.13)
From (2.9)-(2.13), we have
d
dt
(1
2
V 2j1,j2 +
1
2
(δxUj1,j2)
2 +
1
2
(δyUj1,j2)
2 +R2j1,j2
)
− δx(δxUj1−1,j2Vj1,j2)− δy(δyUj1,j2−1Vj1,j2) = 0.
This completes the proof.
Corollary 2.2. For the periodic boundary conditions (2.6), the system (2.7) admits the
semi-discrete modified global energy conservation law
d
dt
E = 0, E = h1h2
N1−1∑
j1=0
N2−1∑
j2=0
(1
2
V 2j1,j2 +
1
2
(δxUj1,j2)
2 +
1
2
(δyUj1,j2)
2 +R2j1,j2
)
.
2.2 Linearly implicit and local energy-preserving scheme
We discretize the semi-discrete system (2.7) using the linearly implicit structure-
preserving method in time to arrive at a full-discrete scheme as follows:
δtU
n
j1,j2 = AtV
n
j1,j2 , (2.14)
δtV
n
j1,j2 = δ
2
xAtU
n
j1−1,j2 + δ
2
yAtU
n
j1,j2−1 −
sin(Uˆ
n+ 1
2
j1,j2
)√
2− cos(Uˆn+
1
2
j1,j2
)
AtR
n
j1,j2 , (2.15)
δtR
n
j1,j2 =
sin(Uˆ
n+ 1
2
j1,j2
)
2
√
2− cos(Uˆn+
1
2
j1,j2
)
AtV
n
j1,j2 , (2.16)
0 ≤ jr ≤ Nr − 1, r = 1, 2, 0 ≤ n ≤M − 1,
which comprises our linearly implicit and local energy-preserving (LI-LEP) scheme for
the sine-Gordon equation (1.1).
Remark 2.1. It should remark that, since the LI-LEP scheme (2.14)-(2.16) is a three-
level, we obtain U1j1,j2 , V
1
j1,j2
and R1j1,j2 by using U
n
j1,j2
instead of Uˆ
n+ 1
2
j1,j2
in (2.15) and
(2.16) for the first step.
Remark 2.2. Here, we only give the LI-LEP scheme for the two dimensional sine-
Gordon equation. In fact, the LI-LEP scheme can be easily extended to the sine-Gordon
equation in one dimension and three dimensions, respectively.
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Remark 2.3. It should note that Gong et al [16] constructed two linearly implicit
and energy-preserving schemes for the KdV equation by utilizing the IEQ approach,
however, these two schemes cannot conserve the discrete local energy conservation law
of the original equation.
Theorem 2.3. The LI-LEP scheme (2.14)-(2.16) possesses the discrete modified local
energy conservation law
δt
(1
2
(V nj1,j2)
2 +
1
2
(δxU
n
j1,j2)
2 +
1
2
(δyU
n
j1,j2)
2 + (Rnj1,j2)
2
)
− δx(AtδxUnj1−1,j2AtV nj1,j2)− δy(AtδyUnj1,j2−1AtV nj1,j2) = 0, (2.17)
for jr = 0, 1, 2 · · · , Nr − 1, r = 1, 2, and n = 0, 1, 2, · · · ,M − 1.
Proof. Multiplying (2.15) with AtV
n
j1,j2
, we have
δtV
n
j1,j2AtV
n
j1,j2 − δ2xAtUnj1−1,j2AtV nj1,j2 − δ2yAtUnj1,j2−1AtV nj1,j2
+
sin(Uˆ
n+ 1
2
j1,j2
)√
2− cos(Uˆn+
1
2
j1,j2
)
AtV
n
j1,j2AtR
n
j1,j2 = 0. (2.18)
According to the commutative law and discrete Leibniz rule, we can deduce
δtV
n
j1,j2 ·AtV nj1,j2 =
1
2
δt(V
n
j1,j2)
2, (2.19)
δ2xAtU
n
j1−1,j2 ·AtV nj1,j2 = δx(AtδxUnj1−1,j2 ·AtV nj1,j2)−
1
2
δt(δxU
n
j1,j2)
2, (2.20)
δ2yAtU
n
j1,j2−1 ·AtV nj1,j2 = δy(AtδyUnj1,j2−1 ·AtV nj1,j2)−
1
2
δt(δyU
n
j1,j2)
2. (2.21)
With (2.16) and the discrete Leibniz rule, we obtain
sin(AtU
n
j1,j2
)√
2− cos(AtUnj1,j2)
AtR
n
j1,j2AtV
n
j1,j2 = 2δtR
n
j1,j2AtR
n
j1,j2 = δt(R
n
j1,j2)
2. (2.22)
From (2.18)-(2.22), we have
δt
(1
2
(V nj1,j2)
2 +
1
2
(δxU
n
j1,j2)
2 +
1
2
(δyU
n
j1,j2)
2 + (Rnj1,j2)
2
)
− δx(AtδxUnj1−1,j2AtV nj1,j2)− δy(AtδyUnj1,j2−1AtV nj1,j2) = 0.
This completes the proof.
Corollary 2.3. Under the periodic boundary conditions (2.6), the LI-LEP scheme
(2.14)-(2.16) possesses the discrete modified global energy conservation law
En = · · · = E0,
where
En = h1h2
N1−1∑
j1=0
N2−1∑
j2=0
(1
2
(V nj1,j2)
2 +
1
2
(δxU
n
j1,j2)
2 +
1
2
(δyU
n
j1,j2)
2 + (Rnj1,j2)
2
)
.
Remark 2.4. We should note that the modified local energy conservation law (2.2) is
equivalent to the local energy conservation law (1.2) in continuous sense, but not for the
discrete sense. This indicates that the proposed scheme (2.14)-(2.16) cannot preserve
the following discrete local energy conservation law
δt
(1
2
(V nj1,j2)
2 +
1
2
(δxU
n
j1,j2)
2 +
1
2
(δyU
n
j1,j2)
2 + (1− cos(Unj1,j2))
)
− δx(AtδxUnj1−1,j2AtV nj1,j2)− δy(AtδyUnj1,j2−1AtV nj1,j2) = 0,
for jr = 0, 1, 2, · · · , Nr − 1, r = 1, 2, and n = 0, 1, 2, · · · ,M − 1.
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3 Numerical analysis
In this section, we will discuss the unique solvability and the convergence of the
LI-LEP scheme (2.14)-(2.16). Let
Vh : =
{
U |U = (U0,0, U1,0, · · · , UN1−1,0, U0,1, U1,1, · · · , UN1−1,1, · · · , U0,N2−1, U1,N2−1,
· · · , UN1−1,N2−1)T
}
be the space of mesh functions defined on Ωh and satisfy the periodic boundary con-
ditions (2.6). For any grid functions, U, V ∈ Vh, we define discrete inner product, as
follows:
〈U, V 〉h = h1h2
N1−1∑
j1=0
N2−1∑
j2=0
Uj1,j2Vj1,j2 , 〈δwU, δwV 〉h = h1h2
N1−1∑
j1=0
N2−1∑
j2=0
δwUj1,j2δwVj1,j2 ,
for w = x, y. The discrete L2-norm of Un ∈ Vh and its difference quotients are defined,
respectively, as
||U ||h =
√
〈U,U〉h, ||δxU ||h =
√
〈δxU, δxU〉h, ||δyU ||h =
√
〈δyU, δyU〉h.
We also define discrete H1h and L
∞-norms, respectively, as
||U ||H1h =
√
||U ||2h + ||δxU ||2h + ||δyU ||2h, ||U ||h,∞ = max0≤jr≤Nr−1,r=1,2 |Uj1,j2 |.
In addition, for simplicity, we denote ‘·’ as the componentwise product of the vectors
U, V ∈ Vh, that is,
U · V =(U0,0V0,0, · · · , UN1−1,0VN1−1,0, · · · , U0,N2−1V0,N2−1, · · · , UN1−1,N2−1VN1−1,N2−1)T .
3.1 Solvability
In this section, we will prove that the proposed scheme is uniquely solvable.
Theorem 3.1. The LI-LEP scheme (2.14)-(2.16) is uniquely solvable.
Proof. Let
D = diag
(
b(Uˆ
n+ 1
2
0,0 ), b(Uˆ
n+ 1
2
1,0 ), · · · , b(Uˆ
n+ 1
2
N1−1,0) · · · , b(Uˆ
n+ 1
2
0,N2−1), b(Uˆ
n+ 1
2
1,N2−1), · · · , b(Uˆ
n+ 1
2
N1−1,N2−1)
)T
,
where b(x) = sin(x)√
2−cos(x) . Note that
V n+1j1,j2 =
2Un+1j1,j2 − 2Unj1,j2
τ
− V nj1,j2 , (3.1)
Rn+1j1,j2 = R
n
j1,j2 +
sin(Uˆ
n+ 1
2
j1,j2
)
2
√
2− cos(Uˆn+
1
2
j1,j2
)
(
Un+1j1,j2 − Unj1,j2
)
, (3.2)
for 0 ≤ jr ≤ Nr − 1, r = 1, 2, and 0 ≤ n ≤M − 1. Eq. (2.15) can be rewritten as
AUn+1 = bn, A = I − τ
2
4
∆h +
τ2
8
D2, Un+1, bn ∈ Vh, 0 ≤ n ≤M − 1, (3.3)
where I is the N1×N2 identity matrix and the matrix ∆h represents the operator δ2x+δ2y .
With noting the symmetric positive definite property of A, we finish the proof.
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Remark 3.1. It should be noted that, in the practice computation, we solve the linear
equations (3.3) to get the numerical solution Un+1. Then, from (3.1) and (3.2), the
numerical solutions V n+1 and Rn+1 are obtained, respectively. This indicates that the
IEQ approach introduced an intermediate variable, but the intermediate variable can be
eliminated in our computations. Thus, our new scheme can be implemented efficiently.
3.2 Convergence analysis
In this section, we will establish an optimal priori estimate for the LI-LEP scheme
(2.14)-(2.16) in discrete H1h-norm. Let C
r,r
p (Ω) = {u ∈ Cr,r(Ω)|u(x, y, t) = u(x +
l1, y, t), u(x, y, t) = u(x, y + l2, t)} and h = max{h1, h2}, and denote C as a positive
constant which is independent of h and τ , and may be different in different case.
Lemma 3.1. (Gronwall inequality [42]). Suppose that the discrete function
{
ωn|n =
0, 1, 2, · · · ,K;Kτ = T} is nonnegative and satisfies the inequality
ωn ≤ A+ τ
n∑
l=1
Blω
l,
where A and Bk, (k = 1, 2, · · · ,K) are nonnegative constants. Then
max
0≤n≤K
|ωn| ≤ Ae2
∑K
k=1Bkτ ,
where τ is sufficiently small, such that τ
(
max
k=0,1,··· ,K
Bk
) ≤ 12 .
Lemma 3.2. For the function b(x) = sinx√
2−cosx , ∀x ∈ R, we have
|b(x)| ≤ 1, |b′(x)| =
∣∣∣ cosx√
2− cosx −
sin2 x
2(2− cosx) 32
∣∣∣ ≤ 3
2
,
and
|b′′(x)| =
∣∣∣− b(x)− 3 sin 2x
4(2− cosx) 32
+
3 sin3 x
4(2− cosx) 52
∣∣∣ ≤ 5
2
.
Define the local truncation errors of the LI-LEP scheme (2.14)-(2.16) as
δ+t u
n
j1,j2 = Atv
n
j1,j2 + (ξ1)
n
j1,j2 , (3.4)
δ+t v
n
j1,j2 = δ
2
xAtu
n
j1−1,j2 + δ
2
yAtu
n
j1,j2−1 −
sin(uˆ
n+ 1
2
j1,j2
)√
2− cos(uˆn+
1
2
j1,j2
)
Atr
n
j1,j2 + (ξ2)
n
j1,j2 , (3.5)
δ+t r
n
j1,j2 =
sin(uˆ
n+ 1
2
j1,j2
)
2
√
2− cos(uˆn+
1
2
j1,j2
)
Atv
n
j1,j2 + (ξ3)
n
j1,j2 , (3.6)
for 0 ≤ jr ≤ Nr−1, r = 1, 2, and 1 ≤ n ≤M−1. Assuming u(x, y, t) ∈ C4
(
0, T ;C4,4p (Ω)
)
,
then using the Taylor expansion, we have
|(ξ1)nj1,j2 | ≤ C(h2 + τ2), |δx(ξ1)nj1,j2 |+ |δy(ξ1)nj1,j2 | ≤ C(h2 + τ2), (3.7)
|(ξ2)nj1,j2 | ≤ C(h2 + τ2), |(ξ3)nj1,j2 | ≤ C(h2 + τ2), (3.8)
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for 0 ≤ jr ≤ Nr − 1, r = 1, 2, and 1 ≤ n ≤M . Defining “error functions” as
(e1)
n
j1,j2 = u
n
j1,j2 − Unj1,j2 , (e2)nj1,j2 = vnj1,j2 − V nj1,j2 , (e3)nj1,j2 = rnj1,j2 −Rnj1,j2 ,
for 0 ≤ jr ≤ Nr − 1, r = 1, 2, and 0 ≤ n ≤ M . Then subtracting (2.14)-(2.16) from
(3.4)-(3.6), respectively, we obtain the error equations
δ+t (e1)
n
j1,j2 = At(e2)
n
j1,j2 + (ξ1)
n
j1,j2 , (3.9)
δ+t (e2)
n
j1,j2 = δ
2
xAt(e1)
n
j1−1,j2 + δ
2
yAt(e1)
n
j1,j2−1
− b(uˆn+
1
2
j1,j2
)Atr
n
j1,j2 + b(Uˆ
n+ 1
2
j1,j2
)AtR
n
j1,j2 + (ξ2)
n
j1,j2 , (3.10)
δ+t (e3)
n
j1,j2 =
1
2
b(uˆ
n+ 1
2
j1,j2
)Atv
n
j1,j2 −
1
2
b(Uˆ
n+ 1
2
j1,j2
)AtV
n
j1,j2 + (ξ3)
n
j1,j2 , (3.11)
(e1)
n
0,j2 = (e1)
n
N1,j2 , (e1)
n
−1,j2 = (e1)
n
N1−1,j2 ,
(e1)
n
j1,0 = (e1)
n
j1,N2 , (e1)
n
j1,−1 = (e1)
n
j1,N2−1
(e1)
0
j1,j2 = 0, (e2)
0
j1,j2 = 0, (e3)
0
j1,j2 = 0,
for 0 ≤ jr ≤ Nr − 1, r = 1, 2 and 0 ≤ n ≤M − 1.
Theorem 3.2. We assume u(x, y, t) ∈ C4
(
0, T ;C4,4p (Ω)
)
. Then, we have the following
error estimate for the proposed scheme
||un − Un||H1h + ||v
n − V n||h + ||rn −Rn||h ≤ C(h2 + τ2), un, Un, vn, V n, rn, Rn ∈ Vh,
for 1 ≤ n ≤M .
Proof. Taking the discrete inner product of (3.9)-(3.11) with Ate
n
1 , Ate
n
2 and Ate
n
3 ,
respectively, we obtain
1
2
δ+t ||en1 ||2h = ηn1 , (3.12)
1
2
δ+t ||en2 ||2h +
1
2
δ+t ||δxen1 ||2h + δ+t ||δyen1 ||2h = ηn2 , (3.13)
1
2
δ+t ||en3 ||2h = ηn3 , (3.14)
where
ηn1 : = 〈Aten2 , Aten1 〉h + 〈ξn1 , Aten1 〉h,
ηn2 : = −〈
(
b(uˆn+
1
2 )− b(Uˆn+ 12 )) ·Atrn + b(Uˆn+ 12 ) ·Aten3 , Aten2 〉h + 〈ξn2 , Aten2 〉h
− 〈δ2xAten1 + δ2yAten1 , ξn1 〉h,
ηn3 : =
1
2
〈(b(uˆn+ 12 )− b(Uˆn+ 12 )) ·Atvn + b(Un+ 12 ) ·Aten2 , Aten3 〉h + 〈ξn3 , Aten3 〉h.
By using Lemma 3.2, the Ho¨lder inequality and the Cauchy mean value theorem, we
can deduce
||(b(uˆn+ 12 )− b(Uˆn+ 12 )) ·Atrn||h ≤ ||Atrn||h,∞||b(uˆn+ 12 )− b(Uˆn+ 12 )||h
≤ C||eˆn+
1
2
1 ||h ≤ C(||en−11 ||h + ||en1 ||h), (3.15)
||(b(uˆn+ 12 )− b(Uˆn+ 12 )) ·Atvn||h ≤ ||Atvn||h,∞||b(uˆn+ 12 )− b(Uˆn+ 12 )||h
≤ C||eˆn+
1
2
1 ||h ≤ C(||en−11 ||h + ||en1 ||h), (3.16)
||b(Uˆn+ 12 ) ·Aten2 ||h ≤ ||b(Uˆn+
1
2 )||h,∞||Aten2 ||h
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≤ C||Aten2 ||h ≤ C(||en2 ||h + ||en+12 ||h), (3.17)
and
||b(Uˆn+ 12 ) ·Aten3 ||h ≤ ||b(Uˆn+
1
2 )||h,∞||Aten3 ||h
≤ C||Aten3 ||h ≤ C(||en3 ||h + ||en+13 ||h). (3.18)
From (3.7)-(3.8) and (3.15)-(3.18), we then have
ηn1 ≤ C
(||en1 ||2h + ||en+11 ||2h + ||en2 ||2h + ||en+12 ||2h)+ C(h2 + τ2)2, (3.19)
ηn2 ≤ C
(||en−11 ||2h + ||en1 ||2Hh1 + ||en+11 ||2H1h + ||en2 ||2h
+ ||en+12 ||2h + ||en3 ||2h + ||en+13 |2h
)
+ C(h2 + τ2)2, (3.20)
and
ηn3 ≤C
(||en−11 ||2h + ||en1 ||2h + ||en2 ||2h
+ ||en+12 ||2h + ||en3 ||2h + ||en+13 |2h
)
+ C(h2 + τ2)2. (3.21)
We introduce the following “energy function” for the error equations
Fn = ||en1 ||2H1h + ||e
n
2 ||2h + ||en3 ||2h, 1 ≤ n ≤M.
Adding (3.13) and (3.14) and noting (3.20)-(3.21), we then obtain
δ+t
(||δxen1 ||2h + ||δyen1 ||2h + ||en2 ||2h + ||en3 ||2h)
≤ C(||en−11 ||2h + ||en1 ||2H1h + ||e
n+1
1 ||2H1h + ||e
n
2 ||2h
+ ||en+12 ||2h + ||en3 ||2h + ||en+13 ||2h) + C(h2 + τ2)2. (3.22)
Combing (3.12) and (3.22), together with (3.19), we have
Fn − Fn−1 ≤ Cτ(Fn−1 + Fn) + Cτ ||en−21 ||2h + Cτ(h2 + τ2)2. (3.23)
Summing up for the superscript n from 2 to m and then replacing m by n, we can
deduce from (3.23) that
Fn ≤ F 1 + Cτ
n∑
l=1
F l + Cτ ||e01||2h + CT (h2 + τ2)2
≤ Cτ
n∑
l=1
F l + CT (h2 + τ2)2. (3.24)
Applying Lemma 3.1 to Eq. (3.24), we get
||en1 ||2H1h + ||e
n
2 ||2h + ||en3 ||2h ≤ Ce2CT (h2 + τ2)2,
which further implies that
||en1 ||H1h + ||e
n
2 ||h + ||en3 ||h ≤ C(h2 + τ2),
where τ is sufficiently small, such that Cτ ≤ 12 . The proof is completed.
Remark 3.2. It is noted that we have used the error estimate for the first step in (3.24)
i.e.,
||e11||H1h + ||e
1
2||h + ||e13||h ≤ C(h2 + τ2).
which can be established by the similar argument in Theorem 3.2.
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4 Numerical examples
In this section, we report the performance of the linear-implicit and local energy-
preserving scheme (2.14)-(2.16) (denoted by LI-LEPS) for the sine-Gordon equation in
one and two dimensions, respectively. The motivation of this paper is to provide a novel
procedure to develop local structure-preserving schemes, thus, it is valuable to compare
our new scheme with some existing local structure-preserving schemes of same order in
both space and time, as follows:
• SFDS: the symplectic midpoint finite difference scheme stated in Refs. [8, 36] for
the one dimensional sine-Gordon equation;
• MBS: the multi-sympletic box scheme described in Refs. [30, 31, 36] for the one
dimensional sine-Gordon equation;
• EP-FDS: the energy-preserving finite difference scheme proposed in Refs. [8, 25,
36] for the one dimensional sine-Gordon equation and in Ref. [22] for the two
dimensional case, respectively.
As a summary, a detailed table on the properties of each scheme has been given in Tab.
1.
In the practical computation, we use standard fixed-point iteration for the fully
implicit schemes and the preconditioned conjugate gradients method (named pcg in
MATLAB functions) for the linear system (see (3.3)) given by LI-LEPS. We also remark
that the preconditioned conjugate gradients method is also adopt as the solver of linear
systems given by the fully implicit schemes for each fixed-point iteration and we set
10−14 as the error tolerance for all the problems. In what follows spatial mesh steps are
uniformly chosen as h1 = h2 = h for simplicity, L
2- and L∞-errors are denoted as the L2-
and L∞-norms of the error between the numerical solution Unj1,j2 and the exact solution
u(xj1 , yj2 , tn), respectively, and the energy deviation represents the relative energy error.
Table. 1: Comparison of properties of different numerical schemes
Property
Scheme
LI-LEPS SFDS MBS EP-FDS
Multi-symplectic conservation No Yes Yes No
Local energy conservation Yes No No Yes
Fully implicit No Yes Yes Yes
Linearly implicit Yes No No No
4.1 One dimensional nonlinear sine-Gordon equation
In this section, we first report the performance of LI-LEPS for the one dimensional
nonlinear sine-Gordon equation:
utt = uxx − sin(u), −20 ≤ x ≤ 20, (4.1)
with the initial conditions
f(x) = 0,
g(x) = 4sech(x).
and the periodic boundary condition. Eq. (4.1) possesses the analytical solution [4, 5]
u(x, t) = 4 tan−1
[
tsech(x)
]
.
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The errors and convergence orders of LI-LEPS, SFDS, MBS and EP-FDS at time
t = 1 are given in Tab. 2. From Tab. 2, we can draw the following observations: (i) All
schemes have second order accuracy in time and space errors; (ii) The error provided
by the MBS is largest, while the error provided by SFDS is smallest; (iii) The error
provided by LI-LEPS has the same order of magnitude as the one provided by SFDS.
In Fig. 1, we carry out comparisons on the computational costs among the four
schemes by refining the mesh size gradually. It is clear to see that the cost of MBS is
most expensive while the one of LI-LEPS is cheapest. Moreover, as the refinement of
mesh sizes, the advantage of LI-LEPS emerges, which implies that our scheme is more
preferable for large scale simulations than the structure-preserving schemes SFDS, MBS
and EP-FDS.
In Fig. 2, we display double-polesolution (left plot) and the energy error deviation
(right plot). It is clear to observe that LI-LEPS can preserve the shape of the soliton
accurately and shows a remarkable advantage in the conservation of energy.
Table. 2: Numerical error and convergence order of different schemes at time t = 1.
Scheme (h, τ) L2-error order L∞-error order
LI-LEPS
( 110 ,
1
100 ) 1.2515e-03 - 1.3017e-03 -
( 120 ,
1
200 ) 3.1285e-04 2.00 3.2508e-04 2.00
( 140 ,
1
400 ) 7.8211e-05 2.00 8.1248e-05 2.00
( 180 ,
1
800 ) 1.9553e-05 2.00 2.0311e-05 2.00
SFDS
( 110 ,
1
100 ) 1.1039e-03 - 1.0385e-03 -
( 120 ,
1
200 ) 2.7595e-04 2.00 2.5927e-04 2.00
( 140 ,
1
400 ) 6.8986e-05 2.00 6.4795e-05 2.00
( 180 ,
1
800 ) 1.7246e-05 2.00 1.6197e-05 2.00
MBS
( 110 ,
1
100 ) 2.1309e-03 - 2.1556e-03 -
( 120 ,
1
200 ) 5.3158e-04 2.00 5.3902e-04 2.00
( 140 ,
1
400 ) 1.3282e-04 2.00 1.3476e-04 2.00
( 180 ,
1
800 ) 3.3201e-05 2.00 3.3691e-05 2.00
EP-FDS
( 110 ,
1
100 ) 1.1112e-03 - 1.0535e-03 -
( 120 ,
1
200 ) 2.7777e-04 2.00 2.6301e-04 2.00
( 140 ,
1
400 ) 6.9442e-05 2.00 6.5729e-05 2.00
( 180 ,
1
800 ) 1.7360e-05 2.00 1.6431e-05 2.00
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Fig. 1: CPU time of the four schemes for the soliton with different mesh sizes till t = 1 under τ = 0.01.
The computation is carried out via Matlab 7.0 with AMD A8-7100 and RAM 4GB.
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Fig. 2: Double-polesolution (left plot), and the energy deviation (right plot). Spatial and temporal
mesh sizes are taken as h = 0.1 and τ = 0.01, respectively.
4.2 Two dimensional nonlinear sine-Gordon equation
In this section, we show the performance of LI-LEPS for the two dimensional non-
linear sine-Gordon equation:
utt = uxx + uyy − sin(u), (x, y) ∈ Ω. (4.2)
4.2.1 Accuracy test
In this example, we consider the sine-Gordon equation (4.2) with the initial condi-
tions
f(x, y) = 4 tan−1(exp(x+ y)), −7 ≤ x, y ≤ 7,
g(x, y) = − 4 exp(x+ y)
1 + exp(2x+ 2y)
, −7 ≤ x, y ≤ 7,
and the boundary conditions
u(x, y, t) = 4 tan−1(exp(x+ y − t)), for x = −7 and x = 7,−7 ≤ y ≤ 7, t > 0,
u(x, y, t) = 4 tan−1(exp(x+ y − t)), for y = −7 and y = 7,−7 ≤ x ≤ 7, t > 0.
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Eq. (4.2) possesses the analytical solution
u(x, y, t) = 4 tan−1(exp(x+ y − t)).
The comparison of the spatial and temporal errors of LI-LEPS and EP-FDS at time
t = 1 is displayed in Tab. 3, which shows that LI-LEPS and EP-FDS have second order
accuracy in time and space errors and the error provided by LI-LEPS is same order of
magnitude as the one provided by EP-FDS. In Fig. 3, we carry out comparisons on the
computational costs between LI-LEPS and EP-FDS by refining the mesh size gradually,
which behaves similarly as that of Fig. 1.
Table. 3: Numerical error and convergence order of LI-LEPS and EP-FDS at time
t = 1.
Scheme (h, τ) L2-error order L∞-error order
LI-LEPS
( 12 ,
1
100 ) 1.2129e-01 - 2.7812e-02 -
( 14 ,
1
200 ) 3.0043e-02 2.01 7.8107e-03 1.83
( 18 ,
1
400 ) 7.4920e-03 2.00 1.9545e-03 2.00
( 116 ,
1
800 ) 1.8718e-03 2.00 4.8891e-04 2.00
EP-FDS
( 12 ,
1
100 ) 1.2132e-01 - 2.7774e-02 -
( 14 ,
1
200 ) 3.0049e-02 2.01 7.8030e-03 1.83
( 18 ,
1
400 ) 7.4935e-03 2.00 1.9525e-03 2.00
( 116 ,
1
800 ) 1.8722e-03 2.00 4.8840e-04 2.00
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Fig. 3: CPU time of the two schemes for the soliton with different mesh sizes till t = 1 under τ = 0.01.
The computation is carried out via Matlab 7.0 with AMD A8-7100 and RAM 4GB.
4.2.2 Circular ring solitons
We then consider the circular ring solitons with the initial conditions [2, 9, 13, 34]
f(x, y) = 4 tan−1
[
exp
(
3−
√
x2 + y2
)]
, −14 ≤ x, y ≤ 14,
g(x, y) = 0, −14 ≤ x, y ≤ 14,
and the periodic boundary conditions.
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Fig. 4 presents the initial condition as well as numerical solutions at times t =
0, 4, 8, 11.5 and t = 15, respectively. The ring solitons simulated shrink at the initial
stage, but oscillations and radiations begin to form and continue slowly as time goes
on. This fact is consistent with the results obtained in Refs. [2, 9, 13, 34] and can be
clearly viewed in the contour plots. The energy deviations of two schemes over the time
interval t ∈ [0, 50] are given in Fig. 5, which shows that the two schemes can precisely
preserve the energy in long time computation, and the error provided by LI-LEPS is
much smaller than the one provided by the EP-FDS.
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Fig. 4: Circular ring soliton: surface and contours plots of initial condition and numer-
ical solutions at times t = 0, 4, 8, 11.5 and t = 15, respectively, in terms of sin(u/2).
Spatial and temporal mesh sizes are taken as h = 0.14 and τ = 0.01.
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Fig. 5: Energy deviation over the time interval t ∈ [0, 50] with h = 0.14 and τ = 0.01.
4.2.3 Elliptical breather
Next, elliptical ring solitons are obtained by the initial conditions [2, 3, 9]
f(x, y) = 4 tan−1
[
2sech
(
0.866
√
(x− y)2
3
+
(x+ y)2
2
)]
, −7 ≤ x, y ≤ 7,
g(x, y) = 0, −7 ≤ x, y ≤ 7,
and the periodic boundary conditions.
The initial condition and numerical solutions at times t = 0, 1.6, 8, 9.6, 11.2, 12.8, 14.4
and t = 15.2, respectively, are displayed in Fig. 6. The major axis of the breather from
its initial direction y = −x seems to be turned clockwise. Then a shrinking and and a
reflexion phase are observed. At t = 11.2 the major axis has almost recovered its initial
direction y = −x but strong oscillations are observed. Finally, at t = 12.8 an expansion
phase is observed. The results are in agreement with those given in Refs. [2, 3, 9]. The
long time energy deviations of the two schemes also given in Fig. 9, which demonstrates
a consistent result as that in circular ring solitons.
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Fig. 6: Elliptical breather solitons: surface plots of initial condition and numerical
solutions at times t = 0, 1.6, 8, 9.6, 11.2, 12.8, 14.4 and t = 15.2, respectively, in terms of
sin(u/2). Spatial and temporal mesh sizes are taken as h = 0.14 and τ = 0.01.
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Fig. 7: Energy deviation over the time interval t ∈ [0, 50] with h = 0.14 and τ = 0.01.
4.2.4 Collisions of two circular solitons
Subsequently, we consider the collisions of two expanding circular solitons by setting
the initial conditions [9, 13, 23, 34]
f(x, y) = 4 tan−1
[
exp
(4−√(x+ 3)2 + (y + 7)2
0.436
)]
, −30 ≤ x ≤ 10, −21 ≤ y ≤ 7,
g(x, y) = 4.13sech
(4−√(x+ 3)2 + (y + 7)2
0.436
)
, −30 ≤ x ≤ 10, −21 ≤ y ≤ 7,
and the periodic boundary conditions.
Fig. 8 shows the collision of two expanding circular solitons. The solution shown
includes the extension across x = −10 and y = −7 by symmetry properties of the
problem [13]. As illustrated in the figure, the collision between two expanding circular
ring solitons in which two smaller ring solitons bounding an annular region emerge into
a large ring one. The movement of solitons can be more clearly observed in contour
maps. The results are in good agreement with those published in Refs. [9, 13, 27, 34].
The results of energy conservation are presented in Fig. 9, which indicates that LI-LEPS
shows a better conservation of energy than EP-FDS.
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Fig. 8: Collision of two expanding ring solitons: surface and contours plots of initial
condition and numerical solutions at times t = 0, 2, 4, 6 and t = 9, respectively, in terms
of sin(u/2). Spatial and temporal mesh sizes are taken as h = 0.2 and τ = 0.01.
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Fig. 9: Energy deviation over the time interval t ∈ [0, 50] with h = 0.2 and τ = 0.01.
4.2.5 Collisions of four circular solitons
Finally, the collision of four expanding circular ring solitons is reported by taking
initial conditions [2, 23, 34]
f(x, y) = 4 tan−1
[
exp
(
4−√(x+ 3)2 + (y + 7)2
0.436
)]
, −30 ≤ x, y ≤ 10,
g(x, y) =
4.13
cosh
(
4−
√
(x+3)2+(y+7)2
0.436
) , −30 ≤ x, y ≤ 10,
and the periodic boundary conditions.
The solution shown includes the extension across x = −10 and y = −10 by symmetry
properties of the problem [2, 13, 23, 34]. Fig. 10 shows the collision precisely among four
expanding circular ring solitons in which the smaller ring solitons bounding an annular
region emerge into a large ring one. This matches known experimental results [2, 13].
Also, contour maps are shown to illustrate more clearly the movement of the solitons.
The long time energy deviations of the two schemes are shown in Fig. 11. As is clear,
LI-LEPS shows the remarkable advantage in energy preservation over EP-FDS again.
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Fig. 10: Collision of four expanding ring solitons: surface and contours plots of initial
condition and numerical solutions at times t = 0, 2.5, 5, 7.5, and t = 10, respectively, in
terms of sin(u/2). Spatial and temporal mesh sizes are taken as h = 0.2 and τ = 0.01.
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Fig. 11: Energy deviation over the time interval t ∈ [0, 50] with h = 0.2 and τ = 0.01.
5 Concluding remarks
In this paper, we combine the idea of the IEQ approach with the linearly implicit
structure-preserving method to develop a novel, linearly implicit scheme for the sine-
Gordon equation, which inherits local energy conservation law. Based on the classical
energy method, we prove that, without any restriction on the mesh ratio, the proposed
scheme is convergent with order O(h2 + τ2) in discrete H1h-norm. Numerical results
verify the theoretical analysis. Compared with some existing local structure-preserving
schemes in the literature, the new scheme shows remarkable efficiency and the advantage
in energy preservation. The strategy presented in this paper is rather general and
useful so that it can be applied to study a broad class of conserving-systems, such as
the nonlinear Schro¨dinger equation, the Gross-Pitaevskii equation, the nonlinear Klein-
Gordon equation, etc.
Very recently, Shen et al. have proposed a new approach, termed as scalar auxiliary
variable (SAV) approach, for gradient flows. The SAV approach can not only enjoy all
the advantages of the IEQ approach, but also has some additional advantages, such as
independence of specific forms of the nonlinear part of the free energy, easy to implement,
etc [32, 33]. Thus, an interesting topic for future studies would be devising linearly
implicit and local structure-preserving schemes for conserving-systems by the idea of
the SAV approach.
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