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We propose a model of three-dimensional topological insulators consisting of weakly coupled
electron- and hole-gas layers with Rashba spin-orbit interaction stacked along a given axis. We
show that in the presence of strong electron-electron interactions the system realizes a fractional
strong topological insulator, where the rotational symmetry and condensation energy arguments
still allow us to treat the problem as quasi-one-dimensional with bosonization techniques. We also
show that if Rashba and Dresselhaus spin-orbit interaction terms are equally strong, by doping the
system with magnetic impurities, one can bring it into the Weyl semimetal phase.
I. INTRODUCTION
In recent years, the study of topological phases of
matter has become one of the prominent subjects in
condensed matter research. Soon after the theoretical
prediction and experimental confirmation of topological
band insulators (TI) in two (2D)1–5 and three dimen-
sions (3D)6–9, it was theoretically shown that the class of
topologically non-trivial matter is much larger and the
corresponding phases even more exotic once interacting
systems are considered that can allow phases hosting gap-
less excitations with fractional charges or spin quantum
numbers10–12. The realization of such unconventional
phases in Nature is not only of fundamental interest, but
also promising for applications such as topological quan-
tum computation, where Fibonacci anyons can serve as
qubits which allow for universal quantum computation13.
However, the basic ingredients for obtaining a Fibonacci
phase are parafermions, also called fractional Majorana
fermions, which emerge only in the presence of electron-
electron interactions. Many proposal for experimental
realizations of parafermions rely on a combination of su-
perconductivity and fractional TIs14–19. So far, fractional
TIs still lack experimental realization and it is thus of
great importance searching for models possibly realizable
in future experiments.
It is the purpose of this Letter to introduce a model
which shows how, in principle, a 3D fractional TI can be
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FIG. 1: Schematic representation of the system formed by
tunnel-coupled layers with charge carriers. The unit cell con-
sists of two electron (blue) and two hole (green) layers. The
color brightness encodes the two different signs of the SOI.
engineered. We generalize the approach of weakly cou-
pled wires20 to 3D by considering a stack of weakly cou-
pled 2DEG layers. Although the coupled wires approach
is a very successful method for theoretically constructing
2D12,20–30 and 3D31–33 topological systems, the coupled
layers approach34 is simpler to handle and is physically
more transparent when describing 3D systems. We con-
sider a stack of 2D layers with Rashba spin-orbit inter-
action (SOI) weakly tunnel coupled to each other. Such
a system could be realized in a semiconductor superlat-
tice where the 2DEGs form at heterojunctions and the
SOI can be controlled with electrical gates35,36. Alterna-
tively, one could realize our setup in a van der Waals het-
erostructure, by stacking a carefully chosen sequence of
different atomically thin layers on top of each other37–42.
The paper is organized as follows. In Section II we
introduce the system composed of weakly coupled lay-
ers. In Section III, we study its properties in the non-
interacting regime. We derive the bulk spectrum, dis-
cuss the computation of the topological invariant, and
show the existence of gapless surface states using analyt-
ical and numerical methods. We conclude that the non-
interacting model realizes a 3D TI. This sets the stage
for the main part of the work presented in Section IV -
the fractional topological phase. We identify the regime
where the interacting system forms a fractional strong
3D TI32,33,43 in the regime of strong electron-electron in-
teractions. The main idea of the analysis is to search
for solutions minimizing the energy of the system, which
translates into maximizing the size of the gap opened by
backscattering-assisted tunneling processes and should
stabilize the system, similar to nesting conditions dis-
cussed before in various systems44–47. Importantly, the
condensation energy gain is maximum for processes that
do not break the rotational and translation symmetries
of the system48,49. This helps us to reduce the prob-
lem effectively to one dimension where we can then use
bosonization and Luttinger liquid techniques to show the
existence of fractionally charged surface states with a
non-degenerate helical Dirac cone spectrum in the topo-
logical phase. Additionally, in Section V we discuss how
an equal combination of Rashba and Dresselhaus SOI
leads to a Weyl semimetal phase in non-interacting sys-
tems. We summarize our results in Section VI.
2FIG. 2: Dispersion relation of the layers for a fixed value
of θ. (a) The chemical potentials µ (black lines) are tuned
to the SOI energy Eso. The colors blue/green encode pos-
itive/negative helicity. The arrows represent the tunneling
processes between fields allowed by spin and momentum con-
servation laws. (b) The chemical potential is tuned to Eso/9.
In the presence of strong interactions, tunneling processes as-
sisted by backscattering dominate resulting in the bulk gap.
The orange and black arrows represent terms in Ot1 and Ot2 ,
respectively [see Eqs. (12) and (13)].
II. MODEL
We consider a system of weakly coupled two-
dimensional electron gas (2DEG) layers stacked along the
z axis with the distance az between layers. The unit cell
consists of four layers, two of which have an electron-like
dispersion and two have a hole-like dispersion, see Fig. 1.
Each layer has a SOI of Rashba type. The strength of
the SOI, α, is the same throughout the unit cell but al-
ternates its sign from layer to layer. We introduce two
indices to label the layers: η ∈ {1, 1¯} and τ ∈ {1, 1¯}, which
distinguish between electron and hole layers as well as be-
tween layers with positive and negative SOI, respectively.
The kinetic part of the Hamiltonian reads
H0 = N∑
n=1
∑
ητ
∑
σσ′
∫ dxdy Ψ†nητσh0ητσσ′Ψnητσ′ (1)
h0ητσσ′ = η (− h̵
2
2m
∇2 − µ) − iτα(σ1∂y − σ2∂x)σσ′ , (2)
where the sum runs over N unit cells and Ψnητσ(x, y) is
the annihilation operator of an electron in the (ητ)-layer
of the n-th unit cell with spin-projection σ = ±1 at posi-
tion (x, y). The chemical potential µ is measured from
the SOI energy Eso =mα2/2h̵2 in each layer and has the
same magnitude in all layers. The dispersion of the (ητ)-
layer is given by E±(k) = η h̵2k22m ±ταk with the eigenstates
characterized by spinor ∣η, τ, σ, θ⟩ = (1,−iητσeiθ)T /√2,
where θ is the angle between the 2D momentum vector
k and the kx axis.
In the following, we consider spin-conserving tunneling
between layers. For a tunneling process of amplitude
t1 (t2) between layers of the same (opposite) mass the
Hamiltonian is given by
Ht2 = t2∑
nσ
∫ dxdy (Ψ†n11¯σΨ(n−1)1¯1σ +Ψ†n1¯1¯σΨn11σ +H.c.) ,
Ht1 = t1 ∑
nση
∫ dxdy (Ψ†nη1σΨnη1¯σ +H.c.) . (3)
Without loss of generality, we assume that t1, t2 ≥ 0.
III. THREE DIMENSIONAL STRONG
TOPOLOGICAL INSULATOR
A. Bulk Spectrum and Symmetry Class
To begin with, we show that there is a bulk gap at µ = 0
and the symmetry class the Hamiltonian falls into is AII.
In order to do so, we first consider an infinite system and
introduce momenta (k, kz). The total Hamiltonian is
given by H = H0 +Ht1 +Ht2 [see Eqs. (1)-(3) and (6)]
with the exact bulk spectrum
E2±(k, kz) = ǫ2 + (αk)2 + (t21 + t22)
± 2√(αk)2ǫ2 + t21ǫ2 + t21t22 cos2(kzaz/2), (4)
where ǫ(k) = h̵2k2/2m. If t1 ≠ t2 and t2 > 0, the bulk
is fully gapped. If t1 = t2 > 0, the bulk gap closes at(k, kz) = (0,0). The system can be tuned into topological
(t1 > t2) and trivial (t2 > t1) phase, as shown below.
In order to discuss the symmetry class of the Hamilto-
nian we rewrite the total Hamiltonian in terms of Pauli
matrices σi, ηi, and τi acting in spin and layer space,
respectively. As a result, we obtain
H = ∫ dkdkz Ψ†(k, kz)h(k, kz)Ψ(k, kz), (5)
h(k, kz) = [ h̵2(k2x + k2y)
2m
− µ]η3 + ατ3(σ1ky − σ2kx) + t1τ1
+ t2[ cos2(kzaz/2)η1τ1 + sin2(kzaz/2)η2τ2 + sin(kzaz)(η1τ2 + η2τ1)/2]. (6)
3The Hamiltonian is invariant under time reversal opera-
tion Θ = iσ2K, whereK is the complex conjugation opera-
tor. In the Altland-Zirnbauer classification50,51 there are
three symmetry classes with Θ2 = −1, two of which have
additional particle-hole symmetry. Under particle-hole
transformation C the Bloch Hamiltonian has to satisfyChT (−k,−kz)C−1 = −h(k, kz). No such operator could be
found for h(k, kz) [see Eq. (5)] and it therefore belongs
to the AII symmetry class50,51. In three dimensions, the
system is classified by a Z2 invariant and can be a strong
topological insulator hosting single helical Dirac cones at
each surface53.
We end this subsection by computing the topological
invariant explicitly following Ref.53. We derive an ef-
fective Hamiltonian by identifying the low-energy bands
that close at the phase transition and the level crossing
wave vector and then expand the Hamiltonian around
these points. From our analysis we know that the topo-
logical phase transition takes place at t1 = t2 and the gap
closes at (k, kz) = (0,0). Expanding Eq. (6) around this
momentum point and performing a unitary transforma-
tion, the Hamiltonian can be brought into a form con-
sisting of two decoupled 4 × 4 blocks containing the low-
energy and high-energy bands. The low-energy bands un-
dergo the topological phase transition at t1 = t2. Project-
ing onto the subspace containing these low-energy bands
that close at the critical point, one obtains the effective
Hamiltonian given by
heff(k, kz) = αkxσ2 − αkyσ1 − azt2
2
kzη2σ3 +Mη1σ3, (7)
where we introduced the mass M = t1 − t2. Using this
simplified Hamiltonian, one can calculate the Z2 invari-
ant ν0 explicitly. We find that ν0 = 1 (ν0 = 0) if M > 0
(M < 0). We note that the same Hamiltonian was stud-
ied before in Ref.52, where it was shown that heff(k, kz)
[Eq. (7)] corresponds to a 3D strong TI.
B. Existence of Surface States
The presence of one helical Dirac cone at any surface
is a central feature of a strong TI. In this subsection, we
show the existence of these surface states in the topolog-
ical regime t1 > t2 using analytical and numerical meth-
ods. First, we prove the existence of surface states on the
top and bottom surface of the stack, i.e. at the bound-
aries orthogonal to the stacking direction. To this end,
we restrict the discussion to the low-energy regime and
perform a linearization of the Hamiltonian by assuming
t1, t2 ≪ Eso. We represent the momentum in polar coor-
dinates to exploit the rotational symmetry of the layers.
Being functions of good quantum numbers, the modu-
lus k and the polar angle θ are constants for kx and ky
fixed. The spectrum of each layer is isotropic and, there-
fore, independent of θ, which means that there are only
fluctuations in k direction. States with different θ are
decoupled from each other and we can treat the problem
as effectively one-dimensional in direction of propagation
r34.
We linearize the spectrum and represent the field op-
erators around the Fermi surface (FS) in terms of slowly
varying fermionic field operators Sδ,βnθητ(r)34,54,
Ψnθητσ(x, y) = ∑
δβ
αδβθητσS
δ,β
nθητe
iηβkδF (x cosθ+y sinθ), (8)
where δ = e, i labels the exterior (e ≡ 1) and interior
(i ≡ 1¯) FS, with corresponding Fermi momenta keF =
2mα/h̵2 and kiF = 0. Here, β = 1, 1¯ refers to ‘right’
(1) and ‘left’ (1¯) movers propogating into opposite r-
directions. In this representation the polar angle θ is
restricted to [0, π). The spin overlap amplitude is given
by αδβθητσ = ⟨σ∣η, τ, δ, θ + π(1 − ηβ)/2⟩. The linearized
kinetic term [see Eq. (1)] becomes H¯0 = ∫ dr H¯0(r) with
H¯0 = −ih̵vF N∑
n=1
∑
θητ
∑
δβ
β(Sδ,βnθητ)†(∂rSδ,βnθητ), (9)
where vF = α/h̵ is the Fermi velocity.
We next employ a two-step perturbation approach by
considering the regime t1 ≫ t229. We first take into ac-
count the t1 tunnelings and obtain after linearization,
H¯t1 = t1 N∑
n=1
∑
θηβ
[(Si,βnθη1)†Si,β¯nθη1¯ +H.c.]. (10)
Importantly, H¯t1 couples fields of opposite velocities at
k = 0 resulting in a partial gap (see also Fig. 2a). In
a next step, we take into account the fields that are un-
affected by the t1-term and neglect the already gapped
fields. Analogously, one obtains
H¯t2 = t2∑
θβ
[ N∑
n=2
(Se,β
nθ11¯
)†Se,β¯(n−1)θ1¯1 + N∑
n=1
(Se,β
nθ1¯1¯
)†Se,β¯nθ11 +H.c.].
(11)
These terms gap out the remaining fields in the bulk but
do not affect the two fields at the top, Se,1/1¯
1θ11¯
, and at the
bottom, Se,1/1¯
Nθ1¯1
, of the stack, since they do not appear in
Eq. (11). These surface states are gapless, have a lin-
ear dispersion and the spin of each state is locked to be
orthogonal to its momentum, in other words, they form
a single helical Dirac cone at each of the two surfaces.
We remark that starting the perturbative analysis in the
opposite regime t2 ≫ t1 all fields at the top and bottom
surfaces are gapped and the system is in the trivial in-
sulating state. The result obtained in the perturbative
regimes smoothly connects to the region of the phase di-
agram where t1 > t2, and due to their topological nature
the gapless surface states persist over the whole parame-
ter range, see Fig. 3.
To access the spectrum of the, say, xz surface at y = 0,
we employ numerical diagonalization (see Appendix for
more details) and consider the system finite in y-direction
with Ny lattice sites. The spectrum of the tight-binding
Hamiltonian [see Eq. (22)] in the topological phase is
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FIG. 3: The spectrum in the topological phase obtained nu-
merically for Ny = 300, t1/t = 0.2, t2/t = 0.1, α¯/t = 0.3,
see SM? . The bulk states (blue) are fully gapped with gap
∆min = 2(t1−t2). The dispersion of the surface states localized
in the xz plane (green) is represented by an anisotropic Dirac
cone. The inset shows the helical spin structure in the layer
η = τ¯ = 1 at y/ay = 1 for E/t = 0.02 (dashed line), confirming
the presence of a single helical Dirac cone at the xz-surface.
shown in Fig. 3. It can be seen that the bulk states are
separated by an energy gap and that there exist states
with a Dirac spectrum. In Fig. 4, we show the modulus
squared of the wavefunction of a state on the Dirac cone
on the first hundred lattice sites. One can observe that,
indeed, the state is localized at the surface of the system
and therefore conclude that the Dirac cone corresponds
to surface states on xz surface. The spin is locked to
the momentum resulting in a helical texture (see the in-
set in Fig. 3). Since the system has rotational symmetry
around the z axis, it is clear that the same conclusions
could be drawn if we had imposed a hard wall boundary
condition at x = 0. In conclusion, we showed the exis-
tence of a single helical Dirac cone on each boundary and
a fully gapped bulk spectrum in the regime t1 > t2. We
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FIG. 4: The probability density of the wavefunction ∣ψ1,1¯,↑∣2
in the (1, 1¯) layer for a state on the Dirac cone on the first one
hundred sites (Ny = 800) along y direction. The figure was
obtained for t1/t = 0.2, t2/t = 0.1, α¯/t = 0.3, and µ = −4t for
a state on the Dirac cone with kxax/pi = 0.05 and kzaz/pi =
0. The wavefunction is localized at the xz surface decaying
rapidly along y direction into the bulk.
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FIG. 5: The spectrum in the trivial phase obtained numer-
ically for Ny = 300, t1/t = 0.1, t2/t = 0.2, α¯/t = 0.3. The
spectrum is fully gapped and no surface states were found in
the xz plane. The same holds for all other surfaces, which
shows that here the system is in the trivial phase.
emphasize that the gapless surface states were obtained
in a non-perturbative regime which proves that their ex-
istence does not rely on the perturbative approach con-
sidered above, underlining their topological nature.
For completeness we also show the spectrum in the re-
gion t1 < t2 which is separated by the gap closing line
t1 = t2 from the region where we found the Dirac cone.
As can be seen in Fig. 5 the spectrum is fully gapped
and there are no surface states. The system is a trivial
insulator in the whole region where t1 < t2. This analysis
confirms that for t1 > t2 (t1 < t2), the strong topologi-
cal Z2 invariant ν0 is given by ν0 = 1 (ν0 = 0), which is
consistent with our analysis above.
To emphasize the topological origin of surface states,
we show their stability against non-magnetic disorder.
In order to do so, we modified our tight-binding model
to implement detuning of the chemical potential in the
(η,τ)-layer at lattice site i by δµητi. The perturbations
were randomly generated from a normal distribution cen-
tered at ⟨δµ⟩ = 0 and the variance characterizing the dis-
order strength was chosen such that
√⟨δµ2⟩ < t2. As
can be seen from Fig. 6, the surface states remain intact
in the presence of non-magnetic disorder. There is no
gap opening. Moreover, this analysis also confirms that
our initial assumption of the rotational and translational
symmetries is not crucial for the existence of the topo-
logical phase.
IV. FRACTIONAL TOPOLOGICAL
INSULATOR
Next, our goal is to identify the regime in which the
system is a fractional strong 3D TI. For this, we de-
tune the chemical potential in H0 [see Eq. (2)] to
µ1/3 = Eso/9. This particular choice of µ fixes the ra-
tio between the radii of the interior and exterior FS to
2kiF = keF = 4mα/3h̵2. We, again, restrict the discus-
5sion to the regime t1 ≫ t2 and treat the t1-terms first.
The direct tunneling (t1) between layers of the same
mass is forbidden by spin/momentum conservation and
do not result in a gap. Repulsive electron-electron in-
teractions, however, open the channel for backscattering
assisted tunneling which has a chance to open a gap.
These processes consist of a tunneling with non-zero mo-
mentum transfer which is accompanied by two backscat-
tering events (in leading order) ensuring overall momen-
tum conservation. If the tunneling occurs between two
states where the spins are misaligned, the tunneling am-
plitude gets suppressed by a factor of the spin overlap (see
Fig. 7). Thus, we only take into account events where
the tunneling amplitude and correspondingly the size of
the bulk gap becomes maximal44–47, which corresponds
to processes preserving the rotational and translational
symmetries of the system and do not mix states charac-
terized by different values of θ48,49, see Fig. 2b. Such pro-
cesses similar to nesting conditions on Fermi surfaces44–47
allow us to maximize the condensation energy gain (also
known as Peierls-type energy gain) and stabilize the topo-
logical phase44–47. If the chemical potential is detuned by
δµ, the tunneling no longer conserves momentum exactly.
However, the gap is still opened, although suppressed, if
δµ < t1, t2.
The Hamiltonian density describing tunneling between
layers of the same mass becomes (see also Fig. 2b)
Ot1 = g1 ∑
nθητ
[(Se,1nθητ¯)†Si,1¯nθητ¯(Si,1nθητ)†Si,1¯nθητ¯(Si,1nθητ)†Se,1¯nθητ
+H.c.], (12)
with g1 = t1g2B and gB being the strength of the backscat-
tering term due to interactions. For the t2 processes we
distinguish the cases where tunneling occurs between the
interior (exterior) FS. The operator that commutes with
- 0.10 - 0.05 0.05 0.10
- 0.05
0.05
FIG. 6: The spectrum of the topological phase in the presence
of disorder along the cut kzaz/pi = 0 with parameters Ny =
300, t1/t = 0.2, t2/t = 0.1, α¯/t = 0.3, µ = −4t, and
√⟨δµ2⟩ =
0.7t2. The two Dirac cones on two opposite surfaces (green
and orange) still exist and there is no gap opened by disorder.
However, due to slightly different disorder configurations at
two surfaces, there is a small shift of the position of the center
of the Dirac cone in energy.
FIG. 7: Schematics of backscattering assisted tunneling pro-
cess between two neighboring electron layers. The two Fermi
surfaces are drawn on top of each other. For brevity, the spin
polarizations of the corresponding state at the Fermi surface
for the first (green arrows) and second layer (blue arrows) is
indicated only for kx < 0 (kx > 0). The involved electrons
residing in the respective layers are shown by blue (green)
dots. The momentum transfer q⃗ (orange dotted arrows) dur-
ing the tunneling event is compensated by the two backscat-
tering processes such that q⃗+ q⃗1+ q⃗2 = 0. Correspondingly, due
to the spin structure of the Fermi surface, the amplitude of
the tunneling process with momentum transfer q⃗ connecting
two states with misaligned spins is reduced. The backscat-
tering assisted tunneling amplitude (and thus the resulting
bulk gap) is maximum if all involved spins are aligned, thus,
q⃗ ∥ q⃗1,2. In this case, the rotation symmetry of the system is
preserved.
the one in Eq. (12) is given in leading order by
Ot2 = g2∑
nθ
l∈{1,1¯}
[(Se,1nθll)†Si,1¯nθll(Se,1nθll)†Se,1¯nθl¯l¯(Si,1nθl¯l¯)†Se,1¯nθl¯l¯ (13)
+ (Se,1
nlθll¯
)†Si,1¯
nlθll¯
(Se,1
nlθll¯
)†Se,1¯
n¯lθl¯l
(Si,1
n¯lθl¯l
)†Se,1¯
n¯lθl¯l
+H.c.],
with g2 = t2g2B and where tunneling occurs between the
exterior FSs. For brevity we use the index-dependent
unit cell labels nl = n − (1 − l)/2 and n¯l = n − (1 + l)/2.
For completeness we give the expression for the second
operator describing t2 tunneling processes between the
interior FS of layers with opposite mass
O˜t2 = g2∑
nθ
l∈{1,1¯}
[(Se,1nθll)†Si,1¯nθll(Si,1nθl¯l¯)†Si,1¯nθll(Si,1nθl¯l¯)†Se,1¯nθl¯l¯
+ (Se,1
nlθll¯
)†Si,1¯
nlθll¯
(Si,1
n¯lθl¯l
)†Si,1¯
nlθll¯
(Si,1
n¯lθl¯l
)†Se,1¯
n¯lθl¯l
+H.c.], (14)
with nl and n¯l as above. While Ot1 and Ot2 commute,O˜t2 does not commute with Ot1 and therefore these op-
erators can not be diagonalized simultaneously. Thus,
they leave the system gapless and, consequentially, do
not result in an energy gain. Such terms can therefore
be dropped.
The terms Ot1 and Ot2 open a gap in the bulk spec-
trum but in order to access the nature of the gapless sur-
face states we employ the bosonization procedure for 1D
systems. This is justified since in the limit of dominant
tunneling, fields with different angles θ are not coupled
6FIG. 8: The Weyl semimetal spectrum for the parameters
t1/Eso = 0.3, t2/Eso = 0.19, and kz = 0. Left: Four Weyl nodes
exist for weak exchange interaction (J/Eso = 0.08). Right: In
the regime ∣J − t1∣ < t2, only two Weyl outer nodes remain
(J/Eso = 0.17).
[cf. Eqs. (12) and (13)]. Thus, for θ fixed, the problem
is equivalent to tunnel-coupled infinite wires.
We next introduce chiral bosonic fields φ(θ)nβητσ(r)
(Sδ,βnθητ ∼ eiφ(θ)nβητσ ), where β determines the chirality and
σ the spin projection67. The chiral fields satisfy the com-
mutation relation [φ(θ)nβητσ(r), φ(θ)nβητσ(r′)] = iπβsgn(r−r′)
and all other commutators vanish. In a more convenient
basis defined as η(θ)nβητσ = 2φ(θ)nβητσ − φ(θ)nβ¯ητσ, the above in-
teraction terms become
Ot2 = g2∑
θ
l∈{1,1¯}
[ N∑
n=1
cos(η(θ)n1lll − η(θ)n1¯l¯l¯l) + N∑
n=2
cos(η(θ)
nl1ll¯l¯
− η(θ)
n¯l1¯l¯ll¯
)] ,
Ot1 = g1 ∑
nθητ
cos(η(θ)
n1¯ητ¯ τ¯
− η(θ)n1ηττ¯). (15)
We work in the limit where gi are large compared to
the quadratic part of the Hamiltonian and the fields get
pinned to one of the minima of the cosines67. Using
Eqs. (15), we infer that all the fields in the bulk get
pinned pairwise and, therefore, the bulk spectrum is fully
gapped. However, as in the previous section, two fields
at the top surface and two fields at the bottom surface do
not appear in the tunneling terms, namely η(θ)
1,1¯11¯↑, η
(θ)
1,111¯↓,
η
(θ)
N,11¯1↑, and η
(θ)
N,1¯1¯1↓. These fields do not get pinned and
stay gapless24. We conclude that the interacting system
hosts gapless surface states that have their spin locked
orthogonal to their momentum. The quasi-particle ex-
citations on the surface are directly given by the expo-
nential of the gapless bosonic fields listed above. These
excitations have been shown to carry fractional charge
q = e/368. This procedure can be generalized to other
odd integers n > 3 to obtain fractional TIs with q = e/n.
V. WEYL SEMIMETAL PHASE
Remarkably, if the SOI is no longer of pure Rashba
type but given by an equal combination of Rashba and
Dresselhaus SOI by gate tuning35, such that the spin
gets coupled only to the momentum in one particular
direction55–62, a Weyl semimetal phase (WSM) can be
realized in the same setup. The modified SOI term reads
H˜SOI = −iα∑
nητ
∑
σσ′
∫ dxdy Ψ†nητστ(σ1)σσ′∂yΨnητσ′ . (16)
As a result, the Hamiltonian density for each ητ layer is
given by
H˜0(x, y) = ∑
nητ
σσ′
Ψ†nητσ[η (− h̵22m∇2 − µ) − iτασ1∂y]σσ′Ψnητσ′ .
(17)
In Refs.55–61 it was shown that combining Rashba and
Dresselhaus SOI in a 2DEG can lead to a partial com-
pensation of the two. The above term arises when Rashba
and Dresselhaus SOI are of equal strength. The tunnel-
ing part of the total Hamiltonian Ht1 +Ht2 remains the
same. From the above equation it is evident, that spin
projection along the x-axis is a good quantum number
σ = ±1. The total 8 × 8 Bloch Hamiltonian is block diag-
onal and can be written in terms of Pauli matrices as
h˜(k) = h̵2(k2x + k2y)
2m
η3 − αkyσ1τ3 + t1τ1
+ t2[ cos2(kzaz/2)η1τ1 + sin2(kzaz/2)η2τ2
+ sin(kzaz)(η1τ2 + η2τ1)/2]. (18)
From now on k denotes the 3D momentum and k∣∣ the
in-plane momentum. The energy spectrum of this Hamil-
tonian is found to be
E˜2± = ǫ2∣∣ + t21 + t22 + (αky)2
± 2√ǫ2∣∣[t21 + (αky)2] + t21t22 cos2(kzaz/2), (19)
with ǫ∣∣ = h̵2k2∣∣ /2m. If t1 < t2, the spectrum has a
bulk gap. For t1 > t2 there are two doubly degener-
ate gapless bulk states at ±kD with kD = (k∗x,0,0) and
k∗x =
√
2m
h̵2
(t21 − t22)1/4. These are Dirac nodes hosting two
Weyl nodes of opposite chirality at the same point. The
twoWeyl nodes are not coupled in the absence of disorder
and, therefore, do not annihilate each other. Such Dirac
nodes can, however, be stable only if additional crystal
symmetries are present that stabilize these nodes70.
Next, we would like to eliminate the twofold degen-
eracy of the Dirac node by splitting it into two Weyl
nodes. This can be achieved if the time-reversal symme-
try is broken, for example, via magnetic impurities which
order ferromagnetically (FM) along a direction orthogo-
nal to the SOI direction, let say, in the y direction63–66.
The exchange interaction between the electron spins and
the magnetic impurities reads,
HJ = −J ∑
nητ
∑
σσ′
∫ d3x Ψ†nητσ(σ2)σσ′Ψnητσ′ , (20)
7with J > 0. Gapless states only exist in the kz = 0 plane
where the spectrum is given by
E˜±,±,(kx, ky,0) = ǫ2∣∣ + (J ± t1)2 + t22 + (αky)2
± 2√(ǫ2∣∣ + t22)(J ± t1)2 + ǫ2∣∣(αky)2. (21)
If ∣J −t1∣ > t2 the bulk spectrum has four gapless states at
±k± with k± = (k∗x,±,0,0) and k∗x,± =√ 2mh̵2 [(J±t1)2−t22]1/4.
This means that the initial twofold degeneracy gets lifted
and we end up with four distinct nodes (see Fig. 8).
The nodes at k± and −k± have opposite chirality (see
Fig. 9). If the exchange interaction strength is tuned to
J = t1 − t2, the two inner nodes meet and annihilate. As
long as ∣J − t1∣ < t2, only the nodes at ±k+ exist, while
at J = t1 + t2 the two inner nodes reappear and separate
when J is increased further.
In the Appendix B, we find explicitly spectrum and
wavefunctions of surface states in the WSM phase. Here,
we present the numerical spectrum obtained from a tight-
binding model defined in Appendix A with polarized
magnetic impurities in the regime J < t1 − t2, see Fig. 10.
We confirm the existence of gapless bulk states and of
surface states that are dispersionless in x direction. The
surface states have a linear dispersion in the z direction
as expected. In order to check the chirality of the Weyl
nodes, we also access the spin structure of the states on
the Weyl cones, see Fig. 9. Indeed, the overall chirality
of four Weyl cones is zero. We note that the Weyl phase
is defined strictly at the absence of disorder. Any finite
disorder will scatter between Weyl cones as discussed in
literature63.
VI. CONCLUSIONS
We considered a layered system that realizes a 3D frac-
tional strong TI. We constructed a simple model that
solely consists of weakly coupled 2D layers with Rashba
SOI. We also show that if Dresselhaus and Rashba SOI
term are of the same strength, the system can be brought
into the Weyl semimetal phase. The motivation for such
setups is given by the vast progress in fabricating super-
lattices and van der Waals heterostructures. We believe
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FIG. 9: Spin structure of the states on the Weyl cones at an
energy of E/t = 0.02 at y/ay = 260 (Ny = 400). For clarity
we projected the spin onto the kxkz plane. The parameters
used for the numerics are t1/t = 0.2, t2/t = 0.1, α¯/t = 0.4, and
J/t = 0.07.
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FIG. 10: Spectrum in the Weyl semimetal phase in half of the
BZ as a function of momenta (kx, kz). The spectrum of semi-
infinite system (y > 0) was obtained numerically [cf. Eq. (26)]
for Ny = 800, α¯/t = 0.45, t1/t = 0.3, t2/t = 0.19, and J/t = 0.08,
i.e. in the regime J < t1− t2 where we expect four Weyl nodes
from the analytical anlaysis. The bulk (surface) states are
colored in blue (green). The spectrum is cut in half along the
line connecting the gap closing points. The spectrum indeed
features two (since we show only one half) gapless points as
well as the Fermi arcs. The gap is not closed exactly due to
finite size effects.
that these engineered materials provide a promising route
towards realizing 3D (fractional) TIs and Weyl semimet-
als as proposed in this work.
ACKNOWLEDGEMENTS
We acknowledge support from the Swiss National
Science Foundation and NCCR QSIT, and the Marie
Sklodowska-Curie Innovative Training Network (ITN-
ETN) Spin-NANO.
APPENDIX A: TIGHT-BINDING MODELS
In Sect. III, we address the question of whether a he-
lical Dirac cone exists at any boundary numerically by
implementing a tight-binding model34 for a system with
Ny lattice sites. We impose a hard wall boundary at
y = 0 and consider the system to be infinitely extended
along the x and z directions such that we can intro-
duce momenta kx and kz. The tight-binding Hamiltonian
H = ∑kxkz Hkxkz for this setup reads
8Hkxkz =∑
ητ
H0kxkzητ + ∑
i=1,2
Htikxkz , (22)
H0kxkzητ = −∑
nσ
[η (t cos(kxax) − µ/2) c†ητnσcητnσ + ηtc†ητ(n+1)σcητnσ]
+ τα˜∑
n
[i(c†
ητ(n+1)↑cητn↓ − c†ητ(n−1)↑cητn↓) + 2i sin(kxax)c†ητn↑cητn↓] +H.c., (23)
Ht1kxkz = t1∑
nσ
[c†
11¯nσ
c11nσ + c†1¯1¯nσc1¯1nσ +H.c.], (24)
Ht2kxkz = t2∑
nσ
[e−ikzazc†
1¯1nσ
c11¯nσ + c†11nσc1¯1¯nσ +H.c.]. (25)
Here, cητnσ ≡ cητnσkxky is the annihilation operator for
an electron with spin σ in the layer (ητ) with momen-
tum (kx, kz) at position y = nay, where ay is the lattice
constant along the y direction. The spin-flip hopping am-
plitude is related to the SOI parameter by α˜ = α/2ay (we
take the lattice constants ax = ay)69.
To describe the Weyl phase in Sect. V, we use the
same Hamiltonian as in Eq. (22) besides adding exchange
interaction term and modifying the SOI term, such as
H˜0kxkzητ = −∑
nσ
[η (t cos(kxax) − µ/2) c†ητnσcητnσ + ηtc†ητ(n+1)σcητnσ]
+ iτα˜∑
n
[c†
ητ(n+1)↑cητn↓ − c†ητ(n−1)↑cητn↓] − iJ∑
n
c†ητn↑cητn↓ +H.c., (26)
with the magnetic impurities of the strength J polarized
along y direction.
APPENDIX B: Analytical Calculation of Surface
States in Weyl Semimetal phase
In this Appendix we explicitly show the analytical cal-
culation of the surface states that appear in the WSM
phase. We restrict the discussion to the regime where
t1 − t2 < J < t1 + t2 with t1 > t2. Without loss of gener-
ality all three parameters are considered to be positive.
In this range of the exchange interaction strength there
exist two Weyl nodes at ±k+ (see above) and the asso-
ciated Fermi arcs are located on the xz and xy surface
BZ. For simplicity we calculate the surface states on the
xz surface for y = 0. In order to perform the lineariza-
tion of the Hamiltonian [see Eq. (18)] we again assume
t1, t2 ≪ Eso (see also text above). The chemical potential
is tuned to the Weyl nodes.
We start with the full 3D bulk Hamiltonian
h˜(kx, ky, kz). Since the Fermi arc is the line connecting
the projections of the Weyl nodes on the corresponding
surface BZ, it is clear that the surface states occur with(kx,0) in the kxkz plane. Before linearization the Hamil-
tonian reads
h˜(kx, ky,0) = h̵2
2m
(k2x+k2y)η3−αkyτ3σ3+t1τ1+t2η1τ1+Jσ2.
(27)
For a clean surface (kx, kz) are good quantum numbers
and we can solve Eq. (27) for fixed kx, kz, i.e. the
problem reduces to a one-dimensional problem solving
for the zero-energy eigenstates of h˜kx(ky → −i∂y) (kz is
fixed to zero). Since kx is fixed in Eq. (27) we treat
the term containing kx as a detuning of the chemical
potential from the spin-orbit energy. This procedure is
justified since k2x ∈ [0, 2mh̵2 √(J + t1)2 − t22] and therefore
k2x is bounded from above by k
2
x < 4√2mh̵2 t1. This yields
δµkx = h̵2k2x2m < 4√2t1 ≪ Eso in the perturbative regime t1,
t2 ≪ Eso.
Linearizing the Hamiltonian in Eq. (27) gives
h˜ = vF kˆγ3 + t1(τ1γ1 − τ2γ2)/2 + t2η1τ1γ1
+ J(σ2γ1 + σ1τ3γ2)/2 + δµkxη3, (28)
with kˆ = −ih̵∂y the momentum operator around the Fermi
points and γi acts in left/right mover space. The effect
of spin-orbit coupling enters in two ways, firstly it deter-
mines the Fermi velocity (since vF = α/h̵) and secondly it
prevents the exchange interaction term from being diag-
onal in spin space, which would otherwise just lead to an
9energy shift of the two spin subbands and not produce
any interesting effects. For the eigenstate we make the
Ansatz ψkx(x, y, z) = eikxxψ(y) = eikxxeiλyφλ, where φλ
is a 16-component vector. Acting with the Hamiltonian
in Eq. (28) on ψkx one ends up with the matrix equation
h˜(kx, ∂y → iλ)φλ = Eλφλ. (29)
The surface states are the zero-energy eigenstates which
decay for y > 0 (this translates into the criterion Re(iλ) <
0). The zero-energy states can simply be found by solving
Det(h˜(kx, iλ)) = 0. In the regime t1 − t2 < J < t1 + t2 we
find the following decaying solutions characterized by
λ1,± = it2 ± δµkx
h̵vF
, (30)
λ2,ρ,κ = ρ1−κi
√(J + ρt1)2 − δµ2kx + κt2
h̵vF
, (31)
where ρ,κ ∈ {−1,1} and the corresponding eigenvectors
(suppressing the normalization factors) are given by
φ1 = (0,0,0,0,0,0,0,0, i,0,0,0,0,0,0,1),
φ2 = (0,0, i,0,0,1,0,0,0,0,0,0,0,0,0,0),
φ3 = (0,0,0,0,0,0,0,0,0,0,0,−i,1,0,0,0),
φ4 = (0,−i,0,0,0,0,1,0,0,0,0,0,0,0,0,0), (32)
φ5 = (ig∗−,0,0, i,−1,0,0, g∗−,0,−i,−ig∗−,0,0,−g∗−,1,0),
φ6 = (ig−,0,0, i,−1,0,0, g−,0,−i,−ig−,0,0,−g−,1,0),
φ7 = (−ig+,0,0, i,1,0,0, g+,0, i,−ig+,0,0, g+,1,0),
φ8 = (ig+,0,0,−i,1,0,0, g+,0,−i, ig+,0,0, g+,1,0),
with g± = δµkx−i
√(J±t1)2−δµ2kx
J±t1 . Some of these solutions
seem to be ill-defined at J = t1, but they actually have a
finite limit once they are normalized. However, the ex-
pressions are too lengthy to be displayed here.
We write the general solution as linear combination in the
basis (Ψ11¯↑,Ψ11↑,Ψ1¯1¯↑,Ψ1¯1↑,Ψ11¯↓,Ψ11↓,Ψ1¯1¯↓,Ψ1¯1↓) and im-
pose a hard-wall boundary condition at y = 0. Dropping
rapidly oscillating terms, we write
ψ(y) = 1√
N
8∑
j=1
cje
iλjyφ˜λj , (33)
with N as a normalization constant and φ˜ an 8 compo-
nent vector. We find a non-trivial zero energy solution
characterized by coefficients (c5 = c6 = c8 = 0),
c2/c1 = −c7/c1 = 1, c3/c1 = c4/c1 = g+. (34)
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