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In this paper, we shall prove some properties of set-valued asymptotic martingale (amart for
short) and provide an optional sampling theorem. We shall also prove a quasi-Riesz decomposition
theorem for set-valued amarts. Finally we shall discuss the existence of selections of set-valued
amarts and give a representation theorem of compact convex set-valued amarts.
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theorem1. Introduction
It is well known that classical martingale theory plays an important role in probability
theory and applications. By the development of stopping time techniques, it is allowed the
generalization of martingale concepts. The outcome of this eﬀort was the introduction and
detailed study of vector-valued asymptotic martingales (amarts for short) and uniform
amarts. Readers may mainly refer to papers of those of Bellow [3,4], Chacon and Suche-
ston [5], Edgar–Sucheston [6–8]. Hu and Papageorgiou gave a summary about amarts and0888-613X/$ - see front matter  2007 Published by Elsevier Inc.
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Edgar and Sucheston discussed the properties, almost sure convergence theorems and the
Riesz decomposition theorems of vector-valued amarts in [6,8], which are relative to our
this paper.
For the theory of set-valued martingale, many good results have been obtained. For
examples, representation theorem of set-valued martingales by means of martingale selec-
tions was proved by Luu [16]; convergence theorems of set-valued martingales, submartin-
gales and supermartingales under various settings were obtained by many authors, such as
Hess [9], Hiai and Umegaki [10], Korvin and Kleyle [12], Li and Ogura [13,14], Papageor-
giou [21,22], Wang and Xue [25]. The concept of a set-valued uniform amart was intro-
duced by Luu [18], and he obtained the representation theorem of set-valued uniform
amart. Luu also introduced the concept of set-valued L1-amart and got many good results
in [17,19]. Papageorgiou [23] discussed convergence of set-valued uniform amarts in the
sense of Kuratowski-Mosco, and also obtained the weak convergence theorems of set-val-
ued amarts and a convergence theorem in Hausdorﬀ metric for set-valued amarts domi-
nated by a compact convex uniformly bounded random variable. In [24], Zhang et al.
discussed equivalent deﬁnitions of a set-valued amart. Hu and Papageorgiou gave a sum-
mary about set-valued amarts and uniform amarts in Section 2 of Chapter 8 in [11].
As we have known that in vector-valued case, there are an optional sampling theorem
and Riesz decomposition theorem. Can we get the similar results for set-valued amarts?
Does there exist an amart selection of a set-valued amart? Can we provide a sequence
of amart selections of a set-valued amart so that the set-valued amart can be represented
by this sequence of amart selections? These are what we shall focus on in this paper.
This paper is organized as follows. In Section 2, we shall brieﬂy introduce some con-
cepts and notations on set-valued random variables. In Section 3, we shall prove some
basic properties of set-valued amarts, and then state an optimal sampling theorem of
set-valued amarts. We shall also provide a quasi-Riesz decomposition theorem for set-
valued amarts. In Section 4, we shall give the representation theorem of compact convex
set-valued amarts.2. Preliminary on set-valued random variables
Throughout this paper, we assume that ðX;A; lÞ is a nonatomic complete probability
space, ðX; k  kXÞ is a real separable Banach space with its dual space X, KðXÞ is the family
of all nonempty closed subsets of X, KbðXÞ is the family of all nonempty bounded closed
subsets of X, KcðXÞ is the family of all nonempty closed convex subsets of X, and KkðXÞ
ðKkcðXÞ, resp.) is the family of all nonempty compact (compact convex, resp.) subsets of X.
Let A and B be two nonempty subsets of X and let k 2 R, the set of all real numbers. We
deﬁne addition and scalar multiplication by
Aþ B ¼ faþ b : a 2 A; b 2 Bg;
kA ¼ fka : a 2 Ag:
The Hausdorﬀ metric on KbðXÞ is deﬁned by
dH ðA;BÞ ¼ max sup
a2A
dða;BÞ; sup
b2B
dðb;AÞ
 
ð2:1Þ
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dHðA;BÞ ¼ maxfinffk : B  Aþ kg; inffk : A  Bþ kgg; ð2:2Þ
where Aþ k ¼ fx : dðx;AÞ 6 kg, and dðx;AÞ ¼ inf y2Akx ykX.
A set-valued mapping F : X ! KðXÞ is called set-valued random variable (or measur-
able) if, for each open subset O of X, F 1ðOÞ ¼ fx 2 X : F ðxÞ \ O 6¼ ;g 2A.
A set-valued random variable F is called integrably bounded (cf. [10] or [15]) ifR
X kF ðxÞkK dl < 1. Let L1½X;KðXÞ denote the space of all integrably bounded random
variables, and L1½X;A0; l;Kf ðXÞ denote the space of all A0-measurable integrably
bounded random variables taking values in Kf ðXÞ, where ‘‘f’’ can be ‘‘c’’, ‘‘k’’, ‘‘kc’’
etc., and A0 is a sub-r-ﬁled of A. If A0 ¼A, we may write L1½X;Kf ðXÞ for short.
For each set-valued random variable F, the expectation of F, denoted by E[F], is deﬁned
by
E½F  ¼
Z
X
f dl : f 2 SF
 
;
where
R
X f dl is the usual Bochner integral in L
1½X;X, the family of integrable X-valued
random variables, and SF ¼ ff 2 L1½X;X : f ðxÞ 2 F ðxÞ; a:e:g. This kind of integral is
called Aumann integral (cf. [2]) in literature.
We assume fAn : nP 1g is an increasing sequence of sub-r-ﬁelds of A such that
A ¼ rðSnP1AnÞ.
A function s : X ! NSfþ1g is said to be a stopping time with respect to
fAn : n 2 Ng if for each nP 1; fs ¼ ng ¼: fx 2 X : sðxÞ ¼ ng 2An. The set of all
stopping times is denoted by T*. And we say that s1 6 s2 if and only if s1ðxÞ 6 s2ðxÞ
for all x 2 X. Let T denote the set of all bounded stopping times, and
T ðrÞ ¼ fs : sP r; s 2 Tg. Given s 2 T , we deﬁne
As ¼ fA 2A : A \ fs ¼ ng 2An; nP 1g:
Then As is a sub-r-ﬁeld of A. If Xn 2 L1½X;KðXÞ for any n 2 N, we deﬁne
X sðxÞ ¼ X sðxÞðxÞ for all x 2 X. Then X s : X ! KðXÞ is As-measurable.
3. Properties, optional sampling theorem and quasi-Riesz decomposition of set-valued amarts
In this section, we shall prove some basic properties of set-valued amarts. We ﬁrstly
introduce the following deﬁnition of a set-valued amart.Deﬁnition 3.1. An adapted set-valued sequence fF n;An : nP 1g  L1½X;KðXÞ is called a
set-valued amart, if the net fRX F s dlgs2T convergent in the sense of dH.
Since ðKbðXÞ; dH Þ is a complete metric space, there is K 2 KbðXÞ such that
lim
s2T
dH
Z
X
F s dl;K
 
! 0:
If for any x 2 X, fsðx; F nÞ;An : n 2 Ng is a real-valued amart, fF n;An : nP 1g is
called a set-valued weak amart, where sðx;AÞ is a support function of A. The next
Theorem tells us the relationship between a set-valued amart and a set-valued weak amart.Theorem 3.2. If fF n;An : n 2 Ng is a set-valued amart in L1½X;KcðXÞ, then it is a set-valued
weak amart.
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X
sðx; F sÞdl ¼ sðx;
Z
X
F s dlÞ:
With the continuous property of s and above formula, convergence of fRX F s dlgs2T in
the sense of dH implies convergence of f
R
X sðx; F sÞdlgs2T . Then fsðx; F nÞ;An : n 2 Ng is
a real-valued amart, i.e. fF n;An : nP 1g is a set-valued weak amart. h
It is clear that a linear combination of set-valued amarts is a set-valued amart. We next
prove that ﬁnite union and intersection of set-valued amarts are also amarts. We need to
prepare two Lemmas for it.
Lemma 3.3. If fA;B;An;Bn : n 2 Ng  KbðXÞ, limn!1dH ðAn;AÞ ¼ 0 and limn!1dH
ðBn;BÞ ¼ 0, then
(i) for any given nonempty closed set C, we have limn!1dHðAn \ C;A \ CÞ ¼ 0,
(ii) limn!1dH ðAn \ Bn;An \ BÞ ¼ 0,
(iii) limn!1dH ðAn \ Bn;A \ BÞ ¼ 0.Proof. (i) Since limn!1dHðAn;AÞ ¼ 0, then by the equivalent deﬁnition (2.2), for any e > 0,
there exists a N 2 N such that for any nP N, we have
An  Aþ e and A  An þ e:
Thus we have
An \ C  ðAþ eÞ \ C  ðA \ CÞ þ e;
and
A \ C  ðAn þ eÞ \ C  ðAn \ CÞ þ e:
So we have
lim
n!1
dHðAn \ C;A \ CÞ ¼ 0:
(ii) For any e > 0, there exists a N 2 N such that
An  Aþ e and A  An þ e;
and
Bn  Bþ e; B  Bn þ e
for any nP N. Then for any nP N we have
An \ Bn  An \ ðBþ eÞ  ðAn \ BÞ þ e;
and
An \ B  An \ ðBn þ eÞ  ðAn \ BnÞ þ e:
Thus we have
lim
n!1
dHðAn \ Bn;An \ BÞ ¼ 0:
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An  Aþ e
2
; A  An þ e
2
;
and
Bn  Bþ e
2
; B  Bn þ e
2
for any nP N. Then for any nP N we have
ðAn \ BnÞ  Aþ e
2
 
\ Bþ e
2
 
 ðA \ BÞ þ e;
and
ðA \ BÞ  An þ e
2
 
\ Bn þ e
2
 
 ðAn \ BnÞ þ e:
Hence, we have
lim
n!1
dH ðAn \ Bn;A \ BÞ ¼ 0:
The result is proved. h
We also have the similar Lemma for the union of sets. Since the proof is similar to that
of Lemma 3.3, we omit it here.
Lemma 3.4. If fA;B;An;Bn : n 2 Ng  KbðXÞ, limn!1dH ðAn;AÞ ¼ 0, and limn!1dH
ðBn;BÞ ¼ 0, then
(i) for any given set C 2 KbðXÞ, we have limn!1dH ðAn [ C;A [ CÞ ¼ 0,
(ii) limn!1dH ðAn [ Bn;An [ BÞ ¼ 0,
(iii) limn!1dH ðAn [ Bn;A [ BÞ ¼ 0.Theorem 3.5. Let fF n;An : nP 1g and fGn;An : nP 1g be set-valued adapted L1-bounded
sequences.
(a) If fRX F s dlgs2T and fRX Gs dlgs2T are bounded, then fRX F s [ Gs dlgs2T and
fRX F s \ Gs dlgs2T are bounded.
(b) If fF n;An : nP 1g and fGn;An : nP 1g are set-valued amarts, then fF n [ Gn;An:
nP 1g and fF n \ Gn;An : nP 1g are set-valued amarts.Proof. (a) Obviously fRX F s \ Gs dlgs2T is bounded. Now we prove fRX F s [ Gs dlgs2T is
bounded.Z
X
F s [ Gs dl


K
¼
Z
X
F sdl [
Z
X
Gs dl


K
6
Z
X
F s dl


K
þ
Z
X
Gs dl


K
< 1:
(b) We now prove that fF n \ Gn;An : nP 1g is a set-valued amart. Since
fF n;An : nP 1g; fGn;An : nP 1g are set-valued amarts, we know that there exists
K;M 2 KbðXÞ such that
lim
s2T
dH
Z
X
F s dl;K
 
! 0; lim
s2T
dH
Z
X
Gs dl;M
 
! 0:
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dH
Z
X
F s \ Gs dl;
Z
X
F r \ Gr dl
 
6 dH
Z
X
F s \ Gs dl;K \M
 
þ dH K \M ;
Z
X
F r \ Gr dl
 
! 0 ðby Lemma 3:3Þ;
i.e. fF n \ Gn;An : nP 1g is a set-valued amart.
Similarly, we can prove that fF n [ Gn;An : nP 1g is a set-valued amart. hTheorem 3.6. Let fF n;An : nP 1g be a set-valued amart, then f
R
X F s dl : s 2 T g is
bounded.Proof. Since
R
X F s dl converges, there exists N 2 N such that
dH
Z
X
F s dl;
Z
X
F N dl
 
6 1; for all s 2 T ; sP N :
And we also haveZ
X
F s^N dl


K
6
Z
X
max
16n6N
kF nkK dl:
Thus we have
dH
Z
X
F s dl; f0g
 
¼ dH
Z
X
F s dlþ
Z
X
F N dl;
Z
X
F N dl
 
6 dH
Z
X
F s^N dlþ
Z
X
F s_N dl;
Z
X
F N dl
 
6 dH
Z
X
F s^N dl; f0g
 
þ dH
Z
X
F s_N dl;
Z
X
F N dl
 
6
Z
X
max
16n6N
kF nkK dlþ 1:
Thus, sups2T
R
X F s dl
 
K
< 1; and the result is proved. h
We next prove an ‘‘optional sampling theorem’’.Theorem 3.7. Let fF n;An : nP 1g be a set-valued amart and let fsk : k P 1g be a
nondecreasing sequence of bounded stopping times. Define Gk ¼ F sk , then fGk;Ask : k P 1g
is a set-valued amart.Proof. Since fF n : nP 1g is a set-valued amart, for given e > 0, we can choose N 2 N
such that
dH
Z
X
F s dl;
Z
X
F s0 dl
 
6 e
for all bounded stopping times s; s0 P N .
Write s1 ¼ limk!1sk; s1 is a (possibly inﬁnite) stopping time. Then
dH ðF sk^N ; F s1^N Þ ! 0 as k ! 1:
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X
sup
k
F sk^N
 
K
dl 6
Z
X
kF 1kK _    _ kF NkKð Þdl < 1:
Thus, by dominated convergence theorem the sequence fF sk^N : k P 1g is a set-valued
amart. Then we can choose K 2 N such that
dH
Z
X
F sr^N dl;
Z
X
F sr0 ^N dl
 
< e
for all bounded stopping times r; r0 P K. Moreover we obtain that, for any bounded stop-
ping time r; r0 P maxfK;Ng,
dH
Z
X
Grdl;
Z
X
Gr0 dl
 
¼ dH
Z
X
F sr dl;
Z
X
F sr0 dl
 
¼ dH
Z
X
F sr_N dlþ
Z
X
F sr^N dl;
Z
X
F sr0 _N dlþ
Z
X
F sr0 ^N dl
 
6 dH
Z
X
F sr_N dl;
Z
X
F sr0 _N dl
 
þ dH
Z
X
F sr^N dl;
Z
X
F sr0 ^N dl
 
6 eþ e¼ 2e:
Thus the result is proved. hCorollary 3.8 (Optional stopping theorem). Let fF n : nP 1g be a set-valued amart, r a
stopping time (possibly infinite). Then Gn ¼ F n^r is a set-valued amart.Proof. By Theorem 3.5 with sn ¼ n ^ r, it is easy to see that fGn;An : nP 1g is a set-val-
ued amart. h
An adapted sequence of X-valued random variables fpn;An : n 2 Ng is called potential
if pn ! 0 in L1 and in a.e. and fps : s 2 Tg is uniformly integral.
By Theorem 2.23 of Chapter 8 of [11], we know that if X has the Radon-Nikodym prop-
erty and ffn;An : nP 1g is a vector-valued L1½X;X-bounded amart, then fn has Riesz
decomposition uniquely, i.e. fn ¼ mn þ pn with fmn;An : nP 1g a L1½X;X-bounded mar-
tingale and fpn : n 2 Ng is an amart with lims2TkpskPe ! 0. In addition, if ffn : n 2 Ng is
uniformly integral, then so is fpn : n 2 Ng. Where k  kPe denotes Pettis norm, i.e.
kpnkPe ¼ sup
Z
X
jhx; pnijdl : x 2 X; kxkX 6 1
 
:
Notice that in general, we cannot have pn ! 0 in L1 or a.e. in Riesz decomposition, but it
is known that k  kPe 6 k  kL1 .
Since the space KðXÞ is not a linear space with respect to the addition and multiplica-
tion, it is diﬃcult to obtain the Riesz decomposition for a set-valued amart. Now we prove
a quasi-Riesz decomposition theorem of a compact convex set-valued amart under some
dominated condition.
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F nðxÞ  GðxÞ, a.e. with G 2 L1½X;KkcðXÞ, then
(1) there exists a set-valued martingale fMn;An : nP 1g and fZn : nP 1g such that
F nðxÞ  MnðxÞ þ ZnðxÞ; a:e:
kZnkK ! 0 a:e: ðn ! 1Þ:
(2) If let qn ¼ dH ðF n;MnÞ, then fqn;An : nP 1g is a potential.Proof. (1) By Theorem 20 of [23], there exists an F 2 L1½X;KkcðXÞ such that
dH ðF nðxÞ; F ðxÞÞ ! 0 a:e: ðn ! 1Þ
Let Mn ¼ E½F jAn, then fMn;An : nP 1g is a set-valued martingale, and
dH ðMn; F Þ ! 0 a:e: ðn ! 1Þ:
Deﬁne Zn ¼ fx 2 X : kxkX 6 dHðMn; F nÞg; then F nðxÞ  MnðxÞ þ ZnðxÞ, a.e., and
kZnkK 6 dHðMn; F nÞ ! 0 a:e: ðn ! 1Þ:
(2) By the proof of (1), we have
dH ðMnðxÞ; F ðxÞÞ ! 0 a:e: and dHðF nðxÞ; F ðxÞÞ ! 0 a:e: ðn ! 1Þ:
This implies
qn ¼ dH ðF n;MnÞ ! 0 a:e: ðn ! 1Þ:
From the assumption F nðxÞ  GðxÞ, a.e. with G 2 L1½X;KkcðXÞ, we obtain that
fkF skK : s 2 Tg is uniformly integral. On the other hand, from Mn ¼ E½F jAn and
F 2 L1½X;KkcðXÞ, we know that fkMnkK : n 2 Ng is also uniformly integral. By page 92
of [20], it is known that fkM skK : s 2 Tg is uniformly integral. Hence,
dH ðF s;M sÞ 6 kF skK þ kM skK implies fqs : s 2 Tg is uniformly integral, furthermore, qn
converges in L1 as n ! 1. Thus, fqn;An : nP 1g is a potential. h4. Representation theorems for closed convex set-valued amartsDeﬁnition 4.1. A sequence ffn;An : nP 1g is called an amart selection of
fF n;An : nP 1g if
(i) fn 2 SF nðAnÞ for all n 2 N;
(ii) ffn;An : nP 1g is an amart in L1½X;X.In this case we write ffng 2 AMSðfF ngÞ, and
let AMSðfF ngÞ denote the set of all amart selections of fF n;An : n 2 Ng.Example 4.2. Let ffn;An : n 2 Ng be an X-valued amart and frn;An : n 2 Ng be a real-
valued amart. Take a bounded closed convex subset B of X. Deﬁne
F n ¼ fn þ rnB;
then fF n;An : n 2 Ng is a set-valued amart.
Indeed, there exists a N 2 N such that for stopping times r; sP N , we haveZ
X
fr dl
Z
X
fs dl


X
< e;
Z
X
rr dl
Z
X
rs dl


X
<
e
M
;
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dH
Z
X
F r dl;
Z
X
F s dl
 
¼ dH
Z
X
ðfr þ rrBÞdl;
Z
X
ðfs þ rsBÞdl
 
¼
Z
X
fr dl
Z
X
fs dl


X
þ dH
Z
X
rrBdl;
Z
X
rsBdl
 
6
Z
X
fr dl
Z
X
fs dl


X
þ kBkK
Z
X
rr dl
Z
X
rs dl


X
< eþ e ¼ 2e:
It is easy to see that every sequence fgn : n 2 Ng, deﬁned by gn ¼ fn þ rnx for some x 2 B,
is an amart selection of fF n;An : n 2 Ng. h
We shall have a natural question: does fF n;An : nP 1g always have an amart selec-
tion? The following theorem will answer this question by using Steiner method in ﬁnite
dimensional space.
Theorem 4.3. Assume X be a d-dimensional Banach space and Sd1 the unit sphere of X. Let
fF n;An : nP 1g  L1½X;A; l;KbcðXÞ be a set-valued amart, then it admits an amart
selection.Proof. Deﬁne Steiner point SdðKÞ by
S1ðKÞ ¼ sð1;KÞ
2
þ sð1;KÞ
2
; and
SdðKÞ ¼ d
Z
Sd1
xsðx;KÞlðdxÞ if d P 2:
Then SdðKÞ 2 K for all K 2 KbcðXÞ (cf. [1]), and also for any nP 1, we have SdðF nÞ 2 F n
a.e.. Next we will prove that SdðF nÞ is an amart selection of Fn.
Since fF n;An : nP 1g is a set-valued amart, by Theorem 3.2 we know for any e > 0,
there exists N 2 N, such that for any bounded stopping times r; sP N ,Z
X
sðx; F sÞdl
Z
X
sðx; F rÞdlÞ
				
				 6 e; for all x 2 Sd1:
Then by Fubini Theorem we haveZ
X
SdðF sÞdl
Z
X
SdðF rÞdl


X
¼
Z
X
d
Z
Sd1
xsðx;F sÞlðdxÞdl
Z
X
d
Z
Sd1
xsðx;F rÞlðdxÞdl


X
¼ d
Z
Sd1
x
Z
X
sðx;F sÞdllðdxÞ 
Z
Sd1
x
Z
X
sðx;F rÞdllðdxÞ


X
6 d
Z
Sd1
kxkX
Z
X
sðx;F sÞdl
Z
X
sðx;F rÞdl


X
lðdxÞ
6 de
Z
Sd1
lðdxÞ ¼ de:
Thus the result is proved. h
To get further representation theorem, we need the following Lemma and notations.
44 S. Li, L. Guan / Internat. J. Approx. Reason. 46 (2007) 35–46Let fF n;An : nP 1g  L1½X;KcðXÞ be a set-valued amart and frn;An : nP 1g a non-
negative potential. Denote
AMSðF n; rnÞ ¼ fffng 2 AMSðF nÞ : kpnðxÞkX 6 rnðxÞ a:e:; pn
¼ fn  mn; mn is the martingale in the Riesz decomposition of f ng:Lemma 4.4 (cf. [19]). If A1 A0 are two sub-r-fields of A, F 2 L1½X;A1; l; KcðXÞ,
G 2 L1½X;A0;l; KcðXÞ and h : X ! Rþ n f0g is a A1-measurable function, then for each
f 2 SF ðA1Þ, we can find g 2 SGðA0Þ such that
kf ðxÞ  E½gðxÞjA1kX 6 dHðF ðxÞ;E½GðxÞjA1Þ þ hðxÞ; a:e:
Consequently, if G is A1-measurable then there is some g 2 SGðA1Þ such that
kf ðxÞ  gðxÞkX 6 dH ðF ðxÞ;GðxÞÞ þ hðxÞ; a:e:Theorem 4.5. If fF n;An : nP 1g  L1½X;KkcðXÞ is a set-valued amart satisfying
F nðxÞ  GðxÞ, a.e. with G 2 L1½X;KkcðXÞ, then there is a positive potential frn;An :
nP 1g such that for k P 1
SF k ðAkÞ ¼ pkðAMSðF n; rnÞÞ
where for every fn 2 AMSðF n; rnÞ, pkðffngÞ ¼ fk (the usual projection to the kth element of
the sequence ffn : nP 1g).Proof. By Theorem 3.9 we know that there exists a set-valued martingale
fMn;An : nP 1g  L1½X;KkcðXÞ such that qn ¼ dH ðF n;MnÞ is a nonnegative potential.
Let
rnðxÞ ¼ qnðxÞ þ
1
2n
; nP 1:
Clearly frn;An : nP 1g is a positive potential.
Now let k P 1 and let f^ k 2 S1F k ðAkÞ. From Corollary 4.2.4 of [15] (Luu’s martingale
convergence theorem, also cf. [16]), we know that there exists a sequence fhinðxÞ : nP 1g
in MSðMnÞ such that for every nP 1;MnðxÞ ¼ clfhinðxÞ : iP 1g, for all x 2 X. Deﬁne
s : X ! N and hsk : X ! X by
sðxÞ ¼ inf iP 1; kf^ kðxÞ  hikðxÞk 6 dðf^ kðxÞ;MnðxÞÞ þ
1
2k
 
and
hkðxÞ ¼
X1
i¼1
Ifs¼igðxÞhikðxÞ ¼ hsðxÞk ðxÞ:
Obviously s 2Ak and hkðxÞ 2 MkðxÞ: Also we have
kf^ kðxÞ  hkðxÞkX ¼
X
iP1
Ifs¼igðxÞkf^ kðxÞ  hikðxÞkX 6 dðf^ kðxÞ;MkðxÞÞ þ
1
2k
6 rkðxÞ a:e: ð4:1Þ
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hnðxÞ ¼
P
iP1
Ifs¼igðxÞhinðxÞ; if nP k;
E½hkðxÞjAn; if n < k:
8<
:
Then fhn;An : nP 1g 2 MSðMnÞ. For each hnðxÞ 2 SMnðAnÞ, by using Lemma 4.4, we
can ﬁnd a sequence fn 2 S1F nðAnÞ such that
kfnðxÞ  hnðxÞkX 6 rnðxÞ a:e:: ð4:2Þ
Next we shall prove that ffn;An : nP 1g 2 AMSðF n; rnÞ. Indeed, ﬁrstly we can write
fn ¼ hn þ ðfn  hnÞ.
On the other hand, from (4.2), we have that ffs  hs : s 2 Tg is uniformly integral and
kfn  hnkX ! 0 a.e.. Thus, taking sn 2 T and sn " 1, then we have that
fsn  hsn ! 0; a:e::
By the property of uniformly integral of ffs  hs : s 2 Tg, we haveZ
X
ðfsn  hsnÞdl ! 0; a:e::
Hence ffn  hn;An : nP 1g is an amart. This with fhn;An : nP 1g being a martingale
implies that ffn;An : nP 1g is an amart, and its martingale component in the Riesz
decomposition is given by fhn;An : nP 1g. By (4.1) and (4.2), we can take fk ¼ f^ k and
so f^ k 2 pkðffngÞ 2 pkðAMSðF n; rnÞÞ. Hence SF k ðAkÞ  pkðAMSðF n; rnÞÞ. It is obvious that
SF k ðAkÞ  pkðAMSðF n; rnÞÞ. So we have the conclusion. hRemark 4.6. From the proof of above theorem, we can see that there exist amart selections
for a set-valued amart under the conditions of Theorem, even if X is an inﬁnite dimen-
sional Banach space.
Now we are ready to state the following representation theorem of a set-valued amart.
Theorem 4.7. If fF n;An : nP 1g  L1½X;KkcðXÞ is a set-valued amart satisfies
F nðxÞ  GðxÞ, a.e. with G 2 L1½X;KkcðXÞ, then there exist a positive potential
frn;An : nP 1g and a sequence ff kn : k P 1g  AMSðF n; rnÞ such that for every nP 1,
F nðxÞ ¼ clff kn ðxÞ : k P 1g for all x 2 X: ð4:3ÞProof. From Theorem 1.2.7 of [15] (Castaing representation Theorem), we have that,
for any k 2 N, there exists a sequence fgk;i : i 2 Ng  SF k ðAkÞ such that
F kðxÞ ¼ clfgk;iðxÞ : i 2 Ng for all x 2 X. By virtue of Theorem 4.5, there exists a sequence
of amart selections fhk;i;jn : j 2 Ng in AMSðF n; rnÞ such that
lim
j!1
E½khk;i;jk  gk;ikX ¼ 0; for all k; i 2 N:
Thus
F kðxÞ ¼ clfhk;i;jk ðxÞ : i; j 2 Ng for all k 2 N:
46 S. Li, L. Guan / Internat. J. Approx. Reason. 46 (2007) 35–46Finally, if ff ln : l 2 Ng denotes the sequence fhk;i;jn : k; i; j 2 Ng, then (4.3) is automatically
satisﬁed. The proof of Theorem is ﬁnished. hReferences
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