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I. INTRODUCTION 
Much recent work has been devoted to the description of the onset of 
instability in plane parallel channel flow. The real problem is of course non- 
linear; however, study of even the linear theory, the Orr-Sommerfeld equa- 
tion, has been an extremely difficult task. Only recently have reliable accurate 
numerical calculations been performed, using the technique of orthogonal 
expansions (Orszag [3]). One of the main difficulties of the linear theory, 
boundary-layer behavior of the function of interest, carries over to the non- 
linear problem while another difficulty, the so-called critical layers, does not 
appear to carry over. 
In this paper we introduce a new set of orthogonal functions whose novel 
feature is their dependence upon the Reynolds number. Hence they can be 
made to fit the required function especially accurately near the boundaries, 
and as well as the traditional sets elsewhere. We demonstrate their use as 
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compared with other orthogonal sets for the expansion of two given functions 
with boundary-layer behavior, a test function and the first eigenfunction of 
the Orr-Sommerfeld equation. We hope that use of this new set of functions 
will simplify the ultimate resolution of the full non-linear problem, and that 
the functions will be of wide applicability in the theory of viscous flow. 
Note that there is no intention of matching Orszag’s extreme accuracy. 
We attempt here to obtain reasonable accuracy with a very few terms, condi- 
tions under which studies of the more complicated problems must clearly 
be performed. 
The material is organized as follows: In Section 2, we consider the conver- 
gence of orthogonal expansions, introduce our set of orthogonal functions, 
and prove their order six rate of convergence for the problem at hand. We 
also prove that Jacobi polynomials have an infinite rate of convergence for 
the same problem and indicate why orthogonal polynomials in general may 
be undesirable. In Section 3 we present numerical examples: the expansion 
of a specific simple function with respect to the different orthonormal sets of 
Section 2. In Section 4, we present the equations governing the stability of 
plane parallel flow, briefly summarize existing results, and suggest how the 
difficulties of the linear problem carry over to the non-linear problem. In 
Section 5, we solve the Orr-Sommerfeld equation with small numbers of 
expansion functions while seeking good accuracy, and in Appendix A discuss 
the completeness of the set of expansion functions we employ. In Appendix B 
we present details of a power series argument used in Section 2. 
2. CONVERGENCE OF ORTHOGONAL EXPANSIONS 
I f  a functionf(x) is smooth on an interval and vanishes at the end points, 
f E w0, 11, f(O) =fU) = 0, 
the Fourier coefficients a, off with respect to sin nnx are O(nm3) as we may 
show with the integration by parts 
The functions 4~ of interest here are solutions of differential equations with 
smooth coefficients and so are smooth. The limiting factor in obtaining high- 
order Fourier expansions is the fact that certain derivatives of q~ do not agree 
at the end points of the interval, or, equivalently, there are discontinuities 
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in some derivative of the periodic extension of the given function. In the 
present case, we know something more about 9, namely, that both the function 
and its first derivative vanish at the end points. I f  {yn} is an integrable, com- 
plete orthonormal set, Iov, = vn and 1”~~ is an indefinite integral of Ik-Gpn 
we may express the coefficient of v  with respect to ya as 
i 
1 
wn dx = Wpn - Dd”v~n + 
-1 
... + (-l)“‘D+pI&) i;, 
+ (- l)“+l s1 Dk91k& dx 
(1) 
-1 
where, for convenience, the interval is now [- 1, I]. Since v  = Dp, = 0 
while D%p is in general non-zero at the end points, unless 13vn(&l) = 0 the 
first non-vanishing term in the integration by parts occurs for k = 3. If  we 
assume that the set {v,} has the further property 
I$, = O(n-2) (2) 
uniformly on the interval, then {v,} is O(K~) for the function r+ The usual 
set of sines and cosines is such a set (yn}. For this set, 13vn(kl) # 0 and we 
gain nothing from the fact that Dy( & 1) = 0 because 12pln( f  1) = 0 already. 
If, however, we consider the set of eigenfunctions qn of the system 
D4% = &&%z, qn = Dq+, = 0 at x=&l 
and choose indefinite integrals 
which vanish at the end points, we may integrate by parts to k = 5 before 
obtaining a non-vanishing term. This set, known in fluid dynamics as 
Chandrasekhar-Reid functions, obeys (2) and therefore is O(ne5) for v. 
We can obtain more information about 93 from the differential equation it 
satisfies to continue this process further. I f  y  obeys the Orr-Sommerfeld 
(O.S.) equation (see Section 4), then as x ----f * 1 we have 9, Dcp + 0 and 
D4sp - 27D2p. Differentiating the O.S. equation for Poiseuille flow, 
D5p, -+ 2~0~~ F 2yD2~, as x+&l, 
where 7 = 0~~ - iolRc/2 and y  = iolR. This suggests that the eigenfunctions 
of 
D”g3n = 2rlD2y, + hn > cpn = Dcp, = 0 at x = *1 (3) 
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will provide a scheme of O(n+) while those of 
D4vn = 27D2v, - 2yxDq, + Anv, (4) 
with the same boundary conditions will be O(n-‘). For obvious reasons, there 
is no point in trying to obtain an analogous scheme of O(n-*) for the Orr- 
Sommerfeld equation. Also, (4) has variable coefficients, so its eigenfunctions 
are not readily computed with accuracy. Thus for a practical scheme, we 
consider (3). More precisely now, using 
at x = f  1 equation (1) reduces to 
a, = - + P59, - W3~) I’, $- (2,’ (IpnD4g, - 12q+zD5v) I’, 
+ j-’ 16p,D6g, dx. 
-1 
Since h, = O(n-4), the eigenfunctions of (3) indeed give 0, = O(n+) 
for 9. Of more importance, however, for large values of q and fixed n, the 
fourth derivative of vn balances the second derivative within O(j 7 I-lj2) of 
x = il. This comment applies also to v, the eigenfunction of the O.S. 
equation, and to #‘, the solution to the non-linear system (9) considered 
later, for near the boundaries, #z’ and &,’ vanish and (9) linearizes itself. 
Thus an expansion in the eigenfunctions of (3) has a certain amount of the 
boundary-layer behavior of the systems (9) and (11) built in. 
It should be noted that arguments concerning the order of decrease of 
coefficients are only meaningful for large values of n, and calculations of 
extreme accuracy. When the purpose is to obtain a good approximation with a 
small number of terms, physical arguments such as the one above become 
important. In this connection we note that the Jacobi polynomials Pz*“), 
which include Legendre, Chebyschev, and Gegenbauer polynomials as 
special cases, provide a scheme of infinite order and so would be preferred 
for high accuracy calculations. If  we let w(x) = (1 - x)-u (1 + x)-u where 
0 GtL, Y < 1 and set 
vn = z&J = (-2)-” Dn(w(l - x”)“)/n! 
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in (I), we may integrate by parts R = n times to obtain the n-th coefficient 
of the expansion 
F(X) = 2 u,PJ+(x)/h, as W(X) (1 - x~)~ Drip, dx. 
Our conclusions are independent of the well-behaved normalization con- 
stants h, . For any function v  which is analytic in the region of the complex 
plane within a distance d of points of [-1, l] Cauchy’s formula gives 
1 D’$(x)j < M(d) n! d-” 
uniformly on [- 1, I], where M(d) is sup 1 y  ] over points z in the region 
described, so 
1 a, / < M(d) (2d)-” n-1/2. (5) 
For any d > .5 this last inequality shows an infinite rate of convergence. 
The eigenfunctions of the Orr-Sommerfeld equation may be developed 
in power series about the points x = -&x, (see Section 4) through repeated 
differentiation of the equation. It is readily shown that these two series each 
have radius of convergence 3 I 2x, I ( see Appendix B), and that we may take 
d N 1 31/2x, j for the present purposes. It turns out that 2/3 X, > 1 and d > .5 
as desired so expansion of this function in terms of Jacobi polynomials pro- 
duces coefficients which decrease faster than any power of n. :Our result 
includes those of Orszag [3] as applied to this problem. 
The bounding (5) also shows a possible disadvantage of such polynomial 
expansion schemes. We have d E .$ in the interesting cases, and 
3-nn-1/2 > n-f3 for n < 12. 
Thus there in no a priori reason to prefer the infinite order scheme to one 
of high but finite order, here six, until results of extremely high accuracy 
are desired. 
3. AN EXAMPLE 
As an illustration of the ideas of Section 2, we present a numerical example, 
the expansion of the function 
f(x, y) = cash 7% - cash y  + (y sinh y) (1 - x2)/2 
in terms of Chebyschev polynomials and in terms of the eigenfunctions 
&x; 7) of (3), for different values of 7. This function f has the properties 
that as y  -+ 0 it reduces to a polynomial and as y  -+ co it develops boundary 
layers of thickness y-l at x = & 1. In addition, both the function and its 
409146b14 
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first derivative vanish at the end points of the interval. To obtain a scheme 
of sixth order, we must determine v  such that 
Ly( 1) = 2TD2f(l). 
This leads to 
27 = rz/(l - y-l tanh r). (6) 
For the Chebyschev polynomials, we calculate 
a, = :f(x) T,(x) (1 - x~)-~/~ dx 
s 
while, for the functions (P~(x, 7), 
The values of the coefficients a, off(x, 5), n = I,..., 10 given by (7) and (8) 
for 7 = 0, 15.625, 20 are compared in Figure 1. We display log,, 1 a, 1 
as a function of log,, n. 
13 
10’ 
Pnl 
KP. 
10-l.. 
102' 
10-3.. 
104,. 
I 
2 3 4 6"El 10 
FIG. 1. Expansion coeficients of f(x, 5). 
For large values of 71, the results are exactly as expected: for 7 = 0 (Chan- 
drasekhar-Reid functions), the slope indicates an n-s decrease. For 
7 = 15.625, the value corresponding to y  = 5 the decrease is as n+ while, 
for other values of 7, we again have n- 5. For Chebyschev polynomials the 
graph continually curves downward, indicating a decrease faster than any 
power of n. 
I f  the aim of the computation is to approximate f  with “good” accuracy 
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using a small number of terms, the finite-order schemes are preferable. Thus, 
if we are restricted to a three-term expansion, the sixth-order scheme pro- 
vides two more decimal places of accuracy than the infinite order scheme for 
f(x, 5). I f  we had chosen to expand the polynomial f(~, 0) Chebyschev 
polynomials would provide an extremely effective expansion. However, the 
functions of main interest here are solutions of hydrodynamic stability 
equations, in particular the Orr-Sommerfeld equation which has power 
series developments behaving initially as exponential series and ultimately as 
geometric series. 
The plot of log,, / a, 1 for 17 = 20 suggests another interesting property 
of an expansion in terms of T~(x, 7). For 71 = 2, the coefficient is very small, 
and, although not indicated on the graph, it is of sign opposite to that of the 
other coefficients a,(20). Given any value of n # 1, it appears possible to 
make v,(x, 7) orthogonal to f  by varying r]. In general we have one degree of 
freedom afforded by the parameter 77 which allows us to make the scheme of 
higher order or to determine a single relationship among the coefficients alL . 
In the expansion of f(~, 5) it is reasonable to expect that, by choosing r] 
such that az(y) = a,(q), the three-term expansion off for this value of 7 
will be as accurate as the three-term expansion off for r] = 15.625, the sixth- 
order scheme. In any case, one may formulate an algorithm for the choice 
of the expansion parameter on the basis of the calculated values of the coeffi- 
cients an(T) rather than by choosing 71 a priori through a relation such as (6). 
This observation becomes very important in problems such as the Orr- 
Sommerfeld equation, for which the sixth-order value of the expansion 
parameter depends upon a result of the calculation. 
4. ON THE ONSET OF INSTABILITY IN PLANE PARALLEL CHANNEL FLOW 
The point of the following brief derivation is to establish notation as well 
as Equations (9) and (11). The derivation is of course classical, and may be 
skipped by readers familiar with the subject. 
For plane motion of an incompressible, viscous fluid, the Navier-Stokes 
equations reduce to the vorticity equation 
where # = #(x, y) is the stream function, (u, V) = ($, , - 4,) describes the 
velocity field, 
D -=- 
Dt .ft ,.g+.; 
is the convective derivative, A is the usual two-dimensional Laplacian, and v  
is the viscosity. Upon non-dimensionalizing with respect to velocity and 
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length scales, v is replaced by R-l, where R is the Reynolds number, and here- 
after all variables are regarded as dimensionless. 
If Y denotes a steady solution of the vorticity equation, to describe the 
onset of instability we seek conditions under which there is a secondary 
flow, a solution of the form I/J = Y + I/J’ where Z/J’ is a time-dependent 
perturbation of the base flow Y. Now if the flow is in a channel with imper- 
meable walls at x = i 1 and the steady flow has the parallel form 
the differential system governing #’ is 
( $ + U(X) $ A - U”(x) 6, t,Y + (&,‘A&’ - &‘A&,‘) = R-W#’ 
with initial and boundary conditions (9) 
#‘(x, Y, t = 0) = &‘(x, Y), 4,’ = I&’ = 0 at x = &l. i 
The linearization of (9) upon normal mode decomposition of the form 
ICI’@, Y, t) = Re(dx) exp ;a(~ - 4) (10) 
yields the Orr-Sommerfeld equation 
where 
and 
Pp = iorR(( U - c) @D -. U”cp), 
9 = D2 - m2, D = djdx, 
v=Dv=O at x = +1 
are now the boundary conditions. 
For fixed Reynolds number R and wavenumber cx the system (11) is a 
linear eigenvalue problem for the wavespeed c. As has become fashionable, 
we ambiguously denote the eigenvalue with the largest imaginary part by the 
same symbolc. If c is real, we denote the points where U(X) - c vanishes by x,. 
Disturbances #’ which neither grow nor decay are termed neutral, and are 
generally interpreted as marking the onset of instability in the sense that, if 
Im ~(a, R) = 0, 
then Im c(01, R+) > 0 for R+ slightly larger than R. This condition ordinarily 
determines a curve, the neutral curve, in the (01, R) plane. The most interesting 
point on this curve is where R assumes its minimum value, the critical 
point (aC, R,). For the Couette flow U(X) = X, all points (CL, R) satisfy 
Im C(CX, R) < 0, there is no neutral curve, and the flow is linearly stable. 
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By convention, one defines Rc = co for this case. However the laminar 
flow is observed to break down, so the perturbation responsible is sub- 
critical, i.e., occurs for a Reynolds number less than R, and satisfies (9) rather 
than (11). For Poiseuille flow, U(x) = 1 - x2 and determination of the 
critical Reynolds number is an unexpectedly difficult task. The first good 
calculations were by L. H. Thomas [6]. Only recently have accurate calcula- 
tions been made (Orszag [3]) giving R, = 5772.22 and 01, = 1.02056. The 
transition as predicted by the linear theory is observed, but only when the 
turbulence in the flow is reduced to extremely low levels. Transition occurs 
for much smaller Reynolds when these finite perturbations are present. On 
theoretical grounds, the calculations of Reynolds and Potter [5] and Pekeris 
and Shkoller [4] also indicate that plane Poiseuille flow admits subcritical, 
non-linear disturbances. A complete theory of transition must account for 
these subcritical phenomena, and must reproduce the results of the linear 
theory in the limit of “small” disturbances. Although there is much recent 
work on the non-linear problem, no studies to-date are completely satis- 
factory. Even the linear problem is notoriously difficult, and one difficulty of 
the linear problem, namely, boundary-layer behavior of the eigenfunctions 
of the Orr-Sommerfeld equation, carries over to the non-linear problem. 
The other main difficulty in the linear theory is the existence of so-called 
“critical layers,” a consequence of the largeness of the Reynolds number and 
the term U(x) - c in (11) which multiplies the only second derivatives in the 
equation. In (9) we note the additional non-linear terms multiplying second 
derivatives, and suggest that critical layers assume their greatest importance 
only in the linear limit. 
With the above problem in mind, we introduce our set of Reynolds- 
number dependent expansion functions which include the same amount of 
boundary-layer behavior as the eigenfunction of the Orr-Sommerfeld equa- 
tion. In the next section we shall solve the Orr-Sommerfeld equation with 
good accuracy using as few terms in the expansion as possible, to simulate 
the conditions under which a direct search for the subcritical modes of 
instability must necessarily be performed. 
5. SOLUTION OF THE ORR-SOMMERFELD EQUATION 
The standard set of values under which solution schemes for the Orr- 
Sommerfeld equation are compared is: 
Poiseuille flow U(x) = 1 - x2, 
Reynolds number R = 10,000, 
wavenumber (Y = 1. 
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The most accurate value for the first eigenvalue c in this case is 
c = .23752649 + .00373967i. 
For the present, we restrict ourselves to these parameters and write the Orr- 
Sommerfeld equation (1 I) as 
CJ2cp/iaR + x299 - 2y~ = (1 - c) %$, (12) 
regarding 1 - c as the eigenvalue A. 
To perform the Galerkin solution using the set prL(x, 7) we take the inner 
product of (12) with respect to the m-th eigenfunction of the adjoint of (3), 
multiplying (12) by P)~(x, 7) and integrating from - 1 to 1. We transfer the 
derivatives from 9 to vrn through integration by parts, and then set the 
approximate from 
in the equations. This procedure transforms (12) into an approximating 
algebraic eigenvalue problem of the form 
/A-AB(=O, (13) 
where A and B are complex N by N matrices. We invert A and apply the 
Francis QR algorithm to determine the eigenvalues of the matrix A-lB. 
To perform the Galerkin-Chebyschev solution, we set 
N+2 
g, N C anxznw2 
W=l 
in (12) and collect powers of x to obtain an N + 3 by N + 2 system for the 
coefficients a, . We then set a = Cb, where 
cij = Sij - 2S,i+, + Sij+2 
is an N + 2 by N matrix which represents the boundary conditions 
~(1) = D?(l) = 0. Since the expansion is in even powers of x, these two 
conditions are enough. We multiply the resulting overdetermined system for 
b by the N + 3 by N + 3 matrix XT, where 
(1, x2,..., x2N+4) = (To , Tz ,,.., T2N+4) XT, 
and neglect the last three rows of the new system to obtain a well-posed 
algebraic eigenvalue problem of the form (13). Despite the apparent complex- 
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ity of this scheme, we arrive at a system (13) in O(n2) operations, and our 
matrix A is non-singular, so we require no routine such as the one due to 
Gary and Helgason [2] and employed by Orszag [3]. 
At x = Al the Orr-Sommerfeld equation reduces to 
D4p, - 201~0~~ = -iaRcD%p (14) 
so that in order to obtain a sixth-order scheme using the set ~Jx, 7) we must 
take 
7 = a2 - iaRc/ = 71~ = 19.69835 - 1187.6322’. 
By analogy with the results of Section 3, we expect that slightly different 
values of 71 will yield better answers for small values of N. A slight distance 
away from the boundaries, the factor c in (14) is replaced by c + x2 - 1, 
which suggests a value of 17 with a less negative real part. In Table 1 we 
compare the approximate values of the eigenvalue 1 - c resulting from 
17 = 0, -8OOi, r/s for truncations N = 2, 3,..., 8 with each other and with 
the Chebyschev values for N = 5,..., 8. The choice of 77 = -8002’ is intended 
to represent a “boundary-layer average” value of the coefficient of the second 
derivative, while q = 0 is the value which produces Chandrasekhar-Reid 
functions. 
We also list the values obtained by accelerating the convergence in N with 
Aitken’s a2 algorithm, according to 
kv’ = &J - C&+1 - &v)2/(Av+2 - %v+1 + kv). 
For N < 5 with Chebyschev expansion, it is impossible to determine which 
of the eigenvalues produced numerically belonged to the sequence 
hN = 1 - c, approximating 1 - c. Not until N = 10 do we obtain an 
eigenvalue within 1 o/0 of the true value, and application of Aitken’s algorithm 
to terms of the sequence for N < 8 gives largely meaningless numbers. Using 
the functions P)Jx, q), it is possible to determine X, for all N > 2. For 
7 = -8OOi, for small values of N, an N-term expansion in {vn} is roughly 
as accurate as an N + 3-term expansion in {T,}, and equal accuracy occurs 
for N ‘v 10. 
By comparing the results for 7 = 0 with those for 71 large, we see that the 
improvement in accuracy of approximation is largely due to the boundary- 
layer properties of the expansion employed. Figures 2 and 3 are plots of the 
first eigenfunction of the Orr-Sommerfeld equation and of the first expansion 
function, normalized to one at x = 0. The values of the parameters used to 
generate these plots are the critical values as determined by Orszag, and v  
has the corresponding value for sixth-order convergence. The plots were 
produced by 20-term Galerkin-Chebyschev solution of the differential 
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TABLE 1 
Approximations to 1 - c 
N 
.2735 + .0028i .8083 + .0114i 
.4385 + .0047i .9911 - .1961i 
.5526 - .0062i .6950 - .0808i 
.6461 - .0004i .7367 - .0269i 
.6913 - .0279i .7583 - .0102i 
.7160 - .0349i 
.7338 - .0337i 
7 = -800i 
N 
- 
2 .3231 + .0088i .7109 + .0024i 
3 .4780 - .0104i .7546 + .0072i 
4 .5712 - .0089i .7838 + .0025i 
5 .6329 - .0065i .7962 - .0164i 
6 .6768 - .0045i .7818 - .0279i 
7 .7090 - .0043i 
8 .7318 - .0063i 
7 = 7e = 19.69835 - 1187.632i 
2 .3253 - .0068i .7114 - .OOlOi 
3 .4808 - .0082i .7499 - .0013i 
4 .5737 - .0076i .7695 - .007Oi 
5 .6346 - .0065i .7748 - .0137i 
6 .6765 - .0061i .7722 - .0141i 
7 .7060 - .0066i 
8 .7264 - .0075i 
Chebyschev expansion 
N AN 
6 .4852 - .1455i 
7 .5991 - .0948i 
8 .6659 - .0458i 
9 .7227 - .0075i 
IO .7540 - .0069i 
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FIG. 2. (a) First eigenfunction of O-S equation, I. (b) Second derivative of p. 
(c) Fourth derivative of first eigenfunction of the O-S equation, v. 
eigenvalue problems. The behaviors of these two functions and their deriva- 
tives are indeed very similar, especially near x = 1, and it is this resemblance 
which helps the convergence. 
APPENDIX A. COMPLETENESS OF THE EIGENFUNCTIONS OF 
Lg, =(D4 - 27D2)y =hy, ~(31) = D&U> = 0. 
Even-order ordinary differential operators with constant coefficients are 
hypo-elliptic, so we may apply a theorem of Browder [I] to conclude that the 
generalized eigenfunctions of our particular operator are dense in the set 
of square integrable functions on the interval. To justify the expansions we 
employ, we must now show that the only generalized eigenfunctions are in 
fact the ordinary eigenfunctions, i.e., if y is a function satisfying 
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FIG. 3. (a) First expansion function qI(x, Q). (b) Second derivative of yl(x, Q). 
(c) Fourth derivative of ~~(x, 7,). 
then the system 
(L - 4 * = VT $ktl) = &+tl) = 0, 
has no solution I/J. Since p is a linear combination of exponentials, the general 
form for # may be written out explicitly. For no possible choice of the integra- 
tion constants does # satisfy the boundary conditions, and we are done. 
APPENDIX B. THE POWER SERIES ARGUMENT OF SECTION 2 
We apply Leibnitz’s rule for the n-th derivative of the product of two 
functions to the first term on the right of Equation (11) and obtain 
(Dn+4 - 2$0”+2 + a4Dn) cp 
= iolR{( 1 - 9 - c) (D”+2 - a2D”) q + 2D’9 - 2nx(Dn+l - azD’+1) I 
- n(n - 1) (Dn - a2D”-2) v}. 
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Now we develop q in a power series about the point x = x, , where x, 
is the positive root of xc2 = 1 - c. Assume that 
1 Dn+2fp(x,)l > na 1 Dny(xc)l - const 
for some 01 > 0, and retain only the terms in the recursion relation which 
ultimately dominate. Thus 
Dn+%p E i~&-2nx,(D”+~p) + [2 - n(n - l)] Dy}, 
and the greatest possible growth for D%p(x,) is (2~~))~ K!, obtained by 
matching the two terms on the right. The power series for p then converges 
for z in the circle 
A similar power series may be developed about the point x = -x, , and may 
be used to analytically continue the function. For c real and less than one, 
the shortest distance from points on the interval [- 1, l] to points outside 
the union of the two circles is 
d = min(3x, - 1, 31izxe) = 31/2x, if c is small. 
The values of c we are considering are sufficiently small (.26) for this last 
equality to hold. For complex values of c, the geometry must be modified 
slightly, but since the values of c of interest have imaginary parts much 
smaller than their real parts, the modification is minor and for purposes of 
bounding d in a coarse manner may be neglected. 
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