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The Second Leaper Theorem
Nikolai Beluhov
Abstract. A (p, q)-leaper is a fairy chess piece that, from a square a, can move to any
of the squares a+ (±p,±q) or a+ (±q,±p). Let L be a (p, q)-leaper with p+ q odd
and C a cycle of L within a (p+q)× (p+q) chessboard. We show that there exists a
second leaper M , distinct from L, such that a Hamiltonian cycle D of M exists over
the squares of C. We give descriptions of C and M in terms of continued fractions.
We introduce the notion of a direction graph, roughly a leaper graph from which
all information has been abstracted away save for the directions of the moves, and
we study C and D in terms of direction graphs. We introduce the notion of a dual
generalized chessboard, a generalized chessboard B of more than one square such
that the leaper graph of a leaper L over B is connected and isomorphic to the leaper
graph of a second leaper M , distinct from L, over B, and we give constructions for
dual generalized chessboards.
1 Preliminaries
Fairy chess is the study of chess problems featuring unusual boards, pieces, or
stipulations.
Definition. A regular chessboard is a rectangular grid of unit squares. A
generalized chessboard is a set of unit squares in the plane, with sides parallel to
the coordinate axes, obtained from each other by means of integer translations.
For instance, every polyomino is a generalized chessboard.
The infinite chessboard is the one obtained by dissecting all of the plane
into unit squares by means of two pencils of parallel lines.
We reserve the term square for a unit square regarded as a part of a chess-
board. We refer to both regular and generalized chessboards as boards for
short.
Consider any object O that consists of squares, possibly together with some
structure imposed on them. For instance, O may be a square, a board, or a
graph whose vertices are squares. We write O + v for the copy of O under a
translation v.
Definition. Let p and q be nonnegative integers, at least one of them posi-
tive. A (p, q)-leaper L is a fairy chess piece that, from a square a, can move to
any of the squares a+ (±p,±q) or a+ (±q,±p).
For instance, in orthodox chess the knight is a (1, 2)-leaper and the king is
a combination of a (0, 1)-leaper and a (1, 1)-leaper.
2We refer to p and q as the proportions of L, and to translations of the form
(±p,±q) or (±q,±p) as L-translations.
Definition. The leaper graph of a leaper L over a board B is the graph
whose vertices are the squares of B and whose edges join the pairs of squares
of B that are joined by a move of L.
Definition. A leaper L is free over a board B if the leaper graph of L over
B is connected.
Definition. An open tour of a leaper L over a board B is a Hamiltonian path
in the leaper graph of L over B. A closed tour of L over B is a Hamiltonian
cycle in the leaper graph of L over B.
The problem of constructing knight tours over regular chessboards dates
back to at least the ninth century. For a detailed historical overview, see the
History sections of [4].
The study of leaper tours beyond the knight appears to have commenced
sometime in the late nineteenth and early twentieth century. The concept of a
free leaper was introduced in [1] by George Jelliss and Theophilus Willcocks.
General questions about leaper graphs were raised in [1] and George Jelliss’ [2],
the latter also establishing a number of general properties of leaper graphs. In
[3], Donald Knuth completely solved the question of whether a given leaper is
free over a given regular chessboard, and studied the question of whether there
exists a closed tour of a given leaper over a given regular chessboard. For a
detailed historical overview, see the Leapers at Large section of [4].
Definition. A (p, q)-leaper L is orthogonal if p = 0 or q = 0, diagonal if
p = q, and skew if p 6= 0, q 6= 0, and p 6= q.
There exist four possible directions for the moves of an orthogonal leaper
(east, north, west, and south), four possible directions for the moves of a diago-
nal leaper (northeast, northwest, southwest, and southeast), and eight possible
directions for the moves of a skew leaper (east-northeast, north-northeast, . . . ,
east-southeast).
Definition. A (p, q)-leaper L is basic if p+q is odd and p and q are relatively
prime.
Equivalently, a (p, q)-leaper L is basic if p− q and p+ q are relatively prime.
All basic leapers apart from the (0, 1)-leaper are skew leapers.
There are a number of reasons to single out the class of basic leapers.
Firstly, let L be an arbitrary leaper. Then there exists a unique basic leaper
L′ such that every connected leaper graph of L is a scaled and rotated copy of a
3leaper graph of L′. For instance, when L is a (1, 3)-leaper, L′ is a (1, 2)-leaper,
as in Figure 1.
Figure 1
More precisely, let L be a (p, q)-leaper, d the greatest common divisor of p
and q, and p = dp′ and q = dq′. If p′ + q′ is odd, then L′ is a (p′, q′)-leaper,
the scaling factor equals d, and without loss of generality the angle of rotation
equals 0◦. If p′+ q′ is even, then L′ is a (12 |p′− q′|, 12(p′+ q′)) leaper, the scaling
factor equals
√
2d, and without loss of generality the angle of rotation equals
45◦, as in Figure 1.
Therefore, if a problem is only concerned with the intrinsic properties of
leaper graphs, it suffices to study basic leapers.
Secondly, a leaper L is free over the infinite chessboard (or, equivalently,
over all sufficiently large regular chessboards) if and only if it is basic.
2 The Second Leaper Theorem
Consider a (p, q)-leaper L, p < q, over a (p + q) × (p + q) chessboard B. The
central (q − p) × (q − p) squares of B are of degree zero in the corresponding
leaper graph G, and all remaining squares are of degree two. Therefore, G
consists of (q − p)2 isolated vertices and a number of disjoint cycles.
The following theorem was discovered by the author in January 2006.
Theorem 1. Let L be a (p, q)-leaper with p + q odd and C a cycle of L
within a (p + q) × (p + q) chessboard. Then there exists a second leaper M ,
distinct from L, such that a Hamiltonian cycle of M exists over the squares of
C.
A number of examples are in order.
When p = 1 and q = 2, G contains a single eight-square cycle C which is
also toured by a (0, 1)-leaper (Figure 2). In general, when p = 1 and q = 2k, G
contains a single 4k-square cycle which is also toured by a (0, 1)-leaper (Figure
3).
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Figure 3
Figure 4
When p = 2 and q = 3, G contains one 16-square cycle which is also toured
by a (0, 1)-leaper and one eight-square cycle which is also toured by a (1, 2)-
leaper (Figure 4). In general, when q = p + 1, G contains p cycles, one toured
by each (r, r + 1)-leaper, r = 0, 1, . . . , p− 1 (Figure 5).
5Figure 5
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When p = 2 and q = 5, G contains one 32-square cycle which is also toured
by a (0, 1)-leaper and one eight-square cycle which is also toured by a (1, 2)-
leaper (Figure 6).
Proof. We begin by introducing several useful notions.
Definition. An (m,n)-frame F , m < n, is an (m+n)× (m+n) chessboard
with an (n−m)× (n−m) hole in the center. The sections of F , FE, FNE, . . . ,
FSE as in Figure 7, are the eight rectangular subboards that F is dissected into
when the sides of the central hole are extended.
Given an (m,n)-frame F , we write LF for the corresponding (m,n)-leaper
and GF for the leaper graph of LF over F .
The E, NE, . . . , SE stand for the eight directions east, northeast, . . . , south-
east. Given a direction i out of E, NE, . . . , SE and an integer k, we write −i
for the direction opposite i and i+ k for the direction k steps counterclockwise
from i. For instance, −E = W, NE + 1 = N, for all directions i, −i = i + 4, and,
for all directions i and integers k, −(i+ k) = −i+ k.
Given a path w through a number of squares, we write −w for the path
7FE
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Figure 7
obtained from w by traversing it in the opposite direction.
We proceed to shed some light onto the structure of a second leaper’s Hamil-
tonian cycle.
Definition. A cycle D of a leaper M within a frame F is proper if D is the
concatenation of eight disjoint nonempty paths,
D = aEaNE . . . aSE,
such that, for all directions i, ai lies within Fi and the LF -translation that maps
Fi ∪ Fi+1 onto F−(i+1) ∪ F−i also maps aiai+1 onto −a−(i+1)−a−i.
Let us write this out in more detail. In a proper cycle, we have
aEaNE + (−n,−m) = −aSW−aW,
aNEaN + (−m,−n) = −aS−aSW,
aNaNW + (m,−n) = −aSE−aS,
and
aNWaW + (n,−m) = −aE−aSE.
Eventually we will see that, in the statement of the theorem, “a Hamiltonian
cycle of M” can be replaced with “a proper Hamiltonian cycle of M”.
From here on, the plan of the proof is as follows. First we define three
transformations, f , g, and h, that lift smaller frames to larger ones. Given
a subset S of the squares of a smaller frame F , each lifting transformation
constructs from it a subset T of the squares of a larger frame H.
8This is done in such a way that if S is the vertex set of an LF -cycle within
F then T is the vertex set of an LH -cycle within H and if S is the vertex set
of a proper cycle of a leaper M within F then T is the vertex set of a proper
cycle of M within H.
The proof is then completed by induction on p+ q.
We begin with f .
Definition. Let F be an (m,n)-frame, m < n, and H an (m, 2m + n)-
frame. Place F and H so that their centers coincide. (Or, equivalently, so that
the outer contour of F coincides with the inner contour of H.) We define the
transformation f , lifting F to H, as follows.
An f -translation is any of the eight translations corresponding to a move
of a (0,m + n)-leaper or an (m,m)-leaper. Given a direction i, we write vfi
for the f -translation pointing in direction i. For instance, vfE = (m+ n, 0) and
v
f
NE = (m,m).
Let S be a subset of the squares of F . Then f(S) is a subset of the squares
of H, the disjoint union of
(S + vfi ) ∩Hi
when i ranges over E, NE, . . . , SE.
Equivalently, f(S) is the disjoint union of a number of translation copies of
the intersections of S with the sections of F as in Figure 8. Each subboard I
of H labeled Fi in Figure 8 contains a copy of S ∩ Fi under the f -translation
that maps Fi onto I.
We proceed to establish the two key properties of f .
Lemma 1. Let S be the vertex set of an LF -cycle within F . Then f(S) is
the vertex set of an LH -cycle within H.
Proof. Let S be the vertex set of the LF -cycle C.
Replace each square a in C with a path within H through the images of a
under f as follows.
Case 1. a belongs to FE. Replace a with the single-square path
a+ vfW .
Case 2. a belongs to FNE. Then the two squares adjacent to a in C are
a+ (−n,−m) and a+ (−m,−n). Replace a with the three-square path
(a+ vfW )(a+ v
f
NE)(a+ v
f
S ),
9FNW FSW FS FSE FNE
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Figure 8
traversed in such a direction that the endpoint a + vfW is on the side of a +
(−n,−m) and the endpoint a+ vfS is on the side of a+ (−m,−n).
All other cases are obtained from Cases 1 and 2 by symmetry.
The concatenation of the resulting sequence of paths is an LH -cycle of vertex
set f(S). 
Lemma 2. Let S be the vertex set of a proper cycle of a leaper M within
F . Then f(S) is the vertex set of a proper cycle of M within H.
Proof. Let S be the vertex set of the proper cycle
D = aEaNE . . . aSE
of M within F .
Let
bE = −aSW−aW−aNW + vfE
and define bN, bW, and bS analogously. Also let
bNE = aNE + vfNE
10
and define bNW, bSW, and bSE analogously. We proceed to show that
bEbNE . . . bSE
is a proper cycle of M of vertex set f(S).
We need to show that, for all directions i, the final square of bi is joined by
an M -move to the opening square of bi+1. We establish the case i = E, and all
other cases are obtained from it by symmetry.
Since D is a proper cycle,
−aW−aNW + (n,−m) = aSEaE.
It follows that the suffix −aW−aNW + vfE of bE coincides with aSEaE + vfNE.
Therefore, the final square of bE and the opening square of bNE are in the same
relative position as the final square of aE and the opening square of aNE.
We are left to show that, for all directions i, the LH -translation that maps
Hi∪Hi+1 onto H−(i+1)∪H−i also maps bibi+1 onto −b−(i+1)−b−i. We establish
the case i = E, and all other cases are obtained from it by symmetry.
We have
bEbNE = (−aSW + vfE )(−aW−aNW + vfE )(aNE + vfNE)
and
−bSW−bW = (−aSW + vfSW)(aSEaE + vfW )(aNE + vfW ).
Since D is a proper cycle,
−aW−aNW + (n,−m) = aSEaE.
Therefore, a (−2m− n,−m) translation maps bEbNE onto −bSW−bW. 
Before we continue to g and h, we need to introduce one more species of
subdivision of a frame.
Definition. Let m < n, 3m ≥ n, and F be an (m,n)-frame. The shell of
F , F−, is the union of eight equal, symmetrically placed square subboards of
F defined as follows.
When 2m ≥ n, F− is the union of eight subboards of F of size (n −m) ×
(n−m), one in each corner and four adjacent by side to the central hole, as in
Figure 9.
When 2m ≤ n ≤ 3m, F− is the union of eight subboards of F of size
(3m−n)× (3m−n), one in the middle of each outer side and four adjacent by
corner to the central hole, as in Figure 10.
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In both cases, the core of F , F+, is F \ F−.
When 2m = n, both parts of the definition give the same shell which coin-
cides with the complete frame.
Let, for all directions i, F−i be the intersection of the shell of F and the
section Fi of F , as in Figures 9 and 10. Then, for all i, an LF -translation maps
F−i onto F
−
i+3. Thus the shell of F is the union of the vertex sets of a number
of disjoint eight-square LF -cycles and the core of F is the union of the vertex
sets of all other LF -cycles within F .
We go on to g and h.
Definition. Let F be an (m,n)-frame, m < n, and H an (n, 2n−m)-frame.
Place F and H so that their centers coincide. (Or, equivalently, so that their
inner contours coincide.) We define the transformation g, lifting F to H, as
follows.
A g-translation is any of the eight translations corresponding to a move of
a (0, n − m)-leaper or an (n, n)-leaper. Given a direction i, we write vgi for
the g-translation pointing in direction i. For instance, vgE = (n − m, 0) and
v
f
NE = (n, n).
Let S be a subset of the squares of F . Then g(S) is a subset of the core of
H, the disjoint union of
(S + vgi ) ∩Hi
when i ranges over E, NE, . . . , SE.
Equivalently, g(S) is the disjoint union of a number of translation copies of
the intersections of S with the sections of F as in Figure 11.
Lemma 3. Let S be the vertex set of an LF -cycle within F . Then g(S) is
the vertex set of an LH -cycle within H.
Proof. Analogous to the proof of Lemma 1.
Let S be the vertex set of the LF -cycle C and a a square in C. The
transformation rules for a are as follows.
Case 1. a belongs to FE. Then the two squares adjacent to a in C are
a+ (−n,m) and a+ (−n,−m). Replace a with the three-square path
(a+ vfNW)(a+ v
f
E )(a+ v
f
SW),
traversed in such a direction that the endpoint a+vfNW is on the side of a+(−n,m)
and the endpoint a+ vfSW is on the side of a+ (−n,−m).
Case 2. a belongs to FNE. Replace a with the single-square path
a+ vfSW.
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All other cases are obtained from Cases 1 and 2 by symmetry. 
Lemma 4. Let S be the vertex set of a proper cycle of a leaper M within
F . Then g(S) is the vertex set of a proper cycle of M within H.
The proof is analogous to the proof of Lemma 2.
Definition. Let F be an (m,n)-frame, m < n, and H an (n,m+2n)-frame.
Place F and H so that their centers coincide. (Or, equivalently, so that the
outer contour of F coincides with the inner contour of H.) We define the
transformation h, lifting F to H, as follows.
An h-translation is any of the eight translations corresponding to a move
of a (0,m + n)-leaper or an (n, n)-leaper. Given a direction i, we write vhi for
the h-translation pointing in direction i. For instance, vhE = (m + n, 0) and
vhNE = (n, n).
Let S be a subset of the squares of F . Then h(S) is a subset of the core of
H, the disjoint union of
(S + vhi ) ∩Hi
when i ranges over E, NE, . . . , SE.
Equivalently, h(S) is the disjoint union of a number of translation copies of
the intersections of S with the sections of F as in Figure 12.
Lemma 5. Let S be the vertex set of an LF -cycle within F . Then h(S) is
the vertex set of an LH -cycle within H.
14
FW
FSW FS
FW
FNW FN FNE
FE
FS FSE
FE
FSFSW
FW
FNW FN
FE
FNEFN
FE
FSEFSFSW
FW
FNFNW
FW
FN FNE
FE
FSEFS
Figure 12
Proof. Analogous to the proof of Lemma 1.
Let S be the vertex set of the LF -cycle C and a a square in C. The
transformation rules for a are as follows.
Case 1. a belongs to FE. Then the two squares adjacent to a in C are
a+ (−n,m) and a+ (−n,−m). Replace a with the five-square path
(a+ vfN )(a+ v
f
SE)(a+ v
f
W )(a+ v
f
NE)(a+ v
f
S ),
traversed in such a direction that the endpoint a+vfN is on the side of a+(−n,m)
and the endpoint a+ vfS is on the side of a+ (−n,−m).
Case 2. a belongs to FNE. Then the two squares adjacent to a in C are
a+ (−n,−m) and a+ (−m,−n). Replace a with the three-square path
(a+ vfS )(a+ v
f
NE)(a+ v
f
W ),
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traversed in such a direction that the endpoint a + vfS is on the side of a +
(−n,−m) and the endpoint a+ vfW is on the side of a+ (−m,−n).
All other cases are obtained from Cases 1 and 2 by symmetry. 
Lemma 6. Let S be the vertex set of a proper cycle of a leaper M within
F . Then h(S) is the vertex set of a proper cycle of M within H.
The proof is analogous to the proof of Lemma 2.
We pause for a moment to point out a deep connection between the three
lifting transformations.
Let m and n be arbitrary integers.
Introduce a Cartesian coordinate system Oxy over the infinite chessboard
such that the integer points are the centers of the squares if m+ n is odd, and
the vertices of the squares if it is even, and write (x, y) for the square centered
at (x, y).
Define the standard (m,n)-frame to be the set of all squares (x, y) such that
at least one of |x| and |y| exceeds the smaller of 12 |m−n| and 12(m+n), and both
of |x| and |y| are less than the larger. The E-section of a standard (m,n)-frame
would be the set of all squares (x, y) such that x lies between 12 (n − m) and
1
2 (m+ n) and y lies between
1
2(m− n) and 12 (n−m), the NE-section the set of
all squares (x, y) such that both x and y lie between 12(n −m) and 12(m + n),
and so on. In general, a standard frame is not the disjoint union of its sections.
Let, then, 0 ≤ m < n. The standard (n,−m)-frame consists of the same
squares as the standard (m,n)-frame. Therefore, we can view an (m,n)-frame
F as an overlapping inside-out (n,−m)-frame F ′. When we plug the values
(n,−m) into the definition of f and lift F ′ by means of f , the result is precisely
the same as when we lift F by means of g.
Furthermore, the standard (n,m)-frame consists of the same squares as
the standard (m,n)-frame. Therefore, we can view an (m,n)-frame F as an
overlapping (n,m)-frame F ′′. When we plug the values (n,m) into the definition
of f and lift F ′′ by means of f , the result is precisely the same as when we lift
F by means of h.
So, all three lifting transformations are in a sense forms of the same funda-
mental lifting transformation.
We have built all the tools we need and are ready to tackle the theorem.
Let d be the greatest common divisor of p and q, p = dp′, and q = dq′. Then
every cycle of L within a (p + q) × (p + q) chessboard is a scaled, by a factor
of d, copy of a cycle of the basic (p′, q′)-leaper L′ within a (p′ + q′) × (p′ + q′)
chessboard. Therefore, it suffices to consider the case when L is a basic leaper.
Let, from here on, p < q and L be a basic leaper.
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We will show, by induction on p+ q, that there exists a second (r, s)-leaper
M , r + s < p + q, such that a proper Hamiltonian cycle of M exists over the
squares of C.
When p = 1 and q = 2, the theorem holds with r = 0 and s = 1 as in Figure
2.
Let, from here on, p+ q > 3 and H be a (p, q)-frame. We distinguish three
cases for the proportions of H.
Case f . 3p < q. Let m = p and n = q − 2p. Then m < n, m+ n < p + q,
p = m, and q = 2m+ n.
Let F be an (m,n)-frame. Then f lifts F to H.
By Lemma 1, f lifts each LF -cycle within F to an LH -cycle within H. Since
f maps the set of all squares of F onto the set of all squares of H, there exists
an LF -cycle A within F such that f lifts A to C.
By the induction hypothesis, there exists a proper Hamiltonian cycle of an
(r, s)-leaper M , r + s < m + n, over the squares of A. By Lemma 2, we are
done.
Case g. 2p > q. Let m = 2p − q and n = p. Then m < n, m+ n < p + q,
p = n, and q = 2n−m.
Suppose first that C lies within the core of H. Let F be an (m,n)-frame.
Then g lifts F to H and the proof continues as in Case f .
Suppose, then, that C lies within the shell of H. Then C consists of eight
squares, one in each H−i , and a proper Hamiltonian cycle of an (m,n)-leaper
M exists over the squares of C.
Case h. 2p < q < 3p. Letm = q−2p and n = p. Thenm < n,m+n < p+q,
p = n, and q = m+ 2n.
Suppose first that C lies within the core of H. Let F be an (m,n)-frame.
Then h lifts F to H and the proof continues as in Case f .
Suppose, then, that C lies within the shell of H. The proof continues as in
the second part of Case g.
This completes the proof of the theorem. 
3 Descents and Even Continued Fractions
Let us look more closely into the concluding part of the proof of Theorem
1. Let L be a basic (p, q)-leaper distinct from the (0, 1)-leaper and the (1, 2)-
leaper, and H a (p, q)-frame. Then there exist a unique (m,n)-frame F and a
unique lifting transformation that lifts F to H. When we continue this process
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backwards, eventually it bottoms out at a (1, 2)-frame. Therefore, there exists
a unique sequence of lifting transformations that lifts a (1, 2)-frame to H.
Definition. The descent of a skew basic (p, q)-leaper L is the unique string
e1e2 . . . el, composed of the characters f, g, and h, such that successively ap-
plying lifting transformations of types el, el−1, . . . , e1 to a (1, 2)-frame lifts it
to a (p, q)-frame.
This induces a one-to-one mapping between strings composed of the char-
acters f, g, and h and skew basic leapers.
Let us look into several examples. The descent of a (1, 2)-leaper is the empty
string. The descent of a (1, 2r)-leaper is ff. . . f, where the character f occurs
r − 1 times. The descent of an (r, r + 1)-leaper is gg. . . g, where the character
g occurs r − 1 times. And the descent of an (18, 41)-leaper is hfgh.
The proof of Theorem 1 is essentially a proof by induction on descent.
Let G be the leaper graph of a basic (p, q)-leaper L over a (p+ q)× (p+ q)
chessboard. Let us look at the cycles of G from the point of view of the descent
of L.
Consider a (p, q)-frame F . Lifting F by means of f extends all existing cycles
without altering the second leapers that tour them, and does not create any new
cycles. Lifting F by means of either g or h extends all existing cycles without
altering the second leapers that tour them, and creates (q−p)2 new eight-square
cycles within the shell of the larger frame, all of which are translation copies
of each other and each of which is also toured by a (p, q)-leaper. Hence the
following theorem.
Theorem 2. Let e = e1e2 . . . el be the descent of the skew basic (p, q)-leaper
L.
Consider all suffixes ei+1ei+2 . . . el of e such that ei is either g or h. Let k
be one larger than the number of such suffixes, the i-th such suffix, i = 1, 2,
. . . , k − 1, be the descent of a (pi, qi)-leaper, and pk = 0 and qk = 1.
Then the leaper graph G of L over a (p+ q)× (p+ q) chessboard consists of
(q−p)2 isolated vertices and a number of disjoint cycles of k distinct types. For
all i, G contains (qi − pi)2 cycles of type i, all of which are translation copies
of each other and each of which is also toured by a (pi, qi)-leaper.
It is possible to word Theorem 2 in terms of continued fractions without
referencing descents. In order to do so, let us track what happens to the ratio
r = q
p
of the proportions of a (p, q)-frame F when we lift F .
The transformation f lifts F to a (p, 2p + q)-frame H, and
2p + q
p
= 2 +
q
p
= 2 + r.
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The transformation g lifts F to a (q, 2q − p)-frame H, and
2q − p
q
= 2− p
q
= 2− 1
r
.
The transformation h lifts F to a (q, p+ 2q)-frame H, and
p+ 2q
q
= 2 +
p
q
= 2 +
1
r
.
Chaining the right-hand sides of the above equations gives us an expression
of the form
q
p
= c1 ±
1
c2 ±
1
. . . ± 1
ck
,
where the terms c1, c2, . . . , ck and the ± signs are determined as follows.
Let e = e1e2 . . . el be the descent of the skew basic (p, q)-leaper L and
e = e′1e
′′
1e
′
2e
′′
2 . . . e
′′
k−1e
′
k
a partitioning of e into (possibly empty) substrings such that, for all i, e′i is a
(possibly empty) run of the character f of length c′i and e
′′
i consists of a single
character, either g or h. Then ci = 2c
′
i + 2 and the sign following ci is − if
e′′i = g and + if e
′′
i = h.
Definition. An even continued fraction is an expression of the form
[c1±, c2±, . . . , ck] = c1 ±
1
c2 ±
1
. . . ± 1
ck
,
where ci is an even integer for all i, c1 is nonnegative, and c2, c3, . . . , ck are all
positive.
A nonnegative rational number q
p
with p and q relatively prime possesses a
finite even continued fraction representation if and only if p+q is odd. Moreover,
that representation is unique.
We are ready to give the alternative form of Theorem 2.
Theorem 3. Let L be a skew basic (p, q)-leaper. Let
q
p
= [c1±, c2±, . . . , ck]
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be the representation of q
p
as an even continued fraction,
qi
pi
= [ci+1±, ci+2±, . . . , ck]
for i = 1, 2, . . . , k − 1, where qi
pi
is irreducible, and pk = 0 and qk = 1.
Then the leaper graph G of L over a (p+ q)× (p+ q) chessboard consists of
(q−p)2 isolated vertices and a number of disjoint cycles of k distinct types. For
all i, G contains (qi − pi)2 cycles of type i, all of which are translation copies
of each other and each of which is also toured by a (pi, qi)-leaper.
Here follow a couple of noteworthy corollaries of Theorems 2 and 3.
Corollary 1. The leaper graph of a (p, q)-leaper L, p < q, over a (p + q) ×
(p+ q) chessboard contains a single cycle (or, equivalently, the leaper graph of
L over a (p, q)-frame is nonempty and connected) if and only if p = 1 and q is
even.
Corollary 2. Given a skew basic (p, q)-leaper L, there exists a unique cycle
C of L within a (p+q)×(p+q) chessboard such that there exists a Hamiltonian
cycle of a (0, 1)-leaper over the squares of C.
We go on to give a concise expression for the length of each cycle of type
i in terms of even continued fractions. First, however, we need to lay some
groundwork.
Theorem 4. Let L be a (p, q)-leaper with p + q odd, C a cycle of L within
a (p + q) × (p + q) chessboard B, and F the (p, q)-frame obtained from B by
removing the central (q − p)2 squares.
Then C visits an odd number of squares (and, in particular, at least one
square) in each section of F . Furthermore, C visits the same number of squares
in each of the four side sections FE, FN, FW, and FS of F , and the same number
of squares in each of the four corner sections FNE, FNW, FSW, and FSE of F .
Proof. By induction on descent. 
Theorem 5. Let, in the setting of Theorem 3, for all i
li
di
= [c1±, 2−, c2±, 2−, . . . , ci],
where li
di
is irreducible. Then the length of each cycle of type i is 4li.
Proof. Let F be the (p, q)-frame obtained from the (p+q)×(p+q) chessboard
by removing all squares isolated in G, and C a cycle in G.
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Let d be the number of squares that C visits within FE and l the number
of squares that C visits within FE ∪ FNE. By Theorem 4, the length of C is 4l.
When C is contained within the shell of F (provided that F does indeed
possess a shell), it is of type 1, c1 = 2, d = d1 = 1, and l = l1 = 2.
Let us track what happens to the ratio r = l
d
when we lift F to a larger
frame H. Let E be the image of C within H, and define d′ and l′ analogously
to d and l, but based on E and H.
When we lift F by means of f , d′ = d, l′ = 2d+ l, and
l′
d′
=
2d+ l
d
= 2 +
l
d
= 2 + r.
When we lift F by means of g, d′ = 2l − d, l′ = 3l − 2d, and
l′
d′
=
3l − 2d
2l − d = 2−
1
2− d
l
= 2− 1
2− 1
r
.
When we lift F by means of h, d′ = 2l − d, l′ = 5l − 2d, and
l′
d′
=
5l − 2d
2l − d = 2 +
1
2− d
l
= 2 +
1
2− 1
r
.
Chaining the right-hand sides of the above equations yields the theorem. 
Occasionally, there exists a third leaper besides the second one.
Theorem 6. Let, in the setting of Theorems 3 and 5, ck = 2 (or, equivalently,
the final character el in the descent e1e2 . . . el of L be either g or h) and lk be
indivisible by three. Then there exists a Hamiltonian cycle of a (1, 2)-leaper
over the squares of the unique cycle of type k.
Let us look into a couple of examples.
When p = 2 and q = 3, k = 2, c2 = 2, and l2 = 16. Figure 13 shows that
the unique cycle of type 2, previously depicted in Figure 4, top, is also toured
by a (1, 2)-leaper.
When p = 2 and q = 5, k = 2, c2 = 2, and l2 = 32. Figure 14 shows that
the unique cycle of type 2, previously depicted in Figure 6, top, is also toured
by a (1, 2)-leaper.
Proof. When k = 1, the theorem holds as in Figure 2. Let, from here on,
k ≥ 2.
Let a1a2 . . . alk be a proper Hamiltonian cycle of a (0, 1)-leaper over the
squares of the unique cycle C in G of type k, as constructed in the proof of
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Figure 13
Figure 14
Theorem 1, ai+lk ≡ ai for all integers i, and F the (p, q)-frame obtained from
the (p+ q)× (p + q) chessboard by removing all squares isolated in G.
Lemma 7. The cycle C visits at least three squares in each section of F and
the squares ai and ai+3 are linked by a (1, 2)-move for all integers i.
Proof. When p = 2 and either q = 3 or q = 5, the claim holds as in Figures
13 and 14. The proof continues by induction on descent.
Suppose that the lemma holds for C. Lift F to a larger frame H by means
of any of the three lifting transformations. Let E be the image of C within H
and b1b2 . . . bs a proper Hamiltonian cycle of a (0, 1)-leaper over the squares of
E, as constructed in the proof of Theorem 1, with bj+s ≡ bj for all integers j.
By the definitions of f , g, and h and the induction hypothesis, E visits at
least three squares in each section of H.
It follows that, for all j, bj and bj+3 are either within the same subboard of
H in Figure 8, 11, or 12, or within the union of two subboards of H visited in
direct succession by b1b2 . . . bs.
Therefore, there always exist two squares ai and ai+3 within F such that
an f , g, or h-translation maps ai and ai+3 onto bj and bj+3.
By the induction hypothesis, ai and ai+3 are linked by a (1, 2)-move. There-
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fore, so are bj and bj+3. 
Consider the sequence of squares
a3, a6, . . . , alk ,
the i-th term of which equals a3i for i = 1, 2, . . . , lk.
By Lemma 7, this sequence is a cycle of a (1, 2)-leaper. Furthermore, as lk
is indivisible by three, it contains each square of C precisely once. Therefore,
it is a Hamiltonian cycle of a (1, 2)-leaper over the squares of C. 
The proof of Theorem 6 does not appear to generalize beyond the (1, 2)-
leaper. For more on this topic, see Questions 4 and 8.
4 Connectedness
We take a brief detour to expand on an application of the technique of induction
on descent.
In [3], Donald Knuth shows that a (p, q)-leaper L, p ≤ q, is free over a
regular chessboard B (of size greater than 1 × 1) if and only if L is basic and
B contains a (p + q) × 2q subboard. We proceed to give a proof of the more
involved “if” part by induction on descent.
Theorem 7. (Donald Knuth, [3]) Let L be a basic (p, q)-leaper, p < q. Then
L is free over a (p+ q)× 2q chessboard.
Proof. Let B be a (p + q) × 2q chessboard. We view B as the union of
q − p+ 1 translation copies F + (t, 0) of a (p, q)-frame F , t = 0, 1, . . . , q − p.
Let C1, C2, . . . , Cc be all LF -cycles within F . Then the leaper graph of L
over B is the union of the translation copies Ck + (t, 0) for k = 1, 2, . . . , c and
t = 0, 1, . . . , q − p.
Construct the graph K as follows. The vertices of K are the ordered pairs
(k, t) where k = 1, 2, . . . , c and t = 0, 1, . . . , q − p. Two vertices (k′, t′) and
(k′′, t′′) in K are joined by an edge if and only if there exists a square in B that
belongs to both Ck′ +(t
′, 0) and Ck′′ + (t′′, 0). Then the leaper graph of L over
B is connected if and only if K is.
When p = 1 and q = 2, K consists of two vertices joined by an edge.
Suppose, then, that K is connected. Lift F to an (m,n)-frame H by means
of any of the three lifting transformations.
For simplicity, we extend the definitions of shell and core as follows. If
3m ≤ n, the shell of H is empty and the core of H is H.
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Let d be the number of shell cycles in H (zero if the lifting transformation
is f and H only possesses a shell in the extended sense) and D1, D2, . . . , Dc+d
all LH -cycles within H, so that lifting Ci gives Di+d for all i.
Define E and N analogously to B and K, but based on H. It suffices to
show that N is connected.
Let E+ be the union of the translation copies H+ + (t, 0), t = 0, 1, . . . ,
n −m, and N+ the spanning subgraph of N over all vertices (k, t) such that
k > d, corresponding to cycles in the core of H.
Let (k′, t′) and (k′′, t′′), t′ < t′′, be joined by an edge in K. Then there exist
two squares a′ and a′′ in F that are joined by a (t′′ − t′, 0) move such that a′
belongs to Ck′ and a
′′ belongs to Ck′′ .
Since t′′ − t′ ≤ q − p does not exceed the side of the central hole of F , both
of a′ and a′′ belong to one of the following subboards of F :
FE, FNE ∪ FN, FN ∪ FNW, FW, FSW ∪ FS, FS ∪ FSE.
By the definitions of f , g, and h, there exist in H+ two images b′ and b′′
of a′ and a′′ such that b′ and b′′ are joined by a (t′′ − t′, 0) move, b′ belongs to
Dk′+d and b
′′ belongs to Dk′′+d.
It follows that, whenever an edge joins (k′, t′) and (k′′, t′′) in K and t′′− t′ =
u′′− u′, t′ < t′′, 0 ≤ u′ < u′′ ≤ n−m, an edge joins (k′ + d, u′) and (k′′ + d, u′′)
in N+. Therefore, N+ is connected.
We are left to take care of the shell cycles of H. However, since all of the
translation copies H−N + (t, 0), t = 0, 1, . . . , n−m, are subboards of E+, every
vertex (k, t) of N such that k ≤ d, corresponding to a cycle in the shell of H,
is joined by an edge to a vertex in N+. Therefore, N is connected. 
5 Direction Graphs
Let L be a skew leaper. Then there exist eight possible skew directions for the
moves of L, east-northeast, north-northeast, . . . , east-southeast, which we label
1 through 8 starting from east-northeast and proceeding counterclockwise, as
in Figure 15.
Given a skew direction i and an integer k, we write −i for the direction
opposite i and i + k for the direction k steps counterclockwise from i. For
instance, −1 = 5, 2 + 1 = 3, for all skew directions i, −i = i + 4, and, for all
skew directions i and integers k, −(i+ k) = −i+ k.
We associate a 2× 2 matrix with each skew direction as follows.
Definition. The direction matrix of a move of a skew (p, q)-leaper L, p < q,
of direction i from a square a to a square b = a+ v is the unique matrix Ai out
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of the following eight,
A1 =
(
0 1
1 0
)
, A2 =
(
1 0
0 1
)
,
A3 =
( −1 0
0 1
)
, A4 =
(
0 −1
1 0
)
,
A5 =
(
0 −1
−1 0
)
, A6 =
( −1 0
0 −1
)
,
A7 =
(
1 0
0 −1
)
, A8 =
(
0 1
−1 0
)
,
such that
vT = Ai
(
p
q
)
.
For all skew directions i, A−i = −Ai.
Definition. A direction graph is a symmetric directed graph Φ whose arcs
are labeled with skew directions in such a way that the sum of the associated
direction matrices over every simple cycle in Φ is the zero matrix.
In particular, in a direction graph Φ, for every arc pointing from x to y
and labeled i, the arc pointing from y to x is labeled −i. Hence the following
definition.
Definition. A labeled oriented graph Ψ represents a direction graph Φ if Ψ
is obtained from Φ by removing exactly one arc out of each symmetric pair.
A direction graph is completely determined by any labeled oriented graph
that represents it.
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Definition. A direction graph Φ is extracted from a leaper graph G of a
skew leaper L if there exists a one-to-one mapping σ between the vertices of G
and the vertices of Φ such that an L-move of direction i leads from a vertex a
to a vertex b in G if and only if an arc labeled i points from σ(a) to σ(b) in Φ.
In other words, a direction graph is extracted from a leaper graph by ab-
stracting away all information (such as the precise positions of the squares and
the proportions of the leaper) save for the directions of the moves.
For instance, the direction graph extracted from the (1, 2)-cycle in Figure
2 is depicted in Figure 16, and is represented by the oriented cycle labeled
47258361.
4
8
7
3
2
6
5
1
8
4
3
7
6
2
1
5
Figure 16
It may happen that a direction graph cannot be extracted from a given
leaper graph.
Definition. A simple oriented cycle C of a skew leaper is trivial if the sum
of the associated direction matrices over C is the zero matrix, and nontrivial
otherwise. A simple cycle C of a skew leaper is trivial if any (or, equivalently,
both) of its two orientations are, and nontrivial otherwise.
Given a leaper graph G, it is possible to extract a direction graph Φ from
G if and only if G does not contain a nontrivial cycle.
For instance, the (1, 2)-cycle and the (1, 3)-cycle in Figure 1 are both non-
trivial, and it is not possible to extract a direction graph from either.
Definition. Let Φ be a direction graph and L a leaper. A graph G is an L-
instantiation of Φ if the vertices of G are squares and there exists a mapping τ
from the vertices of Φ to the vertices of G such that, for every arc in Φ pointing
from x to y and labeled i, an L-move of direction i leads from τ(x) to τ(y).
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Let Φ be the direction graph extracted from a leaper graph G of a leaper
L. Then G is an L-instantiation of Φ.
Given a direction graph Φ and a leaper L, there always exists an L-in-
stantiation of Φ, unique up to translation provided that Φ is connected. It is
well-defined for arbitrary leapers L, as when L is an orthogonal or diagonal
(p, q)-leaper, p ≤ q, we can define an L-move of direction i as an L-move of
translation v such that vT = Ai (
p
q ). However, it may happen that the mapping
τ is not one-to-one or that the leaper graph of L over the vertex set of G is
distinct from G.
We go on to delineate the class of direction graphs for which instantiation
is well-behaved.
Let x and y be vertices in a direction graph Φ. Then the sum of the
associated direction matrices over every path from x to y in Φ is the same.
Definition. Let Φ be a direction graph and x and y vertices in the same
connected component of Φ. The distance from x to y in Φ is the sum of the
associated direction matrices over any path from x to y in Φ.
Definition. A direction graph Φ is coherent if, for every pair of vertices x
and y in the same connected component of Φ, the distance from x to y in Φ
equals the zero matrix if and only if x and y coincide, and a direction matrix
if and only if x and y are joined by an arc.
Every direction graph extracted from a leaper graph is coherent.
Given a coherent direction graph Φ, let L be a skew (p, q)-leaper, p < q, and
G an L-instantiation of Φ such that the images under τ of vertices in different
connected components of Φ do not coincide and are not joined by an L-move.
Furthermore, let x and y be vertices in the same connected component of Φ,
A the distance from x to y in Φ, and v the translation defined by vT = A ( pq ).
Then τ(x) + v = τ(y).
When A is distinct from the zero matrix, there exists at most one skew
basic (p, q)-leaper L such that v is the zero translation, and when A is distinct
from the direction matrix Ai, there exists at most one skew basic (p, q)-leaper
L such that v is an L-translation of direction i.
It follows that the mapping τ is one-to-one and the leaper graph of L over
the vertex set of G is G for all but finitely many skew basic leapers L. In other
words, G is a leaper graph of L and Φ is extracted from G for all but finitely
many skew basic leapers L.
Every leaper graph of an orthogonal or diagonal leaper is an instantiation
of a direction graph. A leaper graph of a skew leaper is an instantiation of a
direction graph if and only if it does not contain a nontrivial cycle.
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Definition. A permutation π of the eight skew directions is an equivalence
permutation if there exist two real-coefficient 2× 2 matrices P and Q, inducing
π, such that
Aπ(i) = PAiQ
for all skew directions i.
Given an equivalence permutation π induced by P and Q and a directed
graph Φ whose arcs are labeled with skew directions, we write π(Φ) or PΦQ for
the labeled directed graph obtained from Φ by applying π to every arc label. If
Φ is a direction graph, then so is π(Φ). Furthermore, if Φ is a coherent direction
graph, then so is π(Φ).
Definition. Two direction graphs Φ1 and Φ2 are equivalent if there exists
an equivalence permutation π such that π(Φ1) = Φ2.
We proceed to look at Theorems 1, 2, and 3 from the point of view of
direction graphs.
Let L be a skew basic (p, q)-leaper, p < q, C a cycle of L within a (p+ q)×
(p + q) chessboard, and F the associated (p, q)-frame.
Impose an orientation on C and consider a square a of C in the section FE
of F . The two squares adjacent to a in C are a + (−q, p) and a + (−q,−p).
Therefore, the directions of the moves to and from a in C are either 1 and 4,
or 8 and 5.
Analogous reasoning applies to all sections of F . It follows that the di-
rections of the moves to and from every square a in C are of the form i and
i± 3.
Definition. Let L be a skew basic (p, q)-leaper and C a cycle of L within a
(p + q)× (p+ q) chessboard.
Impose an orientation on C and label every square a in C +s, +c, −s, or
−c as follows. Let i be the direction of the move to a in C. Then the + or −
signifies whether the direction of the move from a in C is i+3 or i− 3, and the
s or c signifies whether a belongs to a side or a corner section of the associated
frame F .
Equivalently, label a according to the following table.
Label of a Directions of moves to and from a
+s 14, 36, 58, 72
+c 25, 47, 61, 83
−s 27, 41, 63, 85
−c 16, 38, 52, 74
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Then the cyclic string formed by the vertex labels of C is a signature of C.
For instance, a signature of the (1, 2)-cycle in Figure 2 is +s+c+s+c+s+c
+s+c. This is also a signature of every shell cycle, such as the (2, 3)-cycle in
Figure 4, bottom, and the (2, 5)-cycle in Figure 6, bottom.
Let us track how a signature evolves when we lift a cycle.
Lift C by means of f to f(C). By the proof of Lemma 1, a signature of
f(C) is obtained from a signature of C by replacing every character with a
string composed of the characters +s, +c, −s, and −c, subject to the following
system of rewriting rules.
+s → −s +c → +s +c +s
−s → +s −c → −s −c −s
We refer to this transformation as an f -rewrite. For instance, the f -rewrite
of +s+c+s+c+s+c+s+c is −s+s+c+s−s+s+c+s−s+s+c+s−s+s+c+s,
and this is a signature of the (1, 4)-cycle in Figure 17.
Figure 17
Next lift C by means of g to g(C). By the proof of Lemma 3, a signature
of g(C) is obtained from a signature of C by replacing every character with a
string composed of the characters +s, +c, −s, and −c, subject to the following
system of rewriting rules.
+s → +c +s +c +c → −c
−s → −c −s −c −c → +c
We refer to this transformation as a g-rewrite. For instance, the g-rewrite
of +s+c+s+c+s+c+s+c is +c+s+c−c+c+s+c−c+c+s+c−c+c+s+c−c,
and this is a signature of the (2, 3)-cycle in Figure 4, top.
Lastly, lift C by means of h to h(C). By the proof of Lemma 5, a signature
of h(C) is obtained from a signature of C by replacing every character with a
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string composed of the characters +s, +c, −s, and −c, subject to the following
system of rewriting rules.
+s → +s +c +s +c +s +c → −s −c −s
−s → −s −c −s −c −s −c → +s +c +s
We refer to this transformation as an h-rewrite. For instance, the h-rewrite
of +s+c+s+c+s+c+s+c is +s+c+s+c+s−s−c−s+s+c+s+c+s−s−c−s
+s +c +s +c +s −s −c −s +s +c +s +c +s −s −c−s, and this is a signature of
the (2, 5)-cycle in Figure 6, top.
Given a string e = e1e2 . . . el composed of the characters f, g, and h and a
string s composed of the characters +s, +c, −s, and −c, we write Re(s) for the
string obtained by successively applying rewrites of types el, el−1, . . . , e1 to s.
Definition. Let L be a skew basic (p, q)-leaper, C a cycle of L within a
(p+ q)× (p+ q) chessboard, and e = e1e2 . . . el a prefix of the descent of L such
that C is the product of successively applying lifting transformations of types
el, el−1, . . . , e1 to a shell cycle. Then e is the descent of C.
Let e be the descent of C. Then a signature of C is
Re(+s +c +s +c +s +c +s+c).
We proceed to show that C is trivial and that a signature of C completely
determines the direction graph extracted from C.
Theorem 8. Let L be a (p, q)-leaper with p+q odd and C a cycle of L within
a (p+ q)× (p+ q) chessboard. Then C possesses orientation-preserving fourfold
rotational symmetry together with orientation-reversing axial symmetry along
a vertical, a horizontal, and two diagonal axes.
Proof. By induction on descent. 
By Theorem 8, the moves of C occur in pairs symmetric with respect to the
center of symmetry of C. The sum of the associated direction matrices over
each such pair is the zero matrix. Therefore, C is trivial.
Let C = a1a2 . . . a4n and si be the label of square ai in a signature s1s2 . . . s4n
of C for i = 1, 2, . . . , 4n.
Suppose that s1 = +s. All other cases are analogous.
Since s1 = +s, the direction of the move to a1 in C is 1, 3, 5, or 7. Since,
for i = 1, 2, . . . , 4n− 1, the direction of the move to ai in C and the label si of
ai completely determine the direction of the move from ai to ai+1 in C, each of
those four possibilities yields a unique possibility for the directions of all moves
of C.
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The labeling rules in the definition of a signature are invariant under a 90◦
rotation. By Theorem 8, it follows that si = si+n = si+2n = si+3n for i = 1, 2,
. . . , n. Again by Theorem 8, the moves to a1, an+1, a2n+1, and a3n+1 in C are
copies of each other under multiple-of-quarter-turn rotations. Therefore, their
directions are 1, 3, 5, and 7.
It follows that all four possibilities for the directions of all moves of C
are cyclic shifts of each other and yield the same direction graph. Hence the
following theorem.
Theorem 9. Let L be a skew basic (p, q)-leaper, C a cycle of L within a
(p+ q)× (p+ q) chessboard, and e the descent of C. Then C is trivial and the
direction graph extracted from C depends only on e. Equivalently, let C be a
cycle of type k. Then the direction graph extracted from C depends only on the
k-th convergent [c1±, c2±, . . . , ck] of the even continued fraction representation
of q
p
.
Theorem 9 provides the basis for the following definition.
Definition. The fundamental direction cycle Φ(e) of descent e is the direc-
tion graph extracted from a cycle of descent e of a skew basic (p, q)-leaper within
a (p + q) × (p + q) chessboard. Equivalently, the fundamental direction cycle
Φ[c1±, c2±, . . . , ck] of type [c1±, c2±, . . . , ck] is the direction graph extracted
from a cycle of type k of a skew basic (p, q)-leaper within a (p + q) × (p + q)
chessboard, where [c1±, c2±, . . . , ck] is the k-th convergent of the even continued
fraction representation of q
p
.
The two notations for a fundamental direction cycle are related as follows.
The fundamental direction cycles of descent e and type [c1±, c2±, . . . , ck] co-
incide if e admits a partitioning into (possibly empty) substrings of the form
e = e′1e
′′
1e
′
2e
′′
2 . . . e
′′
k−1e
′
k, where e
′
i is a run of the character f of length
ci
2 − 1 for
i = 1, 2, . . . , k and e′′i consists of a single character, g if the sign following ci is
− and h if it is +, for i = 1, 2, . . . , k − 1.
We go on to second leaper cycles.
Definition. Let L be a (p, q)-leaper with p+q odd and C a cycle of L within
a (p + q) × (p + q) chessboard. Then the canonical second leaper associated
with C and the canonical second leaper cycle over the squares of C are the ones
constructed in the proof of Theorem 1.
Let D be a canonical second leaper cycle of a canonical second leaper M
over the squares of C.
Then D is the product of successively applying a series of lifting transfor-
mations to a canonical second leaper cycle D′ of M within the shell of a frame
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F ′. If F ′ is a (1, 2)-frame, then M is a (0, 1)-leaper and no direction graph can
be extracted from D. Otherwise, F ′ is the product of lifting a smaller frame
by means of either g or h.
Definition. Let L be a skew basic (p, q)-leaper, D a canonical second leaper
cycle of a skew basic canonical second leaper over the squares of a cycle of L
within a (p+ q)× (p+ q) chessboard, and e = e1e2 . . . el a prefix of the descent
e1e2 . . . em, l < m, of L such that D is the product of successively applying
lifting transformations of types el, el−1, . . . , e1 to a shell canonical second
leaper cycle. Then e is the descent of D and el+1 is the origin of D.
The origin of a canonical second leaper cycle of a skew basic canonical
second leaper is always g or h.
When D is of origin g, the direction graph extracted from D′ is represented
by the oriented cycle labeled 25476183. For instance, such is the case with the
(1, 2)-cycle in Figure 4.
When D is of origin h, the direction graph extracted from D′ is represented
by the oriented cycle labeled 34567812. For instance, such is the case with the
(1, 2)-cycle in Figure 6.
Impose an orientation on D. By induction on descent following the proofs
of Lemmas 2, 4, and 6, two skew directions occur as the directions of the moves
to and from a square in D if and only if they occur as the directions of the
moves to and from a square in one of the two orientations of D′.
Definition. Let L be a skew basic (p, q)-leaper and D a canonical second
leaper cycle of a skew basic canonical second leaper over the squares of a cycle
of L within a (p+ q)× (p+ q) chessboard.
Impose an orientation on D and label every square a of D +s, +c, −s, or
−c as follows. Refer to the table
Label of a Directions of moves to and from a
+s 25, 47, 61, 83
+c 18, 32, 54, 76
−s 16, 38, 52, 74
−c 23, 45, 67, 81
if D is of origin g, and to the table
Label of a Directions of moves to and from a
+s 12, 34, 56, 78
+c 23, 45, 67, 81
−s 21, 43, 65, 87
−c 18, 32, 54, 76
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if D is of origin h.
Then the cyclic string formed by the vertex labels of D is a signature of D.
For instance, +s+c+s+c+s+c+s+c is a signature of every shell canonical
second leaper cycle, such as the (1, 2)-cycle in Figure 4 and the (1, 2)-cycle in
Figure 6.
Theorem 10. Let L be a (p, q)-leaper with p+q odd andD a canonical second
leaper cycle over the squares of a cycle of L within a (p+q)×(p+q) chessboard.
Then D possesses orientation-preserving fourfold rotational symmetry together
with orientation-reversing axial symmetry along a vertical, a horizontal, and
two diagonal axes. Furthermore, all of the aforementioned symmetries preserve
the partitioning ofD into eight disjoint nonempty paths, one within each section
of the associated frame, as in the definition of a proper cycle.
Proof. By induction on descent. 
Analogously to the case of an L-cycle, it follows from Theorem 10 that D is
trivial and that the signature of D completely determines the direction graph
extracted from D.
Let us track how a signature evolves when we lift a cycle.
Given a signature s of D, partition s into eight substrings sE, sNE, . . . , sSE
so that, for each direction i out of E, NE, . . . , SE, si is the string formed by the
vertex labels of the portion of D within the section Fi of the associated frame
F .
By Theorem 10, sE = sN = sW = sS, sNE = sNW = sSW = sSE, and each of the
eight strings sE, sNE, . . . , sSE is a palindrome.
Therefore, a signature s of D is completely determined by its section pair,
the ordered pair (sNE, sE).
Let
+s = −s +c = −c
−s = +s −c = +c
and
+s = −c +c = −s
−s = +c −c = +s.
Given a string w = w1w2 . . . wn composed of the characters +s, +c, −s, and
−c, we write w for the string w1 w2 . . . wn, [w for the string w1w2 . . . wn, and
w] for the string w1w2 . . . wn−1wn.
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Lift D by means of f to f(D). By the proof of Lemma 2,
(sNE, [sNE sE sNE])
is the section pair of a signature of f(D).
This transformation and its analogues for g and h suffice to establish Theo-
rem 11, but they are not well-suited to a proof of Theorem 12. For this reason,
we introduce a change of variables.
If |sE| ≤ |sNE|, then partition sNE into three substrings sNE = sLeftsCornersRight
such that |sLeft| = |sRight| and |sCorner| = |sE|, and set sSide = sRightsEsLeft.
If |sE| ≥ |sNE|, then partition sE into three substrings sE = sLeftsSidesRight
such that |sLeft| = |sRight| and |sSide| = |sNE|, and set sCorner = sRightsNEsLeft.
In both cases, s equals, up to a cyclic shift, the concatenation sCornersSide
sCornersSidesCornersSidesCornersSide. We refer to the ordered pair (sCorner, sSide)
as the corner-side pair of s.
We proceed to show that
(sSidesCornersSide, sSide)
is the corner-side pair of a signature of f(D). We consider the case |sE| ≤ |sNE|
in detail, and the opposite case is analogous.
Since
sNE = sLeftsCornersRight
and
[sNE sE sNE] = [sLeft sCorner sRight sE sLeft sCorner sRight] =
= [sLeft sCorner sSide sCorner sRight],
a corner-side pair of a signature of f(D) is
(sCorner sRight]sLeftsCornersRight[sLeft sCorner, sSide).
However, since D is a proper cycle,
sCorner sRight] = sRightsE
and
[sLeft sCorner = sEsLeft.
Therefore, we can rewrite the above as
(sRightsEsLeftsCornersRightsEsLeft, sSide),
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as needed.
We refer to the transformation that maps (sCorner, sSide) to (sSidesCornersSide,
sSide) as an f -rearrangement. For instance, the f -rearrangement of (+s,+c) is
(+c +s +c,−c), and +c +s +c −c +c +s +c −c +c +s +c −c +c +s +c−c is a
signature of the (1, 2)-cycle in Figure 18.
Figure 18
Next lift D by means of g to g(D). Analogously, by the proof of Lemma 4,
(sCorner, sCornersSidesCorner)
is the corner-side pair of a signature of g(D).
We refer to this transformation as a g-rearrangement. For instance, the
g-rearrangement of (+s,+c) is (−s,+s +c +s), and −s +s +c +s −s +s +c +s
−s +s +c +s −s +s +c+s is a signature of the (1, 2)-cycle in Figure 5.
Lastly, lift D by means of h to h(D). Analogously, by the proof of Lemma
6,
(sCornersSidesCornersSidesCorner, sCorner sSide sCorner)
is the corner-side pair of a signature of h(D).
We refer to this transformation as an h-rearrangement. For instance, the h-
rearrangement of (+s,+c) is (+s+c+s+c+s,−s−c−s), and +s+c+s+c+s−s
−c−s+s+c+s+c+s−s−c−s+s+c+s+c+s−s−c−s+s+c+s+c+s−s−c−s
is a signature of the (1, 2)-cycle in Figure 19.
Given a string e = e1e2 . . . el composed of the characters f, g, and h and
an ordered pair of strings (s′, s′′) composed of the characters +s, +c, −s, and
−c, we write We(s′, s′′) for the ordered pair of strings obtained by successively
applying rearrangements of types el, el−1, . . . , e1 to (s′, s′′).
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Figure 19
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Let e be the descent of D. Then
We(+s,+c)
is the corner-side pair of a signature of D. Hence the following theorem.
Theorem 11. Let L be a skew basic (p, q)-leaper, D a canonical second
leaper cycle of a skew basic canonical second leaper over the squares of a cycle
C of L within a (p+q)×(p+q) chessboard, e the descent of D, and o the origin
of D. Then D is trivial and the direction graph extracted from D depends only
on e and o. Equivalently, let C be a cycle of type k. Then the direction graph
extracted from D depends only on the k-th convergent [c1±, c2±, . . . , ck] of the
even continued fraction representation of q
p
and the sign following ck in that
representation.
Theorem 11 provides the basis for the following definition.
Definition. The second fundamental direction cycle ΦIIo (e) of descent e and
origin o is the direction graph extracted from a canonical second leaper cycle
of descent e and origin o. Equivalently, the second fundamental direction cycle
ΦIIǫ [c1±, c2±, . . . , ck] of type [c1±, c2±, . . . , ck] and sign ǫ is the direction graph
extracted from a canonical second leaper cycle over the squares of a cycle of
type k of a skew basic (p, q)-leaper within a (p + q) × (p + q) chessboard,
where [c1±, c2±, . . . , ck] is the k-th convergent of the even continued fraction
representation of q
p
and the sign following ck in that representation is ǫ.
The two notations for a second fundamental direction cycle are related as
follows. The direction graphs ΦIIo (e) and Φ
II
ǫ [c1±, c2±, . . . , ck] coincide if e and
[c1±, c2±, . . . , ck] are related as in the case of an L-cycle, and ǫ = − if o = g
and ǫ = + if o = h.
When D is a cycle of a (0, 1)-leaper, Theorem 11 continues to apply in the
sense that D is an instantiation of both ΦIIg (e) and Φ
II
h (e).
The equivalence permutation
πII =
(
1 2 3 4 5 6 7 8
4 7 6 1 8 3 2 5
)
,
induced by the unit 2× 2 matrix and ( 1 00 −1 ), maps the signature labeling rules
for a canonical second leaper cycle of origin g to the signature labeling rules
for a canonical second leaper cycle of origin h. Since ΦIIg (e) and Φ
II
h (e) are
determined by a common signature, it follows that they are equivalent under
πII.
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We conclude this section by showing that the family of all fundamental
direction cycles and the family of all second fundamental direction cycles are
essentially the same family.
Definition. Let f = g, g = f, and h = h. The flip of a string e = e1e2 . . . el
composed of the characters f, g, and h is the string el el−1 . . . e1.
A string e′ is the flip of e′′ if and only if e′′ is the flip of e′.
Theorem 12. Let the strings e′ and e′′ composed of the characters f, g, and
h be flips of each other. Then the fundamental direction cycle of descent e′ and
the two second fundamental direction cycles of descent e′′ are equivalent.
In other words, there exists a one-to-two equivalence mapping between fun-
damental direction cycles and second fundamental direction cycles.
Proof. The equivalence permutation
πg =
(
1 2 3 4 5 6 7 8
2 7 8 5 6 3 4 1
)
,
induced by the matrices
Pg =
( 1√
2
1√
2
1√
2
− 1√
2
)
and
Qg =
( 1√
2
− 1√
2
1√
2
1√
2
)
,
maps the signature labeling rules for an L-cycle to the signature labeling rules
for a canonical second leaper cycle of origin g.
The equivalence permutation
πh =
(
1 2 3 4 5 6 7 8
7 2 5 8 3 6 1 4
)
,
induced by the matrices
Ph = Qh =
(
1√
2
1√
2
1√
2
− 1√
2
)
,
maps the signature labeling rules for an L-cycle to the signature labeling rules
for a canonical second leaper cycle of origin h.
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(Furthermore, πII ◦ πg = πh.)
We are left to show that Φ(e′), ΦIIg (e
′′), and ΦIIh (e
′′) are determined by a
common signature.
A signature of Φ(e′) is
Re′(+s +c +s +c +s +c +s+c) = Re′(+s)Re′(+c) . . . Re′(+c).
Therefore, it suffices to show that
(Re′(+s), Re′(+c)) =We′′(+s,+c).
We proceed by induction on descent.
When e′ and e′′ are both the empty string, equality holds.
Suppose, then, that equality holds for e′ and e′′. We need to show that
equality holds for e′f and ge′′, e′g and fe′′, and e′h and he′′. We consider the
case of e′f and ge′′ in detail, and all other cases are analogous.
For all strings e composed of the characters f, g, and h and all strings s
composed of the characters +s, +c, −s, and −c,
Re(s) = Re(s).
Therefore,
(Re′f(+s), Re′f(+c)) = (Re′(Rf(+s)), Re′(Rf(+c)))
= (Re′(−s), Re′(+s +c +s))
= (Re′(+s), Re′(+s)Re′(+c)Re′(+s))
=Wg(Re′(+s), Re′(+c))
=Wg(We′′(+s,+c))
=Wge′′(+s,+c).
This completes the proof of the theorem. 
6 Dual Boards and Dual Direction Graphs
Theorem 1 can be strengthened as follows.
Theorem 13. Let L be a (p, q)-leaper with p+ q odd, C a cycle of L within
a (p + q)× (p + q) chessboard, M the canonical second leaper associated with
C, and D the canonical second leaper cycle of M over the squares of C. Then
D is the leaper graph of M over the squares of C.
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Proof. It suffices to consider the case when L is a skew basic leaper and
p < q. Let F be the associated (p, q)-frame and r and s, r < s, the proportions
of M . The proof proceeds by induction on descent.
When D is a shell cycle, the theorem holds.
Suppose, then, that the theorem holds for D.
Lemma 8. The proportions of L andM satisfy s ≤ p. Furthermore, s ≤ q−p
unless the origin of D is g and the descent of D is a run of the character g.
Proof. By induction on descent. 
Case f . Lift F and D to H and E by means of f . For each direction i out
of E, NE, . . . , SE, let Si be the subboard (F + v
f
i ) ∩H of H.
Let a and b be two squares in E joined by a move of M . By Lemma 8,
s ≤ p. Therefore, there exists a direction i out of E, NE, . . . , SE such that both
a and b belong to Si. By the fact that D is a proper cycle and the definition of
E, a and b are the images under vfi of two squares a
′ and b′ of D.
Since a′ and b′ are joined by a move of M , by the induction hypothesis they
are adjacent in D. Therefore, by the fact that D is a proper cycle and the
definition of E, a and b are adjacent in E.
Case g. Lift F and D to H and E by means of g. For each direction i
out of E, N, W, and S, let Si be the subboard (F + v
g
i ) ∩ (Hi−1 ∪Hi ∪Hi+1) of
H, and, for each direction i out of NE, NW, SW, and SE, let Si be the subboard
(F + vgi ) ∩H of H.
If s ≤ q − p, the proof continues as in Case f .
Otherwise, by Lemma 8 the origin of D is g and the descent of D is a run
of the character g.
Let O be the center of symmetry of D. Introduce a Cartesian coordinate
system Oxy over the infinite chessboard and write (x, y) for the square centered
at (x, y).
Let l the length of the descent of D. Then the set S′ of all squares ((s −
r)x′, (s − r)y′) such that x′ and y′ are integers and |x′| + |y′| = l + 2, and the
set S′′ of all squares (±[(s− r)x′′+ r],±[(s− r)y′′+ r]) such that x′′ and y′′ are
nonnegative integers and x′′ + y′′ = l + 1, form a partitioning of the vertex set
of E.
Suppose first that both squares a and b = a + v belong to S′. Then both
coordinates of the translation v are even and, sinceM is a basic leaper, v cannot
be an M -translation. Analogous reasoning applies to the case when both a and
b belong to S′′.
Suppose, then, that a belongs to S′. Then all but two of the squares of S′′
lie outside of the (2s+1)× (2s+1) chessboard centered at a. Therefore, every
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square in S′ is joined by a move of M to at most two squares in S′′.
It follows that two squares of E are joined by a move of M if and only if
they are adjacent in E.
Case h. Lift F and D to H and E by means of h. For each direction i out
of E, NE, . . . , SE, let Si be the subboard (F +v
h
i )∩H of H. The proof continues
as in Case f . 
In other words, in the setting of Theorem 13, the leaper graphs of L and M
over the board formed by the squares of C are isomorphic.
Definition. A board B is dual with respect to two distinct leapers L and
M if B contains more than one square and the leaper graphs of L and M over
B are connected and isomorphic.
The notion of a dual board raises a number of questions.
Question 1. Given two distinct leapers L and M , does there exist a board
dual with respect to L and M?
A necessary condition is that L and M are obtained from two basic leapers
by means of the same scaling and rotation. Therefore, it suffices to study the
case of both of L and M being basic leapers.
By Theorems 2 and 13 and Corollary 3, a sufficient condition for basic L
and M is that either one of them is a (0, 1)-leaper or both of them are skew
leapers and the descent of one of them is a suffix of the descent of the other.
Question 2. Given two distinct leapers L and M , does there exist a poly-
omino board dual with respect to L and M?
When one of L and M is a (0, 1)-leaper, this question is equivalent to the
previous one.
Question 3. Given two distinct leapers L and M such that a board dual
with respect to L and M does exist, what is the least number of squares that
it may contain? Is the number of squares that it may contain unbounded from
above?
A dual board given by Theorem 13 is never minimal, as removing any square
from it yields a board dual with respect to the same pair of leapers.
Corollary 5 answers one special case of the second part of the question.
Question 4. For what positive integers n ≥ 2 does there exist a board dual
with respect to n pairwise distinct leapers?
A strengthening of Theorem 6 analogous to Theorem 13 shows that, in the
setting of Theorem 6, the leaper graph of a (1, 2)-leaper over the squares of
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the unique cycle of type k is a cycle if and only if el = g and lk is indivisible
by three. This yields an infinite family of boards dual with respect to three
pairwise distinct leapers.
Let L be a skew basic (p, q)-leaper, C a cycle of L within a (p, q)-frame F ,
M the canonical second leaper associated with C, and D the canonical second
leaper cycle of M over the squares of C.
We go on to describe all isomorphisms between C and D.
Let D visit m squares in each side section of F and n squares in each
corner section of F , D = aEaNE . . . aSE be a partitioning of D into eight disjoint
paths such that, for all directions i out of E, NE, . . . , SE, ai lies within Fi,
aE = a1a2 . . . am, a
NE = am+1am+2 . . . am+n, . . . , a
SE = a4m+3n+1a4m+3n+2 . . .
a4(m+n), and, for all integers j, aj+4(m+n) ≡ aj.
Given an integer x and a positive integer y, we write x%y for the remainder
of x upon division by y, with 0 ≤ x%y ≤ y − 1.
For ǫ = 0, 1 and all integers j, let
υ(ǫ, j) = m+ n+ 2[(ǫm− j)%(m+ n)] + 1.
Since D is a proper cycle, for every integer j the square aj is linked by a
move of L to both of the squares aj+υ(0,j) and aj+υ(1,j).
By Theorem 4, m + n is even. Therefore, the parity of j differs from the
parity of j + υ(ǫ, j) for ǫ = 0, 1 and all integers j.
Furthermore, aj′ = aj′′+υ(ǫ,j′′) if and only if aj′′ = aj′+υ(ǫ,j′), for ǫ = 0, 1
and all integers j′ and j′′.
It follows that drawing an arc from aj to aj+υ(0,j) for all even j and from
aj to aj+υ(1,j) for all odd j yields an orientation of C.
Let ψ(1) = 1,
ψ(j + 1) = ψ(j) + υ(ψ(j)%2, ψ(j))
for j = 1, 2, . . . , 4(m+ n)− 1, and ψ(j + 4(m+ n)) = ψ(j) for all integers j.
Then the mapping
aj → aψ(j)
is an isomorphism from D onto C, and all other such isomorphisms are obtained
from it by means of rotation and reflection.
When j takes on the values 1, 2, . . . , 4(m+n), the difference ψ(j+1)−ψ(j) =
υ(ψ(j)%2, ψ(j)) takes on the same values as υ(j%2, j). Those are all integers
between m+n and 3(m+n) congruent to n−m−1 modulo four, each occurring
precisely eight times. Hence the following theorem.
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Theorem 14. Let L be a (p, q)-leaper with p+ q odd, C a cycle of L within
a (p + q)× (p + q) chessboard, M the canonical second leaper associated with
C, D the canonical second leaper cycle of M over the squares of C, and 4µ the
length of both C and D.
Impose orientations on C and D. Given a square a of D, let the arc from
a in C point to b and the D-displacement of a be the number of steps along D
that lead from a to b.
Then the multiset of all D-displacements consists of all integers between µ
and 3µ congruent to α modulo four, each occurring precisely eight times, where
α = 1 or α = 3 depending on the orientations of C and D.
We proceed to look at the isomorphisms between C and D from the point
of view of direction graphs.
Let r and s, r < s, be the proportions of M . Suppose that M is a skew
basic leaper, and let o be the origin of D and e the descent of C and D.
By the proof of Theorem 11, the skew direction of the move of M from aj
to aj+1 depends only on o, e, and j.
Therefore, there exists an enumeration
aII1 , a
II
2 , . . . , a
II
4(m+n)
(with aII
j+4(m+n) ≡ aIIj for all integers j) of the vertices of the second fundamen-
tal direction cycle ΦIIo (e), depending only on o and e and not on the remainder
of the descent of L, such that D is an instantiation of ΦIIo (e) under the mapping
aIIj → aj.
The move of L from aj to aj+υ(0,j) is of skew direction 5 when aj belongs
to FE ∪ FNE, 7 when aj belongs to FN ∪ FNW, and similarly for all other possible
positions of aj . Analogously, the move of L from aj to aj+υ(1,j) is of skew
direction 6 when aj belongs to FNE ∪ FN, 8 when aj belongs to FNW ∪ FW, and
similarly for all other possible positions of aj .
Since m and n are completely determined by e, the section of F that aj
belongs to is completely determined by e and j. Therefore, the skew direction
of the move of L from aj to aj+υ(ǫ,j) is completely determined by e, j, and ǫ.
It follows that there exists an enumeration
aI1, a
I
2, . . . , a
I
4(m+n)
(with aI
j+4(m+n) ≡ aIj for all integers j) of the vertices of the fundamental
direction cycle Φ(e), depending only on e and not on the remainder of the
descent of L, such that C is an instantiation of Φ(e) under the mapping aIj →
aψ(j).
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Let
Af =
(
1 0
2 1
)
,
Ag =
(
0 1
−1 2
)
,
Ah =
(
0 1
1 2
)
,
and, for all strings e1e2 . . . el composed of the characters f, g, and h,
Ae1e2...el = Ae1Ae2 · · ·Ael .
Then the proportions of L and M satisfy(
p
q
)
= AeAo
(
r
s
)
.
Let AI(j) be the direction matrix of the arc from aIj to a
I
j+1 in Φ(e),
DistI(j′, j′′) the distance from aIj′ to a
I
j′′ in Φ(e), A
II(j) the direction matrix of
the arc from aIIj to a
II
j+1 in Φ
II
o (e), and Dist
II(j′, j′′) the distance from aIIj′ to a
II
j′′
in ΦIIo (e), for all integers j, j
′, and j′′.
Then
DistII(ψ(j), ψ(j + 1))
(
r
s
)
= AI(j)
(
p
q
)
,
or, equivalently,
DistII(ψ(j), ψ(j + 1))
(
r
s
)
= AI(j)AeAo
(
r
s
)
,
for all integers j.
Since all objects in this identity apart from r and s depend only on o and
e, it continues to hold when r and s are replaced with the proportions r′ and
s′, r′ < s′, of any canonical second leaper. However, every basic leaper occurs
as a canonical second leaper.
Therefore,
DistII(ψ(j), ψ(j + 1)) = AI(j)AeAo
for all integers j.
We refer to the above identity as the duality identity for Φ(e) and ΦIIo (e).
Its full significance will become evident once we arrive at Theorem 18.
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Let e′ be the flip of e, C ′ of descent e′ a cycle of a skew basic (p′, q′)-leaper
L′, p′ < q′, over a (p′ + q′) × (p′ + q′) chessboard, and D′ of origin o and
descent e′ the canonical second leaper cycle of the canonical second leaper M ′
of proportions r′ and s′, r′ < s′, associated with C ′.
We go on to apply Theorem 12 to the duality identity for Φ(e) and ΦIIo (e)
in order to obtain the isomorphisms from C ′ onto D′ from the isomorphisms
from D onto C.
By Theorem 12 and its proof, there exists an enumeration
bI1, b
I
2, . . . , b
I
4(m+n)
(with bI
j+4(m+n) ≡ bIj for all integers j) of the vertices of Φ(e′) such that, for all
integers j,
AII(j) = PoA
I
Flip(j)Qo,
where AIFlip(j) is the direction matrix associated with the arc from b
I
j to b
I
j+1
in Φ(e′).
Analogously, by Theorem 12 and its proof, there exists an enumeration
bII1 , b
II
2 , . . . , b
II
4(m+n)
(with bII
j+4(m+n) ≡ bIIj for all integers j) of the vertices of ΦIIo (e′) such that, for
all integers j,
AIIFlip(j) = PoA
I(j)Qo,
where AIIFlip(j) is the direction matrix associated with the arc from b
II
j to b
II
j+1
in ΦIIo (e
′).
Let, for all integers j′ and j′′, DistIFlip(j
′, j′′) be the distance from bIj′ to b
I
j′′
in Φ(e′). Then we can rewrite the duality identity for Φ(e) and ΦIIo (e) as
PoDist
I
Flip(ψ(j), ψ(j + 1))Qo = P
−1
o A
II
Flip(j)Q
−1
o AeAo
for all integers j.
Since Po = P
−1
o in both cases o = g and o = h, this is equivalent to
DistIFlip(ψ(j), ψ(j + 1)) = A
II
Flip(j)Q
−1
o AeAoQ
−1
o .
Let AUnit be the unit 2 × 2 matrix, e = e1e2 . . . el, and k the number of
occurrences of the character h in e.
In both cases o = g and o = h,
AfAoQ
−1
o Ag = AgAoQ
−1
o Af = AoQ
−1
o ,
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AhAoQ
−1
o Ah = −AoQ−1o ,
and
Q−1o AoQ
−1
o Ao = −AUnit.
Thus
Q−1o AeAoQ
−1
o Ae′Ao = Q
−1
o Ae1Ae2 · · ·AelAoQ−1o AelAel−1 · · ·Ae1Ao
= ±Q−1o Ae1Ae2 · · ·Ael−1AoQ−1o Ael−1Ael−2 · · ·Ae1Ao
= · · · = (−1)kQ−1o AoQ−1o Ao
= (−1)k+1AUnit.
Therefore,
DistIFlip(ψ(j), ψ(j + 1))Ae′Ao = (−1)k+1AIIFlip(j).
Since the proportions of L′ and M ′ satisfy(
p′
q′
)
= Ae′Ao
(
r′
s′
)
,
it follows that
DistIFlip(ψ(j), ψ(j + 1))
(
p′
q′
)
= (−1)k+1AIIFlip(j)
(
r′
s′
)
.
Let C ′ = b1b2 . . . b4(m+n) (with bj+4(m+n) ≡ bj for all integers j) so that
C ′ is an instantiation of Φ(e′) under the mapping bIj → bj if k is odd, and
bIj → bj+2(m+n) if it is even. Then D′ is an instantiation of ΦIIo (e′) under the
mapping bIIj → bψ(j).
Therefore, the mapping
bj → bψ(j)
is an isomorphism from C ′ onto D′. All other such isomorphisms are obtained
from it by means of rotation and reflection. Hence the following theorem.
Theorem 15. Let the strings e′ and e′′ composed of the characters f, g, and
h be flips of each other. Let e′ be the common descent of the cycle C ′ of a skew
basic (p′, q′)-leaper within a (p′ + q′) × (p′ + q′) chessboard and the canonical
second leaper cycle D′ over the squares of C ′, e′′ the common descent of the
cycle C ′′ of a skew basic (p′′, q′′)-leaper within a (p′′+q′′)×(p′′+q′′) chessboard
and the canonical second leaper cycle D′′ over the squares of C ′′, and 4µ the
common length of C ′, D′, C ′′, and D′′.
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Let ψ be a permutation of 1, 2, . . . , 4µ. Then there exists an enumeration
C ′ = a′1a
′
2 . . . a
′
4µ of the vertices of C
′ such that the mapping a′j → a′ψ(j) is
an isomorphism from C ′ onto D′ if and only if there exists an enumeration
D′′ = a′′1a
′′
2 . . . a
′′
4µ of the vertices of D
′′ such that the mapping a′′j → a′′ψ(j) is an
isomorphism from D′′ onto C ′′.
Theorem 15 allows us to extend Theorem 14 as follows.
Theorem 16. In the setting of Theorem 14, given a square c of C, let the
arc from c in D point to d and the C-displacement of c be the number of steps
along C that lead from c to d.
Then the multiset of all C-displacements coincides with the multiset of all
D-displacements.
Proof. By Theorems 14 and 15, the multiset of all C-displacements consists
of all integers between µ and 3µ congruent to β modulo four, each occurring
precisely eight times, where β = 1 or β = 3 depending on the orientations of C
and D.
Let the arc from a square a in C point to a square b. Then the number of
steps along D that lead from a to b is congruent to α modulo four.
Replace each of those steps with a path along C advancing from the same
starting vertex to the same ending vertex as that step. Since each step along
D is replaced with a number of steps along C congruent to β modulo four, the
total number of steps along C in the resulting path, leading from a to b, is
congruent to αβ modulo four.
Thus αβ is congruent to one modulo four and α = β, as needed. 
The duality identity for Φ(e) and ΦIIo (e) shows that the underlying source of
the duality of a dual board given by Theorem 13 is the duality of the associated
direction graphs.
We proceed to outline the key conditions that a direction graph needs to
satisfy so that its instantiations give rise to a family of dual boards in a similar
manner.
Definition. A direction graph Φ is dual if there exist a direction graph Φ′,
a complement of Φ, a one-to-one mapping η between the vertex sets of Φ and
Φ′, and a real-coefficient 2× 2 duality matrix ADual, distinct from all direction
matrices, such that the following conditions hold.
Both of Φ and Φ′ are coherent and connected.
The unlabeled symmetric directed graphs obtained from Φ and Φ′ by dis-
carding all arc labels are isomorphic.
For every arc from η(a) to η(b) labeled i in Φ′, the distance from a to b in
Φ equals AiADual.
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The basic properties of dual direction graphs are summarized in the follow-
ing theorem.
Theorem 17. Let Φ be a dual direction graph of complement Φ′ and duality
matrix ADual. Then:
(a) π(Φ) is a dual direction graph for all equivalence permutations π.
(b) ADual is a unit-determinant integer-coefficient matrix.
(c) Φ′ is a dual direction graph of complement Φ and duality matrix A−1Dual.
(d) The vertex sets of all but finitely many basic leaper instantiations of Φ
are dual boards.
Proof. Let η be a one-to-one mapping between the vertex sets of Φ and Φ′
as in the definition of a dual direction graph.
Let the matrices P and Q induce an equivalence permutation. Then Q is
invertible and PΦQ is a dual direction graph of complement PΦ′Q and duality
matrix Q−1ADualQ. This settles (a).
Let L be a basic (p, q)-leaper, p < q, and G an L-instantiation of Φ under
the mapping τ . Since Φ is coherent, G is the leaper graph of L over the vertex
set of G for all but finitely many basic leapers L. Suppose that L is indeed
such a basic leaper.
Let i be the label of the arc from η(a) to η(b) in Φ′ and A the distance from
a to b in Φ.
Since ADual = A
−1
i A, it is an integer-coefficient matrix.
Let (
r′
s′
)
= ADual
(
p
q
)
,
r = min{|r′|, |s′|}, and s = max{|r′|, |s′|}. Then r and s are nonnegative integers
and r ≤ s. Let M be an (r, s)-leaper.
The translation v from τ(a) to τ(b) satisfies
vT = AiADual
(
p
q
)
= Ai
(
r′
s′
)
.
Therefore, v is an M -translation and τ(a) and τ(b) are joined by a move of M .
Since Φ′ is connected, the leaper graph of M over the vertex set of G is
connected. Therefore, M can imitate a move of L.
Since L is a basic leaper, the leaper graph of L over the infinite chessboard
is connected. Hence the leaper graph of M over the infinite chessboard is also
connected and M is also a basic leaper.
It follows that the coordinates of the column vector ADual (
p
q ) are relatively
prime for all relatively prime p and q such that p+q is odd and p < q. Therefore,
ADual is invertible.
48
Let Dist(x, y) be the distance from x to y in Φ and Dist′(x′, y′) the distance
from x′ to y′ in Φ′. It follows from the definition of a dual direction graph that,
for all vertices x and y of Φ,
Dist(x, y) = Dist′(η(x), η(y))ADual .
Therefore,
Dist′(x′, y′) = Dist(η−1(x′), η−1(y′))A−1Dual
for all vertices x′ and y′ of Φ′, and in particular for all x′ and y′ such that
η−1(x′) and η−1(y′) are adjacent in Φ.
Thus Φ′ is a dual direction graph of complement Φ and duality matrix
A−1Dual, settling (c).
Consequently, A−1Dual is also a duality matrix and thus integer-coefficient. It
follows that ADual is unit-determinant, settling (b).
Since ADual is distinct from all direction matrices, L and M are distinct
leapers for all but finitely many basic leapers L. Suppose that L is indeed such
a basic leaper.
There exists a direction matrix Aj, unique in the case when M is a skew
leaper, such that (
r
s
)
= Aj
(
r′
s′
)
.
Consider the direction graph Φ′A−1j . The graph G
′ over the vertex set of
G such that an arc points from τ(x) to τ(y) in G′ if and only if an arc points
from η(x) to η(y) in Φ′ is an M -instantiation of Φ′A−1j under the mapping
η(x)→ τ(x).
Since Φ′ is coherent, so is Φ′A−1j for every direction matrix Aj . Therefore,
G′ is the leaper graph of M over the squares of G′ for all but finitely many
basic leapers M and, since ADual is invertible, for all but finitely many basic
leapers L. Suppose that L is indeed such a basic leaper.
Then the vertex set of the L-instantiation of Φ is a board dual with respect
to L and M , settling (d) and completing the proof of the theorem. 
Theorem 18. Let e be a string composed of the characters f, g, and h, and o
one of the characters g and h. Then both the fundamental direction cycle Φ(e)
and the second fundamental direction cycle ΦIIo (e) are dual direction graphs.
Each of them is a complement of the other, the duality matrix of ΦIIo (e) being
AeAo and that of Φ(e) its inverse.
Proof. By the duality identity for Φ(e) and ΦIIo (e) and Theorem 17. 
In general, dual boards and dual direction graphs are not related in as
straightforward a manner as Theorems 13 and 18 might suggest. For instance,
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there exist boards dual with respect to two distinct skew leapers such that the
extracted direction graphs are not complements of each other. One example of
this is the board formed by the squares of the cycles depicted in Figures 4, top
and 13, viewed as dual with respect to a (1, 2)-leaper and a (2, 3)-leaper.
Question 5. Do there exist boards dual with respect to two distinct skew
leapers such that at least one of the extracted direction graphs is not a dual
direction graph, or such that at least one of the associated leaper graphs con-
tains a nontrivial cycle and does not allow the extraction of a direction graph
at all?
Similarly to the notion of a dual board, the notion of a dual direction graph
raises a number of questions.
Question 6. Given a unit-determinant integer-coefficient 2 × 2 matrix A
distinct from all direction matrices, does there exist a dual direction graph of
duality matrix A?
By Theorem 20, a sufficient condition for A is that it is a nonempty product
of the matrices Af, Ag, and Ah.
Question 7. Given a matrix A such that a dual direction graph of duality
matrix A does exist, what is the least number of vertices that it may contain?
Is the number of vertices that it may contain unbounded from above?
Analogously to the case of a dual board, a dual direction graph given by
Theorem 18 is never minimal, as removing any vertex from it yields a dual
direction graph of the same duality matrix.
Corollary 5 answers one special case of the second part of the question.
Question 8. For what positive integers n ≥ 2 do there exist n dual direction
graphs which are pairwise complements?
In particular (as, unlike in the case of a dual board, Theorem 6 does not
yield an example of n = 3), do there exist three dual direction graphs which
are pairwise complements?
7 Constructions of Dual Boards
and Dual Direction Graphs I
We set out to add one more lifting transformation, ~, to f , g, and h. To this
end, first we extend the definitions of f , g, and h so that they act upon a more
general family of cycles.
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Introduce a Cartesian coordinate system Oxy over the infinite chessboard
such that the centers of the squares are the integer points. For each direction
i out of E, NE, . . . , SE, let αi be the ray emanating from O and pointing in
direction i.
We say that a square lies inside, or strictly inside, a region if its center does.
Given a path w through a number of squares, we write wStart and wEnd for
the opening and final squares of w, and, if w is of odd length, wMid for the
middle square of w.
In the context of a cycle C and an orientation imposed on C, given two
squares a and b of C, we write [a; b] for the portion of C that runs from a to
b and (a; b) for the portion of C that runs from the square directly following a
to the square directly preceding b.
Given a path or a cycle w through a number of squares, we write κ(w) for
the broken line formed by joining the centers of the squares of w in the order
in which they are visited by w.
Definition. A cycle D of a leaper M is (p, q)-perfect, p < q, if it admits a
perfect partitioning into eight disjoint nonempty paths,
D = aEaNE . . . aSE,
satisfying the following conditions.
Translation.
aEaNE + (−q,−p) = −aSW−aW
aNEaN + (−p,−q) = −aS−aSW
aNaNW + (p,−q) = −aSE−aS
aNWaW + (q,−p) = −aE−aSE
Symmetry. For all directions i out of E, NE, . . . , SE, ai is of odd length, aiMid
lies on the ray αi, and ai is symmetric with respect to αi. Furthermore, a 90◦
rotation about O maps ai onto ai+2.
Separation. For all directions i out of E, NE, . . . , SE, the counterclockwise
portion (aiMid; a
i+1
Mid) of D lies strictly inside the 45
◦ angle between the rays αi
and αi+1.
Simplicity. The broken line κ(D) is the contour of a simple polygon. In
particular, D is a simple cycle.
Coherence. D is the leaper graph of M over the squares of D.
Protocoherence. No square of D is joined by a move of M to a square of
either D + (2q, 0) or D + (p + q, p+ q).
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Figure 20 illustrates the definition of a perfect cycle.
We begin with a couple of lemmas.
Lemma 9. Let D be a (p, q)-perfect cycle. Then D lies strictly inside the
square bounded by the lines y = ±x ± (p + q), and strictly inside the square
bounded by the lines x = ±q and y = ±q.
Proof. Let D = aEaNE . . . aSE be a perfect partitioning of D and L a (p, q)-
leaper.
By the translation property of D, every square in aEaNE is joined by an L-
move to a square of aWaSW. By the separation property of D, aWaSW lies strictly
below and to the left of the line y = −x. Therefore, aEaNE lies strictly below
and to the left of the line y = −x+ p+ q. Analogously, so does aNEaN.
Since the counterclockwise portion [aEMid; a
N
Mid] of D is a subpath of a
EaNEaN,
it also lies strictly below and to the left of the line y = −x+ p+ q. By this and
the separation property of D, [aEMid; a
N
Mid] lies inside the triangle ∆ formed by
the lines x = 0, y = 0, and y = −x + p + q, with only aEMid and aNMid on the
contour of ∆, in the interiors of the two legs.
Analogous reasoning applies to [aiMid; a
i+2
Mid] for i = N, W, and S. Therefore,
D lies strictly inside the square bounded by the lines y = ±x± (p+ q).
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Analogously, D lies strictly inside the square bounded by the lines x = ±q
and y = ±q. 
Lemma 10. Let L be a (p, q)-leaper, p < q, and D a (p, q)-perfect cycle.
Then two squares of D are joined by an L-move if and only if they are joined
by an L-move by the translation property of D.
Proof. Let D = aEaNE . . . aSE be a perfect partitioning of D.
Consider any L-translation v, say, (p, q). It suffices to show that D and
D + v do not have any squares in common other than the squares of aNEaN.
By the separation property of D and Lemma 9, the line y = q strictly
separates aNEaN + v and D.
Consider aNWaW + v.
Let R be the point (p−q2 ,
p+q
2 ). Consider the cyclic list of broken lines
κ(aNWaW), κ(aNEaN), κ(aNWaW + v), κ(aNEaN + (−q, p)).
By the translation and symmetry properties of D, 90◦ rotation about R
maps each item in this list onto the following one, cyclically. By the simplicity
property of D, no two items in direct succession have a common point. It
follows that no two items have a common point at all. Consequently, aNWaW+ v
has no squares in common with aNEaN and aNWaW.
By the separation property of D and Lemma 9, the line y = 0 strictly
separates aNWaW + v and aSWaS.
Lastly, by the separation property of D, the line y = x strictly separates
aNWaW + v and aSEaE.
It follows that aNWaW + v does not have any squares in common with D.
Analogously, neither does aSEaE + v. 
By Lemma 10, a (p, q)-perfect cycle admits a unique perfect partitioning.
Indeed, aE is uniquely determined as the intersection of D, D + (q, p), and
D + (q,−p), and analogously aNE, aN, . . . , aSE are uniquely determined as well.
Here, then, follow the extended definitions of f , g, and h.
Definition. Let D be a (p, q)-perfect cycle of perfect partitioning D = aEaNE
. . . aSE. Let
bE = −aSW−aW−aNW + (p + q, 0)
and
bNE = aNE + (p, p),
and define bN, bNW, . . . , bSE symmetrically. Then the f -lift of D is the cycle
f(D) = bEbNE . . . bSE together with its partitioning into bE, bNE, . . . , bSE.
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Definition. Let D be a (p, q)-perfect cycle of perfect partitioning D = aEaNE
. . . aSE. Let
bE = aE + (q − p, 0)
and
bNE = −aS−aSW−aW + (q, q),
and define bN, bNW, . . . , bSE symmetrically. Then the g-lift of D is the cycle
g(D) = bEbNE . . . bSE together with its partitioning into bE, bNE, . . . , bSE.
Definition. Let D be a (p, q)-perfect cycle of perfect partitioning D = aEaNE
. . . aSE. Let
bE = −aS−aSW−aW−aNW−aN + (p+ q, 0)
and
bNE = aEaNEaN + (q, q),
and define bN, bNW, . . . , bSE symmetrically. Then the h-lift of D is the cycle
h(D) = bEbNE . . . bSE together with its partitioning into bE, bNE, . . . , bSE.
We are ready to introduce ~.
Definition. Let D be a (p, q)-perfect cycle of perfect partitioning D = aEaNE
. . . aSE. Let
bE = aSEaEaNE + (p + q, 0)
and
bNE = −aSE−aS−aSW−aW−aNW + (q, q),
and define bN, bNW, . . . , bSE symmetrically. Then the ~-lift of D is the cycle
~(D) = bEbNE . . . bSE together with its partitioning into bE, bNE, . . . , bSE.
The lifting transformations h and ~ are companions in a way analogous to
how f and g are. In a sense, the two lifting transformations in each companion
pair are 45◦ rotations of each other.
The following lemma establishes the key properties of the extended f , g,
and h and ~ as they relate to perfect cycles.
Lemma 11. Let D be a (p, q)-perfect cycle of an (r, s)-leaper M . Then:
(a) Each of the four lifts of D is a cycle of M .
(b) f(D) possesses the translation property with parameters (p, 2p + q),
g(D) possesses the translation property with parameters (q, 2q − p), and both
of h(D) and ~(D) possess the translation property with parameters (q, p+2q).
(c) Each of the four lifts of D possesses the symmetry property.
(d) Each of the four lifts of D possesses the separation property.
(e) Each of the four lifts of D possesses the simplicity property.
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(f) Provided that s ≤ p and r+s ≤ q−p, each of the four lifts of D possesses
the coherence property.
(g) Provided that s ≤ p and r + s ≤ q − p, each of the four lifts of D
possesses the protocoherence property with the same parameters as in (b).
Proof. The proofs of parts (a) and (b) of the lemma in all cases f , g, h, and
~ are analogous to the proofs of Lemmas 2, 4, and 6.
Part (c) follows by the symmetry property of D.
The main motif of the proofs of parts (d), (e), (f), and (g) is that, locally,
a lift of D looks precisely like D. In other words, for small regions R, the
subgraph of a lift of D within R is a translation copy of a subgraph of D under
one of the associated lifting translations.
Let D = aEaNE . . . aSE be the perfect partitioning of D.
Case f . Let bE, bNE, . . . , bSE be as in the definition of f .
Consider the counterclockwise portion (bEMid; b
NE
Mid) of f(D).
By the separation property of D and Lemma 9, −[aNWStart; aWMid) + (p + q, 0)
lies in the interior of the 45◦ angle between αE and αNE. By the separation
property of D, so does [aNEStart; a
NE
Mid) + (p, p). Since it is the concatenation of
those two paths, so does (bEMid; b
NE
Mid) as well. This and the symmetry property
of f(D) settle (d).
For (e), by the symmetry and separation properties of f(D) it suffices to
establish that the broken line κ([bEMid; b
NE
Mid]) does not intersect itself.
By the translation property ofD, [bEMid; b
NE
Mid] is a subpath of a
SEaEaNE+(p, p).
By the simplicity property of D, the broken line tracing the latter does not
intersect itself, and this settles (e).
For (f), say that two squares of f(D) form an illicit pair if they are joined
by a move of M , but this move is not an edge of f(D).
Let i be any direction out of E, NE, . . . , SE.
By the coherence property of D, no illicit pair can occur within bi.
Suppose that an illicit pair has one square a in bEbNE and another square b
in bNbNW.
By the coherence property of D, no illicit pair can occur within Π =
aSEaEaNEaNaNW + (p, p). Thus either a belongs to Π1 = b
EbNE \Π or b belongs to
Π2 = b
NbNW \Π.
By the translation property of D, Π1 = −aSW + (p + q, 0). Thus, by the
separation property of D and Lemma 9, the strip bounded by the lines y = 0
and y = p strictly separates Π1 and b
NbNW. However, since s ≤ p, no illicit pair
can have its two squares on different sides of this strip.
By the translation property of D, Π2 = (−aSW+(0, p+ q))bNW. Thus, by the
separation property of D and Lemma 9, the strip bounded by the lines x = 0
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and x = p strictly separates bEbNE and Π2. However, since s ≤ p, no illicit pair
can have its two squares on different sides of this strip.
We have arrived at a contradiction. By symmetry, it follows that no illicit
pair can occur within bi ∪ bi+1, bi ∪ bi+2, and bi ∪ bi+3.
Consider, then, bEbNE and bWbSW. By the separation property of D and
Lemma 9, the strip bounded by the lines x = −p and x = p strictly sepa-
rates the former and the latter. As above, by symmetry it follows that no illicit
pair can occur within bi ∪ bi+4.
This completes the proof of (f).
For (g), by Lemma 9 the strip bounded by the lines x = p+q and x = 3p+q
strictly separates f(D) and f(D) + (4p+2q, 0). However, since s ≤ p < 2p, no
two squares on different sides of this strip can be joined by a move of M .
Suppose, then, that a square a in f(D) is joined by a move ofM to a square
b in f(D) + (3p+ q, 3p + q).
By Lemma 9, f(D) + (3p + q, 3p + q) lies strictly to the right of the line
x = 2p and strictly above the line y = 2p. As above, it follows from this that
a lies in the portion of f(D) strictly to the right of the line x = 0 and strictly
above the line y = 0. By the separation property of f(D) and the translation
property of D, this portion of f(D) is a subpath of D + (p, p).
Analogously, b lies in D+ (2p+ q, 2p+ q). However, by the protocoherence
property of D, no square of D + (p, p) is joined by a move of M to a square of
D+ (2p+ q, 2p+ q). We have arrived at a contradiction and the proof of (g) is
complete.
Case g. This case is analogous to Case f .
Case h. Let bE, bNE, . . . , bSE be as in the definition of h.
Consider the counterclockwise portion (bEMid; b
NE
Mid) of h(D).
By the separation property of D and Lemma 9, −[aNStart; aWMid)+(p+q, 0) lies
in the interior of the 45◦ angle between αE and αNE. By the separation property
of D and Lemma 9, so does [aEStart; a
NE
Mid)+(q, q). Since it is the concatenation of
those two paths, so does (bEMid; b
NE
Mid) as well. This and the symmetry property
of h(D) settle (d).
As in Case f , for (e) it suffices to establish that the broken line κ([bEMid; b
NE
Mid])
does not intersect itself.
Let o = aNWEnd + (p + q, 0). By the translation property of D, [o; b
NE
Mid] is
a subpath of aSaSEaEaNE + (q, q). By the simplicity property of D, no self-
intersection can occur within κ([bEMid; b
E
End]) and κ([o; b
NE
Mid]). Therefore, any
self-intersection within κ([bEMid; b
NE
Mid]) needs to occur between κ([b
E
Mid; o]) and
κ([bEEnd; b
NE
Mid]).
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However, by the separation property of D, the strip bounded by the lines
y = −x + p + q and y = −x + 2q separates the former and the latter. This
settles (e).
For (f), let
cE = −aW + (p+ q, 0)
and
cNE = aSaSEaEaNEaNaNWaW + (q, q),
and define cN, cNW, . . . , cSE symmetrically.
By the translation property of D, h(D) = cEcNE . . . cSE, with ci a subpath of
bi for i = E, N, W, and S, and bi a subpath of ci for i = NE, NW, SW, and SE.
Let i be any direction out of E, NE, . . . , SE.
By the coherence property of D, no illicit pair can occur within bi and ci.
Suppose that an illicit pair has one square a in cE and another square b in
cNEcN.
Since no illicit pair can occur within bE, b does not belong to bE.
By the separation property of D, the strip bounded by the lines y = −x+
p+q and y = −x+2q strictly separates cE and bNE. However, since r+s ≤ q−p,
no illicit pair can have its two squares on different sides of this strip. Thus b
does not belong to bNE.
Since cE is a subpath of D+ (p+ q, 0) and bN is a subpath of D+ (0, p+ q),
by the symmetry and protocoherence properties of D no square of cE is joined
by a move of M to a square of bN. Thus b does not belong to bN either.
Since cNEcN is a subpath of bEbNEbN, we have arrived at a contradiction. By
symmetry, it follows that no illicit pair can occur within ci ∪ ci+1 for any i and
ci ∪ ci+2 for i = E, N, W, and S.
Suppose that an illicit pair has one square a in cNE and another square b in
cNW.
By Lemma 9, the strip bounded by the lines y = x and y = x+q−p strictly
separates bE and cNW. However, since r + s ≤ q − p, no illicit pair can have its
two squares on different sides of this strip.
By the separation property of D and Lemma 9, the strip bounded by the
lines y = −x+ p+ q and y = −x+ 2q strictly separates bNE and cNW. As above,
no illicit pair can have its two squares on different sides of this strip.
Symmetrically, no illicit pair has one square in cNE and another square in
either bNW or bW.
We conclude that amust belong to cNE\bEbNE and bmust belong to cNW\bNWbW.
However, both of those are subpaths of bN, which contains no illicit pair.
We have arrived at a contradiction. By symmetry, it follows that no illicit
pair can occur within ci ∪ ci+2 for i = NE, NW, SW, and SE.
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Lastly, by Lemma 9, the strip bounded by the lines x = 0 and x = p strictly
separates cE from cNW and cW, and the strip bounded by the lines y = −x and
y = −x+ q − p strictly separates cNE from cW and cSW. As above, by symmetry
it follows that no illicit pair can occur within ci ∪ ci+3 and ci ∪ ci+4.
This completes the proof of (f).
For (g), by the separation property of D and Lemma 9 the strip bounded by
the lines x = 2q and x = 2p+2q strictly separates h(D) and h(D)+(2p+4q, 0).
However, since s ≤ p < 2p, no two squares on different sides of this strip can
be joined by a move of M .
Suppose, then, that a square a in h(D) is joined by a move ofM to a square
b in h(D) + (p+ 3q, p + 3q).
By the separation property of D and Lemma 9, h(D) + (p+3q, p+3q) lies
strictly to the right of the line x = p+ q and strictly above the line y = p+ q.
Since s ≤ p, it follows from this that a lies in the portion of h(D) strictly to
the right of the line x = q and strictly above the line y = q. By the separation
property of h(D) and Lemma 9, this portion of h(D) is a subpath of cNE and
thus of D + (q, q).
Analogously, b lies in D+ (p+ 2q, p+2q). However, by the protocoherence
property of D, no square of D + (q, q) is joined by a move of M to a square of
D+ (p+2q, p+2q). We have arrived at a contradiction and the proof of (g) is
complete.
Case ~. This case is analogous to Case h. 
Lemma 11 supplies the induction step in the proof of Lemma 12 below.
Definition. Let M be an (r, s)-leaper, r ≤ s. Define the initial cycles of M
as follows.
Provided that r 6= 0, the initial cycle of M of type f, DMf , is the M -
instantiation, centered at O, of the direction graph represented by the oriented
cycle labeled 43658721. It contains the eight squares (r+ s, 0), (r, r), (0, r+ s),
(−r, r), (−r − s, 0), (−r,−r), (0,−r − s), and (r,−r).
Provided that r 6= s, the initial cycle of M of type g, DMg , is the M -
instantiation, centered at O, of the direction graph represented by the oriented
cycle labeled 25476183. It contains the eight squares (s− r, 0), (s, s), (0, s− r),
(−s, s), (r − s, 0), (−s,−s), (0, r − s), and (s,−s).
The initial cycle of M of type h, DMh , is the M -instantiation, centered at
O, of the direction graph represented by the oriented cycle labeled 34567812.
It contains the eight squares (r + s, 0), (s, s), (0, r + s), (−s, s), (−r − s, 0),
(−s,−s), (0,−r − s), and (s,−s).
Lemma 12. Let M be an (r, s)-leaper, r ≤ s, o one of the characters f, g,
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and h such that there exists an initial cycle of M of type o, and e = e1e2 . . . el
a string composed of the characters f, g, h, and -h.
Let A-h = Ah, Ae = Ae1Ae2 . . . Ael , and(
p
q
)
= AeAo
(
r
s
)
.
Then successively applying lifting transformations of types el, el−1, . . . , e1
to DMo yields a (p, q)-perfect cycle D
M
o (e).
Proof. We proceed by induction on e.
When e is the empty string, the lemma holds by the definition of an initial
cycle.
Suppose, then, that the lemma holds for e. Let e0 be one of the characters
f, g, h, and -h and (
p′
q′
)
= Ae0
(
p
q
)
.
We need to show that applying a lifting transformation of type e0 to D
M
o (e)
yields a (p′, q′)-perfect cycle DMo (e0e).
Case 1. s > p or r + s > q − p. By Lemma 11, it suffices to show that
DMo (e0e) possesses the coherence and protocoherence properties.
By induction on e, if s > p then o = f and e is a run of the character f.
Analogously, if r + s > q − p then o = g and e is a run of the character g.
We consider the former case in detail, and the latter case is analogous.
Let o = f and e be a run of the character f of length n.
Define a horizontal band |a; b| of endpoints a and b and length m+ 1, with
a and b squares and m a nonnegative integer such that b = a +m · (2r, 0), as
the set of all squares of the form a + i · (2r, 0), i = 0, 1, . . . , m. Analogously,
define a vertical band |a; b| of endpoints a and b and length m+ 1, with a and
b squares and m a nonnegative integer such that b = a+m · (0, 2r), as the set
of all squares of the form a+ i · (0, 2r), i = 0, 1, . . . , m.
(In the case of o = g and e being a run of the character g, forward and
backward bands are defined analogously, with the translations (2r, 0) and (0, 2r)
replaced by (s − r, s− r) and (r − s, s− r).)
By induction on n, the vertex set of DMf (e0e) is the union of a number of
bands as follows. In each case, “rotations” stands for “multiple-of-quarter-turn
rotations about O” and “reflections” stands for “reflections in the lines x = 0,
y = 0, and y = ±x”. Furthermore, in each case we classify all bands in question
as either inner or outer ones.
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The vertex set of DMf (fe) is the union of four inner bands of length n + 3,
namely the rotations of
|((n+ 2)r,−(n + 2)r); ((n + 2)r, (n + 2)r)|,
and four outer bands of length n+ 2, namely the rotations of
|((n + 2)r + s,−(n+ 1)r); ((n + 2)r + s, (n+ 1)r)|.
The vertex set of DMf (ge) is the union of twelve inner bands of lengths n+1
and n+ 2, namely the rotations of
|((3n + 2)r + s,−(n+ 1)r); ((3n + 2)r + s, (n+ 1)r)|
and the rotations and reflections of
|((n+ 2)r + s, (n+ 1)r); ((3n + 2)r + s, (n+ 1)r)|,
and twelve outer bands of length n+ 1, namely the rotations of
|((3n + 2)r + 2s,−nr); ((3n+ 2)r + 2s, nr)|
and the rotations and reflections of
|((n + 1)r + s, (n+ 1)r + s); ((3n + 1)r + s, (n+ 1)r + s)|.
The vertex set of DMf (he) is the union of twenty inner bands of lengths n+1
and n+ 2, namely the rotations of
|((n+ 2)r,−nr); ((n + 2)r, nr)|
and the rotations and reflections of
|((n+ 3)r + s, (n+ 1)r + s); ((3n + 3)r + s, (n+ 1)r + s)|
and
|((3n + 3)r + s, (n+ 1)r + s); ((3n + 3)r + s, (3n + 3)r + s)|,
and twenty outer bands of lengths n+ 1 and n+ 2, namely the rotations of
|((n+ 2)r + s,−(n+ 1)r); ((n + 2)r + s, (n + 1)r)|
and the rotations and reflections of
|((n + 2)r + s, (n+ 1)r); ((3n + 2)r + s, (n+ 1)r)|
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Figure 21
and
|((3n + 3)r + 2s, (n+ 2)r + s); ((3n + 3)r + 2s, (3n + 2)r + s)|.
Lastly, the vertex set of DMf (
-he) is the union of twelve inner bands of length
n+ 2, namely the rotations of
|((3n + 4)r + s,−(n+ 1)r); ((3n + 4)r + s, (n+ 1)r)|
and the rotations and reflections of
|((n+ 2)r + s, (n+ 1)r); ((3n + 4)r + s, (n+ 1)r)|,
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and twelve outer bands of lengths n+ 1 and n+ 2, namely the rotations of
|((3n + 4)r + 2s,−nr); ((3n+ 4)r + 2s, nr)|
and the rotations and reflections of
|((n + 1)r + s, (n+ 1)r + s); ((3n + 3)r + s, (n+ 1)r + s)|.
Figure 21 shows the bands making up D
(1,3)
f (hff), corresponding to M
being a (1, 3)-leaper, o = f, n = 2, e = ff, and e0 = h, with all inner bands
dotted and all outer bands dashed.
To establish the coherence of DMo (e0e), it suffices to show that it does not
contain an illicit pair.
First we show that no two bands of the same type contain an illicit pair for
reasons of parity.
Namely, by tracing DMo (e0e), M travels from every square in an inner band
to every other square in an inner band in an even number of moves, and similarly
for outer bands. Since no odd cycle of a leaper exists, two squares in bands of
the same type are never joined by a move of M .
Then we show that no two bands of opposite types contain an illicit pair
because, roughly, they are too far away.
There are three kinds of relative positions that bands of opposite types in
DMo (e0e) occupy, as follows.
Two bands of opposite types are tied if they run in parallel, at a distance of
s, andDMo (e0e) zigzags between them, visiting all of their squares in succession.
Two bands of opposite types are adjacent if an edge of DMo (e0e) joins an
endpoint a of the first band to an endpoint b of the second band, and no other
edges of DMo (e0e) join any of the bands’ squares. Two adjacent bands always
make obtuse angles with the segment joining the centers of a and b.
Two bands of opposite types are independent if no edge of DMo (e0e) joins a
square of one band to a square of the other.
All three kinds of relative positions are exemplified in Figure 21.
No illicit pair can occur within two tied or adjacent bands.
Define the envelope of a band |a; b| as the regular chessboard of lower left
corner a + (−s,−s) and upper right corner b + (s, s). All squares joined by a
move of M to a square in a band B belong to the envelope of B.
(In the case of o = g and e being a run of the character g, define the envelope
of a band |a; b| as the set of all squares inside the convex hull of the centers of
a+ (±(r + s), 0), a+ (0,±(r + s)), b+ (±(r + s), 0), and b+ (0,±(r + s)).)
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For every band B in DMo (e0e), the envelope of B does not intersect any
bands independent from B, except possibly at endpoints that coincide with the
endpoints of bands tied or adjacent to B.
It follows, then, that no illicit pair can occur within two independent bands
either, and that DMo (e0e) does not contain an illicit pair.
We are left to establish the protocoherence of DMo (e0e).
Consider first DMo (e0e) and D
M
o (e0e) + (2q
′, 0). Suppose that a square a in
the former is joined by a move of M to a square b in the latter.
Let BE be the union of all eastmost bands of D
M
o (e0e) (there is one such
band when e0 = f, g, or -h, and two when e0 = h), and define BW symmetrically.
Furthermore, let B′W = BW + (2q
′, 0) be the image of BW in DMo (e0e) + (2q
′, 0).
Since all squares of DMo (e0e) + (2q
′, 0) apart from the ones in B′W lie more
than s units to the east of DMo (e0e), b belongs to B
′
W.
Symmetrically, a belongs to BE.
Since both of BE and BW consist of outer bands and, by induction on n, the
translation (2q′, 0) is a sum of an even number ofM -translations, it takes M an
even number of moves to get from a to b. Therefore, as above, a and b cannot
be joined by a move of M . We have arrived at a contradiction.
Consider, then, DMo (e0e) and D
M
o (e0e) + (p
′ + q′, p′ + q′).
In both cases e0 = f and e0 = h, an analogous argument applies as follows.
Suppose that a square a in DMo (e0e) is adjacent to a square b in D
M
o (e0e)+
(p′ + q′, p′ + q′).
Define BN and BS symmetrically to BE and BW. Let B
′′
W = BW+(p
′+q′, p′+q′)
and B′′S = BS+ (p
′+ q′, p′+ q′) be the images of BW and BS in DMo (e0e) + (p
′+
q′, p′ + q′).
Since all squares of (DMo (e0e) + (p
′+ q′, p′+ q′)) \B′′W lie at least r+ s units
to the east of all squares of DMo (e0e) \ BE, either a belongs to BE or b belongs
to B′′W .
Symmetrically, either a belongs to BN or b belongs to B
′′
S .
It follows that a lies in the union of BE and BN and b lies in the union of
B′′W and B
′′
S .
Since all of BE, BN, BW, and BS consist of outer bands and, by induction on
n, the translation (p′+q′, p′+q′) is a sum of an even number ofM -translations,
it takes M an even number of moves to get from a to b. Therefore, as above, a
and b cannot be joined by a move of M . We have arrived at a contradiction.
The cases e0 = g and e0 = -h are handled as in the proof of part (g) of
Lemma 11 in Cases g and ~. Namely, when e0 = g or e0 = -h, D
M
o (e0e) and
DMo (e0e) + (p
′ + q′, p′ + q′) are strictly separated by a diagonal strip of width√
2(q − p) ≥ √2(r + s) > 1√
2
(r + s).
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Case 2. s ≤ p and r + s ≤ q − p. Then DMo (e0e) is a (p′, q′)-perfect cycle
by Lemma 11. 
We have set up all the tools we need and are ready to construct dual boards
by means of f , g, h, and ~.
Given M , o, e, p, and q as in the setting of Lemma 12, let LMo (e) be a
(p, q)-leaper and BMo (e) the board formed by the squares of D
M
o (e).
Theorem 19. Let M be an (r, s)-leaper, r ≤ s, o one of the characters f, g,
and h such that there exists an initial cycle of M of type o, and e = e1e2 . . . el
a string composed of the characters f, g, h, and -h. Then the board BMo (e) is
dual with respect to M and LMo (e).
Proof. By Lemma 12, DMo (e) is a perfect cycle. By the coherence property
of DMo (e), the leaper graph of M over B
M
o (e) is a cycle. By Lemma 10 and
analogously to the proofs of Lemmas 1, 3, and 5, so is the leaper graph of LMo (e)
over BMo (e). 
In particular, we obtain the following corollary.
Corollary 3. Let L and M be two distinct skew basic leapers such that the
descent of one of them is a suffix of the descent of the other. Then there exists
a board dual with respect to L and M .
Proof. Let the descent of L be e1e2 . . . el and that of M em+1em+2 . . . el,
with m ≤ l. By Theorem 19, BMem(e1e2 . . . em−1) is a board dual with respect
to L and M . 
We go on to extract dual direction graphs from the dual boards given by
Theorem 19.
Theorem 20. Let M be a skew (r, s)-leaper, r < s, o one of the characters
f, g, and h, and e = e1e2 . . . el a string composed of the characters f, g, h, and
-h.
Then both the cycle CMo (e) of L
M
o (e) over B
M
o (e) and the cycle D
M
o (e) are
trivial.
The direction graph extracted from CMo (e) depends only on e. Extending
the definition of a fundamental direction cycle, we refer to this direction graph
as the fundamental direction cycle Φ(e) of descent e.
The direction graph extracted from DMo (e) depends only on o and e. Ex-
tending the definition of a second fundamental direction cycle, we refer to this
direction graph as the second fundamental direction cycle ΦIIo (e) of origin o and
descent e.
(The above continues to apply to non-skew leapers M in the sense that
DMo (e) is an instantiation of Φ
II
o (e).)
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Extend the definition of a flip by -h = -h, and let the strings e′ and e′′
composed of the characters f, g, h, and -h be flips of each other. Then the
fundamental direction cycle of descent e′ and the three second fundamental
direction cycles of descent e′′ are equivalent.
Furthermore, both of Φ(e) and ΦIIo (e) are dual direction graphs. Each of
them is a complement of the other, the duality matrix of ΦIIo (e) being AeAo
and that of Φ(e) its inverse.
Proof. As in the proofs of Theorems 9 and 11, the moves of both CMo (e)
and DMo (e) occur in pairs symmetric with respect to O (those of C
M
o (e) by
induction on e and those of DMo (e) by its symmetry property) and since the
sum of the associated direction matrices over each such pair is the zero matrix,
both cycles are trivial.
Define the signature of CMo (e) as in the proof of Theorem 9. Furthermore,
define an ~-rewrite by means of the following system of rewriting rules.
+s → −c −s −c +c → +c +s +c +s +c
−s → +c +s +c −c → −c −s −c −s −c
The proof that the direction graph extracted from CMo (e) depends only on
e is then analogous to the proof of the corresponding part of Theorem 9.
Define the signatures of DMg (e) and D
M
h (e) as in the proof of Theorem 11.
Define the signature of DMf (e) analogously, referring to the following table.
Label of a Directions of moves to and from a
+s 21, 43, 65, 87
+c 14, 36, 58, 72
−s 12, 34, 56, 78
−c 27, 41, 63, 85
Furthermore, define an ~-rearrangement by
(sCorner, sSide)→ (sSide sCorner sSide, sSidesCornersSidesCornersSide).
The proof that the direction graph extracted from DMo (e) depends only on
o and e is then analogous to the proof of the corresponding part of Theorem
11.
That the fundamental direction cycle of descent e′ and the three second
fundamental direction cycles of descent e′′ are equivalent is established as in
the proof of Theorem 12, the equivalence permutation
πf =
(
1 2 3 4 5 6 7 8
2 3 8 1 6 7 4 5
)
,
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induced by the matrices
Pf =
( − 1√
2
1√
2
1√
2
1√
2
)
and
Qf =
( 1√
2
1√
2
− 1√
2
1√
2
)
,
added alongside πg and πh.
Lastly, the derivation of the duality identity for Φ(e) and ΦIIo (e) is analogous
to the derivation of the duality identity in the proof of Theorem 18. The
concluding part of the theorem then follows from that identity and Theorem
17 as in the proof of Theorem 18. 
It can be demonstrated that the family of all dual direction graphs given by
Theorem 20 is closed under equivalence. In fact, it coincides with the closure of
the family of all dual direction graphs given by Theorem 18 under equivalence
and the extended f , g, and h.
Theorems 19 and 20 add a great variety of dual boards and dual direction
graphs to the ones given by Theorems 13 and 18.
Let us look more closely into what dual direction graphs given by Theorem
20 are essentially different from all dual direction graphs given by Theorem 18,
in the sense of not being equivalent to any of them.
Since the latter family is a subset of the former, it suffices to obtain a neces-
sary and sufficient condition for two dual direction graphs given by Theorem 20
to be equivalent. Since every second fundamental direction cycle is equivalent
to the fundamental direction cycle of flipped descent, the question reduces to
obtaining a necessary and sufficient condition for two fundamental direction
cycles to be equivalent.
First we show that two fundamental direction cycles never coincide except
trivially.
Theorem 21. Two fundamental direction cycles coincide if and only if their
descents do.
Proof. For all strings e composed of the characters f, g, h, and -h, let ns(e)
be the number of occurrences of the character +s in the signature of Φ(e), and
nc(e) the number of occurrences of the character +c.
When e is the empty string, ns(e) = nc(e) = 4.
By the definition of an f -rewrite,
ns(fe) = ns(e) + 2nc(e)
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and
nc(fe) = nc(e).
Analogously, by the definition of a g-rewrite
ns(ge) = ns(e)
and
nc(ge) = 2ns(e) + nc(e),
by the definition of an h-rewrite
ns(he) = 3ns(e) + 2nc(e)
and
nc(he) = 2ns(e) + nc(e),
and by the definition of an ~-rewrite
ns(-he) = ns(e) + 2nc(e)
and
nc(-he) = 2ns(e) + 3nc(e).
By induction on e, then, ns(e) ≥ 4 and nc(e) ≥ 4 for all e.
Let e0 be one of the characters f, g, h, and -h, a = ns(e0e), and b = nc(e0e).
It follows that e0 = f if and only if
a > 2b,
e0 = g if and only if
2a < b,
e0 = h if and only if
2b > a > b,
and e0 = -h if and only if
a < b < 2a.
Suppose that the fundamental direction cycles Φ(e′) and Φ(e′′) coincide,
with e′ = e′1e
′
2 . . . e
′
l and e
′′ = e′′1e
′′
2 . . . e
′′
m. Then their signatures coincide as
well. Consequently, ns(e
′) = ns(e′′) and nc(e′) = nc(e′′).
If ns(e
′) = ns(e′′) = 4 and nc(e′) = nc(e′′) = 4, then both of e′ and e′′ are
the empty string.
Otherwise, by the above analysis we conclude that e′1 = e
′′
1 , ns(e
′
2e
′
3 . . . e
′
l) =
ns(e
′′
2e
′′
3 . . . e
′′
m), and nc(e
′
2e
′
3 . . . e
′
l) = nc(e
′′
2e
′′
3 . . . e
′′
m).
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Figure 22
Iteration successively yields e′2 = e
′′
2 , e
′
3 = e
′′
3, . . . , l = m, e
′
l = e
′′
l , and
e′ = e′′. 
Definition. Let e be a string composed of the characters f, g, h, and -h. The
companion of e is the string obtained from e by replacing every f with a g and
vice versa, and every h with an -h and vice versa.
A string e′ is the companion of e′′ if and only if e′′ is the companion of e′.
Theorem 22. Let e′ and e′′ be two strings composed of the characters f,
g, h, and -h. Then the fundamental direction cycles of descents e′ and e′′ are
equivalent if and only if either e′ and e′′ coincide, or e′ and e′′ are companions.
Proof. If e′ and e′′ are companions, then by induction on e′ the equivalence
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permutation πShift defined by πShift(i) = i + 1 for all skew directions i and
induced by the matrices
PShift =
( 1√
2
− 1√
2
1√
2
1√
2
)
and
QShift =
( − 1√
2
1√
2
1√
2
1√
2
)
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maps Φ(e′) onto Φ(e′′).
Let, then, Φ(e′) and Φ(e′′) be equivalent and π an equivalence permutation
that maps Φ(e′) onto Φ(e′′).
Let C ′ be an oriented cycle representing Φ(e′), and define C ′′ analogously.
The directions of the moves leading to and from every vertex of C ′ are of
the form i and i ± 3, and similarly for C ′′. Furthermore, by induction on e′,
for every skew direction i there exists a vertex in C ′ such that the directions of
the moves to and from it coincide with i and i + 3. (Though, possibly, not in
that order.)
Therefore, π maps every unordered pair of skew directions of the form i and
i+ 3 to an unordered pair of the same form.
There exist sixteen such permutations of the eight skew directions, namely
πkShift and πReflect ◦ πkShift for k = 0, 1, . . . , 7, where
πReflect =
(
1 2 3 4 5 6 7 8
8 7 6 5 4 3 2 1
)
.
All of those are equivalence permutations. Eight of them preserve Φ(e′), and
eight map it onto the fundamental direction cycle of descent the companion of
e′.
By Theorem 21, either e′ and e′′ coincide or e′ and e′′ are companions. 
Corollary 4. A dual direction graph given by Theorem 20 is not equivalent
to any dual direction graph given by Theorem 18 if and only if its descent
contains both of the characters h and -h.
The first dual direction graphs given by Theorem 20 that are not equivalent
to any dual direction graph given by Theorem 18 are thus the ones of descents
h-h and -hh.
Figure 22 shows the board B
(0,1)
h (h
-h) overlaid with the associated cycle
C
(0,1)
h (h
-h), the (5, 12)-instantiation of Φ(h-h).
Similarly, Figure 23 shows the board B
(0,1)
h (
-hh) overlaid with the associated
cycle C
(0,1)
h (
-hh), the (5, 12)-instantiation of Φ(-hh).
8 Constructions of Dual Boards
and Dual Direction Graphs II
We conclude by exhibiting one more construction of dual boards and dual
direction graphs.
Given a (p, q)-leaper L, introduce a Cartesian coordinate system Oxy over
the infinite chessboard such that the integer points are the vertices of the
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squares if p + q is odd, and the centers of the squares if it is even, and write
(x, y) for the square centered at (x, y).
Given a positive integer d and real numbers e1 and e2, write Nd(e1, e2) for
the net formed by all squares (x, y) such that x ≡ e1 and y ≡ e2 modulo d.
Definition. Let n be a positive integer and L a (p, q)-leaper with q 6= 0.
Let N I(L) be the net
N2q
(
1
2
(p+ q),
1
2
(p − q)
)
and W In(L) the board formed by all squares of N
I(L) whose centers lie on the
boundary or in the interior of the rectangle RIn(L) bounded by
p ≤ x+ y ≤ p+ 2nq
and
−(2n − 1)q ≤ y − x ≤ (2n − 1)q.
Let N i(L), Rin(L), and W
i
n(L), for i = II, III, and IV, be the rotations of
N I(L), RIn(L), and W
I
n(L) by 90
◦, 180◦, and 270◦ counterclockwise about O.
Then the pinwheel board of order n for L, Wn(L), is the disjoint union of
its four wings W in(L), i = I, II, III, and IV.
Figure 24 shows the centers of the squares of W4(1, 2), overlaid with the
associated leaper graph and with the four wings labeled ❣, , ✇, and .
Theorem 23. Let n be a positive integer,
APinwheeln =
(
0 1
1 2n
)
,
L a (p, q)-leaper with p < q, and M an (r, s)-leaper with(
r
s
)
= APinwheeln
(
p
q
)
.
Then the pinwheel board of order n for L is dual with respect to L and M .
Figure 25 shows Wn(0, 1), overlaid with the associated leaper graph of a
(1, 2n)-leaper, for n = 1, 2, and 3.
Proof. First we show that the leaper graph of L over Wn(L) is connected.
Consider the squares aI, aII, aIII, and aIV ofWn(L) of centers (
1
2(p+q),
1
2(p−
q)), (12 (q− p), 12(p+ q)), (−12 (p+ q), 12(q− p)), and (12 (p− q),−12(p+ q)). They
form a cycle C of L.
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Figure 24
Let a, centered at (xa, ya), be any square of Wn(L). It suffices to show that
there exists a path of L from a to C within Wn(L).
We consider the case 0 ≤ xa ≤ ya in detail, and all other cases are analogous.
Place L at a.
Suppose first that a belongs toW In(L). Let Lmove successively in directions
6, 7, 6, 7, . . . , 6, 7 until it cannot advance any further without leaving the
board. At that point, L occupies a square b of the form aI + m · (2q, 2q) for
some nonnegative integer m. From b, let L move successively in directions 5,
4, 6, 7, 5, 4, 6, 7, . . . , 5, 4, 6, 7 until it arrives at aI.
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Figure 25
Suppose, then, that a belongs toW IIn (L). Then a move in direction 7 brings
L to a square a′ in W In(L) and the proof continues as in the previous case.
Suppose, lastly, that a belongs to W IVn (L). This is only possible if p = 0
and a has the form (12(4m+ 3)q,
1
2 (4m+ 3)q) for some nonnegative integer m.
In that case, let L move successively in directions 4, 6, 7, 5, 4, 6, 7, 5, . . . , 4,
6, 7, 5 until it arrives at aIV.
We proceed to show that the leaper graphs of L and M over Wn(L) are
isomorphic.
Given a square a of Wn(L), define ϕ(a) as follows. Let i, out of I, II, III,
and IV, be such that a belongs to the wing W in(L). Then ϕ(a) is the reflection
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of a in the center Oi of Rin(L).
Lemma 13. Two squares a and b of Wn(L) are joined by a move of L if and
only if ϕ(a) and ϕ(b) are joined by a move of M .
Proof. Let b = a+ u, u = (xu, yu), ϕ(b) = ϕ(a) + v, and v = (xv, yv).
Suppose first that u is an L-translation.
Since each of the four translations (±2q, 0) and (0,±2q) is the sum of two L-
translations, it takes L an even number of moves to travel between two squares
in the same net N i(L), for each i out of I, II, III, and IV. Furthermore, since
it takes L two moves to travel between opposite squares in C, it also takes L
an even number of moves to travel between two squares in opposite nets.
It follows that a and b cannot belong to the same wing or to opposite wings.
Therefore, a and b belong to adjacent wings.
By symmetry, it suffices to consider the case when a belongs to W In(L) and
b belongs to W IIn (L).
Then
xu ≡ 1
2
(q − p)− 1
2
(p + q) = −p (mod 2q)
and
yu ≡ 1
2
(p+ q)− 1
2
(p − q) = q (mod 2q).
Consequently, xu = −p and yu = ±q.
Let OI + o = OII. Since a and ϕ(a) are symmetric with respect to OI and
b and ϕ(b) are symmetric with respect to OII,
u+ v = 2o.
Therefore, as o = (−p− nq, 0),
v = 2o− u = (−p− 2nq,±q) = (−s,±r)
and v is an M -translation.
Suppose, then, that v is an M -translation.
As above, it suffices to consider the case when a belongs to W In(L) and b
belongs to W IIn (L), when xv ≡ −p and yv ≡ q modulo 2q.
If p 6= 0, then it follows that xv = −s and yv = ±r and the proof continues
as before.
When p = 0, however, we also need to rule out the possibility that xv = s.
This is done as follows.
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Let ϕ(a) be at (x′a, y
′
a) and ϕ(b) at (x
′
b, y
′
b). Since ϕ(a) lies on the boundary
or in the interior of RIn(L), x
′
a ≥ −12(2n − 1)q. Analogously, x′b ≤ 12 (2n − 1)q.
Therefore,
x′b − x′a ≤ (2n − 1)q < s.
Thus necessarily xv = −s and yv = ±r even if p = 0, and the proof continues
as before. 
By Lemma 13, the leaper graph of L over Wn(L) is isomorphic to the leaper
graph of M over ϕ(Wn(L)).
When n is odd, ϕ(Wn(L)) coincides with Wn(L), and when n is even,
ϕ(Wn(L)) is a reflection of Wn(L) (in each of the lines x = 0, y = 0, and
y = ±x).
Consequently, the leaper graph of M over ϕ(Wn(L)) is isomorphic to the
leaper graph of M over Wn(L) and the proof is complete. 
Dual pinwheel boards are fundamentally different from all other dual boards
we have encountered thus far.
However, they do not uncover any novel pairs of leapers L and M such that
there exists a board dual with respect to L and M . Since
APinwheeln = A
n−1
f Ah,
all pairs of leapers such that a board dual with respect to them exists by
Theorem 23 are already accounted for by Theorem 13.
We go on to extract dual direction graphs from dual pinwheel boards.
Theorem 24. Let n be a positive integer and L a skew (p, q)-leaper with
p < q. Then the leaper graph of L over Wn(L) is trivial and the direction graph
extracted from it depends only on n. We refer to this direction graph as the
pinwheel direction graph Wn of order n.
(The above continues to apply to non-skew leapers L in the sense that the
leaper graph of L over Wn(L) is an instantiation of Wn.)
The pinwheel direction graph of order n is a dual direction graph of com-
plement πPinwheel(Wn) when n is odd, where
πPinwheel =
(
1 2 3 4 5 6 7 8
3 8 5 2 7 4 1 6
)
is the equivalence permutation induced by the unit 2 × 2 matrix and ( 0 1−1 0 ),
and πReflect ◦ πPinwheel(Wn) when n is even, and duality matrix APinwheeln .
Proof. In the setting of the proof of Theorem 23, let a be any square of
Wn(L). Then there exist unique i out of I, II, III, and IV and integers k and l
such that a = ai + (2kq, 2lq). Assign to a the ordered triplet σ(a) = (i, k, l).
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Let
AI =
(
1
2
1
2
1
2 − 12
)
, AII =
(
− 12 12
1
2
1
2
)
,
AIII =
(
− 12 − 12
− 12 12
)
, AIV =
(
1
2 − 12
− 12 − 12
)
,
and
A(i, k, l) = Ai +
(
0 2k
0 2l
)
.
We proceed to show that a move of L of direction j leads from a′ to a′′ in
Wn(L) if and only if
A(σ(a′′))−A(σ(a′)) = Aj .
The “if” part holds as, for every square a of Wn(L), the transpose of the
coordinates of a is given by A(σ(a)) ( pq ).
For the “only if” part, let a move of L lead from a′ to a′′.
By the proof of Lemma 13, a′ and a′′ belong to adjacent wings. By symme-
try, it suffices to consider the case when a′ belongs to W In(L) and a
′′ belongs to
W IIn (L).
By the proof of Lemma 13, the move of L from a′ to a′′ is of the form either
(−p, q) or (−p,−q). In the former case, it is of direction 3 and A(σ(a′′)) −
A(σ(a′)) = A3, and in the latter case it is of direction 6 and A(σ(a′′)) −
A(σ(a′)) = A6, as needed.
It follows that the leaper graph of L over Wn(L) is trivial and the direction
of a move of L from a square a′ to a square a′′ in Wn(L) depends only on σ(a′)
and σ(a′′), and not on p and q.
(In fact, the leaper graph of L over Wn(L) contains a single simple cycle,
namely C. However, the argument above continues to apply in generalizations
of pinwheel boards replacing Rin(L), i = I, II, III, and IV, with other regions,
as in Theorem 25.)
Consider, then, the direction graph Wn of vertices σ(Wn(L)) such that an
arc labeled i points from σ(a′) to σ(a′′) if and only if an L-move of direction i
leads from a′ to a′′. It is extracted from the leaper graph of L over Wn(L) and
does not depend on L, settling the first part of the theorem.
For the second part of the theorem, we consider the case when n is odd,
and the opposite case is analogous.
Define the mapping η over the vertices of Wn by
η(i, k, l) = (i, 12(n− 1)− k, 12(n+ 1)− l).
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By the proof of Lemma 13, Wn satisfies the definition of a dual direction
graph of complement πPinwheel(Wn) and duality matrix A
Pinwheel
n with the one-
to-one mapping η between the vertex sets of Wn and πPinwheel(Wn). 
Theorem 23 does not list all values of n, p, and q such that Wn(L) is dual
with respect to L and M . For instance, n = 2, p = 2, and q = 1 yield a
pinwheel board dual with respect to a (1, 2)-leaper and a (1, 6)-leaper.
The construction of a dual pinwheel board admits a variety of modifications.
For instance, in the setting of Theorem 23 and its proof, adjoining aI +
(2nq, 0) and its multiple-of-quarter-turn rotations about O to Wn(L) yields an
augmented pinwheel board dual with respect to L and M .
The first dual board discovered by the author, in October 2005, was the
augmented W1(0, 1) in Figure 26.
Figure 26
A different species of modification proceeds by expanding the regions Rin(L),
i = I, II, III, and IV, in the definition of a pinwheel board.
For instance, in the setting of Theorem 23, require additionally that p 6= 0.
Then replacing each of Rin(L), i = I, II, III, and IV, with the complete plane
yields an infinite board, the disjoint union of N i(L) over i = I, II, III, and IV,
dual with respect to L and M .
We give a construction of this type of arbitrarily large finite dual pinwheel-
like boards.
Definition. Let n be a positive integer, d a nonnegative integer, and L a
(p, q)-leaper with q 6= 0.
Let W In,d(L) be the board formed by all squares of N
I(L) whose centers lie
on the boundary or in the interior of the rectangle RIn,d(L) bounded by
p− 2dq ≤ x+ y ≤ p+ 2(n + d)q
and
−(2n + 2d− 1)q ≤ y − x ≤ (2n + 2d− 1)q.
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Figure 27
Let Rin,d(L) andW
i
n,d(L), for i = II, III, and IV, be the rotations of R
I
n,d(L)
and W In,d(L) by 90
◦, 180◦, and 270◦ counterclockwise about O.
Then the expanded pinwheel board of order n and margin d for L, Wn,d(L),
is the (disjoint if p < q) union of its four wings W in,d(L), i = I, II, III, and IV.
The expanded pinwheel board of order n and margin 0 for L coincides with
the pinwheel board of order n for L.
Theorem 25. Let n and d be positive integers, L a (p, q)-leaper with p 6= 0
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and p < q, and M an (r, s)-leaper with(
r
s
)
= APinwheeln
(
p
q
)
.
Then the expanded pinwheel board of order n and margin d for L is dual
with respect to L and M .
Furthermore, the leaper graph of L over Wn,d(L) is trivial and the direction
graph extracted from it depends only on n and d. We refer to this direction
graph as the expanded pinwheel direction graph Wn,d of order n and margin d.
It is a dual direction graph of complement πPinwheel(Wn,d) when n is odd and
πReflect ◦ πPinwheel(Wn,d) when n is even, and duality matrix APinwheeln .
Figure 27 shows W2,1(1, 2) overlaid with the associated leaper graphs of a
(1, 2)-leaper and a (2, 9)-leaper.
The proof of Theorem 25 is analogous to the proofs of Theorems 23 and 24.
In particular, we obtain the following corollary.
Corollary 5. Let n, p, and q be positive integers with p < q. Then there exist
arbitrarily large boards dual with respect to a (p, q)-leaper and a (q, p + 2nq)-
leaper and arbitrarily large dual direction graphs of duality matrix APinwheeln .
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