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Abstract
We represent the genus two free energy of an arbitrary semisimple
Frobenius manifold as a sum of contributions associated with dual graphs
of certain stable algebraic curves of genus two plus the so-called ”genus
two G-function”. Conjecturally the genus two G-function vanishes for
a series of important examples of Frobenius manifolds associated with
simple singularities as well as for P1-orbifolds with positive Euler char-
acteristics. We explain the reasons for such Conjecture and prove it in
certain particular cases.
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1 Introduction
Let (M, · , 〈 , 〉, e, E) be a semisimple Frobenius manifold of dimension n. With
such an object1 one can associate (see [5]) a formal series
F =
∑
g≥0
2g−2Fg(t) (1.1)
called free energy of the Frobenius manifold (in the framework of the theory of
Gromov–Witten invariants its exponential is also called total descendent poten-
tial). Here
t = (tα,p) , α = 1, . . . , n, p = 0, 1, 2, . . .
are coordinates on the large phase space. They coincide with the time variables
of the associated integrable hierarchy of topological type (see [5], [7]). The partic-
ular coordinate x := t1,0 plays the role of the spatial variable of the integrable
hierarchy. The independent parameter  in physics literature is called string
coupling constant. Restricting the free energy onto the small phase space
Fg
(
t1,0, . . . , tn,0
)
:= Fg(t)|tγ,p=0 (p>0),
one obtains the generating function of the genus g Gromov–Witten invariants.
In particular the function F0(t), t =
(
t1,0, . . . , tn,0
)
, coincides with the potential
of the Frobenius manifold.
Denote
vα(t) =
∂2F0(t)
∂t1,0∂tα,0
, α = 1, . . . , n
a particular set of the genus zero correlators. A remarkable property of the
genus expansion (1.1) says that the higher genus terms can be represented in
the form
Fg(t) = Fˆg
(
v(t), vx(t), . . . , v
(3g−2)(t)
)
, g ≥ 1 (1.2)
where
v(t) =
(
v1(t), . . . , vn(t)
)
(raising of the indices is done with the help of the flat metric on M). Exis-
tence of such a representation first conjectured in [8] follows from vanishing
of certain intersection numbers on the moduli space of stable maps [16]; in a
more general setting it can also be derived from the bihamiltonian recursion
relation of the associated integrable hierarchy of topological type [5]. The func-
tions Fˆg
(
v, vx, . . . , v
(3g−2)) for g ≥ 2 depend rationally on the jet variables vx,
. . . , v(3g−2) while the expression for Fˆ1(v, vx) involves also logarithms (see the
formula (2.11) below). In sequel the hats will be omitted.
In [5] an algorithm was developed for computing Fg
(
v, vx, . . . , v
(3g−2)) with
g ≥ 1 by recursively solving the so-called loop equation. In particular an explicit
formula for the genus two free energy F2 = F2(v, vx, v(2), v(3), v(4)) is given for
any semisimple Frobenius manifold. This formula (for convenience of the reader
we reproduce it in the Appendix B below) is represented in terms of the Lame´
coefficients, rotation coefficients and the canonical coordinates of the Frobenius
1It also depends on the choice of a so-called calibration of the Frobenius manifold, i.e., the
choice of a basis of horizontal sections of the deformed flat connection on M . See [5] for the
details.
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manifold, which are not easy to compute for a concrete example. In this paper,
we show that F2 can be rewritten as summation of two parts: the first part is
given by correlation functions which is easy to compute in the flat coordinates,
while the second part is still represented in terms of the rotation coefficients and
the canonical coordinates, but it vanishes in many examples such as the simple
singularities and the P1-orbifolds of ADE type.
Let us proceed to formulation of the main statements of the present paper.
Theorem 1.1 Let M be a semisimple Frobenius manifold of dimension n. De-
note F2 the genus two free energy for M given by the formula (3.10.114) from
[5], see the formula given in Appendix B. Then
F2 =
16∑
p=1
cpQp +G
(2)(u, ux, uxx). (1.3)
Here each term Qp corresponds to one of the following sixteen graphs
Q1 Q2 Q3
Q4 Q5 Q6
Q7 Q8 Q9
Q10 Q11 Q12
3
Q13 Q14
Q15 Q16
The constants cp read
c1 = 0, c2 = − 1
960
, c3 =
1
5760
, c4 =
1
1152
,
c5 =
1
2880
, c6 = 0, c7 =
1
1920
, c8 = − 1
2880
,
c9 = − 1
1920
, c10 =
1
1920
, c11 =
1
1920
, c12 = − 1
960
,
c13 = − 1
60
, c14 =
1
48
, c15 = − 7
240
, c16 =
7
10
.
The function G(2)(u, ux, uxx) called the genus two G-function of the Frobenius
manifold. An explicit expression (A.1) of this function in the canonical coordi-
nates u1, . . . , un is given in the Appendix A.
Before formulating the rules for computing the contributions of the sixteen
graphs let us explain their realization as dual graphs of stable curves of (arith-
metic) genus 2. Recall (see, e.g., [20]) that dual graphs are used to encode a
certain class of singular algebraic curves with marked points. Vertices of the
graph correspond to the irreducible components of the curve. The genus of the
normalization of such a component is called the genus of the vertex. On our
sixteen graphs the components of genus zero are shown with bullets; the com-
ponents of genus 1 are shown with circles. All singularities of a stable curve
are at most double points. Points of intersection or self-intersection of these
components correspond to the edges of the dual graph while the marked points
are associated with the legs. The arithmetic genus of the stable curve is equal to
the sum of genera of the vertices plus the first Betti number of the dual graph.
We are now ready to formulate the rules for computing the contribution of
a dual graph. Let Fg = Fg(t) be the genus g = 0, 1 free energy of M , and
∂
∂tα,p
, α = 1, . . . , n, p ≥ 0
be the tangent vector fields on the big phase space. We introduce a matrix
Mαβ =
∂3F0
∂t1,0 ∂tα,0 ∂tβ,0
,
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and denote (M−1)αβ its inverse. Here and in sequel summation w.r.t. repeated
upper and lower indices is assumed. The diagram rules are formulated in the
following way:
i) Bullets (•) correspond to F0;
ii) Circles (◦) correspond to F1;
iii) Edges correspond to (M−1)αα
′ ∂
∂tα,0 ⊗ ∂∂tα′,0 ;
iv) Legs correspond to ∂∂t1,0 .
It is understood that all differential operators corresponding to the edges and
legs act first on the vertices F0 or F1 and all contractions with the matrix M−1
have to be added at the very end. So, for example, the terms Q1, Q2, Q15, Q16
are given by
Q1 =
∂6F0
∂t1,0 ∂t1,0 ∂tα,0 ∂tα′,0 ∂tβ,0 ∂tβ′,0
(M−1)αα
′
(M−1)ββ
′
, (1.4)
Q2 =
∂4F0
∂t1,0 ∂tα,0 ∂tβ,0 ∂tγ,0
(M−1)αα
′
(M−1)ββ
′
(M−1)γγ
′
× ∂
5F0
∂t1,0 ∂t1,0 ∂tα′,0 ∂tβ′,0 ∂tγ′,0
, (1.5)
Q15 =
∂4F0
∂t1,0 ∂tα,0 ∂tα′,0 ∂tβ,0
(M−1)αα
′
(M−1)ββ
′ ∂2F1
∂t1,0 ∂tβ′,0
, (1.6)
Q16 =
∂2F1
∂t1,0 ∂tα,0
(M−1)αα
′ ∂F1
∂tα′,0
. (1.7)
Other Qp’s can be computed in a similar way.
Let us now describe the characteristic properties of the above sixteen graphs
that distinguish them from other graphs. For a graphQ, denoteNv(Q), Ne(Q), Nl(Q)
the number of its vertices, edges and legs respectively. Let v1, . . . , vm with
m = Nv(Q) be the vertices of the graph. We also denote g(vi), n(vi) the genus
and valence of the vertex vi. Finally, B1(Q) will denote the first Betti number
of the graph Q.
The above sixteen graphs are selected from the set of connected graphs by
requiring that each of these graphs satisfies the following properties:
1. It is the dual graph of a stable curve of arithmetic genus two. This property
is equivalent to the conditions that the graph is planar, and the valence
and genus of its vertices satisfy the constraint 2g(vi)− 2 + n(vi) > 0 and
m∑
i=1
g(vi) +B1(Q) = 2.
2. The number of edges and the number of legs are equal to Nv(Q)+B1(Q)−
1. This property is equivalent to the Euler formula for the graph
Ne(Q)−Nv(Q) + 1 = B1(Q)
together with the condition that the function associated to Q, defined as
above, must have degree two with respect to the jet variables ∂pxv
α, i.e.
m∑
i=1
(2g(vi)− 2 + n(vi))−Ne(Q) = 2 .
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Recall that, according to [1, 3] such a function can be represented as a
rational function of the jet variables ∂pxv
α, p ≥ 1, and its degree is defined
by assigning degree p to ∂pxv
α, α = 1, . . . , n. We also note that
m∑
i=1
n(vi) = 2Ne(Q) +Nl(Q).
3. Cutting of an edge connecting two genus zero vertices does not destroy
the connectivity of the graph. A graph with this property is called to be
one-particle irreducible (1PI) in physics literature.
4. There is at most one vertex with valence n(vi) = 3− 2g(vi) in the graph.
Moreover, if the graph contains only one genus one vertex, then the valence
of each of its vertices vi satisfies n(vi) > 3− 2g(vi).
Remark 1.2 If a graph Q˜ is obtained from a graph Q by adding a genus zero
vertex with a leg in the middle of an edge of Q, then the functions associated to
Q˜ and Q are equal. This follows immediately from the above definitions. So we
will view the new graph Q˜ as same as the old one Q.
The main point of the decomposition (1.3) of the genus two free energy into
a sum of 16+1 terms is the following
Lemma 1.3 The restrictions of the terms Q1, . . . , Q16 onto the small phase
space vanish.
The proof of the lemma easily follows from the above explicit expressions,
the following rules of restricting the jets
vx|small phase space = e, v(k)|small phase space = 0 for k ≥ 2,
and the identity
∂eG = 0
(see details in [5]). Here e is the unit of the Frobenius manifold and G is the
G-function of the Frobenius manifold that appears in (2.11) below.
Thus, the part of the free energy “responsible” for the would-be genus two
Gromov–Witten invariants (i.e., with no descendents) is entirely contained in
our genus two G-function.
Another important feature of the genus two G-function can be observed in
the analysis of important examples coming from singularity theory and orbifold
Gromov–Witten invariants. In the present paper we consider the two classes of
examples: first, the case of simple singularities and, the second, the Gromov–
Witten invariants of P1-orbifolds with positive Euler characteristic. Both classes
of examples are associated with Dynkin diagrams of ADE type. The connec-
tion of the simple singularities with the ADE Weyl groups is well known. The
Frobenius structure on the base of universal unfolding in this case can be con-
structed with the help of K. Saito theory of primitive forms [23]. The integrable
hierarchies of topological type coincide with the Drinfeld–Sokolov ADE hierar-
chies [18, 6, 27]. The associated cohomological field theory was constructed in
[26, 12, 13, 14, 15, 11].
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The case of P1-orbifolds is relatively more recent. In this case one deals
with the P1-orbifolds of positive Euler characteristic. Hence there are at most
three orbifold points with multiplicities p, q and r. These positive integers must
satisfy
1
p
+
1
q
+
1
r
> 1.
Such an inequality has only finite number of solutions given in the following
table
(p, q, r) Dynkin diagram
(p, q, 1) A˜p,q
(2, 2, r) D˜r+2
(2, 3, r) E˜r+3
The second column of this table refers to the so-called extended affine Weyl
groups of ADE type. The Frobenius manifolds in these cases were constructed
in [2]. The construction depends on the choice of a vertex of the Dynkin dia-
gram. A connection between these Frobenius manifolds and the orbifold quan-
tum cohomology of the P1-orbifolds was discovered in [21] for the A˜p,q case
and in [22] for other Dynkin diagrams. Also an important connection of these
Frobenius manifolds with Frobenius structures on the spaces of the so-called
tri-polynomials (see below) was established in [22] (the role of tri-polynomials
in the homological mirror symmetry was unraveled in [25]).
The main conjecture of the present paper is the following
Conjecture 1.4 If M is the Frobenius manifold obtained from the genus zero
Fan–Jarvis–Ruan–Witten (FJRW) invariants theory for ADE singularities, or
the genus zero Gromov–Witten invariants theory for P1-orbifolds of ADE type,
then
G(2)(u, ux, uxx) = 0. (1.8)
Remark 1.5 In FJRW theory there is also involved a symmetry group G. We
assume that the singularities and their symmetry groups are chosen so that the
corresponding Frobenius manifolds coincide with the usual ones constructed from
the singularities of the same type [1]. In particular, when the singularities are of
A and E type, or D type with even Milnor number, the group G can be chosen as
the minimal one 〈J〉. For the singularities of D type with odd Milnor number,
one need to start with the mirror of Dn, i.e. D
T
n = x
n−1y + y2, and choose
the group G to be the maximal one Gmax. The reason is that the FJRW theory
is a A-model theory, while the construction given in [1] from singularities to
Frobenius manifolds is on the B-side, so there is mirror symmetry phenomenons
between them. For more details, see [13, 15].
The main conjecture can also be formulated in the following way.
Conjecture 1.6 If M is a Frobenius manifold associated to an ADE singularity
or an extended affine Weyl groups of ADE type, then
G(2)(u, ux, uxx) = 0. (1.9)
The validity of this Conjecture has been verified in many examples; the main
goal of the present paper is to explain the tools relevant for such a verification.
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Remark 1.7 In [9, 10] formulae for the genus two free energies for the Frobe-
nius manifolds associated to A2 singularity and to the extended affine Weyl group
W˜ (A1) are given. They have the following graph representations respectively
F2 = 1
1152
Q1 − 1
360
Q2 − 1
1152
Q3 +
1
360
Q4,
F2 = 1
1152
Q1 − 1
360
Q2 − 1
1152
Q3 +
1
360
Q4 − 1
480
W1 +
7
5760
W2 +
11
5760
W3.
Here W1,W2,W3 are the graphs
W1 W2 W3
When computing the coefficients cp for our examples, we find the following
interesting identity.
Theorem 1.8 If M is the Frobenius manifold obtained from the genus zero
FJRW invariants theory for ADE singularities, or the genus zero Gromov–
Witten invariants theory for P1-orbifolds of AD type, then
(Q1 −Q6) + 2(Q7 −Q5) + 3(Q8 −Q2)
+ 4(Q9 −Q3) + 6(Q4 +Q10 −Q11 −Q12) = 0. (1.10)
The identity (1.10) holds also true for an arbitrary two-dimensional semisimple
Frobenius manifold (i.e., for a topological field theory with two primary fields in
the terminology of [10]) as well as for the three-dimensional Frobenius manifolds
on the orbit spaces of Coxeter groups of type B3 or H3. It is interesting to find
out in general the necessary and sufficient conditions for validity of this identity.
The paper is organized as follows. In Section 2.1 we recall first some basic
properties of semisimple Frobenius manifolds and their genus zero, one and two
free energies. Then we give a proof of Theorem 1.1. In Section 2.2 we prove the
Theorem 1.8. In Section 2.3 and 2.4 we give some general formulae in order to
calculate the rotation coefficients for Frobenius manifolds arising in singularity
theory. In Section 3 we present more explicit formulae for the rotation coeffi-
cients case by case for simple singularities of ADE type and for P1 orbifolds
of A and D type, and provide evidences to support the validity of the conjec-
tures. In the Appendices we give the formulae for the function G(2)(u, ux, uxx)
that appear in (1.3) and for the genus two free energy of semisimple Frobenius
manifolds that is given in [5].
8
2 General Results
2.1 Proof of Theorem 1.1
For a semisimple Frobenius manifold Mn, we denote v1, . . . , vn the flat coordi-
nates, 〈 , 〉 its flat metric,〈
∂
∂vα
,
∂
∂vβ
〉
= ηαβ , (η
αβ) = (ηαβ)
−1,
and F (v) = F (v1, . . . , vn) its potential. The canonical coordinates u1, . . . , un
are defined so that the multiplication table defined on the tangent spaces is
given by
∂
∂ui
· ∂
∂uj
= δij
∂
∂ui
.
In the canonical coordinates the flat metric takes the diagonal form
∑
α,β
ηαβdv
αdvβ =
n∑
i=1
ηii(u)du
2
i .
Denote
hi = hi(u) =
√
ηii, i = 1, . . . , n
the Lame´ coefficients of the diagonal metric for some choice of the signs of the
square roots. Define the rotation coefficients γij = γji by
γij =
1
hi
∂hj
∂ui
for i 6= j, γii = 0.
The nonzero Christoffel symbols of the Levi-Civita connection for the flat metric
in the canonical coordinates are written in the following table
Γkij =

−∑nl=1 γil hlhi , i = j = k;
γij
hj
hi
, k = i 6= j;
γij
hi
hj
, k = j 6= i;
−γik hihk , k 6= i = j.
(2.1)
The canonical and the flat coordinates of the Frobenius manifold are related
by the following equations
∂2vα
∂ui∂uj
=
n∑
k=1
Γkij
∂vα
∂uk
. (2.2)
We denote
ψαi (u) =
1
hi(u)
∂vα(u)
∂ui
, ψiα = ηαβψ
β
i ,
where summation w.r.t. repeated upper and lower Greek indices is assumed.
Assuming that the unit vector field of the Frobenius manifold is e = ∂∂v1 , then
ψi1 = hi (2.3)
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and
cαβγ =
∂3F (v)
∂vα∂vβ∂vγ
=
n∑
i=1
ψiαψiβψiγ
ψi1
. (2.4)
The following formulae [1] will be used below to represent the correlation func-
tions in terms of the canonical coordinates
∂vα
∂ui
= ψi1ψ
α
i ,
∂ui
∂vα
=
ψiα
ψi1
;
∂ψiα
∂uk
= γik ψkα, i 6= k, ∂ψiα
∂ui
= −
n∑
k=1
γikψkα; (2.5)
∂γij
∂uk
= γikγkj , i, j, k distinct,
∂γij
∂ui
=
∑n
k=1(uj − uk)γikγkj − γij
ui − uj .
The principal hierarchy associated to the Frobenius manifold is a hierarchy
of integrable Hamiltonian systems of hydrodynamic type
∂vα
∂tβ,q
= ηαγ
∂
∂x
(
∂θβ,q+1
∂vγ
)
, α, β = 1, . . . , n, q ≥ 0.
Here θα(v; z) =
∑
p≥0 θα,p(v)z
p, α = 1, . . . , n are related to the flat coordinates
of the deformed flat connection of the Frobenius manifold. They satisfy the
conditions
θα(v; 0) = ηαγv
γ ,
〈∇θα(v,−z),∇θα(v, z)〉 = ηαβ ,
∂α∂βθγ(v; z) = zc
ξ
αβ∂ξθγ(v; z),
E (∂βθα,p(v)) = p ∂βθα,p(v) + µˆ
γ
α∂βθγ,p(v) + µˆ
γ
β∂γθα,p(v)
+ (R0)
γ
β ∂γθα,p(v) +
p∑
k=0
∂βθγ,p−k(v) (Rk)
γ
α ,
where E is the Euler vector field of the Frobenius manifold which has the fol-
lowing representations in the flat coordinates and in the canonical coordinates
respectively
E =
n∑
α=1
Eα(v)
∂
∂vα
=
n∑
i=1
ui
∂
∂ui
,
and µˆ and R0 are the semisimple and nilpotent parts of the antisymmetric
constant matrix V = (Vαβ ) with
Vαβ =
2− d
2
δαβ −
∂Eα(v)
∂vβ
.
The constant matrices R0, R1, . . . Rm (m is a certain integer depending on the
Frobenius manifold) form part of the monodromy data of the Frobenius manifold
at z = 0 (see [1] for detail), they have the properties
(Rk)
γ
α ηγβ = (−1)k+1(Rk)γβ ηγα, [µˆ, Rk] = kRk, k = 0, 1, . . . ,m.
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The potential F (v) can be chosen in such a way that the functions θα,1(v) have
the expression
θα,1(v) = ∂αF (v), ∂α =
∂
∂vα
.
Thus the first set of equations of the principal hierarchy reads
∂vα
∂tβ,0
= ηαξcξβγ(v)v
γ
x with
∂vα
∂t1,0
= vαx , α, β = 1, . . . , n.
By using the above formulae we get the following formula for solutions of the
principal hierarchy:
∂ui
∂tα,0
∂vα
∂uj
=
∂ui
∂tα,0
ψαi ψi1 =
{
ui,x, if i = j,
0, if i 6= j. (2.6)
Moreover, for higher jets u
(p)
i = ∂
p
xui denote
U i,pj =
∂u
(p)
i
∂tα,0
∂vα
∂uj
, i, j = 1, . . . , n, p ≥ 0. (2.7)
Then the following recursion relation holds true
U i,pj = ∂xU
i,p−1
j −
∑
k
Γskjuk,xU
i,p−1
s , i, j = 1, . . . , n, p ≥ 1. (2.8)
Using this recursion relation one can represent U i,pj in terms of jets u
(m)
i with
m ≥ 1, the rotation coefficients γij and the Lame´ coefficients hi, starting from
U i,0j = δ
i
juj,x. Such expressions will be useful in dealing with differential oper-
ators of the form
∂vα
∂ui
∂
∂tα,0
=
∑
p≥0
U j,pi
∂
∂u
(p)
j
.
The topological solution v(t) =
(
v1(t), . . . , vn(t)
)
of the principal hierarchy
is determined from the system of n equations∑
t˜α,p∇θα,p = 0, t˜α,p = tα,p − δα1 δp1 .
By using the topological solution v(t) one can define the genus zero free energy
F0 = F0(t) of the Frobenius manifold [1] satisfying the equations
∂3F0(t)
∂tα,0∂tβ,0∂tγ,0
= cξαβ(v(t))Mξγ , α, β, γ = 1, . . . , n, (2.9)
where
Mξγ = cξγρ(v(t))v
ρ
x.
Remark 2.1 By taking α = 1 in (2.9), we see that the matrix Mβγ coincides
with the one appeared in the definition of the sixteen diagrams of Theorem 1.1,
so we use the same notation.
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Observe the following useful formula for the entries of the inverse matrix
(
M−1
)αβ
=
n∑
i=1
1
h2iui,x
∂vα
∂ui
∂vβ
∂ui
. (2.10)
We also need to use the genus one free energy F1(t) which is defined for a
semisimple Frobenius manifold by the following expression
F1(t) = F1(u, ux)|vα=vα(t) with F1(u, ux) =
1
24
n∑
i=1
log ui,x +G(u), (2.11)
where the function G is called the G-function of the Frobenius manifold. It is
given by a quadrature due to the following equations [3]
∂G(u)
∂ui
=
1
2
∑
j 6=i
(ui − uj)γ2ij −
1
24
∑
k 6=i
γik
(
hi
hk
− hk
hi
)
. (2.12)
In order to write down the correlation functions in terms of canonical coor-
dinates, let us introduce the following notation
Ci1,i2,...,im =
∂mF0(t)
∂tα1,0∂tα2,0 . . . ∂tαm,0
∂vα1
∂ui1
∂vα2
∂ui2
· · · ∂v
αm
∂uim
,
Di1,i2,...,im =
∂mF1(t)
∂tα1,0∂tα2,0 . . . ∂tαm,0
∂vα1
∂ui1
∂vα2
∂ui2
· · · ∂v
αm
∂uim
for the indices 1 ≤ i1, . . . , im ≤ n. Then we have
Ci1,i2,i3 =
{
h2i ui1,x, if i1 = i2 = i3
0, other cases
; Di =
1∑
p=0
U j,pi
∂F1(u, ux)
∂u
(p)
j
. (2.13)
By using the relation (2.2) we obtain the following recursive formula
Xi1,i2,...,im+1 =
n∑
k=1
m−2∑
p=0
∂Xi1,...,im
∂u
(p)
k
Xk,pim+1
−
m∑
k=1
Xi1,...,ik−1,s,ik+1,...,imΓ
s
ikim+1
uim+1,x (2.14)
which is valid for X = C and X = D.
Proof of Theorem 1.1. Since the genus two free energy F2 given in [5] is repre-
sented as a rational function of the canonical coordinates ui, their x-derivatives
u
(p)
i = ∂
p
xui, the rotation coefficients γij and the Lame´ coefficients hi, in order
to prove the theorem we need to represent the functions Q1, . . . , Q16 that are
associated to the 16 dual graphs as rational functions of the above mentioned
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variables. In fact, for the functions Q1 and Q16 defined in (1.4), (1.7) we have
Q1 =
∂6F0
∂t1,0 ∂t1,0 ∂tα,0 ∂tα′,0 ∂tβ,0 ∂tβ′,0
n∑
j1,j2=1
1
h2j1uj1,x
∂vα
∂uj1
∂vα
′
∂uj1
1
h2j2uj2,x
∂vβ
∂uj2
∂vβ
′
∂uj2
=
n∑
i1,i2,j1,j2=1
∂vα1
∂ui1
∂vα2
∂ui2
∂6F0
∂tα1,0 ∂tα2,0 ∂tα,0 ∂tα′,0 ∂tβ,0 ∂tβ′,0
× 1
h2j1uj1,x
∂vα
∂uj1
∂vα
′
∂uj1
1
h2j2uj2,x
∂vβ
∂uj2
∂vβ
′
∂uj2
=
n∑
i1,i2,j1,j2=1
Ci1,i2,j1,j1,j2,j2
h2j1h
2
j2
uj1,xuj2,x
,
and
Q16 =
∂2F1
∂t1,0∂tα,0
n∑
i=1
1
h2iui,x
∂vα
∂ui
∂vα
′
∂ui
∂F1
∂tα′,0
=
n∑
i,j=1
∂2F1
∂tβ,0∂tα,0
∂vβ
∂uj
1
h2iui,x
∂vα
∂ui
∂vα
′
∂ui
∂F1
∂tα′,0
=
n∑
i,j=1
DiDi,j
h2iui,x
.
Here we used the identity
n∑
i=1
∂vα
∂ui
=
∂vα
∂v1
= δα1 .
since the unit vector field e of the Frobenius manifold equals ∂∂v1 =
∑n
i=1
∂
∂ui
.
From the formulae (2.5)–(2.14) it follows that the functions Ci1,i2,j1,j1,j2,j2 ,
Di, Di,j can also be represented as rational functions of the canonical coordinates
ui, their x-derivatives u
(p)
i = ∂
p
xui, the rotation coefficients γij and the Lame´
coefficients hi. In a similar way we can similar expressions for other functions
Q2, . . .Q15. Now by subtracting the linear combination of the 16 functions
Q1, . . . , Q16 that appear at the r.h.s of (1.3) from the one given by the l.h.s.
of (1.3), we get the needed expression for G(2)(u, ux, uxx) by a tedious but
straightforward computation. The theorem is proved.
2.2 Proof of Theorem 1.8
In this section, we reduce the identity (1.10) to an easier one (2.17).
Lemma 2.2 Let Γ be a dual graph, and x = t1,0. Then
∂xΓ =
∑
v: vertex of Γ
Γv −
∑
e: edge of Γ
Γe, (2.15)
where Γv is the dual graph obtained from Γ by adding a new leg on the vertex v,
and Γe is the dual graph obtained from Γ by adding a new vertex of genus zero
with two legs on the edge e.
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Proof The dual graph Γ corresponds to the product of several multi-point
correlation functions and the inverse of the matrix M . According to the Leibniz
rule, when the operator ∂x acts on multi-point correlation functions, we obtain
terms that appear in the first summation of the r.h.s. of (2.15), and when it
acts on the inverse of M , we obtain terms that appear in the second summation.
The lemma is proved. 
Let us introduce the following dual graphs:
P1 P2 P3
P4 P5
O1 O2
The we have the following lemma.
Lemma 2.3 The following identities hold true
∂xP1 =Q1 − 2Q3,
∂xP2 =Q3 +Q5 −Q7 − 2Q9,
∂xP3 =Q4 +Q8 +Q10 − 2Q11 − 2Q12,
∂xP4 =Q6 +Q2 − 3Q10,
∂xP5 =2Q2 − 3Q4,
∂xO1 =P1 − 2P2,
∂xO2 =P4 + P5 − 3P3,
hence
(Q1 −Q6) + 2(Q7 −Q5) + 3(Q8 −Q2)
+ 4(Q9 −Q3) + 6(Q4 +Q10 −Q11 −Q12)
=∂2x (O1 −O2) . (2.16)
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Proof They are easy consequences of Lemma 2.2. 
Lemma 2.4 For any semisimple Frobenius manifold, the following identity holds
true
O1 −O2 =
∑
1≤i<j≤n
γij
(h2i + h
2
j )
2
h3i h
3
j
. (2.17)
Proof The functions O1, O2 have the following expression.
O1 =
∑
1≤j1,j2≤n
Cj1,j1,j2,j2
h2j1h
2
j2
uj1,xuj2,x
, O2 =
∑
1≤j1,j2,j3≤n
Ci1,j1,j2,j3Cj1,j2,j3
h2j1h
2
j2
h2j3uj1,xuj2,xuj3,x
.
By using the formulae (2.13), (2.14) one can obtain that
O1 =
∑
1≤i<j≤n
γij
(h2i uj,x + h
2
j ui,x)
2 − (h4i + h4j )(ui,x − uj,x)2
h3ih
3
jui,xuj,x
+
n∑
i=1
ui,xx
h2iu
2
i,x
,
O2 =
∑
1≤i<j≤n
γij
(h4i ui,x − h4j uj,x)(uj,x − ui,x)
h3ih
3
jui,xuj,x
+
n∑
i=1
ui,xx
h2iu
2
i,x
.
Then one can easily see that the difference O1 −O2 equals the r.h.s. of (2.17).
The lemma is proved. 
To prove Theorem 1.8 one only need to prove the following lemma.
Lemma 2.5 For a Frobenius manifold associated to ADE singularities, or P1-
orbifolds of AD type, the difference O1 −O2 is always a constant.
We will give the proof of the above lemma case by case in Section 3.
2.3 Rotation coefficients for simple singularities
Let f be a polynomial on Cm which has an isolated critical point at 0 ∈ Cm
of ADE type. Let n be the Milnor number of f . The coordinates in Cm are
z = (z1, . . . , zm). We denote ∂α or ∂zα the partial derivatives
∂
∂zα .
Let F : Cm ×B → C, (z, t) 7→ F (z, t) be a miniversal unfolding of f (avoid
confusions with the potential of the Frobenius manifold!) where B is an open
ball in Cn. Let C ⊂ B be the caustic. For a given point t in the complementB\C
the function F (z, t) has n Morse critical points z(i)(t) = (z(i),1, . . . , z(i),m) (i =
1, . . . , n),
∂αF (z, t)|z=z(i)(t) = 0, α = 1, . . . ,m.
Define the canonical coordinates ui on B \ C as the critical values
ui(t) = F (z
(i)(t), t), i = 1, . . . , n. (2.18)
We will often use short notations ∂i or ∂ui for the partial derivatives
∂
∂ui
.
There is a semisimple Frobenius manifold structure on the base space B \C.
The flat metric 〈 , 〉 is defined by
〈∂′, ∂′′〉t = −Resz=∞ (∂
′F (z, t))(∂′′F (z, t)) dz1 ∧ · · · ∧ dzm
∂z1F · · · ∂zmF (2.19)
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for any ∂′, ∂′′ ∈ TtB. We denote hαβ(z, t) = ∂α∂βF (z, t), H(z, t) = det(hαβ(z, t)).
Let (hαβ) be the inverse matrix of (hαβ). Then from the residue theorem it fol-
lows that
〈∂′, ∂′′〉t =
n∑
k=1
(∂′F (z, t))(∂′′F (z, t))
H(z, t)
∣∣∣∣
z=z(k)(t)
. (2.20)
Denote
ηii(t) = H(z(i)(t), t), ηii(t) =
(
H(z(i)(t), t)
)−1
. (2.21)
Then by using (2.20) and the identity
∂iF (z, t)|z=z(k)(t) = δik (2.22)
we obtain
〈∂i, ∂j〉t =
n∑
k=1
(∂iF (z, t))(∂jF (z, t))
H(z, t)
∣∣∣∣
z=z(k)(t)
=
n∑
k=1
δikδjk
ηkk(t)
= δij ηii(t). (2.23)
From the definition of the critical points z(k)(t) it follows that
∂i∂αF (z, t)|z=z(k)(t) = −hαβ(z(k)(t), t) ∂iz(k),β(t). (2.24)
∂iz
(k),β(t) = −hαβ(z(k)(t), t) ∂i∂αF (z, t)|z=z(k)(t). (2.25)
By using these equations and the identity
∂x detA(x) = detA(x) Tr
(
A−1(x)∂xA(x)
)
for any nondegenerate matrix function A(x), we obtain
∂iη
kk
ηkk
=
(
hαβ(z, t)∂ihαβ(z, t)− hαβ(z, t)∂γhαβ(z, t)hγσ(z, t) ∂i∂σF (z, t)
) |z=z(k)(t)
=
(
hαβ(z, t)∂ihαβ(z, t) + ∂αh
ασ ∂i∂σF (z, t)
) |z=z(k)(t)
=∂α
(
hαβ(z, t) ∂i∂βF (z, t)
) |z=z(k)(t). (2.26)
As above we denote hi =
√
ηii the Lame´ coefficients and γki =
∂i hk
hi
the
rotation coefficients of the metric
∑n
i=1 ηii(dui)
2. Of the Christoffel symbols of
the metric we will often use the coefficients Γkki with k 6= i, so we introduce a
notation for these coefficients
Γki := Γ
k
ki =
∂iηkk
2 ηkk
= −1
2
∂α
(
hαβ(z, t) ∂i∂βF (z, t)
) |z=z(k) . (2.27)
Then
γki =
hk
hi
Γki. (2.28)
Remark 2.6 The equations (2.12) satisfied by the G-function of the Frobenius
manifold can be rewritten as
∂iG(u) =
1
2
∑
k 6=i
(ui − uk)ΓkiΓik − 1
24
∑
k 6=i
(Γki − Γik). (2.29)
16
The explicit expressions of Γki given in Sec. 3 for the Frobenius manifolds asso-
ciated to ADE singularities can be used to re-derive the known explicit formulae
G = 0 [17, 24] for the G-functions of this class of Frobenius manifolds. We can
also obtain the explicit formulae (3.21), (3.23) for the G-functions of the Frobe-
nius manifolds defined on the orbit spaces of the extended affine Weyl groups of
AD type. I. Strachan proved the formula (3.21) (see below) and conjectured the
formula (3.23) in [24].
The equations (2.27) and (2.28) give us a formula for computing the rotation
coefficients of the Frobenius manifold. However, one also needs to compute the
derivatives of F (z, t) w.r.t. the canonical coordinates. To this end, starting
from this point we assume that the miniversal deformation F (z, t) is given by
F (z, t) = f(z) +
n∑
j=1
tj φj(z),
where φ1(z), . . . , φn(z) is a basis of the Milnor ring. Define W : (Cm)n → C
W (z1, . . . , zn) = det(φj(zi)).
Lemma 2.7
∂iF (z, t) =
W (z(1), . . . , z(i−1), z, z(i+1), . . . , z(n))
W (z(1), . . . , z(n))
. (2.30)
Proof From (2.22) it follows that
n∑
j=1
∂tj
∂ui
φj(z
(k)(t)) = δik.
So we have
∂ui
∂tj
= φj(z
(i)(t)).
Next, let us consider the following system of linear equations for partial deriva-
tives ∂iF (z, t) =
∂F (z,t)
∂ui
φj(z) =
∂F (z, t)
∂tj
= ∂iF (z, t)
∂ui
∂tj
= φj(z
(i))∂iF (z, t), j = 1, . . . , n.
The statement of the lemma now follows by using Cramer’s rule. 
2.4 Rotation coefficients for P1-orbifolds
Let p, q, r are positive integers satisfying
1
p
+
1
q
+
1
r
> 1.
It is shown in [22] that the quantum cohomology of the P1-orbifold P1p,q,r is
isomorphic to the Frobenius structure on the space of tri-polynomials of type
(p, q, r).
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We take m = 3, n = p + q + r − 1. A tri-polynomial is a function F :
Cm ×B → C, (z, t) 7→ F (z, t),
F (z, t) = −z1z2z3 + P1(z1) + P2(z2) + P3(z3), (2.31)
P1(z1) =
p−1∑
i=1
tiz
i
1 + z
p
1 , (2.32)
P2(z2) =
q−1∑
i=1
tp−1+izi2 + z
p
2 , (2.33)
P3(z3) =
r∑
i=0
tp+q−1+izi3, (2.34)
where B is an open set in Cn−1 × C∗ defined by the condition tn 6= 0. Let
C ⊂ B be the caustic. Like in the previous section the critical values
ui(t) = F (z
(i)(t), t), i = 1, . . . , n. (2.35)
define the canonical coordinates ui on B \ C.
The flat metric of the Frobenius structure on the space of tri-polynomial is
also defined by (2.19). One can easily see that all lemmas from the previous
section hold true also for tri-polynomials.
3 Examples
3.1 The An singularities
In this case, m = 1, f(z) = zn+1, φj = z
n−j .
Lemma 3.1
∂iF (z, t) =
1
z − z(i)
F ′(z, t)
F ′′(z(i), t)
. (3.1)
Proof By using the identities
F ′(z, t) =(n+ 1)
n∏
k=1
(z − z(k)(t)),
F ′′(z(i)(t), t) =(n+ 1)
∏
k 6=i
(z(i)(t)− z(k)(t))
and Lemma 2.7, the lemma can be easily proved. 
Lemma 3.2
Γki(t) =
1
(z(k)(t)− z(i)(t))2F ′′(z(i)(t), t) . (3.2)
Proof It follows from (2.26) and Lemma 3.1. 
Remark 3.3 By applying the residues theorem to the following two meromor-
phic functions
m(z) =
F (z)− F (z(i))
F ′(z)(z − z(i))4 , m˜(z) =
F ′′(z)− F ′′(z(i))
F ′(z)(z − z(i))2 ,
one can easily prove that the G-functions of An singularities vanish.
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Now let us use the formula (3.2) to verify the validity of Conjecture 1.4
for An singularities. We use the critical points z
(1), . . . , z(n) and an additional
parameter z(0) to represent F (z, t) = zn+1 + t1zn−1 + · · ·+ tn as
F (z, t) = λ(z) =
∫ z
0
(n+ 1)
n∏
k=1
(ξ − z(k))dξ + z(0) (3.3)
Note that z(1), . . . z(n) are not independent as they satisfy
z(n) = −
n−1∑
k=1
z(k). (3.4)
We have
ui = λ(z
(i)), hi = ψi,1 =
1√
λ′′(z(i))
, γij =
hi hj
(z(i) − z(j))2 . (3.5)
By substituting these expressions into the formula (A.1) for G(2)(u, ux, uxx), we
obtain a rational function of z(0), . . . z(n−1). For n ≤ 8 one can check with the
help of a suitable symbolic computations software that this rational functions
vanishes, so the Conjecture 1.4 holds true for such cases.
Proof of Lemma 2.5 for An singularities. Let us denote z
(i) by zi for i =
1, . . . , n. By using the formulae given in (3.5) we obtain
∑
1≤i<j≤n
γij
(h2i + h
2
j )
2
h3i h
3
j
=
∑
1≤i<j≤n
1
(zi − zj)2
(
λ′′(zi)
λ′′(zj)
+
λ′′(zj)
λ′′(zi)
+ 2
)
=
n∑
i=1
∑
j 6=i
λ′′(zi) + λ′′(zj)
(zi − zj)2 λ′′(zj) .
For fixed i one has∑
j 6=i
λ′′(zi) + λ′′(zj)
(zi − zj)2 λ′′(zj) =
∑
j 6=i
Resz=zj
λ′′(z) + λ′′(zi)
(z − zi)2 λ′(z)
=− Resz=zi
λ′′(z) + λ′′(zi)
(z − zi)2 λ′(z) = −
1
6
λ(4)(zi)
λ′′(zi)
.
So
n∑
i=1
∑
j 6=i
λ′′(zi) + λ′′(zj)
(zi − zj)2 λ′′(zj) = −
1
6
n∑
i=1
λ(4)(zi)
λ′′(zi)
=− 1
6
n∑
i=1
Resz=zi
λ(4)(z)
λ′(z)
=
1
6
Resz=∞
λ(4)(z)
λ′(z)
= 0 .
The lemma is proved. 
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3.2 The Dn singularities
In this case, m = 2. Denote x = z1, y = z2 and f(z) = xn−1 + x y2. A basis in
the Milnor ring is given by
φj = x
n−j−1 (j = 1, . . . , n− 1), φn = y.
The critical points are determined from the following equations
Fx =(n− 1)xn−2 + · · ·+ tn−2 + y2 = 0,
Fy =2x y + t
n = 0,
or, equivalently,
y = − t
n
2x
, (n− 1)xn−2 + · · ·+ tn−2 + (t
n)2
4x2
= 0.
We introduce a function
λ(x, t) = xn−1 +
n−1∑
j=1
tjφj − (t
n)2
4x
,
then the critical points and the critical values of F (z, t) are given by the ones
of λ(x, t). We denote z(i) = (xi, yi),
Lemma 3.4
∂iF (z, t) =
1
x− xi
x
xi
λ′(x)
λ′′(xi)
+
tn(2x y + tn)
4xx2iλ
′′(xi)
. (3.6)
Proof We need to compute the denominator and the numerator of the right
hand side of (2.30).
Since yi = − tn2 xi , the denominator can be converted to a Vandermonde
determinant
W (z(1), . . . , z(n)) = − t
n
2x1 · · ·xn
∏
1≤k<l≤n
(xk − xl).
To compute the numerator, we rewrite y as
y =
(
− t
n
2x
)
+
(
y +
tn
2x
)
,
then split the determinant into two parts,
W (z(1), . . . , z(i−1), z, z(i+1), . . . , z(n))
=
∣∣∣∣∣∣∣∣∣∣
xn−21 x
n−3
1 · · · x1 1 − t
n
2 x1· · · · · · · · · · · · · · · · · ·
xn−2 xn−3 · · · x 1 − tn2 x· · · · · · · · · · · · · · · · · ·
xn−2n x
n−3
n · · · xn 1 − t
n
2 xn
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
xn−21 x
n−3
1 · · · x1 1 − t
n
2 x1· · · · · · · · · · · · · · · · · ·
0 0 · · · 0 0 y + tn2 x· · · · · · · · · · · · · · · · · ·
xn−2n x
n−3
n · · · xn 1 − t
n
2 xn
∣∣∣∣∣∣∣∣∣∣
.
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The first determinant is similar to the denominator, while the second one, by
the Laplace expansion, is again a Vandermonde determinant, so we have
W (z(1), . . . , z(i−1), z, z(i+1), . . . , z(n))
=− t
n
2x1 · · ·xn
xi
x
∏
1≤k<l≤n
(xk − xl)
∏
k 6=i
x− xk
xi − xk
− (−1)n
(
y +
tn
2x
) ∏
1≤k<l≤n
(xk − xl)
∏
k 6=i
1
xi − xk .
By using Lemma 2.7, we have
∂iF (z, t) =
xi
x
∏
k 6=i
x− xk
xi − xk + (−1)
n 2x1 · · ·xn
tn
∏
k 6=i(xi − xk)
(
y +
tn
2x
)
.
With the help the following simple identities
x2 λ′(x)
n− 1 =
n∏
k=1
(x− xk), x
2
i λ
′′(xi)
n− 1 =
n∏
k 6=i
(xi − xk),
x1 · · ·xn = (−1)n (t
n)2
4(n− 1) ,
the proof of the lemma can be completed in a straightforward way. 
Lemma 3.5
Γki =
xk + xi
(xk − xi)2 2xi λ′′(xi) . (3.7)
Proof It follows from eq. (2.26) and Lemma 3.4. 
Remark 3.6 By computing residues of the meromorphic functions
m(x) =
(λ(x)− λ(xi))(x+ xi)2
(x− xi)4 xλ′(x) , m˜(x) =
(xλ′′(x)− xi λ′′(xi))(x+ xi)
(x− xi)2 xλ′(x) ,
one can easily prove that the G-functions of Dn singularities vanish.
To verify Conjecture 1.4 for Dn singularities, let us represent λ(x) = λ(x, t)
in terms of x1, . . . , xn−1 and x0 in the form
λ(x) =
∫ x
0
(n− 1)ξ−2
n∏
k=1
(ξ − xi)dξ + x0 (3.8)
Here 1xn = −
∑n−1
k=1
1
xk
. Then we have
ui = λ(xi), hi = ψi,1 =
1√
2xiλ′′(xi)
, γij =
(xi + xj)hihj
(xi − xj)2 . (3.9)
By using these data, one can verify the Conjecture 1.4 for the Dn singularity
case for n ≤ 8.
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Proof of Lemma 2.5 for Dn singularities From (3.9) it follows the formula∑
1≤i<j≤n
γij
(h2i + h
2
j )
2
h3i h
3
j
=
n∑
i=1
∑
j 6=i
xi + xj
(xi − xj)2
xi λ
′′(xi) + xj λ′′(xj)
xj λ′′(xj)
.
Now For fixed i we have∑
j 6=i
xi + xj
(xi − xj)2
xi λ
′′(xi) + xj λ′′(xj)
xj λ′′(xj)
=
∑
j 6=i
Resz=xj
z + xi
(z − xi)2
z λ′′(z) + xi λ′′(xi)
z λ′(z)
=− (Resz=0 + Resz=xi)
z + xi
(z − xi)2
z λ′′(z) + xi λ′′(xi)
z λ′(z)
=
2
xi
−
(
1
xi
+
λ′′′(xi)
λ′′(xi)
+
3xi λ
(4)(xi)
λ′′(xi)
)
=
1
xi
− λ
′′′(xi)
λ′′(xi)
− 3xi λ
(4)(xi)
λ′′(xi)
,
so we obtain
n∑
i=1
∑
j 6=i
xi + xj
(xi − xj)2
xi λ
′′(xi) + xj λ′′(xj)
xj λ′′(xj)
=
n∑
i=1
(
1
xi
− λ
′′′(xi)
λ′′(xi)
− 3xi λ
(4)(xi)
λ′′(xi)
)
=
n∑
i=1
1
xi
+ (Resz=0 + Resz=∞)
(
λ′′′(z)
λ′(z)
+
3 z λ(4)(z)
λ′(z)
)
=0 + 0 + 0 + 0 + 0 = 0 .
The lemma is proved. 
3.3 The E6 and E8 singularities
In this case m = 2 and
E6 : f(x, y) = x
3 + y4,
E8 : f(x, y) = x
3 + y5.
Let ν = n/2, then f(x, y) = x3 + yν+1, and the miniversal deformation F reads
F (z, t) = x3 + p(y)x+ q(y), (3.10)
where
p(y) =
ν∑
k=1
tk y
ν−k, q(y) = yν+1 +
ν∑
k=1
tν+k y
ν−k.
Here the indices of t’s are written as subscripts for convenience. The critical
points are determined from the following equations
Fx =3x
2 + p(y) = 0,
Fy =p
′(y)x+ q′(y) = 0.
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So we have x = −q′(y)/p′(y), and
R(y) := R(Fx, Fy, x) = 3 q
′(y)2 + p(y)p′(y)2 = 0.
Here and below R(f1(u), f2(u), u) stands for the resultant of polynomials f1 and
f2 with respect to the variable u. R(y)’s roots give us the y-components of all the
critical points z(k) = (xk, yk) (k = 1, . . . , n). The corresponding x-components
xk’s can be obtained from
xk = −q
′(yk)
p′(yk)
, k = 1, . . . , n.
Lemma 3.7 Let ∆ = R(q′(y), p′(y), y). Then
W (z(1), . . . , z(n)) = (−1)ν (ν + 1)
2ν−2
∆
∏
1≤k<l≤n
(yk − yl). (3.11)
Proof By definition
W (z(1), . . . , z(n)) =
∣∣∣∣∣∣∣∣
x1 y
ν−1
1 x1 y
ν−2
1 · · · x1 yν−11 yν−21 · · · 1
· · · · · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · · · · ·
x2ν y
ν−1
2ν x2ν y
ν−2
2ν · · · x2ν yν−12ν yν−22ν · · · 1
∣∣∣∣∣∣∣∣ .
So we have
(−1)ν
(
n∏
k=1
p′k
)
W (z(1), . . . , z(n))
=
∣∣∣∣∣∣∣∣
q′1 y
ν−1
1 q
′
1 y
ν−2
1 · · · q′1 p′1 yν−11 p′1 ym−21 · · · p′1
· · · · · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · · · · ·
q′2ν y
ν−1
2ν q
′
2ν y
ν−2
2ν · · · q′2ν p′2ν yν−12ν p′2ν yν−22nu · · · p′2ν
∣∣∣∣∣∣∣∣ ,
=|U · V | = |U | · |V |.
Here p′i = p
′(yi) and q′i = q
′(yi), and the matrices U , V read
U =
 y
n−1
1 y
n−2
1 · · · y1 1
...
...
...
...
yn−1n y
n−2
n · · · yn 1
 ,
V =


4 0 0 0 0 0
0 4 0 0 0 0
2 t4 0 4 2 t1 0 0
t5 2 t4 0 t2 2 t1 0
0 t5 2 t4 0 t2 2 t1
0 0 t5 0 0 t2
 , ν = 3,

5 0 0 0 0 0 0 0
0 5 0 0 0 0 0 0
3 t5 0 5 0 3 t1 0 0 0
2 t6 3 t5 0 5 2 t2 3 t1 0 0
t7 2 t6 3 t5 0 t3 2 t2 3 t1 0
0 t7 2 t6 3 t5 0 t3 2 t2 3 t1
0 0 t7 2 t6 0 0 t3 2 t2
0 0 0 t7 0 0 0 t3

, ν = 4.
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The matrix U is just the Vandermonde matrix of y1, . . . , yn, so
|U | =
∏
1≤k<l≤n
(yk − yl).
Then by the determinant formula for the resultant R(q′(y), p′(y), y) = ∆ one
obtain.
|V | = (ν + 1)2 ∆.
On the other hand, according to the properties of resultant, we have
n∏
k=1
p′k =
(
∆
(ν + 1)ν−2
)2
.
So the lemma is proved. 
Lemma 3.8 We have
∂iF =
1
(y − yi)R′(yi)
p′(yi)
p′(y)
(
R(y)− 3Fy(x, y) Σ
)
(3.12)
where Σ reads
Σ =
{
Fy(xi, y), ν = 3,
Fy(xi, y) +
t21
5 (y − yi)p′(y), ν = 4.
Proof According to Lemma 2.7, ∂iF = W2/W1, where
W1 = W (z
(1), . . . , z(n)), W2 = W (z
(1), . . . , z(i−1), z, z(i+1), . . . , z(n)).
We now have to compute W2.
First we rewrite W2 in the following form
W2 = A(x− x˜) +B,
where x˜ = −q′(y)/p′(y), and
A =
∣∣∣∣∣∣∣∣∣∣
x1 y
ν−1
1 x1 y
ν−2
1 · · · x1 yν−11 yν−21 · · · 1
· · · · · · · · · · · · · · · · · · · · · · · ·
yν−1 yν−2 · · · 1 0 0 · · · 0
· · · · · · · · · · · · · · · · · · · · · · · ·
x2ν y
ν−1
2ν x2ν y
ν−2
2ν · · · x2ν yν−12ν yν−22ν · · · 1
∣∣∣∣∣∣∣∣∣∣
,
B =
∣∣∣∣∣∣∣∣∣∣
x1 y
ν−1
1 x1 y
ν−2
1 · · · x1 yν−11 yν−21 · · · 1
· · · · · · · · · · · · · · · · · · · · · · · ·
x˜ yν−1 x˜ yν−2 · · · x˜ yν−1 yν−2 · · · 1
· · · · · · · · · · · · · · · · · · · · · · · ·
x2ν y
ν−1
2ν x2ν y
ν−2
2ν · · · x2ν yν−12ν yν−22ν · · · 1
∣∣∣∣∣∣∣∣∣∣
.
The determinant B is very similar to W1, so one can obtain that
B =
1
(y − yi)R′(yi)
p′(yi)
p′(y)
R(y)W1.
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The determinant A is less easy to compute. By using Laplace expansion,
one can obtain that
A = (−1)ν+1 (ν + 1)
2 ν−4
∆2
p′(yi)
ν∑
j=1
Cij y
ν−j ,
where Cij is the (i, j)-th cofactor of the matrix U · V .
Let Ukl and Vkl be the (k, l)-th minor of the matrices U, V respectively. Then
the Binet–Cauchy formula implies that
Cij = (−1)i+j
n∑
k=1
Uik · Vkj .
The minors Uik are similar to the Vandermonde determinants,
Uik =
∏
1≤s<t≤n(ys − yt)
(−1)i−1 ∏s6=i(yi − ys)ek−1(yˆi),
where ek(yˆi) is the k-th elementary symmetric polynomial of y1, . . . , yˆi, . . . , yn.
Note that y1, . . . , yn are roots of the polynomial R(y), so these elementary sym-
metric polynomials can be expressed as polynomials of yi and coefficients of
R(y). It is also easy to compute the minors Vkj . Their explicit expressions are
simple but not illuminating, so we omit them here.
By using the above results, we obtain that
∂iF =
1
(y − yi)R′(yi)
p′(yi)
p′(y)
(
R(y)− 3Fy(x, y) Σ
)
,
where
Σ =
y − yi
∆
ν∑
j=1
n∑
k=1
(−1)j+1 ek−1(yˆi)Vkj yν−j .
When ν = 3, it is easy to show that Σ = Fy(xi, y). When ν = 4, after a very
lengthy computation, one can obtain that
Σ = Fy(xi, y) +
t21
5
(y − yi)p′(y).
The lemma is proved. 
Lemma 3.9
Γki = 3
xi + xk
(yi − yk)2 ηii, (3.13)
where ηii = −p′(yi)/R′(yi).
Proof One can prove the lemma directly by using Lemma 3.8. 
Remark 3.10 The vanishing of the G-functions of E6, E8 singularities can also
be proved by the residue theorem, but the computation procedure becomes very
long.
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Although for E6, E8 we obtain the formula (3.13) for the rotation coefficients,
we still do not have a simple way to relate the variables yi with ti, as we did
for the An and Dn cases. So at this moment we can only check the validity
of the conjecture for the E6, E8 singularities numerically. We first randomly
generate the complex values of t1, . . . , tn, and solve the equations Fx = 0, Fy = 0
numerically to obtain the values of the critical points z(1), . . . , z(n). Then one
can determine the data ui, hi, γij . Our computation shows that Conjecture 1.4
is valid in this numerical sense for the E6, E8 cases.
Proof of Lemma 2.5 for E6, E8 singularities First we have∑
1≤i<j≤n
γij
(h2i + h
2
j )
2
h3i h
3
j
= 3
∑
1≤i<j≤n
xi + xj
(yi − yj)2
(h2i + h
2
j )
2
h2i h
2
j
= −3
n∑
i=1
∑
j 6=i
1
(yi − yj)2
(
q′(yj)R′(yi)
p′(yi)R′(yj)
+
p′(yj)q′(yi)R′(yi)
p′(yi)2R′(yj)
+ 2
q′(yi)
p′(yi)
)
,
then for fixed i,
−
∑
j 6=i
1
(yi − yj)2
q′(yj)
R′(yj)
= Resy=yi
q′(y)
(y − yi)2R(y) ,
−
∑
j 6=i
1
(yi − yj)2
p′(yj)
R′(yj)
= Resy=yi
p′(y)
(y − yi)2R(y) ,
−
∑
j 6=i
1
(yi − yj)2 = limy→yi
d
dy
(
R′(y)
R(y)
− 1
y − yi
)
,
so we have∑
1≤i<j≤n
γij
(h2i + h
2
j )
2
h3i h
3
j
= 3
n∑
i=1
R′(yi)
p′(yi)
Resy=yi
q′(y)
(y − yj)2R(y)
+ 3
n∑
i=1
q′(yi)R′(yi)
p′(yi)2
Resy=yi
p′(y)
(y − yj)2R(y)
+ 6
n∑
i=1
q′(yi)
p′(yi)
lim
y→yi
d
dy
(
R′(y)
R(y)
− 1
y − yj
)
=
n∑
i=1
Resy=yi g(y) = −
(
Resy=∞+ Resy=roots of p′(y)
)
g(y),
where
g(y) =
(
3
2
p′(y)q′′′(y) + p′′′(y)q′(y)
p′(y)2
R′(y)
R(y)
−3
2
p′(y)q′′(y) + p′′(y)q′(y)
p′(y)2
R′′(y)
R(y)
+
q′(y)R′′′(y)
p′(y)R(y)
)
.
When n = 6, p′(y) has one root y = − t22 t1 . One can derive that
Resy=∞ g(y) =
12
t1
, Resy=− t22t1
g(y) = −12
t1
,
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so the n = 6 case is proved. When n = 8, denote a1, a2 the two roots of p
′(y).
We have
Resy=a1 g(y) = −Resy=a2 g(y) =
8(10t2t3 + 9t1t2t5 − 9t21t6)
9t31(a1 − a2)3
,
and Resy=∞ g(y) = 0, so the n = 8 case is also proved. 
3.4 The E7 singularity
In this case m = 2 and
f(x, y) = x3 + xy3.
The miniversal deformation can be chosen in the form
F (x, y) = x3 + p(y)x2 + q(y)x+ r(y), where
p(y) = t1 y + t2, q(y) = y
3 + t3 y + t4, r(y) = t5 y
2 + t6 y + t7.
The critical points are determined from the following equations
Fx =3x
2 + 2 p(y)x+ q(y) = 0,
Fy =p
′(y)x2 + q′(y)x+ r′(y) = 0,
which imply x = QP , and R(y) = R(Fx, Fy, x) = Q
2 − P S = 0, here
P = 2 p p′ − 3 q′, Q = 3 r′ − p′ q, S = q q′ − 2 p r′.
Lemma 3.11 We have
∂iF =
1
(y − yi)R′(yi)
P (yi)
P (y)
(
R(y)− (P (y)xi −Q(y))(P (y)x−Q(y))
)
+
P (yi)
R′(yi)
(
3(y + yi)Fx − 5 t1
3
Fy
)
. (3.14)
The proof of the above lemma is very similar to the one of Lemma 3.8, so we
omit it.
By using the above lemma and eq. (2.26), one can prove the following
Lemma 3.12 Let x˜k = xk +
1
3 p(yk). Then
Γki = 3
x˜i + x˜k
(yi − yk)2 ηii (3.15)
where ηii = P (yi)/R
′(yi).
The above expression of Γki is similar to the one of the E8 case. This fact
has an interesting explanation. Let us first introduce a modification of the
miniversal deformation of the E7 singularity
F˜ = x3 + p(y)x2 + q(y)x+ r˜(y), where r˜(y) = r(y) + t8 y
5.
Make a coordinate transformation
x˜ = x+
1
3
p(y), y˜ = τ
(
y − t1
15 t8
)
, where τ = (t8)
1
5 .
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Then in these new coordinates the deformation F˜ reads
F˜ = x˜3 + y˜5 +
(
t˜1 y˜
3 + t˜2 y˜
2 + t˜3 y˜ + t˜4
)
x˜+ t˜5 y˜
3 + t˜6 y˜
2 + t˜7 y˜ + t˜8,
which is a miniversal deformation of an E8-type singularity. Here t˜i (i =
1, . . . , 8) are certain rational functions of ti (i = 1, . . . , 7) and τ , we omit their
explicit expressions here.
Now let us take the limit τ → 0. Then it is easy to see that one of the
canonical coordinates, say u8, goes to ∞, and the other seven ones become the
canonical coordinates of the original E7 singularity. By comparing Lemma 3.9
and 3.12, one can also prove that the Christoffel symbols Γ˜ki associated to the
E8 singularity also tend to the Christoffel symbols Γki associated to the E7
singularity, whenever k, i = 1, . . . , 7.
By using the above observation, it is easy to see that if the G-function of the
E8 singularity vanishes, so does the G-function of the E7 singularity. Similarly,
if Lemma 2.5 had been proved for the E8 singularity, it also holds true for the
E7 singularity.
3.5 The P1-orbifold of A˜p,q type
In this case, m = 3, (p, q, r) = (p, q, 1), so n = p+ q. The tri-polynomial F (z, t)
reads
F (z, t) = −z1z2z3 + P1(z1) + P2(z2) + tn−1 + tnz3,
Its critical points are determined from the following equations
∂z1F = −z2z3 + P ′1(z1), (3.16)
∂z2F = −z1z3 + P ′2(z2), (3.17)
∂z3F = −z1z2 + tn. (3.18)
We introduce an auxiliary function
λ(z) = P1(z) + P2(
tn
z
) + tn−1,
and denote z1, . . . , zn its critical points. It is easy to see that zi coincides with
the first component of the critical point z(i) of F (z, t), and the critical values of
λ(z) also coincide with the critical values of F , so we have ui = λ(zi).
The Hessian for F reads
H =P ′′1 (z
1)P ′′2 (z
2)P ′′3 (z
3)− 2z1z2z3
− (z1)2P ′′1 (z1)− (z2)2P ′′2 (z2)− (z3)2P ′′3 (z3).
Then by using (3.16)–(3.18), one obtains
ηii = H(z(i)(t), t) = −z2i λ′′(zi).
Lemma 3.13
∂iλ(z) =
zλ′(z)
zi(z − zi)λ′′(zi) . (3.19)
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Proof Introduce
R(z) =
n∏
i=1
(z − zi) = z
q+1
p
λ′(z).
By using eq. (2.22) and the Lagrange interpolation formula, one obtains
∂i (z
qλ(z)) = zqi
R(z)
(z − zi)R′(zi) ,
which implies the formula (3.19) immediately. So we proved the lemma. 
Lemma 3.14
Γki =
zk
(zk − zi)2ziλ′′(zi) . (3.20)
Proof The proof of this lemma is very similar to the derivation of eq. (2.26).
We omit the details here. 
By using the above lemma we can verify, as we did in the An and Dn
singularity cases, the Conjecture 1.4 for n ≤ 8 in the present case.
Lemma 3.15
G(t) = − log tn
24
. (3.21)
Proof By using the residue theorem, one obtains that
∂iG =
ηii
24
.
On the other hand, comparison of the coefficients of z−q in λ(z) and ∂iλ(z)
yields
∂i log tn = −ηii.
The lemma is proved. 
Lemma 3.16
O1 −O2 = 1
6
(p3 + q3 − p− q). (3.22)
Proof Note that
h−2i = −z2i λ′′(zi), γij = −
hihjzizj
(zi − zj)2 ,
so one can prove the lemma by using the residue theorem. 
3.6 The P1-orbifold of D˜r+2 type
In this case, m = 3, (p, q, r) = (2, 2, r), so n = r+ 3. The tri-polynomial F (z, t)
reads
F (z, t) = −z1z2z3 + (z1)2 + t1z1 + (z2)2 + t2z2 + P3(z3),
Its critical points are determined from the following equations
∂z1F = −z2z3 + 2z1 + t1
∂z2F = −z1z3 + 2z2 + t2
∂z3F = −z1z2 + P ′3(z3).
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Introduce an auxiliary function
λ(z) = P3(z) +
t21 + z t1 t2 + t
2
2
z2 − 4 .
and denote z1, . . . , zn its critical points. Similarly to the A˜p,q cases, we have
ui = λ(zi).
The following lemmas are similar to the ones for the A˜p,q cases, so we omit
their proofs. It allows us to verify the Conjecture 1.4 for n ≤ 8 in the present
case.
Lemma 3.17
ηii = (4− z2i )λ′′(zi),
∂iλ(z) =
4− z2
4− z2i
λ′(z)
(z − zi)λ′′(zi) ,
Γki =
4− zkzi
ηii(zk − zi)2 .
Lemma 3.18
G(t) = − log tn
24 r
(3.23)
Lemma 3.19
O1 −O2 = 1
6
(r3 − r) + 2. (3.24)
According to the results of Lemma 3.15, 3.16, 3.18, 3.19, we have the follow-
ing conjecture.
Conjecture 3.20 For P1-orbifolds of ADE type, we have
G(t) = − log tn
24 r
, O1 −O2 = 1
6
(p3 + q3 + r3 − p− q − r). (3.25)
For P1-orbifolds of E type, we were unable to verify validity of the con-
jectures, even numerically, because the numerical errors are too large in these
cases.
3.7 Some other examples
Example 3.26 If the dimension of the Frobenius manifold equals 2, then it is
easy to see that
O1 −O2 = γ12 (h
2
1 + h
2
2)
2
h31h
3
2
= 0,
since h21 + h
2
2 = 0. By using the formulae
h1 =
√−1h2, γ12 = −
√−1µ1
u1 − u2 ,
one can easily prove the following
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Lemma 3.21 The genus two G-function vanishes if and only if
µ1 =
1
2
,
1
3
,
1
6
,
which correspond to A1 ×A1, A2 and A˜1,1 respectively.
Note that the above three cases are also the only cases such that the genus
one G-function G(t) is analytic on the caustics.
Example 3.26 Let M be the Frobenius manifold corresponding to the quantum
cohomology of Pn (n ≥ 2). Then G(2)(u, ux, uxx) 6= 0.
Indeed, the restrictions of the Qp terms onto the small phase space vanish,
while the restriction of F2 on the small phase space does not vanish in general.
More generally, we obtain the following criterion.
Lemma 3.22 The restriction of F2 on the small phase space vanishes if and
only if G(2)|uix=1,uixx=0, 1≤i≤n.
Since Pn has non-trivial genus two Gromov–Witten invariants, so in this case
G(2)(u, ux, uxx) 6= 0.
4 Conclusion
It would be interesting to elucidate the geometric meaning of the genus two G-
function G(2). In particular, the conditions for the vanishing of G(2) ≡ 0 are of
interest. Last but not least, finding of a higher genus g ≥ 3 generalization of the
decomposition (1.3) is the main challenge. We plan to address these problems
in a subsequent publication.
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A The genus two G-function
The genus two G-function G(2)(u, ux, uxx) depends rationally on the x-jets of
the canonical coordinates
G(2)(u, ux, uxx) =
n∑
i=1
G
(2)
i (u, ux)u
i
xx +
∑
i 6=j
G
(2)
ij (u)
(ujx)
3
uix
+
1
2
∑
i,j
P
(2)
ij (u)u
i
xu
j
x +
n∑
i=1
Q
(2)
i (u)
(
uix
)2
(A.1)
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with coefficients written in terms of the Lame´ coefficients hi = hi(u) and rota-
tion coefficients γij = γij(u) of the semisimple Frobenius manifold. To simplify
the expressions of these coefficients, we use the function
Hi =
1
2
∑
j 6=i
uijγ
2
ij , 1 ≤ i ≤ n
with uij = ui − uj , these functions are given by the gradients of the isomon-
odromic tau function of the Frobenius manifold [3, 4]. Then we have
G
(2)
i =
∂xhiHi
60ui,xh3i
− 3 ∂ihiHi
40h3i
+
19 (∂ihi)
2
2880h4i
− 7 ∂ihi∂xhi
5760ui,xh4i
+
∑
k
[
γikHi
120hihk
+
γikHk
120hihk
(
7 +
uk,x
ui,x
)
− γik
5760h2ihk
(
4 ∂ihi +
∂xhi
ui,x
)
−γik∂khk
hih2k
(
uk,x
1152ui,x
+
7
2880
)
+
γik∂khk
384h3i
− ∂kγikhk
384h3i
+
∂iγikhkuk,x
1920ui,xh3i
+
∂iγik
2880hihk
+
∂xγik
5760ui,xhihk
+
∂kγik
hihk
(
ukx
2880uix
+
7
2880
)
+
γikhi∂khk
2880h4k
−γ
2
ik
h2i
(
7ukx
1152uix
+
19
720
)
+
γ2ik
1440h2k
]
−
∑
k,l
(
hiγilγkl
2880hkh2l
+
uk,xhkγilγkl
1920uixhih
2
l
)
,
G
(2)
ij =−
γ2ijHj
120h2j
+
γ3ij
480hihj
− γij
5760
(
∂iγij
h2i
+
∂jγij
h2j
)
+
γ2ij
5760
(
∂ihi
h3i
+
3 ∂jhj
h3j
)
+
∑
k
(
γijγikγjk
5760h2k
+
γ2ij
5760hk
(
γjk
hj
− γik
hi
))
,
P
(2)
ij = −
2 γijHiHj
5hihj
+
γij∂jhjHi
20hih2j
+
γijhi∂jhjHj
20h4j
− 19 γ
2
ijHj
30h2j
− ∂iγijHj
60hihj
+
41 γ3ij
240hihj
− 41γij∂iγij
1440h2i
+
∂iγij∂jhj
1440hih2j
+
79 γ2ij∂jhj
1440h3j
− γij∂ihi∂jhj
720h2ih
2
j
− γijhi(∂jhj)
2
288h5j
+
∑
k
(
γijγikHj
60hjhk
− γikγjkhihjHk
30h4k
− γijγjkhiHj
60h2jhk
+
γikγjkhiHj
60hjh2k
− 7 γijγjkhiHk
60h2jhk
−γijγik∂jhj
720h2jhk
+
γijγjkhi∂jhj
240h3jhk
− γikγjkhi∂jhj
1440h2jh
2
k
+
γijγjkhi∂khk
720h4k
+
γikγjkhihj∂khk
288h5k
+
γjk ∂iγij
1440hihk
− hjhkγij∂iγik
360h4i
− hj(3 γik∂iγij + 2 γij∂iγik)
1440h2ihk
− 7hjγij∂k(h
−1
k γik)
1440h2i
−hihjγik ∂kγjk
480h4k
+
γ2ijγjk
120hjhk
+
7hiγijγ
2
jk
160h3j
+
11γijγikγjk
2880h2k
+
hjγ
2
ikγjk
96h3k
)
+
∑
k,l
(
hihjγilγjl
720hkh2l
(
γkl
hl
− γjk
2hj
)
− hiγijγjlγkl
720hkh2l
)
,
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Q
(2)
i =
4H3i
5h2i
− 7 ∂ihiH
2
i
10h3i
+
7 (∂ihi)
2Hi
48h4i
− (∂ihi)
3
120h5i
+
∑
k
(
7γikHiHk
10hihk
− γik∂ihiHi
120h2ihk
+
7 ∂k
(
h−1k γik
)
Hi
240hi
− 7γik∂ihiHk
80h2ihk
+
γikHk
576uikhihk
+
(2Hi + 7Hk)∂iγik
240hihk
+
γikhkHi
576uikh3i
− 31γ
2
ikHi
144h2i
+
γik(∂ihi)
2
720h3ihk
+
253 γ2ik∂ihi
5760h3i
− ∂iγik∂ihi
960h2ihk
− γ
2
ik∂khk
2880h3k
−7 ∂k
(
h−1k γik
)
∂ihi
1920h2i
− 7 ∂iγik∂khk
5760hih2k
− 41 ∂iγik∂ihihk
5760h4i
+
∂i(hiγik)∂khk
2880h4k
−113 γik∂iγik
5760h2i
+
(3 ∂iγik + ∂kγik) γik
1440h2k
− ∂iγikhk
576uikh3i
− ∂kγik
576uikhihk
− γ
3
ik
240hihk
)
+
∑
k,l
(
−γkl∂i(hiγil)
2880hkh2l
+
γ2ilγkl
2880hkhl
− γikγ
2
il
240hihk
− γkl∂iγik
2880hihl
+
ulkγik∂lγkl
1152uilhihl
+
uklγikγkl∂iγil
144h2i
+
hlγik∂iγil
1440h2ihk
+
hkuklγkl∂iγil
1152uikh3i
+
hluikγ
2
ik∂iγil
40h3i
)
.
In these expressions, the summations are taken over indices such that the
denominators do not vanish.
B General formula for the genus two free energy
In this formula derived in [5] the following notations are used
Vij = (uj − ui)γij , uij = ui − uj .
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A summation over repeated indices is assumed in each term of the formula
provided the denominators do not vanish.
F2 = 1
1152
uIVi
u′i
2 h2i
− 7
1920
u′′i u
′′′
i
u′i
3 h2i
+
1
360
u′′i
3
u′i
4 h2i
+
1
40
V 2ij u
′′′
i
uij u′i h
2
i
+
1
640
Vij hj u
′
j u
′′′
i
uij u′i
2 h3i
− 19
2880
Vij u
′′′
i hj
uij u′i h
3
i
+
1
1152
Vij u
′′′
i hi
uij u′j h
3
j
+
7
40
V 2ij V
2
ik u
′′
i
uij uik h2i
− 1
240
V 2ij Vik u
′′
i hk (32u
′
i − 7u′k)
uij uik u′i h
3
i
+
1
40
Vij V
2
jk u
′′
i hi
uij ujk h3j
− 1
48
Vij V
2
jk u
′
j u
′′
i
uij ujk u′i hi hj
− 3
64
V 2ij u
′′
i
u2ij h
2
i
− 11
480
V 2ij u
′′
i
2
uij u′i
2 h2i
+
29
5760
Vij Vjk u
′′
i hi hk
(
u′k − 2u′j
)
uij ujk u′j h
4
j
+
1
384
Vij Vik u
′′
i hk (u
′
i − u′k)
uij uik u′j h
3
j
+
1
1920
Vij Vik u
′′
i hj hk
(
54u′i
2 − 25u′i u′j − u′j u′k
)
uij uik u′i
2 h4i
+
1
576
Vij Vjk u
′′
i hk
(
2u′j − u′k
)
uij ujk u′i hi h
2
j
− 1
5760
Vij Vjk u
′
k u
′′
i hk (27u
′
i + u
′
k)
ujk uik u′i
2 h3i
− 19
1920
Vij Vjk u
′′
i hk
uij uik h3i
+
1
5760
Vij Vjk hk
(
27u′i u
′
k − u′j2 + 2u′j u′k
)
u′′i
uij ujk u′i
2 h3i
+
1
288
Vij Vjk u
′′
i hi
ujk uik h3k
+
1
384
Vij Vjk u
′
i u
′′
i hi
uij uik u′k h
3
k
− 1
576
Vij Vjk u
′
k u
′′
i
ujk uik u′i hi hk
− 1
384
Vik Vjk u
′
k u
′′
i hi
uik ujk u′j h
3
j
+
1
1920
Vij u
′′
i
2
hj
(
11u′i − 5u′j
)
uij u′i
3 h3i
− 1
5760
Vij u
′′
i u
′′
j hj
uij u′i
2 h3i
+
1
5760
Vij u
′′
i hj
(
57u′i
2 − 27u′i u′j − u′j2
)
u2ij u
′
i
2 h3i
+
1
1152
Vij u
′′
i hi
(
4u′j − 3u′i
)
u2ij u
′
j h
3
j
− 1
576
Vij u
′
j u
′′
i
u2ij u
′
i hi hj
− 1
1152
Vij u
′′
i u
′′
j
uij u′i u
′
j hi hj
+
1
10
V 2ij V
2
ik V
2
il u
′
i
2
uij uik uil h2i
− 7
20
V 2ij V
2
ik Vil hl u
′
i
2
uijuikuil h3i
+
7
40
V 2ij V
2
ik Vil hl u
′
i u
′
l
uij uik uil h3i
− 1
8
V 2ij Vik V
2
kl u
′
i u
′
k
uij uik ukl hi hk
+
1
40
V 2ij Vik Vkl hl
(
u′k
2 − 3u′i2 − 2u′k u′l
)
uij uik ukl h3i
+
3
40
V 2ij Vik Vkl u
′
i u
′
l hl
uij uik uil h3i
+
1
40
V 2ij Vik Vkl hl
(
3u′i
2
+ u′l
2
)
uij ukl uil h3i
+
1
48
V 2ij Vik Vkl hl u
′
i (2u
′
k − u′l)
uij uik ukl hi h2k
+
5
96
V 2ij Vik Vil hk hl
(
4u′i
2 − 4u′i u′k + u′ku′l
)
uijuikuil h4i
− 83
480
V 2ij V
2
ik u
′
i
2
uij u2ik h
2
i
34
+
1
144
Vij Vik Vjl Vkl u
′
i
2
uik ujl uil h2i
− 1
144
Vij Vik Vjl Vkl u
′
i
2
uij uik ukl h2i
− 1
48
V 2ij Vik Vkl u
′
i u
′
l
uij ukl uil hi hl
+
29
1920
Vij Vik Vjl hk hl
(
u′k u
′
l − u′i u′k + 2u′i2 − 2u′i u′l
)
uij uik uil h4i
− 29
5760
Vij Vik Vjl hk hl u
′
j
(
2u′k u
′
l + 2u
′
i u
′
j − u′j u′k − 4u′i u′l
)
uij uik ujl h4i u
′
i
− 1
1152
Vij Vik Vjl hk hl
(
4u′i u
′
j − 4u′i u′l + u′k u′l
)
uij uik ujl h2i h
2
j
− 1
384
Vij Vik Vjl hl
(
u′i u
′
j
2 − 2u′j u′i u′l
)
uij uik ujl u′k h
3
k
− 29
5760
Vij Vik Vjl hk hl u
′
l
2
(2u′i − u′k)
uik ujl uil h4i u
′
i
+
1
1152
Vij Vik Vjl hl u
′
i
2
(u′i − 3u′l)
uij uik uil u′k h
3
k
− 1
384
Vij Vik Vjl hl u
′
i u
′
l
2
uik ujl uil u′k h
3
k
− 1
1152
Vij Vik Vjl hl u
′
j
2 (
3u′l − 2u′j
)
uij ujl ujk u′k h
3
k
− 1
288
Vij Vik Vjl hl u
′
j
(
u′j − 2u′l
)
uik ujl ujk h3k
+
1
576
Vij Vik Vjl hl u
′
k (2u
′
k − 3u′l)
uik ujk ukl h3k
− 1
1152
Vij Vik Vjl hl u
′
l
3
ujl ukl uil u′k h
3
k
+
1
288
Vij Vik Vjl hl u
′
l
2
uik ujl ukl h3k
− 1
576
Vij Vik Vjl hk u
′
l (u
′
k − 2u′i)
uik ujl uil h2i hl
− 7
1440
Vij Vik Vil hj hk hl
(
8u′i
3 − 12u′i2 u′j − u′j u′k u′l + 6u′i u′j u′k
)
uij uik uil h5i u
′
i
− 1
1152
Vij Vik Vjl u
′
k u
′
l
uik ujl ukl hk hl
− 29
1152
Vij Vik Vjk u
′
i
2
uij u2ik h
2
i
− 53
1920
V 2ij Vik hk u
′
i u
′
k
uij uik ujk h3i
− 1
320
V 2ij Vik hk
(
3u′i
2 − 8u′k2
)
uij u2ik h
3
i
− V
2
ij Vik u
′
i hk
u2ij ujk h
3
i
(
27
640
u′k −
233
2880
u′i
)
−V
2
ij Vik u
′
i hk
u2ik ujk h
3
i
(
233
2880
u′i −
67
960
u′k
)
+
1
1152
V 2ij Vik hi u
′
i
3
uij u2ik u
′
k h
3
k
− 1
576
V 2ij Vik hi u
′
i
3
u2ij uik u
′
k h
3
k
− 1
48
V 2ij Vik u
′
i u
′
k
uij u2ik hi hk
+
233
1440
V 3ij hj u
′
i
2
u3ij h
3
i
− 43
384
V 3ij hj u
′
i u
′
j
u3ij h
3
i
− 1
12
V 3ij u
′
i u
′
j
u3ij hi hj
+
29
5760
Vij Vik hj hk
(
3u′i u
′
k + 3u
′
j u
′
k + 6u
′
i u
′
j − 6u′i2 − 2u′j2
)
u2ij uik h
4
i
+
29
5760
Vij Vik u
′
j u
′
k hj hk (u
′
k − 6u′i)
uij u2ik u
′
i h
4
i
+
1
576
Vij Vik u
′
j hk (2u
′
i − u′k)
u2ij uik h
2
i hj
+
1
1152
Vij Vik uij hk
(
3u′i
2
u′k − 3u′i u′k2 + u′k3 − u′i3
)
u2ik u
2
jk u
′
j h
3
j
+
1
576
Vij Vik uik hk
(
−u′i3 + 3u′j2 u′k − 4u′i u′j u′k + 2u′i2 u′j − 2u′j3
)
u2ij u
2
jk u
′
j h
3
j
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+
1
384
Vij Vik hk
(
−u′i u′k2 + u′i3 − 6u′j2 u′k
)
uij u2jk u
′
j h
3
j
+
1
384
Vij Vik hk u
′
i
2
u′k
u2ij ujk u
′
j h
3
j
+
1
288
Vij Vik hk
(
4u′i u
′
k + u
′
k
2 − 2u′i2 + 3u′j2
)
uij u2jk h
3
j
− 1
576
Vij Vik u
′
j u
′
k
uik u2jk hj hk
+
1
384
Vij Vik hk
(
2u′i u
′
k
2 − u′i2 u′k − u′k3
)
uik u2jk u
′
j h
3
j
+
1
288
Vij Vik hk
(
u′k
2 − 2u′i u′k + u′i2
)
uik u2jk h
3
j
+
1
1152
V 2ij u
′
i
(
37u′i u
′
j h
2
j + 10u
′
i u
′
j h
2
i − 3u′i2 h2i + 11u′j2 h2j
)
u3ij u
′
j h
2
i h
2
j
− 1
576
Vij hj
(
4u′i
3
+ 4u′i u
′
j
2 − 6u′i2 u′j − u′j3
)
u3ij u
′
i h
3
i
+
1
576
Vij u
′
i u
′
j
u3ij hi hj
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