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It is by now well-known (see [10]) that there exists a unique adapted and
square integrable solution to a backward stochastic differential equation (BSDE) of
type
yt ¼ xþ
Z T
t
gðs; ys; zsÞds 
Z T
t
zs  dBs; 0ptpT , (1)
providing, for instance, that the function g is Lipschitz in both variables y and z, and
that x and ðgðt; 0; 0ÞÞt2½0;T 	 are square integrable. g is said to be the generator of BSDE
(1). We denote the unique adapted and square integrable solution of BSDE (1) by
ðY tðg; T ; xÞ; Ztðg; T ; xÞÞt2½0;T 	. When g also satisﬁes gðt; y; 0Þ 
 0 for any ðt; yÞ, then,
Y 0ðg; T ; xÞ, denoted by Eg½x	, is called g-expectation of x; Y tðg; T ; xÞ, denoted by
Eg½xjFt	, is called conditional g-expectation of x (see [11]).
Since this kind of BSDEs and the notion of g-expectation was introduced, many
properties of BSDEs and g-expectations have been studied. Some papers [1,3,4], have
been devoted to Jensen’s inequality for g-expectation. Roughly speaking, the
problem of Jensen’s inequality for g-expectation is: for convex function j : R 7!R,
what conditions should be given to the generator g such that the following
inequality:
Eg½jðxÞjFt	Xj½EgðxjFtÞ	
will hold in general?
One of the achievements of BSDEs theory is the Comparison Theorem, some
papers [1,2,5,8], have been devoted to a kind of converse comparison problem, their
main problem is
If two generators g1 and g2 satisfy Eg1 ½x	XEg2 ½x	 for any x, can we prove that
g1Xg2?
For studying this kind of converse comparison problem, Briand et al. [1]
established the following representation theorem: 8ðt; y; zÞ 2 ½0; T ½R Rd ;
L2  gðt; y; zÞ ¼ lim
!0þ
1

½Y tðg; t þ ; y þ z  ðBtþ  BtÞÞ  y	 (2)
for generator g under two additional assumptions that ðgðt; y; zÞÞt2½0;T 	 is continuous
with respect to t for each ðy; zÞ and E½sup0ptpT jgðt; 0; 0Þj2	o1.
The ﬁrst objective of this paper is to establish a more generalized Representation
Theorem for generators of BSDEs. Then, applying this new Representation
Theorem, this paper gives an answer to Jensen’s inequality for g-expectation and
it also obtains a converse comparison theorem for deterministic generators.
The remainder of this paper is organized in four Sections. In Section 2, we will
introduce the notations, assumptions, deﬁnitions and some lemmas which
will be useful in this paper; in Section 3, we establish our new Representation
Theorem, we will prove that the generator g of a BSDE can be represented
at point ðt; y; zÞ, i.e., equality (2) holds at point ðt; y; zÞ, if and only if t is a
conditional Lebesgue point of g with parameters ðy; zÞ; we also introduce three kinds
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Lebesgue generator and g is independent of y, then, Jensen’s inequality holds
for g-expectation if and only if g is super-homogeneous; in Section 5, we will
establish a converse comparison theorem for deterministic generators.2. Preliminaries
In this section, we introduce some notations, assumptions, deﬁnitions and lemmas
which will be useful in this paper.
Let T40 be a given real number; let ðO;F; PÞ be a probability space and ðBtÞtX0
be a d-dimensional standard Brownian motion on this space such that B0 ¼ 0; let
ðFtÞtX0 be the ﬁltration generated by this Brownian motion:
Ft ¼ sfBs; s 2 ½0; t	g _N; t 2 ½0; T 	,
where N is the set of all P-null subsets. For any positive integers m; n and
z ¼ ðzijÞmn 2 Rmn, jzj:¼ð
P
i;j z
2
ijÞ
1
2.
We deﬁne the following usual spaces of processes:
S2Fð0; T ;RÞ:¼fc continuous and progressively measurable;E½sup0ptpT jctj2	o1g;
H2F ð0; T ;RnÞ:¼fc progressively measurable; kck22 ¼ E½
R T
0
jctj2 dt	o1g.
The generator g of a BSDE is a function gðo; t; y; zÞ : O [0,T 	  R Rd 7!R such
that ðgðt; y; zÞÞt2½0;T 	 is progressively measurable for each ðy; zÞ 2 R Rd , and g also
satisﬁes the following standard assumptions (A1) and (A2):(A1) (Lipschitz Condition) There exists a constant KX0, such that P-a:s., we have:
8t; 8y1; y2; z1; z2 : jgðt; y1; z1Þ  gðt; y2; z2ÞjpKðjy1  y2j þ jz1  z2jÞ.(A2) The process ðgðt; 0; 0ÞÞt2½0;T 	 2 H2Fð0; T ;RÞ.
(A3) P-a:s: 8ðt; yÞ 2 ½0; T 	  R; gðt; y; 0Þ 
 0.Let (A1) and (A2) hold for g. Then for each x 2 L2ðO;FT ; PÞ, by Pardoux and
Peng [10], BSDE (1) has a unique adapted solution, denoted by ðY tðg; T ; xÞ;
Ztðg; T ; xÞÞt2½0;T 	, in S2Fð0; T ;RÞ H2Fð0; T ;RdÞ.
For the convenience of readers, we list two Lemmas which comes from [1].
Lemma 2.1 (Representation Theorem). Let Assumptions (A1) and (A2) hold for g.
Let ðgðt; y; zÞÞt2½0;T 	 be continuous with respect to t for each ðy; zÞ and
E½sup0ptpT jgðt; 0; 0Þj2	o1. Let b : Rn 7!Rn;s : Rn 7!Rnd be two Lipschitz func-
tions. Let 0ptoT ; we denote by X t;x the solution of SDE:
X t;xs ¼ x þ
Z s
t
bðX t;xu Þdu þ
Z s
t
sðX t;xu Þ  dBu; s 2 ½t; T 	; X t;xs ¼ x if s 2 ½0; t	.
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L2  lim
!0þ
1

½Y tðg; t þ ; y þ q  ðX t;xtþ  xÞÞ  y	 ¼ gðt; y; sðxÞqÞ þ q  bðxÞ.
Lemma 2.2. Let Assumptions (A1) and (A2) hold for g, and let x 2 L2ðO;FT ; PÞ: Then
the solution ðyt; ztÞt2½0;T 	 of BSDE (1) satisfies
E sup
tpspT
ðebsjysj2Þ þ
Z T
t
ebsjzsj2 dsjFt
 
pCE ebT jxj2 þ
Z T
t
eðb=2Þsjgðs; 0; 0Þjds
 2
jFt
" #
,
where b ¼ 2ðK þ K2Þ and C is a universal constant.
We recall the notion of g-expectation and conditional g-expectation deﬁned by
Peng [11], we also list some basic properties of g-expectation which were obtained by
Peng [11]. In the following Deﬁnitions 2.1, 2.2 and Lemmas 2.3–2.6, g is assumed to
satisfy (A1) and (A3).
Deﬁnition 2.1. The g-expectation Eg½	 : L2ðO;FT ; PÞ 7!R is deﬁned by
Eg½x	:¼Y 0ðg; T ; xÞ.
Deﬁnition 2.2. The conditional g-expectation of x with respect to Ft is deﬁned by
Eg½xjFt	:¼Y tðg; T ; xÞ.
Lemma 2.3. (1) (Preserving of constants): For each constant c;Eg½c	 ¼ c;
(2) (Monotonicity): If X 1XX 2; a:s:; then Eg½X 1	XEg½X 2	;
(3) (Strict Monotonicity): If X 1XX 2; a:s:; and PðX 14X 2Þ40; then Eg½X 1	4Eg½X 2	:
Lemma 2.4. (1) If X is Ft-measurable, then Eg½X jFt	 ¼ X ;
(2) For all t; s 2 ½0; T 	;Eg½Eg½X jFt	jFs	 ¼ Eg½X jFt^s	:
(3) For each t 2 ½0; T 	;Eg½Eg½X jFt		 ¼ Eg½X 	:
Lemma 2.5. Eg½X jFt	 is the unique random variable Z in L2ðO;Ft; PÞ; such that
Eg½X1A	 ¼ Eg½Z1A	 for all A 2Ft.
Lemma 2.6. Let generator g satisfy (A1) and (A3). If g does not depend on y, i.e.,
gðo; t; zÞ:O ½0; T 	  Rd 7!R. Then
Eg½X þ ZjFt	 ¼ Eg½X jFt	 þ Z 8Z 2 L2ðO;Ft; PÞ; X 2 L2ðO;FT ; PÞ.
3. Representation theorems for BSDEs
Before we state and prove our new Representation Theorem, we ﬁrst establish a
more general Lemma.
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tions such that for any x 2 Rn, bð; ; xÞ and sð; ; xÞ are both progressively
measurable; let b and s also satisfy the following hypotheses (H1)–(H3):(H1) Lipschitz condition: There exists a constant K1X0 such that
jbðt; xÞ  bðt; yÞj þ jsðt; xÞ  sðt; yÞjpK1jx  yj 8x; y 2 Rn; t 2 ½0; T 	,(H2) linear growth condition: There exists a constant K2X0 such that
jbðt; xÞj þ jsðt; xÞjpK2ð1þ jxjÞ 8x 2 Rn; t 2 ½0; T 	,(H3) for each x 2 Rn, t 7! bðt; xÞ; t 7!sðt; xÞ are both right continuous in t 2 ½0; T ½.Given ðt; xÞ 2 ½0; T ½Rn, we denote by X t;x the solution of the following SDE (3):
X t;xs ¼ x þ
Z s
t
bðu; X t;xu Þdu þ
Z s
t
sðu; X t;xu Þ  dBu; s 2 ½t; T 	; X t;xs ¼ x; s 2 ½0; t	.
(3)
Then, by the classical SDE theory (see Theorem 5.1 of Chapter 1 of Ref. [9] for
details) we understand that the above SDE (3) has a unique s-continuous solution
ðX t;xs Þs2½0;T 	 with properties that ðX t;xs Þs2½0;T 	 is ðFsÞ-adapted,
E sup
0pspT
jX t;xs j2
 
o1, (4)
and
s 7!E½jX t;xs  xj	2; s 2 ½0; T 	; is continuous. (5)
Given ðt; x; y; qÞ 2 ½0; T ½Rn  R Rn. We choose 40 small enough such that
t þ pT . Let (A1) and (A2) hold for generator g, then the following BSDE
Y s ¼ y þ q  ðX t;xtþ  xÞ þ
Z tþ
s
gðu; Y u; ZuÞdu 
Z tþ
s
Zu  dBu; s 2 ½0; t þ 	
(6)
has a unique solution in S2Fð0; t þ ;RÞ H2Fð0; t þ ;RdÞ, we denote it by
ðY sðg; t þ ; y þ q  ðX t;xtþ  xÞÞ; Zsðg; t þ ; y þ q  ðX t;xtþ  xÞÞÞs2½0:tþ	.
Then, motivated by Lemma 2.1, we have
Lemma 3.1. Let (A1) and (A2) hold for generator g; let (H1)–(H3) hold for b and s; let
1ppp2. Then for each ðt; x; y; qÞ 2 ½0; T ½Rn  R Rn, the following two statements
are equivalent:(i) Lp  gðt; y; sðt; xÞqÞ þ q  bðt; xÞ ¼ lim!0þ 1 ½Y tðg; t þ ; y þ q  ðX t;xtþ  xÞÞ  y	;R
(ii) Lp  gðt; y; sðt; xÞqÞ ¼ lim!0þ E½1
tþ
t
gðu; y;sðt; xÞqÞdujFt	.
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ðY ; ZÞ the solution of BSDE (6). For s 2 ½t; t þ 	, we sets s s2½0;tþ	
~Y

s:¼Y s  ðy þ q  ðX t;xs  xÞÞ and ~Z

s:¼Zs  sðs; X t;xs Þq.
Then, for s 2 ½t; t þ 	, applying Itoˆ’s formula to ~Y s, we have
~Y

s ¼
Z tþ
s
½gðu; ~Y u þ y þ q  ðX t;xu  xÞ; ~Z

u þ sðu; X t;xu ÞqÞ þ q  bðu; X t;xu Þ	du

Z tþ
s
~Z

u  dBu. ð7Þ
Then we have the following Proposition 3.2.
Proposition 3.2. lim!0þ
1
 E½suptpsptþj ~Y

sj2 þ
R tþ
t
j ~Zsj2 ds	 ¼ 0.
Proof. By Lemma 2.2, Lipschitz condition (A1), (H1) and Ho¨lder’s inequality we
know there exists a universal constant C such that
E sup
tpsptþ
j ~Y sj2 þ
Z tþ
t
j ~Zuj2 du jFt
 
pCe2ðKþK2ÞTE
Z tþ
t
jgðu; y þ q  ðX t;xu  xÞ;sðu; X t;xu ÞqÞ
 "
þq  bðu; X t;xu Þjdu
2
jFt
#
pCe2ðKþK2ÞTE
Z tþ
t
ðjgðu; y; sðu; xÞqÞj þ ðK þ KK1 þ K1ÞjqjjX t;xu  xj
"
þjq  bðu; xÞjÞ du
2
jFt
#
pC1E 
Z tþ
t
ðjgðu; y; sðu; xÞqÞj þ jqjjX t;xu  xj þ jq  bðu; xÞjÞ2 du jFt
 
p4C1E
Z tþ
t
ðjgðu; y;sðu; xÞqÞj2 þ jqj2jX t;xu  xj2 þ jq  bðu; xÞj2Þdu jFt
 
,
where C1:¼Ce2ðKþK2ÞTð1þ K þ KK1 þ K1Þ2 is a positive constant. Thus we have
E sup
tpsptþ
j ~Y sj2 þ
Z tþ
t
j ~Zuj2 du
 
p4C1E
Z tþ
t
ðjgðu; y;sðu; xÞqÞj2 þ jqj2jX t;xu  xj2 þ jq  bðu; xÞj2Þdu
 
.
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E
Z tþ
t
jq  bðu; xÞj2 du
 
p
Z tþ
t
jqj2E½jbðu; xÞj2	du
p
Z tþ
t
jqj2K22ð1þ jxjÞ2 du ! 0 ð ! 0þÞ. ð8Þ
By Fubini Theorem and (4), we have
E
Z tþ
t
jqj2jX t;xu  xj2 du
 
p
Z tþ
t
jqj22EðjX t;xu j2 þ jxj2Þdu ! 0 ð ! 0þÞ.
(9)
By Lipschitz condition (A1) and (H2), we have
jgðu; y;sðu; xÞqÞj2p2jgðu; y;sðt; xÞqÞj2 þ 2K2jsðu; xÞq  sðt; xÞqj2
p2jgðu; y;sðt; xÞqÞj2 þ 8K2K22ð1þ jxjÞ2jqj2.
Thanks to (A2) and the absolute continuity of integral, we have
lim
!0þ
E
Z tþ
t
jgðu; y; sðt; xÞqÞj2 du
 
¼ 0.
Thus we also have
lim
!0þ
E
Z tþ
t
jgðu; y; sðu; xÞqÞj2 du
 
¼ 0. (10)
Thus Proposition 3.2 follows from (8)–(10). &
We set
Mt :¼
1

E
Z tþ
t
gðu; ~Y u þ y þ q  ðX t;xu  xÞ; ~Z

u þ sðu; X t;xu ÞqÞdujFt
 
,
Nt :¼
1

E
Z tþ
t
gðu; y þ q  ðX t;xu  xÞ;sðu; X t;xu ÞqÞdujFt
 
,
Pt :¼
1

E
Z tþ
t
gðu; y; sðu; xÞqÞdu jFt
 
,
Qt :¼
1

E
Z tþ
t
gðu; y;sðt; xÞqÞdu jFt
 
.
Taking conditional expectation with respect to Ft in BSDE (7), we get
1

ðY t  yÞ ¼
1

~Y

t ¼ Mt þ
1

E
Z tþ
t
q  bðu; X t;xu Þdu jFt
 
. (11)
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1

ðY t  yÞ  ½gðt; y; sðt; xÞqÞ þ q  bðt; xÞ	
¼ ½Mt  gðt; y;sðt; xÞqÞ	 þ
1

E
Z tþ
t
q  bðu; X t;xu Þdu jFt
 
 q  bðt; xÞ
 
¼ ðMt  NtÞ þ ðNt  PtÞ þ ðPt  QtÞ
þ 1

E
Z tþ
t
q  bðu; X t;xu Þdu jFt
 
 q  bðt; xÞ
 
þ E 1

Z tþ
t
gðu; y;sðt; xÞqÞdujFt
 
 gðt; y;sðt; xÞqÞ
 
.
By Jensen’s inequality, Ho¨lder’s inequality and Lipschitz condition (H1) we
conclude
E
1

E
Z tþ
t
q  bðu; X t;xu Þdu jFt
 
 q  bðt; xÞ
 2
¼ E 1

E
Z tþ
t
q  ðbðu; X t;xu Þ  bðu; xÞÞdu jFt
 
þ 1

Z tþ
t
q  ðbðu; xÞ  bðt; xÞÞdu
 2
p 2

E
Z tþ
t
jqj2K21jX t;xu  xj2 du
 
þ E 2

Z tþ
t
jqj2jbðu; xÞ  bðt; xÞj2 du
 
.
Noticing that E½jX t;xt  xj2	 ¼ 0, then by (5) we get
lim
!0þ
2

Z tþ
t
jqj2K21E½jX t;xu  xj2	du ¼ 0. (12)
Since bðu; xÞ is right continuous with respect to u for each x, thus
lim
!0þ
2

Z tþ
t
jqj2jbðu; xÞ  bðt; xÞj2 du ¼ 0; P-a:s.
Since for each given x, b is bounded, then, by Lebesgue’s dominated convergence
theorem we have
lim
!0þ
E
2

Z tþ
t
jqj2jbðu; xÞ  bðt; xÞj2 du
 
¼ 0. (13)
Therefore,
L2  lim
!0þ
1

E
Z tþ
t
q  bðu; X t;xu Þdu jFt
 
¼ q  bðt; xÞ. (14)
By Jensen’s inequality, Ho¨lder’s inequality, Lipschitz condition (A1) and
Proposition 3.2 we deduce
E½Mt  Nt 	2p
1

E
Z tþ
t
2K2ðj ~Y uj2 þ j ~Z

uj2Þdu
 
! 0 ð ! 0þÞ. (15)
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conclude
E½Nt  Pt 	2p
1

E
Z tþ
t
K2jqj2ð1þ K1Þ2jX t;xu  xj2 du
 
,
it follows from Fubini Theorem and (12) that
E½Nt  Pt 	2p
1

Z tþ
t
K2jqj2ð1þ K1Þ2EjX t;xu  xj2 du ! 0 ð ! 0þÞ. (16)
By Jensen’s inequality, Ho¨lder’s inequality and Lipschitz condition (A1) we
conclude
E½Pt  Qt 	2p
1

E
Z tþ
t
K2jqj2jsðu; xÞ  sðt; xÞj2 du
 
.
Since sðu; xÞ is right continuous with respect to u for each x, thus
lim
!0þ
1

Z tþ
t
K2jqj2jsðu; xÞ  sðt; xÞj2 du ! 0; P-a:s.
Then, it follows from (H2) and Lebesgue’s dominated convergence theorem that
E½Pt  Qt 	2p
1

Z tþ
t
K2jqj2E½jsðu; xÞ  sðt; xÞj2	du ! 0 ð ! 0þÞ. (17)
Thus Lemma 3.1 follows from (14)–(17). &
From Lemma 3.1, we can get the following Representation Theorem for
generators of BSDEs immediately.
Theorem 3.3 (Representation Theorem). Let (A1) and (A2) hold for g; let 1ppp2.
Then for each triplet ðt; y; zÞ 2 ½0; T ½R Rd , the following two statements are
equivalent:(i) Lp  gðt; y; zÞ ¼ lim!0þ 1 ½Y tðg; t þ ; y þ z  ðBtþ  BtÞÞ  y	;
(ii) Lp  gðt; y; zÞ ¼ lim!0þ E½1
R tþ
t
gðs; y; zÞdsjFt	.Remark 3.1. Obviously, we can get similar convergence results in probability sense.
Deﬁnition 3.1. Let (A1) and (A2) hold for generator g; let 1ppp2.(i) Let ðy; zÞ 2 R Rd and t 2 ½0; T ½, if
Lp  gðt; y; zÞ ¼ lim
!0þ
E
1

Z tþ
t
gðs; y; zÞdsjFt
 
,
then we say t is a conditional Lebesgue point of g with parameters ðy; zÞ (in Lp
sense).
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Lp  gðt; y; zÞ ¼ lim
!0þ
E
1

Z tþ
t
gðs; y; zÞdsjFt
 
holds for almost every t 2 ½0; T ½. Then, we say g is a Lebesgue generator (in Lp
sense).Remark 3.2. We can deﬁne conditional Lebesgue point and Lebesgue generator in
probability sense similarly.
In the following of this section, we introduce three kinds of Lebesgue generators
of BSDEs. We ﬁrst conclude that if g is a deterministic generator, i.e.,
gðt; y; zÞ : ½0; T 	  R Rd 7!R, then g is a Lebesgue generator. Indeed, we have
Theorem 3.4. Let g be deterministic and (A1) and (A2) hold for g. Then(i) g is a Lebesgue generator in L2 sense,
(ii) for each pair ðy; zÞ 2 R Rd , we have
gðt; y; zÞ ¼ lim
!0þ
1

½Y tðg; t þ ; y þ z  ðBtþ  BtÞÞ  y	; a:e:; dt;(iii) moreover, if g also satisfies (A3), then for each pair ðy; zÞ 2 R Rd ,
gðt; y; zÞ ¼ lim
!0þ
1

½Eg½y þ z  ðBtþ  BtÞ	  y	; a:e:; dt.Proof. (i) Given ðy; zÞ 2 R Rd . Since (A2) holds for g and g is deterministic, then,
by Hewitt and Stromberg [7, Lemma 18.4] we know that almost every t 2 ½0; T 	 is
Lebesgue point of function gð; y; zÞ. Thus for each given pair ðy; zÞ,
gðt; y; zÞ ¼ lim
!0þ
1

Z tþ
t
gðs; y; zÞds; a:e:; dt. (18)
Since g is deterministic, (i) does hold.
(ii) Since g is deterministic, it follows from Proposition 4.2 of El Karoui et al. [6]
that Y tðg; t þ ; y þ z  ðBtþ  BtÞÞ is deterministic. Thus (ii) follows from (18) and
Theorem 3.3.
(iii) Suppose moreover that (A3) also holds for g. Then, by Lemmas 2.3, 2.4 and
that Y tðg; t þ ; y þ z  ðBtþ  BtÞÞ is deterministic we infer
Eg½y þ z  ðBtþ  BtÞ	
¼ Eg½Eg½y þ z  ðBtþ  BtÞjFt		
¼ Eg½Y tðg; t þ ; y þ z  ðBtþ  BtÞÞ	
¼ Y tðg; t þ ; y þ z  ðBtþ  BtÞÞ.
Thus (iii) follows (ii). &
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Proposition 3.5. Let (A1), (A2) and the following two additional Assumptions (A4) and
(A5) hold for g:(A4) P-a:s:; 8ðy; zÞ 2 R Rd ; t 7!gðt; y; zÞ is right continuous in t 2 ½0; T ½;
(A5) For any t 2 ½0; T ½; E½jgðt; 0; 0Þj2	 o1, and there exist two positive constants dt
and Kt, such that
E
1

Z tþ
t
g2ðs; 0; 0Þds
 
oKt 8 0opminfdt; T  tg.
Then for any p 2 ½1; 2½; g is a Lebesgue generator in Lp sense; in fact, for each
triplet ðt; y; zÞ 2 ½0; T ½R Rd ,
Lp  gðt; y; zÞ ¼ lim
!0þ
E
1

Z tþ
t
gðs; y; zÞdsjFt
 
.Proof. Given t 2 ½0; T ½, given ðy; zÞ 2 R Rd . Let 0ooT  t. We set
H:¼
1

E
Z tþ
t
½gðs; y; zÞ  gðt; y; zÞ	dsjFt
 
,
then for any p 2 ½1; 2½, applying Jensen’s inequality we can get that
E½jHjp	pE
1

Z tþ
t
jgðs; y; zÞ  gðt; y; zÞjds
 p
. (19)
Due to the right continuity of gðt; y; zÞ with respect to t 2 ½0; T ½, we conclude that
P-a:s:; lim
!0þ
1

Z tþ
t
jgðs; y; zÞ  gðt; y; zÞjds ¼ 0. (20)
On the other hand, from Ho¨lder’s inequality and the Lipschitz condition we can get
that
1

Z tþ
t
jgðs; y; zÞ  gðt; y; zÞjds
 2
p 1

Z tþ
t
jgðs; y; zÞ  gðt; y; zÞj2 ds
p 1

Z tþ
t
½jgðs; y; zÞ  gðs; 0; 0Þj
þ jgðt; y; zÞ  gðt; 0; 0Þj þ jgðs; 0; 0Þ  gðt; 0; 0Þj	2 ds
p 4

Z tþ
t
4K2ðjyj2 þ jzj2Þds þ 4

Z tþ
t
2ðjgðs; 0; 0Þj2 þ jgðt; 0; 0Þj2Þds
¼ 16K2ðjyj2 þ jzj2Þ þ 8

Z tþ
t
jgðs; 0; 0Þj2 ds þ 8jgðt; 0; 0Þj2.
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L. Jiang / Stochastic Processes and their Applications 115 (2005) 1883–19031894For the given t 2 ½0; T ½, by (A5), we know that E½jgðt; 0; 0Þj2	 o1 and there exist
dt40 small enough and a constant Kt40 such that t þ dtpT and
E
1

Z tþ
t
g2ðs; 0; 0Þds
 
oKt 8 0opminfdt; T  tg.
Therefore we have
E
1

Z tþ
t
jgðs; y; zÞ  gðt; y; zÞjds
 2
p16K2ðjyj2 þ jzj2Þ þ 8E½jgðt; 0; 0Þj2	 þ 8Kt 8 0opminfdt; T  tg.
Thus for any p 2 ½1; 2½, combining the above inequality with (20) we conclude that
lim
!0þ
E
1

Z tþ
t
jgðs; y; zÞ  gðt; y; zÞjds
 p
¼ 0.
Thus by (19) we have that
lim
!0þ
E½jHjp	p lim
!0þ
E
1

Z tþ
t
jgðs; y; zÞ  gðt; y; zÞjds
 p
¼ 0.
The proof of Proposition 3.5 is complete. &
By Lebesgue’s dominated convergence theorem, we can get the following
Proposition 3.6 immediately.
Proposition 3.6. Let (A1) and (A4) hold for g. Suppose E½supt2½0;T 	 jgðt; 0; 0Þj2	o1.
Then g is a Lebesgue generator in L2 sense; in fact for each triplet ðt; y; zÞ 2
½0; T ½R Rd ,
L2  gðt; y; zÞ ¼ lim
!0þ
E
1

Z tþ
t
gðs; y; zÞdsjFt
 
.
4. Jensen’s inequality for g-expectation
In this section, we always consider the situation where the generator g does not
depend on y, that is, g : O ½0; T 	  Rd 7!R. We always assume that g satisﬁes (A1)
and (A3).
Deﬁnition 4.1. Let g satisfy (A1) and (A3). We say that g is a super-homogeneous
generator if for each ðl; zÞ 2 R Rd , g also satisﬁes:
gðt; lzÞXlgðt; zÞ; a:s:; a:e.
Now we introduce some results on Jensen’s inequality for g-expectation.
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in Lp sense. Then the following two statements are equivalent:(i) g is a super-homogeneous generator;
(ii) Jensen’s inequality for g-expectation holds in general, i.e., for each x 2
L2ðO;FT ; PÞ and convex function j : R ! R , if jðxÞ 2 L2ðO;FT ; PÞ; then
P-a:s: 8t 2 ½0; T 	; Eg½jðxÞjFt	Xj½EgðxjFtÞ	.Proof. ðiÞ ) ðiiÞ: Given x 2 L2ðO;FT ; PÞ and convex function j such that jðxÞ 2
L2ðO;FT ; PÞ. Given t 2 ½0; T 	, we set Zt ¼ j0½EgðxjFtÞ	; then Zt is Ft-measurable.
Since j is convex, we have
jðxÞ  jðyÞXj0ðyÞðx  yÞ 8 x; y 2 R.
Take x ¼ x; y ¼ EgðxjFtÞ; then we have
jðxÞ  j½EgðxjFtÞ	XZt½x EgðxjFtÞ	.
For each positive integer n, we deﬁne Ot;n:¼fjEgðxjFtÞj þ jZtj þ jj½EgðxjFtÞ	jpng:
Because Eg½xjFt	; Zt, j½EgðxjFtÞ	 are allFt-measurable, so Ot;n 2Ft. We denote the
indicator function of Ot;n by 1Ot;n , set Zt;n ¼ 1Ot;nZt. Then we have
1Ot;n ½jðxÞ  j½EgðxjFtÞ		XZt;n½x EgðxjFtÞ	. (21)
Since Zt;n, 1Ot;nj½EgðxjFtÞ	 are bounded by n and x;jðxÞ 2 L2ðO;FT ; PÞ, we deduce
that
1Ot;njðxÞ; Zt;nx 2 L2ðO;FT ; PÞ; 1Ot;nj½EgðxjFtÞ	 2 L2ðO;Ft; PÞ,
ðZt;nEgðxjFsÞÞtpspT 2 S2Fðt; T ; RÞ.
From the well-known Comparison Theorem we know that conditional g-
expectation Eg½jFt	 is nondecreasing. Thus from inequality (21), by taking
conditional g-expectation, we can get
Eg½1Ot;n ½jðxÞ  jðEgðxjFtÞÞ	jFt	XEg½Zt;n½x EgðxjFtÞ	jFt	.
Since 1Ot;nj½EgðxjFtÞ	; Zt;nEg½xjFt	 2 L2ðO;Ft; PÞ and g is independent of y, it
follows from Lemma 2.6 that
Eg½1Ot;njðxÞjFt	  1Ot;nj½EgðxjFtÞ	XEg½Zt;nxjFt	  Zt;nEg½xjFt	. (22)
Let ðyu; zuÞu2½0;T 	 be the solution of the following BSDE (23):
yu ¼ xþ
Z T
u
gðs; zsÞds 
Z T
u
zs  dBs; 0pupT . (23)
Then for the given t 2 ½0; T 	, we have
Zt;nyu ¼ Zt;nxþ
Z T
u
Zt;ngðs; zsÞds 
Z T
t
Zt;nzs  dBs; tpupT . (24)
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1
ðs; zÞ in this way: for each ðs; zÞ 2 ½t; T 	  Rd ;
g1ðs; zÞ:¼
Zt;ngðs; z=Zt;nÞ if Zt;na0;
0 if Zt;n ¼ 0:
(
Since Zt;n is bounded, the following BSDE,
yu ¼ Zt;nxþ
Z T
u
g
1
ðs; zsÞds 
Z T
t
zs  dBs; tpupT , (25)
has a unique solution in S2Fðt; T ;RÞ H2Fðt; T ;RdÞ. We denote it by ðys; zsÞs2½t;T 	.
Also from the fact that Zt;n is bounded we know that ðZt;nys; Zt;nzsÞs2½t;T 	 is in
S2Fðt; T ;RÞ H2Fðt; T ;RdÞ: From (24) and the deﬁnition of g1 , we conclude that the
solution of BSDE ð25Þ is just ðZt;nys; Zt;nzsÞs2½t;T 	:
Consider the solutions of BSDE ð25Þ and the following BSDE (26):
eyu ¼ Zt;nxþ Z T
u
gðs;ezsÞds  Z T
u
ezs  dBs; tpupT . (26)
Due to the super-homogeneity of g, we deduce that
gðs; Zt;nzsÞXZt;ngðs; zsÞ; a:s:; a:e: on O ½t; T 	.
Combining this with the deﬁnition of g
1
, we have
gðs; zsÞ ¼ gðs; Zt;nzsÞXZt;ngðs; zsÞ ¼ g1 ðs; Zt;nzsÞ
¼ g1ðs; zsÞ; a:s:; a:e: on O ½t; T 	.
Thus from Comparison Theorem we have
P-a:s:; Eg½Zt;nxjFt	 ¼ eytXyt ¼ Zt;nyt ¼ Zt;nEg½xjFt	. (27)
Coming back to ð22Þ, we can get
Eg½1Ot;njðxÞjFt	  1Ot;nj½EgðxjFtÞ	XEg½Zt;nxjFt	  Zt;nEg½xjFt	X0. (28)
Applying Lebesgue’s dominated convergence theorem to ð1Ot;njðxÞÞ1n¼1, we can get
easily that
L2  lim
n!1
1Ot;njðxÞ ¼ jðxÞ.
Since that x! EgðxjFtÞ is a continuous map from L2ðFT Þ into L2ðFtÞ (see [11,
Lemma 36.9]), it follows that
L2  lim
n!1
Eg½1Ot;njðxÞjFt	 ¼ Eg½jðxÞjFt	. (29)
On the other hand, by the deﬁnition of Ot;n, we can get, P-a:s:;
lim
n!1
1Ot;nj½EgðxjFtÞ	 ¼ j½EgðxjFtÞ	. (30)
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Eg½jðxÞjFt	Xj½EgðxjFtÞ	; P-a:s.
Hence (i) implies (ii) indeed.
ðiiÞ ) ðiÞ: For each l 2 R; z 2 Rd ; t 2 ½0; T ½. Suppose that t is a conditional
Lebesgue point of g with parameter z and also t is a conditional Lebesgue point of g
with parameter lz in Lp sense. Then, by Theorem 3.3, we have
Lp  lim
!0þ
1

Eg½z  ðBtþ  BtÞjFt	 ¼ gðt; zÞ, (31)
Lp  lim
!0þ
1

Eg½lz  ðBtþ  BtÞjFt	 ¼ gðt; lzÞ. (32)
For the given l 2 R, we deﬁne a corresponding convex function jl : R 7!R; such
that jlðxÞ ¼ lx; 8x 2 R: For the given t 2 ½0; T ½, let us pick a large enough positive
integer n such that t þ 1=npT : Then for the given z 2 Rd , it is obvious that
jlðz  ðBtþ1=n  BtÞÞ 2 L2ðO;FT ; PÞ. By (ii), we know that, P-a:s:;
Eg½jlðz  ðBtþ1=n  BtÞÞjFt	Xjl½Egðz  ðBtþ1=n  BtÞjFtÞ	,
that is, P-a:s:;
Eg½lz  ðBtþ1=n  BtÞjFt	Xl½Egðz  ðBtþ1=n  BtÞjFtÞ	. (33)
Thus for the given l 2 R; z 2 Rd ; t 2 ½0; T ½, by (31)–(33), we have P-a:s:,
gðt; lzÞXlgðt; zÞ. (34)
Since g is a Lebesgue generator in Lp sense, then for each l 2 R; z 2 Rd ; (31) and
(32) hold for almost every t 2 ½0; T ½. Thus for each given ðl; zÞ 2 R Rd , it follows
from (34) that
gðt; lzÞXlgðt; zÞ; a:s:; a:e.
Therefore (ii) implies (i). The proof is complete. &
Deﬁnition 4.2. We call a generator g is positive homogeneous if for each
ðl; zÞ 2 Rþ  Rd ,
gðt; lzÞ ¼ lgðt; zÞ; a:s:; a:e.
Theorem 4.2. Let (A1) and (A3) hold for g; let 1ppp2 and g be a Lebesgue generator
in Lp sense. Suppose for each t 2 R; P-a:s:; z 7!gðt; zÞ is convex in z. Then the
following two statements are equivalent:(i) g is positive homogeneous,
(ii) Jensen’s inequality for g-expectation holds in general.Proof. By Theorem 4.1, it sufﬁces to prove that if g is convex in z and gðt; 0Þ 
 0,
then g is positive homogeneous if and only if g is super-homogeneous.
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For each lp0, z 2 Rd , since g is convex and gðt; 0Þ 
 0, we have
0 ¼ gðt; 0Þ ¼ g t; lz
2
þ ðlÞz
2
 
p gðt; lzÞ
2
þ gðt;lzÞ
2
¼ gðt; lzÞ
2
þlgðt; zÞ
2
; a:s:; a:e.
Thus for each lp0, z 2 Rd , we have
gðt; lzÞXlgðt; zÞ; a:s:; a:e.
Hence g is super-homogeneous.
Suppose g is super-homogeneous. For each pair ðl; zÞ 2 ½0; 1	  Rd , by the
convexity of g and (A3) we have
gðt; lzÞplgðt; zÞ; a:s:; a:e.
Thus for pair ðl; zÞ 2 ½0; 1	  Rd , by the super-homogeneity of g, we have
gðt; lzÞ ¼ lgðt; zÞ; a:s:; a:e. (35)
For pair ðl; zÞ 2 ½1;þ1½Rd , it follows from (35) that
lgðt; zÞ ¼ lg t; 1
l
 ðlzÞ
 
¼ l 1
l
 gðt; lzÞ ¼ gðt; lzÞ; a:s:; a:e::
Thus g is positive homogeneous. The proof is complete. &
The following Example 4.1 will show that a super-homogeneous generator which
satisﬁes (A1) and (A3) is not necessarily convex.
Example 4.1. Take d ¼ 2. Deﬁne a function g ¼ gðzÞ : R2 7!R, such that for
8z ¼ ðu; vÞT 2 R2
gðzÞ :¼ maxfminfu;vg; v  ug
¼
u if z 2 S1;
v if z 2 S2;
v  u if z 2 S3 [ S4;
8><>:
where
S1:¼fz ¼ ðu; vÞT; vp2u; vp ug; S2:¼fz ¼ ðu; vÞT; 2up2vpug,
S3:¼fz ¼ ðu; vÞT; up2vg; S4:¼fz ¼ ðu; vÞT; 2upvg.
Then obviously that gð0Þ ¼ 0 and g is positive homogeneous. Now let us verify that g
is Lipschitz, super-homogeneous and g is not convex.
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i ¼ 1; 2; 3; 4: Then
u1  u2pgðz1Þ  gðz2Þ ¼ u1 þ v2pv2  v1,
v1  u1 þ u3  v3pgðz1Þ  gðz3Þ ¼ u1 þ u3  v3pu1 þ v3pv3  v1,
v1  u1 þ u4  v4pgðz1Þ  gðz4Þ ¼ u1 þ u4  v4pu1  u4,
v2  u2 þ u3  v3pgðz2Þ  gðz3Þ ¼ v2 þ u3  v3p v2 þ v3,
v2  u2 þ u4  v4pgðz2Þ  gðz4Þ ¼ v2 þ u4  v4pu2  u4,
jgðz3Þ  gðz4Þj ¼ jv3  v4 þ u4  u3jp2jz3  z4j.
Therefore g satisﬁes Lipschitz condition. Indeed, we have
jgðziÞ  gðzjÞjp2jzi  zjj; i; j ¼ 1; 2; 3; 4.
Second, Let’s verify that g is super-homogeneous. Obviously that g is positive
homogeneous, so we only need to prove that for 8 z 2 R2; lp0;
gðlzÞXlgðzÞ.
For any z ¼ ðu; vÞT 2 R2, if z 2 S1, then z ¼ ðu;vÞT 2 S3 [ S4: Thus
gðzÞ þ gðzÞ ¼ u þ ðv þ uÞ ¼ 2u  vX0.
If z ¼ ðu; vÞT 2 S2, then z ¼ ðu;vÞT 2 S3 [ S4: Thus we have
gðzÞ þ gðzÞ ¼ v þ ðv þ uÞ ¼ u  2vX0.
If z ¼ ðu; vÞT 2 S3 \ S4, then z ¼ ðu;vÞT 2 S1 [ S2: Thus by the above two
inequalities we also have
gðzÞ þ gðzÞX0.
If z ¼ ðu; vÞT 2 S3nS4, then z ¼ ðu;vÞT 2 S4nS3: Thus
gðzÞ þ gðzÞ ¼ 0.
If z ¼ ðu; vÞT 2 S4nS3, then z ¼ ðu;vÞT 2 S3nS4: Thus we also have
gðzÞ þ gðzÞ ¼ 0.
Therefore for 8 z 2 R2, we have
gðzÞX gðzÞ.
Since g is positive homogeneous, then for 8 z 2 R2; lp0; we have
gðlzÞ ¼ gððlÞðzÞÞ ¼ ðlÞgðzÞXðlÞðgðzÞÞ ¼ lgðzÞ.
Therefore g is super-homogeneous indeed.
Third, we prove that g is not convex and also g is not concave. Indeed, if we take
z1 ¼ ð1;5ÞT; z2 ¼ ð1; 0ÞT; z3 ¼ ð1; 3ÞT; a ¼ 12, then
gðaz1 þ ð1 aÞz2Þ ¼ 04 12 ¼ agðz1Þ þ ð1 aÞgðz2Þ,
gðaz1 þ ð1 aÞz3Þ ¼ 0o 12 ¼ agðz1Þ þ ð1 aÞgðz3Þ.
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super-homogeneous, but g is not convex.
For monotonic convex function, analogous to the proof of Theorem 4.1, we can
obtain the following Theorems 4.3 and 4.4.
Theorem 4.3. Let (A1) and (A3) hold for g; let 1ppp2 and g is a Lebesgue generator
in Lp sense. Then the following two statements are equivalent:(i) for each pair ðl; zÞ 2 Rþ  Rd ; gðt; lzÞXlgðt; zÞ; a:s:; a:e:;
(ii) Jensen’s inequality for g-expectation holds for increasing convex function, i.e.,
for each x 2 L2ðO;FT ; PÞ and increasing convex function j : R ! R, if jðxÞ 2
L2ðO;FT ; PÞ; then
P-a:s: 8t 2 ½0; T 	; Eg½jðxÞjFt	Xj½EgðxjFtÞ	.Theorem 4.4. Let (A1) and (A3) hold for g; let 1ppp2 and g is a Lebesgue generator
in Lp sense. Then the following two statements are equivalent:(i) for each z 2 Rd ; lp0; gðt; lzÞXlgðt; zÞ; a:s:; a:e:;
(ii) Jensen’s inequality for g-expectation holds for decreasing convex function, i.e.,
for each x 2 L2ðO;FT ; PÞ and decreasing convex function j : R 7!R, if jðxÞ 2
L2ðO;FT ; PÞ; then
P-a:s: 8t 2 ½0; T 	; Eg½jðxÞjFt	Xj½EgðxjFtÞ	.Remark 4.1. In the proof of Theorems 4.1–4.4, when we prove that (i) implies (ii), we
do not need to assume that g is a Lebesgue generator.
From Theorem 4.3, we can get the following Corollary 4.5 immediately:
Corollary 4.5. Given mX0; let generator gðzÞ ¼ mjzj; 8z 2 Rd : Then Jensen’s
inequality for g-expectation holds for increasing convex function j.
By Theorem 4.4 and Remark 4.1, we can obtain the following Corollary 4.6
immediately:
Corollary 4.6. Let (A1) and (A3) hold for g. If gX0, then Jensen’s inequality for
g- expectation holds for decreasing convex function j.
By Theorem 4.2 and Corollary 4.6, we can construct an example easily to show
that Jensen’s inequality for g-expectation does not hold in general.
Example 4.2. Let g : R 7!R be deﬁned as follows: gðzÞ ¼ z4, if jzjp1 and
gðzÞ ¼ 4jzj  3, if jzj41. We can see clearly that though g is convex, g is not
positive homogeneous. Thus for this generator g, by Theorem 4.2, we know that
Jensen’s inequality for g-expectation does not hold in general. Since gX0, then, by
Corollary 4.6, we know that Jensen’s inequality for g-expectation holds for
decreasing convex functions.
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ðBt  t; 1Þt2½0;T 	 is the solution of the following BSDE:
yt ¼ xþ
Z T
t
gðzsÞds 
Z T
t
zs  dBs; 0ptpT ,
and ðBt
3
 26Tþt
81
; 1
3
Þt2½0;T 	 is the solution of the following BSDE:
yt ¼ jðxÞ þ
Z T
t
gðzsÞds 
Z T
t
zs  dBs; 0ptpT .
We can calculate that
Eg½jðxÞjFt	  j½EgðxjFtÞ	 ¼ 2681ðt  TÞo0; when toT .5. A converse comparison theorem for BSDEs
In this short section, we will establish a converse comparison theorem for
generators of BSDEs. We all know that one of the achievements of BSDEs theory is
the Comparison Theorem, which is due to El Karoui [6]. Some papers [1,2,5,8] have
been devoted to converse comparison theorem for g-expectations. Coquet et al. [5]
solves this problem under the additional assumption that the two generators are both
continuous with respect to t.
Since the main results obtained on this topic are all dependent on the assumption
that the generators are continuous with respect to t, then, a natural question is asked:
If the generators are not continuous with respect to t, can we establish a converse
comparison theorem?
Thanks to Theorem 3.4, we can establish a converse comparison theorem for
deterministic generators without the continuity assumption.
Theorem 5.1. Let two generators g1 and g2 satisfy Assumptions (A1) and (A3) and be
both deterministic. Then the following three statements are equivalent:(i) for each pair ðy; zÞ 2 R Rd , we have: g1ðt; y; zÞXg2ðt; y; zÞ; a:e:;
(ii) for each x 2 L2ðO;FT ; PÞ, we have: Eg1 ½x	XEg2 ½x	;
(iii) for each pair ðy; zÞ 2 R Rd and for each t 2 ½0; T ½;  2	0; T  t	, we have
Eg1 ½y þ z  ðBtþ  BtÞ	XEg2 ½y þ z  ðBtþ  BtÞ	.Proof. It follows from the well-known Comparison Theorem that (i) implies (ii); it is
obvious that (ii) implies (iii). Now let us prove that (iii) implies (i). Because g1 and g2 are
both deterministic, thus for each pair ðy; zÞ 2 R Rd , by Theroem 3.4 we know that
g1ðt; y; zÞ ¼ lim
!0þ
1

½Eg1 ½y þ z  ðBtþ  BtÞ	  y	; a:e:; dt.
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!0þ
1

½Eg2 ½y þ z  ðBtþ  BtÞ	  y	; a:e:; dt.
Therefore (iii) implies (i) indeed. The proof of Theorem 5.1 is complete. &
From Theorem 5.1, we can get the following Corollary 5.2 immediately.
Corollary 5.2. Let two generators g1 and g2 satisfy Assumptions (A1) and (A3) and be
both deterministic. Then the following three statements are equivalent:(i) for each pair ðy; zÞ 2 R Rd , we have: g1ðt; y; zÞ ¼ g2ðt; y; zÞ; a:e:;
(ii) for each, x 2 L2ðO;FT ; PÞ, we have: Eg1 ½x	 ¼ Eg2 ½x	;
(iii) for each pair ðy; zÞ 2 R Rd and for each t 2 ½0; T ½;  2	0; T  t	, we have
Eg1 ½y þ z  ðBtþ  BtÞ	 ¼ Eg2 ½y þ z  ðBtþ  BtÞ	.Readers may wonder if we weaken Assumption (A3) on generators g1 and g2, for
example, g1 satisﬁes Assumption (A3) and g2 satisﬁes the following Assumption (A6):(A6) P-a.s., 8t 2 ½0; T 	 gðt; 0; 0Þ 
 0,
then, can we obtain a converse comparison theorem similar to Theorem 5.1?
Generally the answer is negative. Please study the following Example 5.1.
Example 5.1. Let us deﬁne two generators of BSDEs
g1ðt; y; zÞ :
 0; g2ðt; y; zÞ:¼ð2t  TÞy; 8ðt; y; zÞ 2 ½0; T 	  R Rd .
Then obviously that g1 satisﬁes (A3) and g2 satisﬁes (A6), but g2 does not satisfy
(A3).
For any x 2 Ł2ðO;FT ; PÞ, let ðY 2t ; Z2t Þt2½0;T 	 denote the solution of the following
BSDE (36):
Y 2t ¼ xþ
Z T
t
g2ðs; Y 2s ; Z2s Þds 
Z T
t
Z2s  dBs; 0ptpT . (36)
Applying Itoˆ’s formula to Y 2t expð
R t
0
ð2s  TÞdsÞ, we can get that
d Y 2t exp
Z t
0
ð2s  TÞds
  
¼ exp
Z t
0
ð2s  TÞds
 
dY 2t þ Y 2t d exp
Z t
0
ð2s  TÞds
  
¼ exp
Z t
0
ð2s  TÞds
  
Z2t  dBt; 8 t 2 ½0; T 	.
Integrate over the interval ½0; T 	, then, by taking expectation, we conclude that
Y 20 ¼ E Y 2T exp
Z T
0
ð2s  TÞds
 

Z T
0
exp
Z t
0
ð2s  TÞds
  
Z2t  dBt
 
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¼ Eg1 ½x	.
But obviously the inequality g1Xg2 does not hold.Acknowledgements
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