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polaritônicos otimizados para dispositivos
nanofotônicos
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Resumo
Materiais bidimensionais (2Ds) representam um dos maiores avanços na ciência e en-
genharia de materiais na última década. Atualmente, é posśıvel encontrar opções es-
pećıficas de 2Ds para cada aplicação tecnológica, dado que um vasto catálogo destes
abrange semicondutores ultrafinos com variados “band gaps” (Dicalcogenetos de Metais
de Transição), semimetais atômicos (grafeno) e isolantes planos (Nitreto de Boro hexag-
onal - hBN), dentre outros. No campo da nanofotônica, os 2Ds têm sido amplamente
explorados por apresentar modos h́ıbridos de luz e ressonância da matéria que podem ser
confinados além do limite da difração. Tais modos, denominados de poláritons, podem
ser utilizados em heteroestruturas 2Ds viabilizando a construção de, por exemplo, modu-
ladores ópticos altamente compactos e fotodetectores em faixas energéticas que vão do in-
fravermelho médio ao Terahertz. Para se criar tais dispositivos, estudos atuais baseiam-se
em simulações numéricas que, embora sejam extremamente acuradas, pressupõem fontes
de poláritons pouco práticas do ponto de vista de fabricação. Uma estratégia de abor-
dagem deste problema é o uso de antenas ópticas, estruturas que convertem luz em campo
próximo com alta eficiência, como fontes de poláritons em 2Ds.
Nessa dissertação usamos o método de simulação da diferença finita no domı́nio do
tempo (FDTD) para investigar o lançamento de fônon poláritons hiperbólicos (HPhP)
em hBN por antenas ópticas (AO). Aproveitando conceitos da teoria de antenas de ra-
diofrequência, como regiões de campo, padrão de radiação e diretividade, caracterizamos
AOs do ponto de vista do lançamento de HPhP. Demonstramos também um lançamento
altamente direcional de HPhP causado por modos plasmônicos escuros em AOs. Adi-
cionalmente, investigamos as propriedades nano-ópticas de materiais 2D em diversas con-
figurações. Entre elas, estudamos a aceleração de HPhP em hBN, e modos de cavidade
de Fabry-Perot de HPhPs em nano-fitas de MoO3 e SnO2. Utilizamos também dados
experimentais de microscopia óptica de campo próximo do tipo espalhamento (s-SNOM)
no infravermelho para confrontar os resultados de simulações.
Palavras-chave: Nano-antenas; Plasmonica; Polaritons; Cristais 2D;
Abstract
Two-dimensional materials (2Ds) represent one of the greatest advances in materials
science and engineering in the last decade. Currently, it is possible to find specific 2D
options for each technological application, given that a vast catalog of these materials
comprises ultrathin semiconductors with various “band gaps” (transition metal dichalco-
genides), atomic semimetals (graphene), and flat insulators (hexagonal boron nitride) -
hBN), among others. In the field of nanophotonics, 2Ds have been widely explored as
they present hybrid modes of light and matter resonance that can be confined beyond
the diffraction limit. Such modes, called polaritons, can be used in 2D heterostructures
enabling the construction of, for example, highly compact optical modulators and pho-
todetectors for mid-infrared to Terahertz ranges. To create such devices, current studies
are based on numerical simulations that, despite their accuracy, they assume polariton
sources that are impractical from the construction point of view. A strategy to address
this problem is the use of optical antennas (OA), structures that convert light in the near
field with high efficiency, as sources of polaritons in 2Ds.
In this dissertation, we use the finite difference time domain (FDTD) simulation
method to investigate the launch of HPhP in hBN by OA. Borrowing concepts from
the theory of radio frequency antennas, such as field regions, radiation pattern, and di-
rectivity, we characterize the HPhP launching properties of OAs. We also demonstrate a
highly directional launching of polaritons caused by dark plasmonic modes in OAs. More-
over, we investigate the nano-optical properties of 2D materials in different configurations.
Among them, we study the acceleration of hyperbolic phonon polarities (HPhP) in hBN
and Fabry-Perot cavity modes of HPhPs in MoO3 and SnO2 nanobelts. We additionally
utilize experimental data from near-field scattered optical microscopy (s-SNOM) in the
infrared to compare with simulation results.
Keywords: Nanoantennas; Plasmonics; Polaritons; 2D crystals;
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1.1 Nano-optics towards van der Waals crystals
In 1873, Ernst Abbe reported that “the smallest resolvable distance between two
points using conventional microscopy may never be smaller than half of the wavelength
of the imaging light” [1]. Diffraction seemed to prevent scientists from never being able
to observe the nature of reality at smaller scales. Yet, the field of nano-optics appears to
overcome Abbe’s limit of diffraction in every single manner.
Nano-optics is the subfield of optics which is concerned in extending optical techniques
to length scales beyond the diffraction limit [2]. One of the relevant headways of this area
is the development of tip enhanced techniques, such as the scattering Scanning Near-Field
Optical Microscopy (s-SNOM), which enables one to extract the local dielectric properties
of materials with high spatial resolution [3]. In the technique, a metallic tip from an
Atomic Force Microscope (AFM) is illuminated while it scans the sample. The scattered
light is modified by the near-field interaction of the tip with the sample, allowing one to
obtain the optical and topographic information of the material simultaneously. Since the
conception of s-SNOM, it has been extensively applied in material characterization in the
field of physics [3], chemistry [4, 5], biology [6], engineering [7, 8] and even extraterrestrial
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sciences [9].
With the establishment of s-SNOM as a ultra microscopy modality to see beyond the
diffraction limit, another milestone for this field was realized: the visualization of sub-
diffractional waves of polarization in thin layers of van der Waals (vdW) crystals [10].
Due to the weak vdW bonds between the atomic interlayers planes of these crystals,
atomically thin sheets, such as graphene, can be fabricated from, i.e., the exfoliation of a
bulk specimen, such as graphite [11]. Due to the negligible thickness of these exfoliated
materials, they are also referred as two-dimensional (2Ds) crystals. Furthermore, vdW
crystals may present matter resonances, such as fluctuations in the charge density (plas-
mons), vibrational modes of a crystal lattice (phonons), or electron-hole pairs (exciton)
in semiconductors. Upon illumination, these resonances couples to photons to form sub-
diffractional waves of polarization, referred as polaritons [12]. Depending on the type of
matter resonance and the environment in which this happens, polaritons will acquire very
distinctive properties.
For instance, surface plasmons polaritons (SPPs) are found at the surface of metal-
lic materials from ultraviolet to near-infrared but also found in graphene in the THz to
infrared (IR) ranges. Differently from SPPs in metals, graphene SPPs may have its dis-
persion relation tuned by electrical, chemical, or optical means [13]. The disadvantage of
the SPPs in graphene is that they may be severely damped by loss of collective motion
to the excitation of electrons or scattered by crystal impurities and morphological irreg-
ularities [14]. Alternatively, other 2Ds crytals with different types of polaritons can be
explored.
Hexagonal boron nitride (hBN), e.g., is a polar uniaxial insulator that exhibits vol-
ume hyperbolic phonon polaritons (HPhPs) in two frequency windows denominated as
Reststrahlen Bands [15]. The hyperbolicity originates from this extreme birefringence
that the crystal presents. HPhPs in hBN possess long lifetimes, indicating that this crys-
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tal is a strong candidate for resonators [16, 17, 18], biosensing [19], and light trafficking
in nanophotonic devices [20]. Another crystal that has gained much attention lately is
the α-MoO3 (in alpha phase). Due to its biaxial characteristic, the phonon polaritons
in α-MoO3 may present elliptical and hyperbolic dispersion [21]. Additionally, in this
dissertation we also present SnO2 as a novel multimode polaritonic material in the Far-
and Mid-IR region.
These are only a few examples of the vast list of 2D crystals that are available nowa-
days. Figure 1.1 illustrates the diversity of polaritons that scientists are still ought to
explore. As a matter of fact, this variety of 2Ds can be countless since these crystals
can be stacked through vdW interaction to form heterostructures [10]. This offer a sig-
nificant advantage of vdW crystals in comparison to classical epitaxial growth method,
where the lattice matching between materials involved are critical [22]. Additionally, the
combination of different 2Ds allows one to design heterostrutures that carry the optical,
electrical and mechanical characteristics of the former materials. For example, surface
plasmon phonon polaritons (SP3s) in graphene/hBN heterostructures exhibit the ability
to be electrically controlled by an external gate, a characteristic of graphene plasmons,
but also controlled by the hBN thickness like HPhPs in hBN [23].
15
Figure 1.1: Polaritons in van der Waals (vdW) materials. Light couples to matter reso-
nances giving rise to SPPs in graphene, HPhPs in hBN, excitons polaritons in dichalco-
genide materials, cooper pair polaritons in superconductors, and magnon polaritons.
Adapted from [10].
VdW heterostructures with engineered polariton dispersions approximates this field to
the world of technological applications. A few applications include enhanced light-matter
interactions [24, 25], optically pumped nanolasers [26, 27], optical modulators [28, 29, 30],
photodetectors [31, 32, 33], nanolithography [34], imaging [35], and negative refraction
[36, 37]. Despite the overall excitement on the potentiality of 2D heterostructures to
polaritonics, there are still technological challenges that prevent nanophotonic devices to
go beyond the proof-of-concept status.
1.2 Practical challenges in a conceptual nanophotonic
device
To illustrate these difficulties in the scope of THz communications, we consider the
example of a theoretical optical modulator based on hBN/graphene heterostructure [38].
In this concept-device showed in Figure 1.2a, a dipole source excites HPhP in hBN that
are converted into SPPs in a graphene transmission line and then reconverted into HPhP
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of hBN for detection. Recalling that the plasmonic activity in graphene can be electrically
tuned by an external gate voltage, this device presents an “ON” state, in which SPPs in
graphene are active and transport the polaritonic energy throughout the transmission line,
and an “OFF” state, in which SPPs are strongly absorbed in graphene and HPhP are
blocked by the air gap below the transmission line. This is demonstrated by simulating
the distribution of electric field inside the system for different values of the graphene
chemical potential, µ. For example, for µ = 0.13 eV, the hyperbolic ray stops at the
corner of the air gap, while for µ = 0.22 eV, SPPs are excited on graphene, allowing the
transmission of information to the other side of the device. This optical modulation was
successfully demonstrated by numerical simulations in [38] but there is no experimental
evidence so far.
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Figure 1.2: a) Scheme of an optical modulator based on hBN/graphene heterostructure. A
dipole source excites hyperbolic rays in hBN. The rays are converted into surface plasmons
on a graphene transmission line on top of an air gap, and reconverted to hyperbolic rays
in the hBN. b) and c) Distribution of the simulated electric field inside the system for
ω = 1500 cm−1, gap of width w = 50 nm, hBN thickness D = 100 nm and chemical
potential of graphene µ = 0.13 eV (b) and µ = 0.22 eV, representing the “OFF” state
and “ON” state of the modulator, respectively. Adapted from [38].
There are several potential reasons for the hBN/graphene modulator to be so experi-
mentally challenging. The nanometric air gap between the hBN slabs is difficult to realize
due to the lack of tools for positioning the crystals with such high precision. Opening a
gap with electron beam lithography (EBL) or Focused Ion Beam (FIB) could be possible
but could also damage the crystal and leave the gap with rounded edges. Besides, if the
device is entirely illuminated, other non-desired HPhP may become present, as polari-
tons can also be launched by the crystal edges and metallic structures, making it difficult
to discern the modulated signal of interest from the others. Moreover, one of the most
important issues is, perhaps, how the HPhP will be launched into hBN.
As in other theoretical studies, the main polaritonic properties can be illustrated
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by numerically solving the Maxwell’s equations without the need of defining a physical
optical source. Electromagnetic (EM) field solvers based on Finite Element (FEM) or
Finite-Difference Time-Domain (FDTD) methods, have gained a lot of popularity within
the materials science community, due to its high capability in predicting complex photonic
systems with high accuracy. As reported in this dissertation, the FDTD method is an
asset for unveiling novel polaritonic effects in different 2D systems with great experimental
agreement. However, the lack of more realistic physical polaritonic sources is still a critical
issue and keeps conceptual devices, such as the graphene/hBN modulator, yet far from
the real world applications.
1.3 Optical antennas as polariton launchers
The momentum mismatch between polaritons in vdW crystals and light in free space
makes the launching of polaritons a non-trivial task. For instance, IR radiation with
wavelengths of few micrometers must be confined to nanometric volumes, so that HPhPs
are excited in hBN. This difficulty is overcome by systems without translational invariance,
such as sharp edges of the crystal or intrinsic inhomogeneities that allows the confinement
of light beyond the diffraction limit [39, 40]. The problem with this type of launchers
is that they are spatially fixed in the system, limiting the possibilities of the device
architecture.
Instead, extrinsic structures that concentrate light in the crystal proximity can be used,
as in s-SNOM. Unfortunately, this option is impracticable when it comes to nanophotonic
devices. Alternatively, metallic structures can be employed to launch polaritons in vdW
crystals, such as metallic edges [41, 42] and nanodisks [39]. Recently, resonant plasmonic
structures were used to launch polaritons in graphene [43, 44], hBN [45], α-MoO3 [46], and
twisted layers of α-MoO3 [47, 48], as illustrated in Figure 1.3. Owning to their ability to
convert light into localized fields, and vice-versa, they are often called as optical antennas
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(OAs) [49]. Their great ability to enhance light-matter interaction has been proven to be
efficient on enhancing s-SNOM [50, 51], IR detection [52, 53], photovoltaics [54], optical
sensors [55, 56], optical tweezers [57, 58], and as mentioned, nanophotonics.
Figure 1.3: s-SNOM images of a) Au antenna with concave extremity for launching and
focusing graphene plasmons [43], b) Au antenna for launching HPhP in hBN [45], c) Ag
antenna launching HPhP in α-MoO3 [46], and d) Ag antennas launching polaritons in
twisted double-layer of α-MoO3 [48].
Despite the progress on using OAs as polariton launchers, essential building blocks
are still missing for the design of a polariton source in a nanophotonic device. One of the
most important evaluation tools in radiofrequency and microwave antenna theory is the
radiation pattern, which is the directional distribution of the radiation property of the
antenna [59]. In many technological applications this is important, since its often desired
to amplify the signal in one direction while suppressing in others. However, there are no
established figures of merit that can predict the directional polaritonic pattern produced
by an OA integrated to a 2D crystal. Usually, launching efficiency is often calculated in
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terms of absorbed energy in the polaritonic media, which is a scalar entity [43, 45, 39].
In consequence, very few is known about the influence of the geometry and illumination
setup on the directional polaritonic pattern. This vectorial information allows the design
of highly directional polariton launchers, which today is only possible by using waveguides
with natural or structured in-plane anisotropy, such as α−MoO3 crystals or metasurfaces
in hBN, respectively [60, 21, 61].
1.4 Our goals
The aim of this dissertation is to study through FDTD method optical antennas as
polariton launchers in the context of nanophotonic devices. The specific goals of the
project were the following:
• Understand the polariton properties in different environments, such as structured
substrates and vdW waveguides.
• Extend the tools for analyzing the polaritonic launching properties of OA, consid-
ering the classical antenna theory.
• Investigate the influence of antenna geometry and illumination configuration to the
launching performance of gold OA on hBN.
1.5 Structure of dissertation
In the first two chapters of this dissertation, we will go on the fundamentals of polari-
tons in vdW crystals (chapter 2) and optical antennas (chapter 3). In the next chapter,
we will explain the FDTD method and s-SNOM, as important techniques in the study
of nanophotonic systems (chapter 4). The next chapters are related to the main results
of our research and are divided into two parts. In the first part, we will discuss how the
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FDTD method can be used as a powerful tool to unveil the near-field behaviour of vdW
crystals in different scenarios, such as the polariton dynamics in structured substrates,
and the confinement of polariton modes in crystals, such as SnO2 and α-MoO3, grown
as nanobelts (chapter 5). The second part of the results will be dedicated to telling an
innovative method for extracting the polaritonic launching properties of OA and how this
method can be applied in different scenarios (chapter 6). Lastly, we will conclude this
dissertation with the main advances and perspectives of our research (chapter 7). This
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2.1 Light in Matter
Light can be interpreted as an electromagnetic wave. In vacuum, it can be described
by means of the Maxwell’s equations in a charge-free space through the wave equation.






where c = 1√
ε0µ0
, is the velocity of light in vacuum, and ε0 and µ0 are, respectively, the
vacuum permittivity and permeability.
In materials, Maxwell’s equations are modified to include the macroscopic properties
of the media. This is done with the help of the electric displacement field, D, and
the magnetic flux density B, which account for the bound charges and currents in the
material (Appendix A). In isotropic media, the Equation 2.1 is modified, where c becomes
the velocity of light in the media, v = 1/
√
εµ, and ε and µ become the permittivity and
1We differentiate scalar from vector quantities by assigning bold letters to vectors.
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permeability in matter. A solution for this equation is a plane wave,
E = E0e
i(k·r−ωt) (2.2)
where E0, r and k are, respectively, the field amplitude vector, the vector position and
the wave vector in the medium. The latter relates to the wave vector in free-space by
k = ñk0. The refraction index, n, of the material is defined as the ratio between c and
v. In non-magnetic materials, n ≈
√
ε, where ε is the dielectric function of the material
(ε/ε0). As we will show in section 2.2, the dielectric function depends on the frequency,
ω, and may have negative values. Hence, the refractive index may be a complex number,
written as ñ = n + iκ, where κ is the extinction coefficient of the material. In a closer
look into Equation 2.2, one can notice that this coefficient is connected to the attenuation
of light in matter.





The dependence of k with ω is known as the dispersion relation. This is of extreme
importance to our study since fundamental properties of polaritons can be extracted from
this relation. All we need is the dielectric function of the materials, which its origins will
be the theme of the next section.
2.2 The Lorentz Oscillator
The interaction of light with matter can be fairly understood by considering that a
solid is composed of electric dipoles formed by electrons that are electrically bound to
positive ion cores. When the electron cloud is disturbed by a harmonic electric field E, it
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oscillates, following the motion of a forced harmonic damped oscillator, described by
meẍ +meΓẋ +meω
2
0x = −eE (2.4)
where x, me, e, Γ and ω0 are respectively, the relative distance between the electron
position and the equilibrium point, the mass and the charge of the electron, the damping
factor, and the natural frequency of oscillation. Thus, if the polarization density, P, is
equal to the electric dipole moment, −ex, times the number of dipoles per volume, N , we
can write [62],




(ω20 − ω2 − iωΓ)
(2.5)
in which we implicitly inserted the solution of Equation 2.4 in x. Now, the frequency
dependent dielectric function of the material is given by the relation ε(ω) = ε0 + P/E
(Appendix A). Therefore, we can write
ε(ω) = 1 +
ω2p




e2N /ε0me is the plasma frequency. In the high-frequency limit, equation
Equation 2.6 gives ε(ω →∞) = 1, which is not valid, since the electronic polarization of
the ions must be considered [63]. For this reason, the term ε(ω → ∞) = ε∞ is added in





(ω20 − ω2 − iωΓ)
)
(2.7)
This is the Lorentz model for dispersion in dielectric materials [62]. In reality, the solid
may present more natural resonances, ωj with different numbers of oscillators of strength
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(ω20,j − ω2 − iωΓj)
)
(2.8)
2.2.1 Dielectric Function of Metals
The dielectric function of metals can be derived from the Drude model, which follows
from setting ω0 = 0 in the Lorentz model. This is allowed since the conduction elec-
trons are loosely bound, and therefore, the restoring forces are negligible. Under these





The Drude model works well for many metals in the infrared region, but it fails for noble
metals in the visible and ultraviolet regions due to intraband transitions [64]. The plasma
frequency is the resonant frequency in which electrons collectively oscillates in phase when
disturbed by an external field. The quantization of this collective oscillation is referred as
plasmons. They can be excited by charge fluctuations, such as a beam of electrons, but
they cannot be excited by light in normal incidence [65]. In subsection 2.3.2, we will see
that plasmons on the surface of metals can couple to light to form propagating confined
modes, namely, surface plasmon polaritons (SSPs).
2.2.2 The role of phonons
In some materials, light can be absorbed by normal modes of the lattice vibration.
These modes, referred as phonons, can have multiple branches in their dispersion relation.
To expose this, we illustrate in Figure 2.1 a) the phonon dispersion of Ge in [111] direction,
obtained by inelastic neutron scattering [66]. In this example, there are four branches, in
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which for each transverse and longitudinal branch, there is an optical (TO and LO) and
an acoustic branch (TA and LA).

























K/Kmax in [111] direction
Figure 2.1: Phonon dispersion of Ge at 80 K in the direction [111]. The red and the black
curves refer to the optical and acoustic branches, respectively. Adapted from [67]. The
dispersion was obtained from inelastic neutron scattering [66].
Since infrared photons in free-space have very low momentum in comparison to the
Brillouin zone of the crystal, they couple more efficiently to optical phonons. Furthermore,
in contrast to LO modes, only TO phonons are resonant with light due to the transverse
characteristic of light. Therefore, the permittivity of dielectrics may be calculated by
setting ω0 = ωTO in Equation 2.7. Also, the zeros of ε(ω) defines the longitudinal optical








(ω2TO,j − ω2 − iωΓj)
)
(2.10)
where ε∞ is the asymptotic permittivity for high frequencies. The model yields excellent
agreement for many dielectrics. In Figure 2.2 we show the real (a) and the imaginary
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(b) parts of the dielectric function of a SiO2 film, measured through mid-infrared variable
angle spectroscopic ellipsometry [68]. The blue curve represents the fitted curve using the
Drude-Lorentz model. We observe that the model yields excellent agreement for the SiO2
film, as allows us to estimate the phonon frequencies of the material, indicated by the red
dashed lines.
Figure 2.2: Real (a) and imaginary (b) parts of the dielectric function of SiO2. The
experimental data was taken from measurements of mid-infrared variable angle spectro-
scopic ellipsometry [68]. The fitted parameters used in the Lorentz model were ε∞ = 2.05,
ωTO = 1053 cm
−1, ωLO = 1204 cm
−1 and Γ = 64 cm−1. The dashed red vertical lines
indicates the phonon frequencies for LO and TO modes.
2.3 Polaritons
2.3.1 Bulk Polaritons
The dispersion relation exhibited in Equation 2.3 shows how matter resonances can
dictate the behaviour of light in solids. Figure 2.3 illustrates this through the dispersion
relation of light for a metal (a) and a dielectric (b) with Γ ≈ 0.
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Figure 2.3: Bulk polariton dispersion with dielectric functions from a) Drude Model and
b) Lorentz model with parameters: ωLO = 2, ωTO = 1, and ε∞ = 1. The dashed line
represents the dispersion of light in vacuum.
As discussed before, light is attenuated for imaginary values of k, meaning that when
ε(ω) < 0, light cannot propagate in the solid. This happens for ω < ωp in metals, and
for ωTO < ω < ωLO (Reststrahlen band) in dielectrics. For frequencies near the matter
resonances, the dispersion follows an anti-crossing behaviour, indicating the formation of
a new photonic state. The coupling of light to a bulk plasmon and a phonon are called
bulk plasmon polaritons and phonon polaritons, respectively [69].
2.3.2 Surface Plasmons Polaritons
Surface polaritons are transverse magnetic (TM) confined modes that appear at the
interface of two materials with opposite signs of permittivities. To show this, consider
two semi-infinite planes with permittivities εA and εB separated by a plane at z = 0, as
in Figure 2.4.
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Figure 2.4: Scheme of surface polaritons at the interface of two materials with permittiv-








we can solve the wave equation in matter and obtain the dispersion relation for each side
j = A,B,




Imposing boundary conditions (continuity of Dz and Ex) to the TM modes with in-plane






In the absence of damping, the permittivities are real. This means that for confined
modes, in which kz are pure imaginary values, εA and εB should be of opposite signs.










where, εA + εB < 0, for real q values.
Figure 2.5 despicts the surface plasmon polaritons (SPPs) dispersion for a system of
metal and air. The negative permittivity is provided by the metal for ω < ωp. Above
the plasma frequency, light propagates through the metal with the dispersion of a bulk
polariton. Notice that for lower frequencies, the SPPs dispersion cannot be distinguished
from the light line. As the frequency increases, the lower SPPs branch separates from the
light line creating a momentum mismatch between them. Hence, SPPs cannot be excited
by direct illumination. Instead, they can be excited through the enhanced momentum of
evanescent waves that may appear from the total internal reflection of p-polarized light
in prisms, or from diffracting light on engineered metallic gratings [70, 64]. Moreover,
this extra momentum needed for SPP launching can also be provided by the near-field of
truncated metallic structures, such as an AFM metallic probe, as we will see in chapter 4.
Figure 2.5: Dispersion of surface plasmons polaritons at an air-metal interface. The
dielectric function of the metal was calculated from the Drude model (ωp = 1). The
dashed line represents the dispersion of light in vacuum.
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2.3.3 Hyperbolic Phonon Polaritons in 2D crystals
Until now, we considered that matter is optically isotropic. However, this not the








It can be shown that the wave-equation in non-magnetic anisotropic materials is [64],

























where q2 = k2x + k
2
y. The symbols ⊥ and ‖ refers, respectively, to the dielectric function
perpendicular and parallel to optical axis of the crystal (ε⊥ = εx = εy and ε‖ = εz). By
setting the first term of Equation 2.17 to zero, we get the dispersion relation of waves
called ordinary rays, that propagate isotropically with the effective refractive index of the
in-plane permittivity. The behaviour of light in isotropic media was already discussed in












= 0, results in the so called extraordinary rays, that
propagates with a refractive index dependent on the direction of the wave-vector. Notice
that if the real part of ε‖ and ε⊥ have opposite signs, q will be larger than the free-space
momentum k0 = ω/c. This is the key point for achieving highly confined volume polari-
tons. The materials that satisfies this condition on the components of the permittivity
are called hyperbolic materials, since the isofrequency surfaces of their dispertion relation
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describes hyperboloids. Therefore, these confined modes are also referred as hyperbolic
polaritons (HP). As showed in Figure 2.6, the isofrequency surface can be of type I, if
Re(ε‖) < 0 and Re(ε⊥) > 0, or of type II, if Re(ε‖) > 0 and Re(ε⊥) < 0. Additionally, we
see in the inset that the direction of propagation of the HPs, given by the poynting vector
S = E×H, differs from the total wave-vector of the mode [17]. Notice that for very large
values of q, the directions for the polariton propagation, i.e. the polariton momentum,








Figure 2.6: Isofrequency contours of polaritons for hyperbolicity type I and type II. The
inset shows for the extraordinary rays the direction of the fields (red and blue), the
poynting vector (pink), the total momentum (black), and the group velocity (green).
Adapted from [17].
Hyperbolicity can be achieved with metamaterials that can constrain the motion of the
electrons to lower dimensionalities [71]. Until recently, the only experimental confirmation
of confined HP was limited to metamaterials [72]. Yet, natural hyperbolic materials, that
exhibit hyperbolic phonon polaritons (HPhPs) with superior field confinement than the
ones found in metamaterials, were recently confirmed [17]. To elaborate this further, we
discuss the case of thin layers of hexagonal boron nitride (hBN), a natural uniaxial vdW
crystal. The components of real part of the permittivity tensor of hBN is presented in
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Figure 2.7.
Figure 2.7: Real parts of the in-plane (ε⊥) and out-of-plane (ε‖) components of the
permittivity tensor for hBN. The shaded regions represent the Reststrahlen bands, where
hBN is hyperbolic. In the inset is illustrated the crystal structure of hBN. Adapted from
[17].
Each component of the permittivity is described by a single Lorentz oscillator, as in
Equation 2.10. We observe that hBN present hyperbolicity in two Reststrahlen bands.
The first band, type I, happens from ωTO,‖ = 746 cm
−1 to ωLO,‖ = 819 cm
−1 and type II
happens from ωTO,⊥ = 1372 cm
−1 to ωLO,⊥ = 1610 cm
−1 [73]. Moreover, the dispersion

















where εa is the permittivity of air, εs is the dielectric function of the substrate, l =




. Equation 2.18 can be deduced
by calculating the poles of the Fresnel reflection coefficient, rp [15]. It is also usual to
represent the dispersion relation as a false-color map of the Im(rp), as represented in
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Figure 2.8.
Figure 2.8: Imaginary part of the Fresnel reflection coefficient, rp, for a system of
Air/hBN(d = 134 nm)/SiO2. The dashed lines represent the analytical branches pro-
vided by equation Equation 2.18. The frequency window was adjusted to type II Rest-
strahlen band of hBN. The dots represents the experimental data from s-SNOM experi-
ment. Adapted from [15].
Here we see the formation of multiple branches related to the order of the hyperbolic
modes. The dots represent the experimental dispersion data extracted from s-SNOM on
hBN flakes. The method of extracting the polariton properties with s-SNOM experiment
will be explained in chapter 4. For now, we remark that only the fundamental mode (M0,
for l = 0) is often accessible in s-SNOM, due to the higher losses of the higher modes













Figure 2.9: a) Numerical simulation of the field distribution (log scale) of type II HPhP
propagating in an 135 nm thick hBN layer (ω = 1563 cm−1). b) Extraordinary rays (blue
arrows) within the hBN slab. Adapted from [41].
As an example, Figure 2.9a) shows a simulation, from [41], where we present the
electric field profile of hBN polaritons launched at the edge of a semi-infinite gold film
deposited on top of a hBN layer on SiO2. The gold film converts the incident p-polarized
field Ein into confined near-fields at the edges, providing sufficient momentum for the
launching of HPhP in hBN. One may observe a ”zig-zag” pattern of HPhP rays reflecting
at the the top and bottom surfaces of the hBN slab. The HPhP rays, also referred
as extraordinary rays and illustrated in Figure 2.9b), are formed by the superposition
of waveguide modes Mn, with both their wavelength and propagation length decreasing
with n. As mentioned before, the rays travels with a Poynting vector (S), whose direction
depends on the angle (θ) given by the relation between the spatial components of the
polariton momentum. Since the higher order modes (n > 1) decays faster than the M0
mode, the HPhP rays rapidly fade away with the distance, leaving only the fundamental
mode that propagates with a wavelength of λM0. Notice that the polariton wavelength
depends on the material that it is in contact with the hBN slab, as a direct result of
Equation 2.18. Here we see that for this Reststrahlen band, the wavelength of HPhP








Wireless transmission of electromagnetic (EM) signals is one of the most relevant
technological achievements of the last centuries, and it was only enabled by the invention
of antennas. An antenna is a transitional structure, often metallic, between free-space
and a guiding device which converts EM waves into localized energy, and vice-versa [59].
The working mechanism is illustrated in Figure 3.1, where an external source is connected
to a transmission line with a bent open end. The source put the charges into motion so
that time-varying EM fields are carried along the transmission lines. These guided waves
are released from the wires to create free-space radiation, represented by the closed field
loops. It is worth emphasizing that the free-space EM are now self-sustained. Even if the
source cease to exist, the radiation will keep travelling through space. [75].
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Figure 3.1: An alternating voltage source connected to a transmission line with a bent
open end. The EM fields are carried along the transmission line, and then are released to
propagate freely in space. Adapted from [75].
One of the goals of this dissertation is to extend the concept of antennas to optical
frequencies. Before we do that, it is didactic to go over of some of the main properties of
radio-frequency antennas.
3.1.1 Field Regions
The space surrounding the antenna is divided in three parts: the reactive near-field
region, the Fresnel region, and the Fraunhofer region. As depicted in Figure 3.2, the
reactive near-field region is the region closer to the antenna. In this regime, the fields
are non-propagating and decay rapidly with the distance. Moreover, the relationship
between E and H fields are rather complex, so that the polarization is usually not defined.
The Fresnel region is defined as the region “wherein radiation fields predominate and
the angular field distribution is dependent upon the distance from the antenna” [75].
The reason why it is called Fresnel region is because the fields are computed by Fresnel
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integrals, that also appears in the calculation of near-field diffraction patterns of opaque
objects [76]. Finally, the Fraunhofer region is defined as the region “where the angular
field distribution is essentially independent of the distance from the antenna.”
Figure 3.2: Field regions of an antenna. The wave-fronts are represented as red lines.
There are no clear physical boundaries between these regions, as they are purely
mathematical. However, a criterion may be defined through the calculation of the fields
generated by a dipole of finite length [75]. The requirement of a maximum phase error of
π/8 on the calculated fields gives the criterion below,

reactive near-field, if 0.62
√
L3/λ > r
Fresnel, if 2L2/λ > r > 0.62
√
L3/λ
Fraunhofer, if r > 2L2/λ
(3.1)




As defined in [75], “radiation pattern or antenna pattern is defined as a mathematical
function or a graphical representation of the radiation properties of the antenna as a
function of space coordinates. In most cases, the radiation pattern is determined in the
far-field region and is represented as a function of the directional coordinates. Radiation
properties include power flux density, radiation intensity, field strength, directivity, phase
or polarization.” To illustrate this, consider Figure 3.3 where we show the normalized
fields surface at a constant radius from an antenna. The pattern shows a major lobe
at the z-direction, which indicates that the emission/reception of EM in this direction is
maximum.
Figure 3.3: Scheme of a field pattern of a hypothetical antenna. The pattern has a
direction in which the fields are more intense than in the others, called a major lobe.
Adapted from [75].
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3.1.3 Radiation Intensity and Directivity




Re (E×H∗), over a closed surface. The radiation intensity U , is defined
as “the power radiated from an antenna per unit solid angle”, and can be calculated by
U = r2Srad [75]. Often it is desired to design directional antennas, which are antennas
that radiates and receives EM waves more efficiently in one specific direction. In this
case, the directivity, D, of the antenna is a critical parameter to be optimized. The
directivity of an antenna is defined as “the ratio of the radiation intensity in a given
direction from the antenna to the radiation intensity averaged over all directions” [75].
It is worth mentioning that the directivity for an isotropic source is one, since it radiates
equally well in all directions.
3.2 Optical Antennas
An OA is “a device designed to efficiently convert free-propagating optical radiation
to localized energy, and vice versa” [77]. Enhancing light-matter interaction beyond the
diffraction limit is one of the most relevant properties of OAs for applications such as
nanoscale imaging and spectroscopy [78, 79], photovoltaics [80], light emission [49], and
control of coherence [81]. Due to the high optical frequencies in comparison to radio-
frequency, the size of an OA may varies from micrometers to nanometers. Therefore,
their fabrication is often achieved with top-down techniques, such as Focused Ion Beam
(FIB) [82], and electron beam lithography (EBL) [83], or bottom-up techniques, such as
self-assembly schemes [84].
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3.2.1 Plasmonic Fabry-Perot resonator
Differently from RF regime, optical EM radiation can penetrate inside metallic ma-
terials, which means that traditional design tools for antenna engineering are no longer
valid. As exposed in chapter 2, SPPs can propagate at the surface of metallic structures,
and therefore, they have a critical role on the resonance of OA. For a truncated wire
of length L, SPPs with momentum q propagates on the surface and are reflected at the
borders of the wire with a phase shift of φ, as illustrated in Figure 3.4a.
Figure 3.4: a) Propagation of SPPs on the surface of a truncated wire. The constructive
interference of SPPs creates resonant antenna modes of different orders n. b) Scheme of
the charge distribution along the wire in resonant condition.
As in Fabry-Perot cavities [85], the structure will be resonant if the round trip phase
accumulation of SPPs is an integer multiple of 2π [86]. In other words, the equation below
must be satisfied,
2qL+ 2φ = 2nπ (3.2)
, where n = 1, 2, 3... is the resonance order. For φ = 0, the antenna will be resonant with
L = nλSPP/2. The charge distribution in this case is represented by Figure 3.4 (b), where
the first order is the longitudinal dipole resonance.
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3.2.2 Dark and Hybrid Modes
Not all plasmonic structures are capable of radiating to the far-field. In some cases,
such as in even-order modes of single FP resonators (Figure 3.4b), the net dipole mo-
ment equals to zero, and therefore, the antenna does not radiate. Due to their lack of
responsitivity upon normal-incidence illumination, they are often referred as dark plas-
monic modes [87]. Since these modes do not suffer from radiative losses, they are great
candidates for high-Q cavities and lossless plasmonic waveguides [88, 89]. Additionaly,
they can be excited with focused electron beams [90], spatially inhomogenous fields [91],
evanescent excitations[92], and oblique incidence[93, 94].
Dark modes can be also found in the resulting coupling of plasmonic structures [95, 96].
As their evanescent fields overlap, the antenna resonance splits into two, as schemed in
Figure 3.5. Similar to the hybridization model of molecular orbital theory [97], the lower-
energy state (“bonding”), is the one that is measurable in regular experimental conditions.
The higher-energy state (“anti-bonding”), have zero dipole moment, and therefore, is a
dark plasmonic mode.
Figure 3.5: Scheme of the energy levels of hybridized plasmonic structures. The hybridized
states have different energy levels due to the difference in the net electric dipole moment





4.1 Experimental near-field techniques
Due to Abbe’s diffraction limit, far-field techniques, such as conventional optical mi-
croscopy and Fourier-transform infrared spectroscopy (FTIR), can only probe optical local
variations with a practical spatial resolution given by the wavelength of the light. For IR
range, the maximum resolution lays between 1 µm to 10 µm, making FTIR unsuitable
for the direct imaging of polaritons in nanostructures [98]. To help understand better
this limitation, Figure 4.1a shows a test pattern with structures that vary in size from
micrometers to nanometers. Optical microscopy in the visible range (λ = 0.5 µm) can,
at its best, a blurred image, as in Figure 4.1b, which resolves structures that are slightly
larger than 1 µm in size. However, if an IR source (λ = 10 µm) is used instead, no
structure can be distinguished, as showed in the calculated image in Figure 4.1c.
44
Figure 4.1: Diffraction-limited Imaging. (a) Schematic of a test Pattern with structures
from 1.6 µm size down to 100 nm (b ) Image of the test pattern that was fabricated by
patterning a SiC crystal with Focused Ion beam (FIB), using visible light (λ = 0.5 µm)
(c) (calculated) image of the test pattern, using infrared light (λ = 10 µm), no features
can be resolved. Adapted from [99].
With the advent of scanning techniques, such as Atomic Force Microscopy (AFM),
scanning electron microscopy (SEM) [100], scanning tunneling microscopy (STM) [101],
and scanning transmission electron microscopy (STEM) [102], we have been able to map
the topography and the electromagnetic interactions of the surface of a sample with
nanometric resolution. Furthermore, the combination of AFM with near-field optical
approaches enabled novel techniques, such as scattering Scanning Near-Field Optical Mi-
croscopy (s-SNOM) [103, 104], photothermal-induced resonance (PTIR) [105], and In-
frared Nano-spectroscopy (nano-FTIR) [106, 107], to acess optical properties of samples
with a spatial resolution given by the AFM tip radius (≈ 25 nm). In the next subsec-
tions we will explain the working principles of s-SNOM, and a variation of this technique
combined with ultra-broadband synchrotron IR radiation. Additionally, it will be showed
how these techniques can be applied to obtain the fundamental properties of polaritons
in 2D systems.
4.1.1 scattering Scanning Near-Field Optical Microscopy (s-SNOM)
s-SNOM is a technique that combines AFM with IR/optical microscopy, and therefore,
the sample is scanned under an oscillating AFM probe [3]. This probe, also commonly
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referred to as ”the tip”, is illuminated with IR light. Part of the light is scattered to the
detector and part is confined between the probe apex and the sample surface, as illustrated
in Figure 4.2a. The EM confinement at the tip-apex is demonstrated in Figure 4.2b, by
simulating the the electric field intensity of a metallic tip on hBN when illuminated by
p-polarized light. The enhancement of the field confinement at tip is attributed to the
formation of SPPs on its surface and to the known lightning-rod effect [108, 109]. Notice
that IR light of λ = 6.9 µm is concentrated to lengths that are comparable to the diameter
of the tip (≈ 50 nm), yielding a confinement factor of λcon/λ ≈ 1/100.
E/E0
a) b)
Figure 4.2: Tip illumination and field enhancement in s-SNOM. a) A sharp AFM tip is
mounted on a cantilever and illuminated by a focused laser beam. (Adapted from [99]) b)
FDTD simulation of normalized field intensity of a metallic AFM tip (670 nm in length
and 25 nm in apex radius) on top of 180 nm thick hBN on Au substrate. The tip was
illuminated with a p-polarized Gaussian beam (λ = 6.9 µm) at an angle of 60 degrees
from the normal of the sample surface.
As the tip is brought close to the surface of the sample, the tip interacts with the
sample through the near-field of the tip-apex. This interaction polarizes the tip and
modifies the scattered light. Typically, a single optical element (parabolic mirror) is used
to both illuminate and collect the light scattering from the tip, which is directed to a point
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detector [99]. Before translating this signal into nanoscale resolved optical images of the
sample surface, the signal must be filtered to suppress undesired background contributions
associated with the far-field scattering caused by the tip, cantilever, and sample. The
background contribution can be filtered by modulating the total signal with the AFM
probe in tapping mode, which oscillates with a natural frequency of Ω. The modulation
causes a linear variation of the far-field contribution and a non-linear variation of the
near-field component. Therefore, the background signal can be filtered by demodulating
the detected signal with a lock-in amplifier at sufficiently high harmonics nΩ (for n ≥ 2).
The simplest detection scheme in s-SNOM is the self-homodyne (SH) scheme, illus-
trated in Figure 4.3a [3]. The detected intensity after demodulation contains a com-
bination of the near-field and background components. The disadvantage of this tech-
nique is that only amplitude information is accessible, while phase information is lost.
Additionally, spatial variation of the background signal can lead to artefacts in the ob-
tained near-field images. Other more sophisticated detection schemes includes Homodyne,
Heterodyne, and Pseudo-Heterodyne Detection (PHD). The latter scheme, illustrated in
Figure 4.3b, is basically the SH scheme with an added reference arm, such that an asym-
metric Michelson interferometer is formed. The reference mirror harmonically vibrates at
a frequency ωn < Ω, which causes a phase modulation of the reference beam, and allows
simultaneous measurement of amplitude and phase with excellent time efficiency. For
more information on this subject, please refer to [3].
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Figure 4.3: S-SNOM detection schemes. a) Self-homodyne detection. b) Pseudo-
heterodyne detection. Inspired from [3].
4.1.2 Synchrotron Infrared Nano-spectroscopy
Nano-spectroscopy can be achieved by combining s-SNOM technique with broadband
sources in a asymmetric Michelson interferometer detection scheme, such as the one illus-
trated in Figure 4.4 [106]. The reference mirror scans over a wide spatial range yielding
an interferogram. The interferogram is Fourier processed for reconstruction of the broad-
band spectral response. The s-SNOM asymmetric detection scheme enables accessing the
complex local effective polarizability of the system (complex refractive index or dielectric
response). Examples of broadband sources that can be used for nano-FTIR are thermal
sources [99, 110], IR plasma sources [111], and Synchrotron light sources [106, 107, 112].
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Figure 4.4: Scheme of the nano-FTIR experiment at LNLS. In this experiment the syn-
chrotron infrared radiation is used as a broadband source on a asymmetrical Michelson
interferometer. The beam is split in two parts by a beamsplitter: a part of the beam goes
to the AFM/sample system, while the other is reflected by reference mirror. By scanning
the reference mirror, an interferogram is constructed at the detector which can be later
processed via Fourier transform. Adapted from [106].
Most of the experimental s-SNOM results presented in this dissertation were performed
at the beamline IR1, a station of the UVX accelerator at the Brazilian Synchrotron Light
Laboratory (LNLS) in Campinas, Brazil (www.lnls.cnpem.br). In this endstation, Syn-
chrotron Infrared nano-spectroscopy (SINS) was applied to study the optical properties
of 2D crystals providing point spectral information over a frequency range from 700-
2000 cm−1, and a spatial resolution of 25 nm [106]. Additionally, we also present SINS
data measured at the Advanced Light Source (ALS), located in Berkeley (CA), U.S.A
(als.lbl.gov).
49
4.1.3 Probing Polaritons in 2Ds
As introduced in chapter 2, polaritons in 2Ds have much larger momentum than
free-propagating photons. Hence, they cannot be excited by free-space radiation, unless
aided by structures that provide additional momentum, e.g., the sharp tip from s-SNOM.
Therefore, s-SNOM technique does not only provide means to access the optical properties
of 2D systems, but also supply sufficient momenta to efficiently launch polaritons [39]. As
exposed in Figure 4.5a, when the tip is located far from the edges of a 2D crystal that
supports polaritons in the measured frequency range, only information of the material’s
dielectric function can be accessed. The reason for this is, although the tip launches
polaritons, they are damped before reflecting back to the tip, and therefore, only the
nonpropagating optical fields (NOF) response of the sample is measured. To detect them,
one needs to position the probe near a polariton source, e.g. an optical antenna [45], or
near the crystal edge, as illustrated in Figure 4.5b. The edge can act as an emitter or
as a reflector for the polaritons launched by the tip. In the latter case, the interference
between the propagating polaritons forms a stationary wave, whose distance between the




Figure 4.5: Scheme of s-SNOM measurement on a 2D crytal that supports polaritons with
the tip: a) far and b) close from crystal edges. c) Scheme of a linescan measurement.
Adapted from [113].
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To illustrate this, we present in Figure 4.6a, the linescan data performed with SINS,
across the edge of a hBN crystal on SiO2 [114]. A linescan is a set of spaced point-spectra
measured while the tip scans a path, as schemed in Figure 4.5c. We note, that due to
the ultra-broadband characteristic of the Synchrotron source, SINS can probe polaritonic
activities in both Reststrahlen band of hBN, simultaneously. Furthermore, amplitude
spatial-profiles for different frequencies, showed in Figure 4.6b, can be extracted for further
analysis. The profiles can be fitted to theoretical models that consider the optical fields
created by all effective polariton launchers of the system. Aided by fitting models, the
polariton complex momentum can be typically extracted in excellent agreement with
the theoretical predictions of the their dispersion relation, as demonstrated by [115], for
instance.
a) b)
Figure 4.6: a) Linescan obtained perpendicular to the edge of a 147 nm thick hBN flake
on SiO2 substrate. The green arrow at x = 0 marks the edge of the hBN crystal. b) Ex-
perimental (blue) and simulated SINS amplitude |A(ν̄)| (black) distance profiles extracted
from (a). The black arrows indicates (λp/2). Adapted from [114].
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Generally, the amplitude profile generated by a single source of polaritons can be
described by a damped sine wave,
ξ(x) = Aei(q+iγ)xF (x) +Be−in (4.1)
where A and B are the amplitude, n is the phase of the background signal, q̃ = q + iγ
is the complex momentum of the polariton, F (x) is the geometrical factor, and x is the
distance propagated by the polariton. In the case that the polariton is launched by the
tip and reflected at the crystal edge, x must be replaced by 2x to account the round-
trip of the polariton. Additionally, the geometrical factor F (x) depends on geometry of
the polariton source. Whilst point-like source decays as 1/
√
x due to polariton radial
propagation, waves from plane or linear sources decay only due to damping factor γ
(F (x) = 1) [41].
4.2 Numerical Methods: FDTD simulations
The importance of EM field solvers in the fields of antenna engineering, and recently in
nano-optics, cannot be estimated. They allow one to accurately test several parameters,
such as geometry and materials, without having to construct the actual device and testing
it. There are several methods that numerically solves Maxwell’s equations in frequency
domain, such as Finite Elements (FE), and Method of Moments (MoM), and in time-
domain, such as Finite-Difference Time-Domain (FDTD) [116]. In this dissertation, we
used the commercial code Lumerical FDTD (www.lumerical.com) to study the properties




The FDTD method discritizes Maxwell’s equations in space and time via central finite














(Er+∆y/2,ty − Er−∆y/2,ty ) +
∆t
∆y
(Er+∆z/2,tz − Er−∆z/2,tz ) (4.3)
Therefore, B
r,t+∆t/2
x can be obtained by calculating Ety and E
t
z in the neighborhood of
r. This illustrated in Figure 4.7, where we see the spatial distribution of the fields on
a grid, referred as Yell cell [117]. The sizes of ∆y and ∆z determine the size of the
mesh. Due to the symmetry of Maxwell’s equation, the electric field can be accessed in
the same manner by calculating the values of the magnetic field in the neighborhood of
r. Sources can be implemented by setting initial boundary conditions to the simulation.
More sophisticated approaches can be made to include dispersive materials, nonlinearity,
and nonlocality [118].
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Figure 4.7: Scheme of a two-dimensional Yell cell. B
r,t+∆t/2
x can be obtained by calculating
Ety and E
t
z in the neighborhood of r.
4.2.2 Simulation Setup
To setup a simulation in Lumerical FDTD, one needs to define whether is a 2D or a 3D
simulation and also several different simulation objects, such as structures with defined
materials, light sources, field region, boundary conditions, monitors and others. As an
example, we show here how to setup a 3D simulation to measure the HPhP fields of hBN
on CaF2 substrate when launched by an optical antenna made of gold. Figure 4.8 shows























Figure 4.8: a) Side, and b) top views of the FDTD simulation setup for measuring the
polariton fields excited by illuminating with plane waves a gold antenna on a hBN slab
on top of a CaF2 substrate. The PML boundaries are represented as an orange box and
a plane monitor, indicated by the red line, is located above the antenna surface.
Structure and Materials
To define the structures the user may use basic shapes such as spheres, cuboids, pyra-
mids or even more complex structures which are predefined in Lumerical. In this example,
we define a cuboids for CaF2 and hBN, and another one for gold antenna with defined
thickness, width and length. The software disposes of a large material data base that
may be used to define the materials of the structures. However, other dispersive material
can also be included by providing to the software frequency-dependent optical properties
in text files or by analytical equations. The software fits the data to an analytical curve,
which can be adjusted for better results.
Sources
There are several different ways to inject optical power into the simulation. For in-
stance, one may use oscillating dipoles sources, plane-waves, gaussian beams, and other
special type of sources such as Broadband Fixed Angle Source Technique (BFAST) and
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Total-Field Scattered-Field (TFSF) source. In our example, we used a TFSF source to
excite the gold antenna with plane waves with normal incidence. This type of source is
often used to study scattering from small particles illuminated by a plane wave, since
this source separates the simulation region into two parts: a region inside the TFSF box
(dashed black line) which includes the sum of the incident field wave plus the scattered
field and outside the TFSF box where only the scattered fields are calculated. The reason
that we use this type of source in this example is that we wish to excite the antenna
with plane waves, but we do not want to impose periodic boundary conditions, which is
a mandatory requirement for the plane-wave source.
FDTD solver and Mesh Override
The FDTD solver is an object which essentially defines the size and the parameters of
the simulation region, such as simulation time, mesh size, and boundary conditions. In
the example in discussion, the simulation region is defined by the Perfectly Matched Layer
(PML) boundaries that are used to absorb electromagnetic waves incident upon them. In
some cases, such as in systems that present highly disperse materials as hBN, the simula-
tion may become unstable, requiring that the user change the settings of the PMLs. One
can use predefined settings of ”stabilized PMLs”, which essentially increases the numbers
of PML layers, enhancing the simulation stability. However, this increases significantly
the simulation time and may also cause additional reflections at the boundaries.
To reduce the simulation volume, and consequently, reduce the computing time, one
can take advantage of the symmetry of the system. In Figure 4.8b), we show that the
simulation presents a four-fold symmetry. By imposing symmetric and anti-symmetric
boundary conditions, defined with respect to the incident electric field, we can speed up
the simulation in four times, while having the same results. In figure Figure 4.8b), only
the region that is not shaded in green or blue is simulated. As mentioned, the FDTD
solver also possesses a tool for calculating the appropriate mesh for the simulation system.
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However, in order to resolve the highly localized polariton fields in hBN, a finer mesh is
required. This can be done by setting manually Mesh Override regions, as showed in
Figure 4.8a) by the dashed black line around the antenna. The use of finer mesh must
be done with care, since this may significantly increase the number of cells that must be
resolved with FDTD, increasing computer’s RAM consumption, and computing time.
Monitors
Monitors are used to record data from simulation. Frequency domain field monitors,
such as the one showed in Figure 4.8a), return fields and power data in the frequency
domain by taking the Fourier transform of the time domain fields. Here we used this
monitor to obtain the real part of the electric field in the z direction. It is also possible
to obtain the fields data in the time domain through video monitors and time monitors,
which allows us for example, to analyze the dynamics of a polariton in a 2D system.
Automatization
Lumerical allows one to automate simulations in which the optimization and the sweep-
ing of an objects parameter is necessary. In Appendix B, we show a script which we used
to obtain the the electric field response upon a change of the antenna length.
4.2.3 Simulating s-SNOM technique with dipole source
The simulation of accurate s-SNOM amplitude and phase sample response is a difficult
task due to the non-trivial near-field interaction between the tip and the sample [119]. A
recent study showed that plasmons on graphene resonators can be numerically mapped
in real-space with excellent agreement with s-SNOM near-field images [120]. The model
used to simulate the s-SNOM signal approximates the tip to a dipole source from the
assumption that the polarizability of the dipole is weakly affected by the plasmons fields
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of the graphene cavities. In contrast to usual dipoles models for the tip, whose effective
dipole moment depends on the exciting field and the polarizability of a sphere[121], the
dipole moment of the simulated source is constant. Hence, tip-sample coupling effects,
which are important in some special cases, such as in plasmonic nanoparticles [122], are
not considered here. Nevertheless, the successful application of this method in 2D systems,
such as linear hBN antennas [18], and α-MoO3 slabs [123], may indicate that tip-sample















Figure 4.9: a) Illustration of the simulation setup for obtaining the fields along a frequency
line monitor which crosses the volume of a crystal that supports polaritons. b) Simulation
setup used for normalizing the field values obtained in (a).
Figure 4.9a, shows the simulation setup for obtaining a point-spectrum amplitude sig-
nal on a crystal slab. A dipole source, located at x = x0, excites polaritons in the material
which propagate throughout the crystal and are reflected by its edges. To measure the
electric field in the frequency domain, point monitors located at the surface of the sample
or line monitors which crosses the volume of the crystal (illustrated as dashed red lines)
can be used. Since horizontal fields couple weakly to the tip, the amplitude signal of s-
SNOM can be interpreted as proportional to the the electric field (Ez) below the dipole in
the z direction. To account the fields that are reflected by the substrate, we normalize the
obtained field values by Ez,sub, which is the electric field without the crystal, as showed in














Similarly to s-SNOM, a simulated linescan can be obtained by calculating the multiple
point-spectra along a path. Appendix C shows a code written in Lumerical where we
automate the simulation of a linescan for a α-MoO3 nanobelt.
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Chapter 5
FDTD simulations of polaritons in
low dimensional systems
5.1 Modelling Polariton Dynamics in hBN on struc-
tured substrates
5.1.1 Introduction
In section 2.3 we discussed the dispersion relation of the M0 modes of HPhP in hBN
and its dependence on the dielectric function of the substrate. This is expressed in Equa-
tion 2.18, for l = 0. To exemplify this, we show in Figure 5.1 the theoretical dispersion
relation for the M0 modes in a 80 nm thick hBN on top of SiO2 and Au. The SiO2
thickness (d) is varied to illustrate the dispersion dependence with the effective dielectric
function of the substrate. For a fixed frequency, we observe that the momentum of type
II HPhP is significantly higher on Au (d = 0) than in SiO2 (d > 200 nm). This was con-
firmed by our group by performing spectral linesncans with SINS for different thickness












































Figure 5.1: Theorethical type II ω − q for the hBN/SiO2/Au heterostructure (upperleft
illustration) with d = 0, 10, 60, and > 200 nm. The calculations were performed for an 80
nm thick hBN. The corresponding analysis, for type I band, are shown in the downright
inset. Adapted from [124].
As we recall, the group velocity of a wave can be calculated by the derivative of the
dispersion relation in respect to the momentum (vg =
∂ω
∂q
). Therefore, if the dispersion
changes, the polariton group velocity should also change. Now, suppose the propagation
of a HPhP pulse in a 80 nm thick hBN onto a SiO2 wedge built on the Au substrate, as
illustrated in Figure 5.2. Since the effective dielectric function of the substrate gradually
shifts as the polariton propagates in the x̂ direction, we expect that the polariton group
velocity will alter its value, and therefore, the polariton will experience acceleration.
Unfortunately, this is difficult to confirm experimentally, due to the lack of time-resolved
near-field probing techniques. Alternatively, we can use FDTD simulations to investigate
the dynamics of polaritons in 2D sytems.
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Figure 5.2: Scheme of a polariton pulse propagating inside of hBN on top of SiO2 wedge
and Au substrate. The inclination of the wedge is given by the angle β. The polariton
pulse is excited by a dipole source at the beggining of the wedge.
5.1.2 Methods
The system schemed in Figure 5.2 was simulated with the commercial software Lumer-
ical FDTD-Solutions v8.21 on 2D mode. PML absorbing boundary conditions were set
in the surroundings of the simulated region. A dipole excitation source, centered at
ωc = 1440 cm
−1, with a bandwidth ∆ω = 37 cm−1, located 170 nm above the edge of a
80 nm thick hBN, launched the HPhP in hBN. The simulation time was set to 8 ps and
the pulse length of the dipole source was 0.4 ps. To resolve the SiO2 wedge inclination of
β = 0.76◦, the mesh resolution was set to 8 nm horizontally and 2 nm vertically. Optical
properties of Au and SiO2 were obtained from Palik [125]. The dielectric function of hBN
was calculated through the Lorentz model (Equation 2.10), using the parameters from
[115].
A frequency-domain power monitor was used to collect the magnitude of the electric
field for ωc = 1440 cm
−1 (Figure 5.3). A movie monitor recorded the magnitude of the
electric field of the propagating HPhP modes in the time domain (Figure 5.4). To extract
the average position of the pulse in respect to time, we used a 1D time monitor located
42 nm above hBN and extracted the position where the maximum the magnitude of the
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electric field reaches its maximum value.
5.1.3 Results and Discussion
Figure 5.3 (a) and (b) shows the FDTD simulated spectral response at ωc = 1440 cm
−1
of the electric field of the polariton pulse on Au substrate, and on the wedge, respectively.
The white dashed line guide the eyes to help the visualization of the field intensity along
x̂. Notice that, while the momentum of the polariton (2π/λ) is constant in the flat-
substrate condition (a), it decreases as the pulse propagates on the wedge-substrate (b).
This confirms that the dispersion relation of the HPhP changes as the effective dielectric
function of the substrate is altered.
Figure 5.3: (a) Simulated field intensity at ωc = 1440 cm
−1 of a HPhP pulse, excited by a
dipole source (D), and traveling in hBN on: (a) on Au substrate, and (b) on SiO2 wedge.
Adapted from [124].
Furthermore, Figure 5.4 shows in time-domain the propagation of a HPhP pulse on
Au substrate (a), and on the SiO2 wedge (b). For sake the of comparison, (a) and (b) are
displayed in the same horizontal axis. One may observe that the pulse propagates faster
on the SiO2 wedge than on Au. This can also be seen by this video, which shows the
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recorded fields the pulse movement on the Au substrate and on the wedge (This video
can also be downloaded from the Supporting Information of [124]).
Figure 5.4: Frames of the recorded video of the simulation at different time-frames t1,2,3,
for a HPhP pulse in hBN (translucent box), excited by a dipole source (D): (a) on Au
(yellow), and (b) SiO2 wedge (grey). Adapted from [124].
To compare the both situations, we present in Figure 5.5, the simulated (circles and
crosses) and the theoretical (lines) pulse position in respect to time. The theoretical
motion of HPhP on Au substrate was calculated by assuming an uniform motion, xg(t) =
vAug t, where v
Au
g = 1.85× 106 m/s was computed from the theoretical dispersion relation
for d = 0, such as the one shown in Figure 5.1. The predicted motion of HPhP on the
wedge was calculated by a semi-classical model, wherein the polariton pulse is regarded
a quantum particle with effective mass m∗. It can be deduced that (for more details on



























Figure 5.5: Theoretical equations of motion (curves) and the corresponding time-resolved
simulated data points (symbols) for a HPhP pulse in a 80 nm thick hBN lying on the SiO2
wedge (blue curve and symbols) and Au (red curve and symbols) substrates. Adapted
from [124].
The agreement between theory and simulation is outstanding, and proves that FDTD
simulation is a powerful tool for studying the dynamics of polaritons in complex low
dimensional systems. Moreover, this shed a light on the possibilities in using structured
substrates for temporal control of the polariton propagation. Time-delay lines, e.g., can
be built in a single vdW crystal for ultra-compact on-chip polaritonic circuits.
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5.2 Properties of terahertz hyperbolic phonons po-
laritons in SnO2
5.2.1 Introduction
Up to now we have showed HPhP can exist in hBN in the mid-IR range. How-
ever, the search for novel hyperbolic materials in alternate energy ranges is an on-going
mission in the nano-optics community. Recently, our group in collaboration to the Ad-
vanced Light Source (ALS) in Berkeley (U.S.A.), and the free-electron laser (FEL) at
the Dresden-Rossendorf research center (Germany), presented SnO2 nanobelts (NB) as
a novel litography-free nanophotonic platform suitable for cavity confinment of far-IR.
We employed IR-THz SINS and IR-THz FEL s-SNOM to access the full mid- to far-IR
spectral response of HPhP and surface phonon polaritons (SPhPs) in SnO2-NBs [126].
Tetragonal Rutile SnO2 (P42/mnm, space group 136) with lattice constants a = b =
0.473 nm and c = 0.318 nm in the form of NBs (Figure 5.6a) were synthesized by using a
gold-catalyst-assisted vapor-liquid-solid (VLS) method [127], and morphologically charac-
terized by scanning and transmission electron microscopy (SEM and TEM). Figure 5.6b
shows a SEM image of a set of NBs with a clear view of the smooth surface quality and
average rectangular shape of the NBs. Typical transverse dimensions are 50 to 500 nm
wide (w) and a few hundreds of nm thick (t). Lengths can reach up to 50 µm. Figure 5.6c
presents a TEM image of a 120 nm wide isolated SnO2-NB. Figure 5.6d displays a high
magnification TEM image of the side edge of the NB (red square area in Figure 5.6c) with
a clear contrast between crystalline and amorphous phases of the nanostructure [128].
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Figure 5.6: a) Schematic of SnO2 unit cell for tetragonal Rutile, and crystalline structure
of the nanobelt. Blue and yellow spheres represent tin (Sn) and oxygen (O) atoms,
respectively. b) SEM image of SnO2-NBs. c) TEM image of an isolated nanobelt covered
by a thin amorphous layer in a carbon grid. d) High-magnification TEM image (red
square in c) highlighting the crystalline structure covered by a thin amorphous layer.
In this section, we show that the dispersion relation of HPhP in a SnO2 slab can be
calculated by mimicking the nano-FTIR experiment with FDTD simulations. To extended
our analysis, we compare a simulated point-spectrum at the center of a SnO2-NB with
nano-FITR data. Finally, we demonstrate how SPhPs and HPhP can be distinguished by
observing the simulated field intensity profile at the cross-section area of the SnO2-NB.
5.2.2 Methods
The simulation results were obtained by FDTD calculations assisted by the commercial
code Lumerical FDTD v8.23. The Au dielectric function was taken from Palik [125]. Both
axial and transverse components of the SnO2 permittivity (Figure 5.8), were calculated
by the Lorentz model (Equation 2.10) utilizing the parameters from [129].
The polaritonic activity of 2D materials probed by s-SNOM can be numerically re-
produced by approximating the scattered near-field of the illuminated tip as a dipole of
vertical (ẑ) orientation, as described in subsection 4.2.3. In Figure 5.7a we illustrate the
simulation setup for a linescan across the edge of a 93 nm-thick SnO2 slab. For each
position in x = x0, the dipole near-field excites the polaritons at the SnO2 slab, which
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propagates through the crystal and are back-reflected by the crystal edge. A vertical line
frequency power monitor located below the dipole collects the Ez,SnO2(x0, z) fields across
the SnO2 slab. The resulting point-spectra signal at x = x0, is obtained by integrating
Ez,SnO2(x0, z)/Ez,Au(x0, z) along z direction, where Ez,Au(x0, z) is the z component of the
electric field obtained by replacing the SnO2 slab to an infinite Au substrate. The linescan
(Figure 5.9) was obtained by simulating multiple point-spectra along the x direction.
Similarly, we simulated a point-spectrum at the center of a 93 nm-thick and 350 nm-
wide SnO2-NB. The simulation setup is schemed in Figure 5.7b. The simulated spectrum
(Figure 5.11) was compared to SINS data of SnO2-NB, fabricated through gold-catalyst-
assisted vapor-liquid-solid (VLS) method (For more information on the experimental and
sample preparation methods, refer to [127]). Furthermore, we calculated the magnitude
of the electric field in the cross-sectional region of the SnO2-NB (Figure 5.12). The





















Figure 5.7: Illustration of the simulation setup for a) linescan on a SnO2 slab, and b)
point-spectra on SnO2-NB.
5.2.3 Results and Discussion
In Figure 5.8 we present the in-plane (εxx = εyy) and out-of-plane (εzz) permittivities
of SnO2. In the frequency range 465-605 cm
−1, the permittivities exhibit opposite signs
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(Re(εyy) ·Re(εzz) < 0), meaning that the material is hyperbolic in this frequency window.
The dispersion of the HPhP modes can be calculated through Equation 2.18. In analogy to
hBN, the dispersion of HPhP is multi-branched but here we study only the experimentally
accessible M0 branch. Furthermore, SnO2 also posses a frequency range where both
permittivities are negative. Since the permittivity of air is positive, SPhP can exist at the
Air/SnO2 interface. The dispersion relation for this modes can be calculated by imaginary
part of part of the complex reflectivity Im(rp) for an Air/SnO2/Au multilayered structure.
Figure 5.8: Real part components of the electrical permittivity (εyy and εzz) of SnO2.
The Reststrahlen band (type I) is shaded in blue and the SPhP band is shaded in yellow.
To demonstrate that HPhP and SPhP are supported by SnO2, we use FDTD method
to simulate a linescan across the edge of a 93-nm-thick crystal slab. The simulated
linescan, Figure 5.9a, shows two distinctive bands which agrees with the predicted surface
and volume modes. In addition, we observe interference fringes of HPhP in the hyperbolic
region. To evidenciate this, we extract amplitude profiles along x direction for different
wavenumbers (white dashed lines), and presented them in Figure 5.9b. As one can observe,
the polariton wavelength λp (two times the distance between the fringes maxima), becomes
larger as the wavenumber increases. This expected due to the hyperbolic type I behaviour
of the polariton dispersion. Moreover, for sufficiently low wavenumbers (ω = 526 cm−1),
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the fringes cannot be well distinguished. This can be attributed to the high losses of
polaritons close to the phonon frequency, or to the low spatial resolution of the simulation
in comparison to the highly confined polariton field.
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Figure 5.9: a) Simulated linescan signal for the system illustrated in Figure 5.7a. b)
Simulated amplitude profile along x direction for frequencies marked as white dashed
lines in (a). The black solid lines represent the fitting curve assuming a damped sine
model.
To quantify these results, the profiles were fitted (black line in Figure 5.9b) with
Equation 4.1, where we considered that the HPhP propagates with circular geometric
decay and are back reflected by the crystal edge. The extracted momentum q and damping
γ are presented in Figure 5.10, and shows an agreement with the predicted M0 modes
dispersion (red dashed line, calculated through Equation 2.18). A deviation from the
predicted dispersion is observed for high momenta polaritons due to less accurate fitting
attributed to the high polariton absorption near the resonant phonon frequencies.
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Figure 5.10: Model-extracted momentum q, damping γ, and lifetime of M0 polaritons in
SnO2. The simulated data are represented by black circles with an associated error rep-
resented by the grey bars. The dashed red line represents the theoretical values obtained
from equation Equation 2.17.
The FDTD simulation can be further validated by comparing the point-spectra ob-
tained through FDTD method and SINS. The SINS spectrum was acquired at the center
of a SnO2-NB (red dot in Figure 5.11 AFM inset). It unveils strong IR activity in the
frequency range from 420-700 cm−1 which are assigned to Sn–O antisymmetric vibrations.
Within that spectral range, the peak at 686 cm−1 is assigned to Sn–O–Sn vibrations and
the bands in the lower frequency range (430-620 cm−1) are attributed to Sn–O stretching
vibrations. A reasonable match between simulation and experiment is noticed for the
central frequency of the main spectral features. In the line shape comparison, there is a
fair correspondence between experiment and modeling for the SPhPs (peaks above 600
cm−1), while the HPhP range appears to be less trivial to model since volume waves are






























Figure 5.11: SINS amplitude point spectrum (red solid line) and FDTD-simulated spec-
trum of a SnO2-NB. Inset shows 1× 1 µm2 AFM topography of the SnO2-NB (t=93 nm,
w=350 nm) and red dot indicates the SINS point spectrum location.
Additionally, divergences from the simulated to the experimental spectrum in Fig-
ure 5.11 can be attributed to (i) divergences from the theoretical and the experimental
dielectric tensor, (ii) approximation of the s-SNOM amplitude signal to the simulated
|Ez|[130], (iii) presence of a SnO2 amorphous layer which is not considered in the simu-
lations, (iv) approximation of the topography of the NB to an ideal rectangle with sharp
edges, and (v) intrinsic experimental features that cannot be reproduced by this numerical
method, such as the shape of the tip, modulation and demodulation of the tip-scattered
signal, and tip-sample coupling effects.
For a better understanding of the volume HPhPs in SnO2-NBs, Figure 5.12 displays
simulated electric field intensity maps from cross-sections of the SnO2-NB (probing plane
in Figure 5.7b) when excited by a broadband dipole source. At 638 cm−1 (inside the
SPhPs window) the modes are confined to the surface of the crystal while in the HPhP
window we can clearly notice volume modes at 556 cm−1 and 530 cm−1. Additionally,
the reflection of HPhP at the edges of the crystal indicates that the structure can behave
as a cavity in which HPhPs may form stationary-waves of multiple orders. The article
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produced from this work demonstrates with additional experimental data and careful
analysis that these cavity modes are indeed present in SnO2-NB and may be described in
the context of polaritonic Fabry-Perot resonators (subsection 3.2.1).
Figure 5.12: Simulated electric field distribution inside the NB revealed by cross-sections
at the frequencies 638 cm−1 (outside RB1), 556 cm−1 and 530 cm−1, respectively. The
|E| intensity cross-sections highlights the presence of SPhPs (outside RB1) and volume
standing waves (HPhPs inside RB1).
We showed that by mimicking the s-SNOM experiment with FDTD simulations we
were able to confirm SnO2 as a hyperbolic medium highly feasible for THz subdiffrac-
tional resonators. The simulations could not only provide the fundamental properties
of polaritons that were confirmed with SINS, but also additional insights on the prop-
agating aspects of surface and volume modes. Ultimately, we foresee SnO2-NBs as an
essential building block in modern photonics, opening unprecedented opportunities for
light manipulation in the far-IR range.
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5.3 Ultrabroadband nanocavity of HPhP in α-MoO3
nanobelts
5.4 Introduction
Molybdenum trioxide in α-phase (α-MoO3) is a semiconductor biaxial crystal, which
due to its orthorhombic lattice, exhibit HPhP with in-plane anisotropy [46]. In this
section, we exploit the extraordinary polaritonic response in α-MoO3 nanobelts (NB).
Figure 5.13a is scanning electron microscopy (SEM) image of the α-MoO3-NB and reveals
well-defined rectangular-like shapes for the synthesized crystals. The long-axis of the
NB corresponds to the [001] direction (y-direction). For the nanobelts, the width (W)
varies between 150 and 400 nm with lengths from 10 to 30 µm, which suggests that
the systems may present 1D confinement of polariton modes. The polaritons in α-MoO3
nanobelts, with different heights (D) and widths (W), are visualized by SINS spectral
linescans and hyperspectral imaging in the 440-1200 cm−1 range (Figure 5.13b). We
observe the formation of Fabry-Perot resonances, primarily from type I HPhPs in the
970-1100 cm−1 range, which are shown to have a critical dependence on the geometric
factor and propagate along the [100] crystal direction. In the same crystalline axis, we
also show type I polaritonic modes in the far-IR band extending from 440 to 490 cm−1.














Figure 5.13: a) SEM images of α-MoO3-NB (scale bar: 1µm) on the substrate. b)
Schematic SINS experiment probing HPhO modes in the NB.
5.5 Methods
The simulations presented here were performed in the commercial software Lumerical
FDTD v8.23. The dielectric function of the gold substrate was obtained from [131].
The dielectric function of α-MoO3 was modelled by Drude-Lorentz model using the
experimental-extracted parameters from [132, 46]. The simulated point spectra in Fig-
ure 5.15 was performed using the method described in subsection 4.2.3. In this approach
the near-field behavior of the tip can be modelled by a dipole. The electric field in the
normal direction was measured at a height of 150 nm above the substrate surface with a
frequency-power monitor. The spectrum was simulated for a 100 nm thick α-MoO3 slab
and normalized by the spectra on gold. The simulated linescan presented in Figure 5.16
was calculated by performing a point spectra for multiple positions across the nanobelt
cross-section. The NB was modelled as a rectangle with height 267 nm and the width to
1.36 µm.
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5.6 Results and Discussion
The principal components of the permittivity tensor of α-MoO3 is presented Fig-
ure 5.14a from the spectra of Re(εxx), Re(εyy) and Re(εzz). Note that four hyperbolic
restrahlen bands (RBs) are predicted. As illustrated, in a wide infrared range, the signs
of permittivities along three directions can achieve many different combinations. There-
fore, it shows different types and directions of hyperbolicity, as shown in Figure 5.14b.
Specifically, in Type I dispersion (when two of them are positive while the other one is
negative [Re(εxx); Re(εyy) > 0; Re(εzz) < 0]) the isofrequency hyperboloidal surface in
the momentum space is two sheeted. In Type II (when two are negative while the other


























Figure 5.14: a) The real part of the components of permittivity of α-MoO3 showing the
hyperbolic region along the three crystallographic axes. Shaded regions indicate the four
Reststrahlen bands (RB1, RB2, RB3 and RB4), corresponding to phonons on each of
the crystallographic axes: [001], [100] and [010]. b) Schematic of isofrequency surface in
wavevector space. Upper and lower panels are type I and type II dispersions, respectively.
We employed SINS to experimentally access the full spatial-spectral response and
imaging of HPhP in α-MoO3-NB. The SINS point-spectrum taken on the center of an
isolated nanobelt on a Au substrate is presented in Figure 5.15 revealing optical phonon
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resonances[133]: a stronger peak near 989 cm−1 is attributed to stretching mode of Mo-
terminal oxygen (O1) with an indicator of the layered orthorhombic MoO3 phase and two
smaller ones at 810 and 475 cm−1 ascribed to the stretching mode of oxygen, in Mo–O–Mo
bonds, O3 and O2 atoms linked to two or three molybdenum atoms, respectively. To sup-
port the interpretation of the SINS spatio-spectral analysis, we employed FDTD numerical
simulations to predict the spectrum on a infinite α-MoO3 slab of thickness 100 nm (see
Methods). By comparing experiment and numerical simulation, a reasonable match is no-
ticed for the central frequency of the main spectral features. In the line shape comparison,
there is a fair correspondence between experiment and modeling.
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Figure 5.15: Normalized SINS (black) and simulated (orange) amplitude spectra of a
α-MoO3-NB and an semi-infinite 100 nm-thick α-MoO3 slab on top of gold substrate,
respectively.
For a comprehensive assessment of the polaritonic activity in the α-MoO3-NBs, we
employed SINS linescan in the x-direction ([100]) of the NB (indicated by the white
dashed line in Figure 5.16a). The NB has a height of 267 nm and width of 1.36 µm.
Figure 5.16 shows the simulated (b) and experimental (c) the SINS linescan with full
coverage of the HPhPs frequency ranges. The NB exhibits polariton activity in RB3,
RB4, and in weaker contrast, in RB1. We also observe, specially in RB3, the presence of
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maxima of near-field signal in the internal part of the NB. As a consequence of the different
hyperbolicities of each band, the number of maxima increases with the wavenumber of the
exciting field, while the opposite trend happens in the RB1 and RB4. Although standing
wave patterns were not experimentally observed in RB1 and RB4, we still detect polariton













































Figure 5.16: a) AFM topography of the nanobelt indicates the location of the spectral
linescan (white dot line). Scale bar represents 500 nm. b) Simulated and c) Experimental
spectral linescan across the nanobelt showing the Reststrahlen bands RB1, RB3 and RB4.
In order to understand the confining mechanism that regulates the waves patterns
inside the NB, we extract line profiles of the simulated linescan in the RB3, exposed in
Figure 5.17a. Here, we clearly see that the wavelength of the confined mode decreases with
the frequency. To further analyze this, we extract the momentum q of these confined waves
by recalling the polariton wavelength λp is half the distance between adjacent maxima of
the near-field signal. In Figure 5.17b we present the extracted momenta for each linescan
profile. The simulated q − ω dispersions are represented as circles with matching colors
of the profiles from Figure 5.17a. The profiles from the respective dispersions represented
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by the white circles are not shown here. We see that the simulated data matches well
with the predicted relation dispersion of the M0 mode of the HPhP in x-direction (blue
line, calculated through Equation 2.18). This finding suggests that the confinement of
transverse modes in α-MoO3-NB are caused by Fabry-Perot resonances of HPhP, where


































Figure 5.17: a) Linescan simulated profiles of α-MoO3-NB for resonant frequencies. b)
Extracted q − ω dispersions from the simulated linescan of a α-MoO3-NB (circles) and
dispersion relation of M0 mode of the HPhP in x-direction (blue solid line).
In summary, we use SINS to comprehensively map the dispersion of HPhP in α-MoO3
at MIR to FIR wavelengths. s-SNOM combined with accelerator-based synchrotron en-
abled mid to far-IR nanoscale spectral imaging, uncovering an HPhP confinement mech-
anism consistent to resonant cavities. Comparing the nano-imaging and -spectroscopy
experimental data with the detailed FTDT-simulation of the near-field spectra and im-
ages, we can conclude that α-MoO3 nanobelts exhibit Fabry–Perot resonances. As a
further step into applications, we studied the ultrabroadband nanocavity properties of as-
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grown α-MoO3 nanobelts exploring their lithography-free advantage. For these reasons,
we believe that this work offers new prospects to the field of nanophotonics, whereby one
may incorporate a single material for resonator applications. Finally, the knowledge about
the vibrational and optical properties of this material will be of critical importance for




Optical Antennas as HPhP launchers
6.1 Outline
Optical antennas (OAs), when illuminated, induce highly concentrated fields in sub-
diffractional volumes due to the formation of localized plasmon resonances (LPR). Con-
sequently, OAs can provide sufficient momentum to launch polaritons in two-dimensional
(2D) crystals. In this chapter, we investigate through Finite-Difference Time-Domain
(FDTD) simulations the directional launching properties of HPhP in hBN by Au anten-
nas. We show that, similarly to radio-frequency antennas, antenna field regions can be
defined to characterize the curvature of the HPhP wavefronts. The distinction of these
regimes is essential to determine the fitting models for the extraction of polariton prop-
erties. Moreover, by developing a robust method to obtain the angular dependence of
launching properties of OA, we find that OA dark plasmonic modes launch HPhP with
superior directivity, than OA bright modes. We highlight that the tools developed here
and our findings may pave the way for the development of polaritonic sources in the
context of nanophotonic devices.
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6.2 Numerical Methods
The commercial code used for the simulations was Lumerical FDTD. As illustrated in
Figure 6.1, broadband plane waves (TFSF), of wavelength λ = 6.2 − 7.3 µm and angle
of incidence θ, were used to excite the Au antenna on a 50-nm-thick hBN slab on top
of a CaF2 substrate. The antennas used in this work were rod antennas (as the one
represented in Figure 6.1) of thickness 50 nm, width 300 nm, and variable length L, and
a disk antennas of height 50 nm and variable diameter D. To obtain the near-fields of the
HPhP fringes patterns, we used a frequency power monitor, located at 100 nm from the
crystal surface, that measured the real part of the normal component of the electric field
(Re(Ez)). In the case of oblique incidence, the polaritonic fields Epol were calculated by
assuming that the measured fields in the monitor can be written as Eamon = E0 + Epol,
where E0 is the incident field. To calculate the E0 component, we simulate the same
system but without the presence of an antenna (index b). In this case, Ebmon ≈ E0, since















Figure 6.1: Illustration of the simulation setup. Plane waves illuminate an Au antenna
on a hBN slab on top of CaF2. A monitor located above the antenna collected the
simulated Re(Ez) values. The HPhP fringes are represented in red and blue 3D graph on
the monitor.
The dielectric function of Au and CaF2 was obtained from [131] and [134], respec-
tively. The dielectric function of hBN was calculated through Drude-Lorentz model
(Equation 2.10) using the parameters from [15]. Stable PML boundaries were used to
absorb the HPhP fields at the border of the calculation region, and the simulation time
was set to 4 ps.
6.3 Figures of Merit
Figure 6.2a) shows the Re(Ez) fields generated from the launching of HPhP by a
rod antenna when illuminated by light at normal incidence. To extract the launching
properties of the antenna, we fit the field profiles along a path that starts from the
antenna border and ends at the PML boundaries (e.g., indicated by the black arrow).
The simulated fields can be described as the sum of a component related to the polariton













0 2 4 6 8
r (μm)
3 μm
Figure 6.2: a) Re(Ez) fringes pattern created when a Au rod antenna of L = 3 µm and
W = 300 nm is illuminated with normal incident light (ω = 1480 cm−1) and E0 field
parallel to the rod axis. b) Re(Ez) profile for the path represented by the arrow in (a).
For the fittings we used a damped sine wave (Equation 4.1) added by a wave re-radiated




sin(qsr + φ) +
B√
r
sin(k0r + ϕ) (6.1)
A is defined as the antenna launching amplitude of HPhP, and f , as the geometric decay
factor, related to the geometric decay of the polariton by F (r) = r−f . The free-parameter
f ranges from 0, as in plane-waves, to 0.5, as in point-like sources. To prevent overfitting
of the decay term and maintain the consistency of the extracted f -factor, the damping
γt was fixed to its theoretical value. Figure 6.2b) shows that the model describes well
the simulated data with excellent agreement. In order to have a better understanding
on the antenna launching properties, we define a new figure of merit which accounts for
the launching amplitude and the decay aspects of the polariton. This figure of merit is
defined as the maximum propagation length in which the polariton amplitude is greater
than a certain limit related to the sensitivity of the s-SNOM to the polariton fields. This
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limit is often related to the Signal-to-Noise Ratio (SNR) of s-SNOM, however, since this
work is based on simulations, we define this limit as half of E0. In other words, the HPhP








In Figure 6.3, we present the HPhP fringes pattern produced by a rod antenna of
L = 1 µm and L = 5 µm when illuminated with a normal-incident (θ = 0◦) plane wave of
frequency ω = 1400 cm−1 and ω = 1500 cm−1. Due to the type II hyperbolic dispersion of
the HPhP in hBN, the polariton wavelength, λp, is significantly reduced with the increase
of the wavenumber within this Reststrahlen band. Therefore, we see a higher number
of fringes for ω = 1500 cm−1 than in ω = 1400 cm−1. By comparing the panels, we
observe that the nearest HPhP fringes to the antenna appear to be ellipses of low and
high eccentricity for smaller and greater values of L and ω, respectively. In extreme
cases, such as for L = 5 µm and ω = 1500 cm−1 the wave-fronts copies the geometry of
the launcher. We also note for L = 1 µm and ω = 1500 cm−1 that, as the wave-fronts
propagates further, their elliptical form becomes less eccentric until they turn into circular
fringes.
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Figure 6.3: Sign of Re(Ez) HPhP fields produced by a rod antenna of L = 1 µm and L =
5 µm when illuminated with a normal-incident plane wave of frequency ω = 1400 cm−1
and ω = 1500 cm−1. The low momentum feature that appears in the case of L = 5 µm
and ω = 1500 cm−1 is attributed to the re-emission of light into free-space.
This behaviour is a general principle of optics related to the diffraction of light pro-
duced by sources of length that are comparable to the radiating wavelength. In radio-
frequency (RF) regime, a criterion can be established to distinguish the radiating field
regions of an antenna. Typically, in the Fresnel region, located inside a sphere of radius
equals the Fraunhofer distance, rF = 2L
2/λ, the wave-fronts present non-negligible curva-
ture, resulting in Fresnel diffraction. As for the Fraunhofer region (r > rF ), the geometry
of the source does not influence the angular field distribution of the antenna. This region
offers the practical advantage for the analysis of antennas since their radiating properties
can be represented as polar plots, often denominated as radiation patterns.
To establish a robust criterion that distinguishes the field regions of a polaritonic source
we compared theoretical qt, calculated through the theoretical complex-relation dispersion
of the M0 mode (Equation 2.18), and model-extracted momenta qs of HPhP launched by
a rod antenna on hBN in three different directions, calculated through Equation 6.1.
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Figure 6.4, shows the extracted momentum deviation, σ = (qt−qs)/qt as a function of the
antenna length and the frequency, for a (a) on-axis, (b) perpendicular to the axis, and (c)
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Figure 6.4: Extracted momentum deviation from the theory, σ = (qtheo − qsim)/qtheo as
a function of the antenna length and the frequency, for a (a) on-axis, (b) perpendicular
to the axis, and (c) a 45◦ out-of-axis direction of fitting. The dashed red line represents
where the condition L2/λp = 5.5 µm is met.
From the three analyzed directions, (a) shows the lower momentum deviation. The
reason for this is that in this direction, the wave-fronts are perpendicular to the path
of fitting, while in other directions, such as in (b) and (c), this is not true. The non-
perpendicular path in respect to the wave-fronts results in an apparent broader spacing
between fringes, which translates into lower momentum. Moreover, σ is independent to L
and ω in (a), indicating that only intrinsic simulation errors, such as small discrepancies
in the dielectric function, contributes to the deviation. Direction (b) presents greater
values of σ for lower L/λp ratios, while the opposite trend happens for (c). This can be
interpreted by noticing that (b) has an advantage over (c) in fitting fringes that copies the
geometry of the source, as in Fresnel region. However, for circular fringes, as in Fraunhofer
case, (b) is dislocated from the center of the fringes, culminating in higher deviations for
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lower L/λp ratios. Similarly to RF antennas, we separate the Fresnel and Fraunhofer
regions by calculating the (L, ω) coordinates that satisfies the equation L2/λp = V , where
V is a positive number. We see that for V < 5.5 µm (region under the red dashed line),
fringes are better fitted using direction (c), while for V > 5.5 µm (region above the red
dashed line), we obtain better results with (b). Since the momentum deviation is related
to the curvature of the wave-fronts, we can conclude that the equation L2/λp = 5.5 µm,
can be used to establish a criterion for the separation of polaritonic field regions. The
following criterion is,

Fresnel, if L2/λp > 5.5µm
Fraunhofer, if otherwise
(6.3)
This result is presented in Figure 6.5, where we calculated the coordinates (L, ω) that
satisfies the condition L2/λp = V , for V ranging from 3 µm and 8 µm. The white region in
this figure can be understood as a region where fringes can be both elliptical and circular,
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Figure 6.5: Calculation of V , where L2/λp = V . The field regions are distinguished based
on Equation 6.3.
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6.5 Characterization of HPhP launchers under nor-
mal illumination
We characterize the rod and disk antennas with variable length (diameter) by extract-
ing their launching parameters in the x̂ direction (parallel to E0). This direction was
chosen since the polariton wave-fronts in this direction are always perpendicular to the
fitting path, translating into a lower momentum deviation. Figure 6.6 shows the figures
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Figure 6.6: Launching properties of a rod and a disk antenna in the x direction in the
type II Restrahlen band of hBN. For rod and disk, respectively: A (a,b), f (c,d), and rd
(e,f).
As observed, the rod antenna presents greater launching amplitude, A, than the disk.
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A resonant peak is noticed for the rod with length Lres = 2.8 µm (a), while this peak
is broader for the disk antenna. The antenna resonance can be explained by a Fabry-
Pérot (FP) model in which propagating SPPs forms standing waves, as described by
Equation 3.2. To account the interaction of the SPPs with the surrounding materials and
their reflection phase shift at the ends of the antenna, the resonance condition can be
defined as Lres = nλeff/2, where λeff is the effective SPP wavelength and n is a positive
integer that relates to the resonance order. Therefore, assuming that the fundamental
resonance order is excited (n = 1), we calculate an effective wavelength of λeff = 5.6µm,
whose value is comparable to the incident wavelength in this frequency window (λ0 =
6.2− 7.3µm).
Furthermore, figures (c) shows a f -factor close to 0.5 for the rod antenna, which means
that the rod launches as point-like sources along this direction, in contrast to the disk (d),
in which f ≈ 0, and consequently, launches as plane-wave sources. The reason for this is
that the border size of the rod that contributes to the launching of HPhP in hBN for this
direction is negligible in comparison to the polariton wavelength (W  λp), which makes
the rod ends emit like point sources. Since for most simulated disk diameters, D > λp,
the disk can be interpreted as line-like launcher [39]. This approximation breaks down for
smaller D and higher ω, as showed in figure (d). Figures (e) and (f) shows the detectable
length rd which summarizes launching properties of the rod and the disk. Although the
rod is resonant with Arod > Adisk, the disk launches HPhP with greater rd, due to the
lower decay factor f presented by the disk antenna.
The fact that the f parameter depends on the direction of analysis reveals that HPhP
launchers cannot be simply analyzed in terms of scalar quantities. A more informative
tool, such as radiation patterns from RF theory, is required to investigate further the
vectorial launching properties of OAs. Here we define the polaritonic launching patterns
of OA, as a graphical tool that enable us to visualize the launching parameters as a
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function of the direction of analysis. In the case of wave-fronts that are independent of
the antenna geometry, as in Fraunhofer regime, or circular-like wave-fronts, such as in
the special case of a disk, the fitting can be done in radial directions. This yields polar
plots, such as the one showed in Figure 6.7, which presents the launching parameters of
a disk under normal incidence(θ = 0◦ and ω = 1480 cm−1) for three different diameters
as a function of the angle of the direction of analysis. As deduced earlier, the disk has a
greater A when D is closer to the resonance, and the f -factor is higher for lower values
of D in comparisson to λp. The detectable length rd yields a pattern which resembles the
near-field of the fundamental resonant order of the disk antenna.
Amplitude Geometric factor Detectable Length
D = 2 μm
D = 3 μm
D = 4 μm
Figure 6.7: Polaritonic launching patterns for a disk for D = 2, 3, 4 µm at ω = 1480 cm−1.
For Fresnel regime the fitting must be done in the direction perpendicular to the border
of the antenna, as discussed in section 6.4. In Figure 6.8, we have developed a schematic
manner to visualize the three launching parameters, A, f , and rd, as a function of the
direction of analysis. A and f are represented as data points in color-scale, while rd is
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Figure 6.8: Polaritonic launching patterns for a rod antenna for L = 2, 3, 4 µm at ω = 1480
cm−1.
Once more, we observe that the antenna of L closer to the resonance (b) presents
higher values of A and rd. Moreover, the direction of analysis that presents higher values
of rd is perpendicular, and not parallel to the antenna axis. This can be understood
by observing that the f -factor presents higher values for shorter lengths of the antenna
border, translating into higher polariton decay.
6.6 Directional Launching of HPhP enabled by plas-
monic dark modes
In order to analyze the influence of oblique incidence to the launching properties of
OA, we observe in Figure 6.9 the launching amplitude (A) for the rod (a) and the disk
(b) for three different conditions of angle of incidence (θ) and direction of analysis (v):
(i) Normal incidence (θ = 0◦), (ii) oblique incidence (θ = 45◦) and v = kx direction,
and (iii) oblique incidence (θ = 45◦) and v = −kx direction, where kx is the projection
of the wave-vector on the x-axis. The resonance of rod antenna happens at Lres = 2.8
µm for θ = 0◦. The peak position is slightly shifted for θ = 45◦ and depends on the
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orientation of v. Furthermore, a portion of a second peak appears for oblique incidence.
Since this resonant order is invisible to normal illumination, this mode is referred as
dark mode, which is resonant for even values of n [93]. Assuming that the effective
wavelength calculated earlier is the same, we estimate a resonant length of Ldarkres = 5.6
µm. Figure 6.9b) shows a similar result for the disk antenna, which reveals that this effect
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Figure 6.9: Launching amplitude for (a) rod and (b) disk antenna for normal (θ = 0◦) and
oblique incidence (θ = 45◦). In the oblique case, the direction of analysis was measured
at +kx and −kx. The illumination frequency was set to 1480 cm−1.
To confirm the presence of dark resonance in the case of oblique incidence, we present
in Figure 6.10, the dependence of the Re(Ez) profile for disks of different diameters with
the angle of incidence. The field profile for D = 2.5 µm yields a dipole pattern which
does not change with the varying of θ. However, the field profile for D = 5 µm shows a
transition from a dipole (θ = 0◦) to a linear quadrupole pattern (θ = 40◦), which confirms
that this is a second order resonance. Furthermore, there is an asymmetry in the near-field
distribution in the case of oblique incidence, which can be explained by the preferential
excitation of SPP in the direction v = +kx and its finite loss inside the cavity [94].
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Figure 6.10: Re(Ez) profile for disks of D = 2.5µm and D = 5µm, and varying θ analyzed
at ω =1480 cm−1.
To compare the influence of normal and oblique illumination on the launching proper-
ties of the disk antenna, we present in Figure 6.11, the rd pattern for disks of D = 2.5µm
and D = 5µm, and θ = 0◦ and θ = 40◦. As in illustrated for normal illumination
(a), the rd pattern presents two major lobes indicating a dipolar near-field distribution.
The disk with D = 2.5µm present a rd two times greater than the disk of D = 5µm,
which is reasonable since the first case is closer to the condition of first order resonance
(Dres = 2.8µm). For oblique incidence, the rd pattern for D = 2.5µm does not change
considerable, while for D = 5µm the pattern is significantly asymmetrical, which results
in a favorable launching of HPhP in the +kx direction. Additional lobes at φ = 110
◦ and
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Figure 6.11: Re(Ez) profile at ω = 1480 cm−1 for disk antennas (D = 2.5 µm and D = 5
µm) for varying θ.
To quantify the rd polariton pattern properties of disks as a function of the angle
of incidence we calculate the angular mean detectable length, < rd >, and the antenna





Figure 6.12 shows the < rd > and Dr values for D = 2.5 µm and D = 5 µm, and for θ
varying from 0◦ to 60◦. As θ increases, dark resonant modes become active, which causes
the < rd > for D = 5 µm to reach values similar to the ones reached by bright resonant
modes. Additionally, the asymmetric near-field pattern of the dark modes results in highly
directional launching of HPhP, showed by the high values of directivity for D = 5 µm.
For θ > 60◦, the Ex component, which effectively couples to the antenna, becomes less
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Figure 6.12: Mean detectable length (< rd >) and directivity (Dr) for disk antennas
calculated at ω = 1480 cm−1 as a function of the angle of incidence (θ).
The statement that dark resonant modes can result in the directional launching of
HPhP in hBN is not exclusive to disk antennas. To demonstrate the generality of this
fact, Figure 6.13 illustrates the launching polaritonic pattern created by rod antennas of
L = 2.5 µm and L = 5 µm for θ = 0◦ (a and b) and θ = 40◦ (c and d), respectively.
Similarly to the results presented for the disk antenna, the pattern for L = 2.5 µm is
not influenced by varying θ (a and c). However, for L = 5 µm, an additional lobe at
the center of the rod is present in the oblique case, asserting the evidence of quadrupole
resonance (b and d). Moreover, we observe that for oblique incidence and L = 5 µm (d),
polaritons are favorably launched in +kx direction, which reinforces the idea that dark












Figure 6.13: Polaritonic launching patterns for a rod antenna of L = 2.5 µm and L = 5




In this work, we successfully imported aspects of RF theory to analyze the vectorial
launching properties of HPhP in hBN by OA. We introduced the concept of Fraunhofer
and Fresnel field regions as a tool to analyze the curvature of HPhP wavefronts in hBN
and determine the direction for fitting that yields the lowest error in momentum. In
addition, we presented in first hand the vectorial launching properties of rod and disk
antennas and its dependence with oblique incidence. We found that antennas can be en-
gineered to present dark resonant modes, which can be used for launching polaritons with
unprecedented directivity. We foresee that the tools developed in this work will serve as





We successfully employed FDTD simulations to investigate the directional launching
properties of hyperbolic polaritons in hBN by Au optical antennas. We developed a novel
tool for analyzing polaritonic radiation patterns that consider the curvature of the wave-
fronts in different regimes. With this tool, we found that the dark modes of resonant
antennas can lead to the launching of highly directional polaritons in hBN. We envision
that these findings will pave the way for the design of new polaritonic sources in the
context of nanophotonic devices.
Nevertheless, we also investigated the properties of polaritons in unique low dimen-
sional systems. We demonstrated that engineered structured substrates provide a new
degree of freedom in controlling the motion of polaritons in 2D crystals. We note that this
finding may be insightful for the conception of time-delay lines in on-chip polaritonic cir-
cuits. Moreover, we showed that by mimicking the s-SNOM amplitude signal with FDTD
simulations, we gain additional information on the polaritonic response in the far-IR range
of SnO2 and α-MoO3 nanobelts. In SnO2, for example, cross-sectional near-field profiles
reveal the presence of both surface and volume hyperbolic polaritons. Additionally, 1D
constrained hyperbolic modes in α-MoO3 nanobelts produce Fabry-Perot resonances in
three different Restrahlen bands. We outlook that the investigated nanobelts, due to
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their lithography-free fabrication process and their ultra-broadband activity, may be used





Maxwell’s equation (in SI units) in matter can be written as follows [135],
∇×H(r, t) = ∂D(r, t)
∂t
+ Jf (r, t) (A.1)
∇× E(r, t) = −∂B(r, t)
∂t
(A.2)
∇ ·D(r, t) = ρf (r, t) (A.3)
∇ ·B(r, t) = 0 (A.4)
where E is the electric field, B the magnetic flux density, D the displacement field, H the
magnetic field, Jf is the free current density, and ρf is the free charge density. D and H
are defined, respectively, as




, where P and M are, respectively, the polarization and magnetization, defined by micro-
scopic bound charges and currents. In linear approximation, P = ε0χE and B = µ0χV H,
where χ and χV are the electric and the magnetic susceptibility, respectively. By defining
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the permittivity as, ε = ε0(1+χ) = ε0εr, and the magnetic permeability, µ = µ0(1+χV ) =
µ0µr, one gets







Antenna length sweep Lumerical
code
1 ###### Calculating E fields for Launching Polaritons #####
2
3 L = linspace (1,5,41);
4 w = 0.3;
5 t = 0.050;
6 bound = 15;
7 freq_points = 100;
8
9 mesh_res_x = 0.1; #in microns
10 mesh_res_y = 0.1;
11 mesh_res_z = 0.02;
12
13 mesh_ant_x = 0.1;
14 mesh_ant_y = w/10;
15 mesh_ant_z =t/5;
16
17 source_dist_x = bound+max(L) - 10* mesh_res_x;
18 source_dist_y = bound+w - 10* mesh_res_y;
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19
20 if (1) {
21 # Calculation without antenna









31 set("simulation time" ,4000e -015);
32 set("x span",(bound+max(L))*10^( -6));
33 set("y span",(bound+w)*10^( -6));
34
35 select("source");
36 set("x span",(source_dist_x)*10^( -6));
37 set("y span",(source_dist_y)*10^( -6));
38
39 select("mesh");
40 set("x span",(source_dist_x)*10^( -6));
41 set("y span",(source_dist_y)*10^( -6));
42 set("dx", mesh_res_x *10^( -6));
43 set("dy", mesh_res_y *10^( -6));
44 set("dz", mesh_res_z *10^( -6));
45
46 select("antenna_mesh");
47 set("dy", mesh_ant_y *10^( -6));
48 set("dz", mesh_ant_z *10^( -6));
49 set("x span",max(L)*10^( -6));
50 set("y span",w*10^( -6));
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51 set("z span",t*10^( -6));
52
53 select("hBN_mesh");
54 set("x span" ,(1+max(L))*10^( -6));














































98 ?("starting LOOP ...");





104 set("x span",L(j)*10^( -6));
105 set("y span",w*10^( -6));
106 set("z span",t*10^( -6));
107
108 select("FDTD");
109 set("simulation time" ,4000e -015); # 2000 shows small oscilations
110





115 ###### Extrating and Saving Monitor Data ####################
116
117 # saving monitor data
118
119 Ez=getdata(m,"Ez");























141 } # end of the main loop over the length
142
107
143 } # End of if statement to select the portion of code to run
108
Appendix C
Linescan on α-MoO3 nanobelt
Lumerical code
1 ### Linescan simulation for MoO3 nanobelt #####
2
3 pos = linspace ( -0.68,0,35);
4 micro = 10^( -6);





























33 Ez = pinch(abs(getdata(m,"Ez")));
34 write(m+"au_norm.txt",num2str(Ez));
35



















54 #### Saving Data ####
55
56 m="line";
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