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СПОСОБИ СТАТИСТИЧНОЇ КЛАСИФIКАЦIЇ
ДИХОТОМIЧНИХ ГIПОТЕЗ
Анотацiя: Визначення основних напрямкiв у розвитку теорiї класифiкацiї дихото-
мiчних гiпотез, видiлення основних недолiкiв сучасної теорiї класифiкацiї та способiв
їх подолання.
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Вступ
В сучасному суспiльствi iснує досить велика кiлькiсть неупорядкова-
ної iнформацiї, а сучаснi пошуковi системи намагаються класифiкувати
та кластеризувати безлiч розрiзненої iнформацiй в Iнтернетi, при умовi,
що в наш час немає iдеальних алгоритмiв класифiкацiї, а це, в свою чер-
гу, погiршує можливостi пошуку та аналiзу iнформацiї. Одна з основних
проблем класифiкацiї - перевiрка "реальностi"кластера, його об’єктивного
iснування незалежно вiд розрахункiв дослiдника.
Пiдходи до класифiкацiї
Окремий випадок перевiрки “реальностi” кластера – перевiрка обґрун-
тованостi об’єднання двох кластерiв, якi ми розглядаємо як двi множи-
ни об’єктiв, а саме, множини {a1, a2, . . . , ak} i {b1, b2, . . . , bm}. Нехай є двi
сукупностi мiр близькостi: одна – мiри близькостi мiж об’єктами, що ле-
жать усерединi одного кластера, тобто d(ai, aj), 1 6 i < j 6 k, d(bα, bβ),
1 6 α < β 6 m, i iнша – мiри близькостi мiж об’єктами, що лежать у рi-
зних кластерах, тобто d(ai, bα), 1 6 i 6 k, 1 6 α 6 m. Цi двi сукупностi мiр
близькостi пропонується розглядати як незалежнi вибiрки й перевiряти
гiпотезу про збiг їхнiх функцiй розподiлу. Якщо гiпотеза не вiдкидає-
ться, об’єднання кластерiв вважається обґрунтованим, у протилежному
випадку - поєднувати не можна, алгоритм припиняє роботу.
У розглянутому пiдходi є двi неточностi [4]. По-перше, мiри близькостi
не є незалежними випадковими величинами. По-друге, не враховується,
що поєднуються не заздалегiдь фiксованi кластери, а отриманi в резуль-
татi роботи деякого алгоритму, i їхнiй склад (кiлькiсть елементiв) ви-
являється випадковими. Вiд першої iз цих неточностей можна частково
позбутися. Справедливо наступне твердження.
Теорема 1. Нехай a1, a2, . . . , ak, b1, b2, . . . , bm – незалежнi однаково роз-
подiленi випадковi величини (зi значеннями в довiльному просторi). Не-
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де U – сума рангiв елементiв першої вибiрки в об’єднанiй вибiрцi; пер-
ша вибiрка складена iз внутрикластерних вiдстаней (мiр близькостi)
d(ai, aj), 1 6 i < j 6 k, i d(bα, bβ), 1 6 α < β 6 m, а друга – з мiжкластер-
них вiдстаней d d(ai, bα), 1 6 i 6 k, 1 6 α 6 m сходиться до стандартного
нормального розподiлу з математичним очiкуванням 0 i дисперсiєю 1.
Тодi можна вирахувати величину U , i якщо вона занадто мала, то
статистична гiпотеза однорiдностi вiдхиляється (на заданому рiвнi зна-
чимостi), i можливiсть об’єднання вiдкидається.
Перейдемо до етапу застосування прогностичних правил, коли класи,
в якi вносимо об’єкт, уже видiленi.
Прогностичне правило – це алгоритм, що дозволяє по характеристи-
ках матерiалу прогнозувати його властивостi. Якщо прогноз дихотомi-
чний (“є” або “нi”), то правило є алгоритмом дiагностики, при якому ма-
терiал вiдноситься до одного з двох класiв. Звiсно,що кожне правило має
свої набори ознак, i тут виникає проблема вiдбору ознак [2].
Природно вiдбирати лише найбiльш “надiйнi” прогнози. Для додан-
ня точного змiсту термiну “надiйний” необхiдно мати спосiб порiвняння
алгоритмiв дiагностики по прогностичнiй “силi”.
Результати обробки даних за допомогою деякого алгоритму дiагности-
ки описуються частками: правильної дiагностики в першому класi κ;
правильної дiагностики в другому класi λ; частками класiв в об’єднанiй
сукупностi πi, i = 1..2; π1 + π2 = 1
Величини k, π, π1, π2 визначаються ретроспективно.
Нерiдко як показник якостi алгоритму дiагностики (прогностичної
“сили”) використовують частку правильної дiагностики [1] µ = π1k+ π2λ
Однак показник µ визначається, зокрема, через характеристики π1 i
π2, частково заданi дослiдником (наприклад, на них впливає тактика
вiдбору зразкiв для вивчення).
Для виявлення iнформативного набору ознак доцiльно використову-
вати метод перерахування на модель лiнiйного дискримiнантного аналi-
зу, вiдповiдно до якого статистичною оцiнкою прогностичної “сили” є
δ∗ = Φ(d ∗ /2), d∗ = Φ−1(k) + Φ−1(λ),
де Φ(x) – функцiя стандартного нормального розподiлу ймовiрностей з
математичним очiкуванням 0 i дисперсiєю 1, а Φ−1(y) – зворотна їй фун-
кцiя.
Якщо класи описуються вибiрками з багатомiрних нормальних суку-
пностей з однаковими матрицями коварiацiй, а для класифiкацiї засто-
совується класичний лiнiйний дискримiнантний аналiз Р.Фiшера, то ве-
личина d∗ являє собою реальну статистичну оцiнку так званої вiдстанi
Махаланобиса [4] мiж розглянутими двома сукупностями, незалежно вiд
граничного значення, що визначає конкретне вирiшальне правило. У за-
гальному випадку показник δ∗ уводиться як евристичний.
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де φ(x) = Φ′(x) – щiльнiсть стандартного нормального розподiлу ймовiр-
ностей з математичним очiкуванням 0 i дисперсiєю 1.
За допомогою теореми 2 по k i λ звичайним чином визначають довiрчi
границi для “прогностичної сили” δ.
Припустимо, що класифiкацiя складається в обчисленнi деякого про-
гностичного iндексу у i порiвняннi його iз заданим порогом c; об’єкт вiдно-
сять до першого класу, якщо y 6 c, до другого, якщо y > c. Вiзьмемо два
значення порога c1 i с2. Якщо перерахування на модель лiнiйного дис-
кримiнантного аналiзу обґрунтоване, то “прогностичнi сили” для обох
правил збiгаються: δ(с1) = δ(с2). Цю статистичну гiпотезу можна перевi-
рити.
Нехай k1 – частка об’єктiв першого класу, для яких y 6 c1, а k2 –
частка об’єктiв першого класу, для яких с1 < y 6 c2. Аналогiчно нехай λ2
– частка об’єктiв другого класу, для яких с1 < y 6 c2, а λ3 – частка об’єктiв
другого класу, для яких y < c2. Тодi можна вирахувати двi оцiнки тiєї
самої вiдстанi Махаланобиса, що мають наступний вигляд [3]:
d ∗ (c1) = Φ−1(k1) + Φ−1(λ2 + λ3)d ∗ (c2) = Φ−1(k1 + k2) + Φ−1(λ3).
Теорема 3. Якщо справжнi прогностичнi сили двох правил дiагности-
ки збiгаються, δ(с1) = δ(с2)топриm→∞, n→∞ при всiх x
P
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ться на рiвнi значимостi, що асимптотично дорiвнює α, у противному
випадку - вiдкидається.
Алгоритм використання теорем:
1. Отримавши новi даннi розподiляємо кожен елемент в кожен окремий
кластер.
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2. Користуючись теоремою 1 об’єднаємо найбiльш бажанi для об’єд-
нання (тi у яких розподiл по теоремi найближчий до нормального)
кластери.
3. Для визначення найбiльш бажаної пари кластерiв використовують
теорему 2. Для цього, поступово зменшуючи порiг c, виявляють ли-
ше ту пару кластерiв, яка при найменшому с задовольняє теоремi
2.
4. Пiсля визначення найбiльш “пiдходящої” пари кластерiв перевiряє-
мо можливiсть такого об’єднання за допомогою тереми 3.
5. Якщо на заданому рiвнi значимостi гiпотеза про можливiсть об’єдна-
ння двох кластерiв вiдкидається, то необхiдно повторити алгоритм
використання теорем з пункту 2 i 3, при цьому iгноруючи можливiсть
об’єднання пари вiдкинутих кластерiв.
6. Алгоритм повторюється доти, доки за пунктом 4 не будуть перебранi
та вiдкинутi усi можливi комбiнацiї пар кластерiв.
Особливостi алгоритму:
1. Необхiдно попередньо визначити емпiричну оцiнку прогностичної
сили, що є досить нелегким завданням.
2. Рiвень значимостi, за допомогою якого приймаються чи вiдкидається
гiпотеза про об’єднання двох кластерiв, задається користувачем.
Висновки
У данiй статтi було вказано на недолiки iснуючих пiдходiв класифi-
кацiї i визначено можливостi їх подолання, що дозволило сформувати
алгоритм контролю “правильностi” статистичної класифiкацiї. Крiм то-
го у статтi поданi теореми, якi є теоретичною основою для досягнення
запропонованим алгоритмом найбiльш тонного результату класифiкацiї.
Проте слiд розумiти, що для кожного конкретного випадку найбiльш
ефективним може виявитися метод класифiкацiї, найменш ефективний
у iнших випадках. Тому визначити унiверсальний метод класифiкацiї
неможливо.
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