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STABILITY OF NONLINEAR WAVE PATTERNS TO THE BIPOLAR
VLASOV-POISSON-BOLTZMANN SYSTEM
HAILIANG LI, YI WANG, TONG YANG, AND MINGYING ZHONG
Abstract. The main purpose of the present paper is to investigate the nonlinear stability of viscous
shock waves and rarefaction wave for bipolar Vlasov-Poisson-Boltzmann (VPB) system. To this end,
motivated by the micro-macro decomposition to the Boltzmann equation in [21, 23], we first set up a
new micro-macro decomposition around the local Maxwellian related to the bipolar VPB system and
give a unified framework to study the nonlinear stability of the basic wave patterns to the system. Then,
as the applications of this new decomposition, the time-asymptotic stability of the two typical nonlinear
wave patterns, viscous shock waves and rarefaction wave, are proved for the 1D bipolar Vlasov-Poisson-
Boltzmann system. More precisely, it is first proved that the linear superposition of two Boltzmann shock
profiles in the first and third characteristic fields is nonlinearly stable to the 1D bipolar VPB system
up to some suitable shifts without the zero macroscopic mass conditions on the initial perturbations.
Then the time-asymptotic stability of rarefaction wave fan to compressible Euler equations is proved to
1D bipolar VPB system. These two results are concerned with the nonlinear stability of wave patterns
for Boltzmann equation coupled with additional (electric) forces, which together with spectral analysis
made in [18] sheds light on understanding the complicated dynamic behaviors around the wave patterns
in the transportation of charged particles under the binary collisions, mutual interactions, and the effect
of the electrostatic potential forces.
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1. Introduction
It is an interesting and challenging problem to investigate the nonlinear wave phenomena and un-
derstand the dynamical behaviors of charged particles transport under the influence of external force
such as electrostatic potential, magnetic field, or electromagnetic fields, etc. To begin with, we first
investigate wave phenomena for the bipolar Vlasov-Poisson-Boltzmann system which is used to simulate
the transport of two dilute charged particles (e.g. ions and electrons) affected by the self-consistent elec-
trostatic potential force [26]. In spatial three-dimensional space, the bipolar Vlasov-Poisson-Boltzmann
system takes the form
(1.1)

FAt + v · ∇xFA +∇xΠ · ∇vFA = Q(FA, FA) +Q(FA, FB),
FBt + v · ∇xFB −∇xΠ · ∇vFB = Q(FB , FA) +Q(FB , FB),
∆Π =
∫
(FA − FB)dv,
where v = (v1, v2, v3) ∈ R3, x = (x1, x2, x3) ∈ R3, t ∈ R+ and FA = FA(t, x, v), FB = FB(t, x, v) are
the density distribution function of two-species particles (e.g. ions and electrons) at time-space (t, x)
with velocity v, respectively, and Π = Π(x, t) is the electric field potential. For the hard sphere model,
the collision operator Q(f, g) takes the following bilinear form
Q(f, g)(v) ≡ 1
2
∫
R3
∫
S2+
(
f(v′)g(v′∗)− f(v)g(v∗)
)
|(v − v∗) · Ω)| dv∗dΩ,
where the unit vector Ω ∈ S2+ = {Ω ∈ S2 : (v − v∗) · Ω ≥ 0}, (v, v∗) and (v′, v′∗) are the two particle
velocities before and after the binary elastic collision respectively, which together with the conservation
laws of momentum and energy, satisfy the following relations
v′ = v − [(v − v∗) · Ω] Ω, v′∗ = v∗ + [(v − v∗) · Ω] Ω, Ω ∈ S2.
In the case that the effect of electrons is neglected, the bipolar Vlasov-Poisson-Boltzmann (abbrevi-
ated as VPB for simplicity below) system (1.1) can be reduced to the unipolar VPB equations [26]
(1.2)

FAt + v · ∇xFA +∇xΠ · ∇vFA = Q(FA, FA),
∆Π =
∫
FAdv − ρ¯(x),
with ρ¯(x) > 0 a given function representing the background doping profile.
Both the bipolar VPB system (1.1) and unipolar VPB system can be viewed as the Boltzmann
equations under the affect of the electrostatic potential force determined through the self-consistent
Poisson equation related to the macroscopic density of charged particles. However, this bipolar or
unipolar VPB system is by no means the simple extension of the Boltzmann equation. Indeed, there
are complicated asymptotical behaviors, which are different completely from those of the Boltzmann
equation, had been observed and justified rigorously for the VPB systems (1.1)–(1.2) in [5, 17, 18]
due to the combined effects such as the binary elastic collision between the particles of same species,
the electrostatic potential force, and/or the mutual interactions among the charged particles of two
different species. To be more precise, it was shown in [17] that for the unipolar VPB system for motion
of one species, the influence of the electric field affects the spectrum structure of the linearized VPB
system and causes the slower but optimal (compared with the Boltzmann equation) time-asymptotical
convergence rate of global solution to the equilibrium state, and there is no wave pattern propagation
(such as the shock profile and rarefaction wave compared with the Boltzmann equation) due to effect of
the electric field [18], one can refer to [5, 17, 18, 42] and references therein for more details. On the other
hand, however, a completely different dynamical phenomena/behaviors of global solution are observed
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for bipolar VPB system in [18]. Therein, it was shown that the linearized VPB system around the global
Maxwellian consists of a decoupled system: one is the linear Boltzmann equation for the distribution
function F1 =
FA+FB
2 of the average of the total charged particles which admits the wave modes at
lower frequency, the other is the equation of unipolar VPB type for the neutral function F2 =
FA−FB
2 of
the particles with different charge which admits spectral gap at lower frequency and causes the strong
neutrality in the sense that the neutral function F2 and the electric field related the neutral function F2
decay exponentially in time. In addition, the multi-dimensional pointwise diffusive properties similar
to the Boltzmann equation is also shown in [18]. A natural problem follows then, can one observe the
nonlinear wave pattern propagation and justify the combined influence of the electrostatic potential
force and/or the mutual interactions among the charged particles for the bipolar VPB system?
The main purpose of the present paper is to investigate the nonlinear wave phenomena and understand
the dynamical behaviors of charged particles transport under the influence of the electrostatic potential
force. It is well-known that the Boltzmann equation is asymptotically equivalent to the compressible
Euler equations as illustrated by the famous Hilbert expansions. The system of compressible Euler
equations is a typical example of hyperbolic conservation laws system. There are three basic wave
patterns to the hyperbolic conservation laws: two nonlinear waves, i.e., the shock wave and rarefaction
wave in the genuinely nonlinear field, and one linearly degenerate wave called contact discontinuity.
Therefore, Boltzmann equation has the rich wave phenomena as for the macroscopic fluid mechanics,
and there have been made important progress on the nonlinear stability of these basic wave patterns of
the Boltzmann equation, refer for instance to [2, 21, 22, 24, 14, 15, 41, 34] and references therein. Yet,
we should mention here that the pioneering study on the stability and positivity of viscous shock wave
was first made by Liu-Yu [21] in energy space with the zero total macroscopic mass condition based
on the micro-macro decomposition proposed by Liu-Yu [21]. Furthermore, Yu [41] made an important
breakthrough to establish the stability of single viscous shock profile without the zero mass condition
by the elegant point-wise method based on the Green function around the shock profile. Then, the
stability of rarefaction wave is proved by Liu-Yang-Yu-Zhao [24] and the stability of viscous contact
wave, which is the viscous version of contact discontinuity, by Huang-Yang [15] with the zero mass
condition and Huang-Xin-Yang [14] without the zero mass condition. Recently, Wang-Wang [34] proved
the stability of superposition of two viscous shock profiles to the Boltzmann equation without the zero
mass condition by the weighted characteristic energy method.
Therefore, due to the appearance of wave modes and the spectral gap of the linearized bipolar VPB
system as shown in [18], it is natural and interesting to investigate and understand the nonlinear wave
phenomena of the bipolar VPB system under the influence of electric field and mutual interactions
between charged particles. To this end, we first consider the nonlinear stability of viscous shock waves
and rarefaction wave for the bipolar VPB system. Yet, compared with the stability analysis made
for the Boltzmann equation, it is not straightforward to study the stability of viscous shock waves
and rarefaction wave under the influence of the electric field effect and the mutual interactions among
the charged particles. Moreover, there is no generic framework made concerned with the stability of
basic wave patterns to the bipolar VPB system as far as we know. To overcome these difficulties, for
F1 =
FA+FB
2 satisfying the Boltzmann-type equation with the additional electric fields, we employ the
micro-macro type decomposition as in [21, 23] for Boltzmann equation, while in VPB type equation
for F2 =
FA−FB
2 , we introduce a new micro-macro type decomposition around the local Maxwellian
with respect to F1. More importantly, we can derive a new diffusion equation with the damping from
the macroscopic part of F2, which crucially implies that the electric fields are strongly dissipative and
guarantees the stability of wave patterns.
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Note that this new decomposition for F2 is quite universal and will play an important role in the
stability analysis towards wave patterns to the bipolar VPB system (1.1). Then as the applications of
this new decomposition, the stability of viscous shock waves and rarefaction wave are proved for the
1D bipolar VPB system as the first step. Note that for the stability of superposition of two viscous
shock waves in the first and third characteristic fields, there is no zero macroscopic mass conditions for
the initial perturbations by introducing suitable shifts on the two viscous shock waves, linear diffusion
wave in the second characteristic field and the coupled diffusion waves, which is motivated by Liu [19],
Szepessy-Xin [33], Huang-Matsumura [12] andWang-Wang [34]. Roughly speaking, it is first proved that
the linear superposition of two Boltzmann shock profiles is nonlinearly stable time-asymptotically to the
1D bipolar VPB system up to some suitable shifts without imposing the zero macroscopic conditions on
the initial perturbations. Moreover, we proved the nonlinear stability of the rarefaction wave solution
to the Riemann problem of inviscid Euler system time-asymptotically to the 1D bipolar VPB system.
The precise statements of the stability of viscous shock waves and rarefaction waves can be referred to
Theorem 3.1 and Theorem 4.1, respectively. Future works will be done for the stability of other wave
patterns and their linear superpositions.
There have been important works on the existence and behavior of solutions to the VPB system. The
global existence of renormalized solution for large initial data was proved in Mischler [29]. The first
global existence result on classical solution in torus when the initial data is near a global Maxwellian
was established in Guo [10]. And the global existence of classical solution in R3 was given in [38, 40] .
The case with general stationary background density function was studied in [6], and the perturbation
of vacuum was investigated in [7, 5]. Recently, Li-Yang-Zhong [17, 18] analyze the spectrum of the
linearized VPB system (unipolar and bipolar) and obtain the optimal decay rate of solutions to the
nonlinear system near global Maxwellian. See also the works on the stability of global Maxwellian and
the optimal time decay rate in [37, 35] and on boundary value problems of stationary VPB system [1].
Recently, Duan-Liu [4] proved the stability of rarefaction wave to a unipolar VPB system, which can
be viewed as an approximation of bipolar VPB system (1.1) when the electron density is very rarefied
and reaches a local equilibrium state with small electron mass compared with the ion. However, there
is no any analysis made concerned with the stability of viscous shock waves to the bipolar VPB system
(1.1) as far as we know.
It should be also mentioned that deep investigation has been achieved on the asymptotic stability
of wave patterns for viscous conservation laws, which are extremely helpful to understand the wave
phenomenon to the kinetic equations. The time-asymptotic stability of viscous shock profile started
from Goodman [8] for the uniformly viscous conservation laws and Matsumura-Nishihara [27] for the
compressible Navier-Stokes equations independently by the anti-derivative methods. Note that in the
both above results the zero mass conditions are imposed on the initial perturbation. Then Liu [19] and
Szepessy-Xin [33] removed the zero mass condition by introducing the linear and nonlinear diffusion
waves and the coupled diffusion waves in the transverse characteristic field for the uniformly viscous
conservation laws and Liu-Zeng [25] proved the physical viscosity case. And Zumbrun [43] proved the
stability of large-amplitude shock waves of compressible Navier-Stokes equations by Evans function
approach. Then the stability of rarefaction waves for the compressible Navier-Stokes are proved by
Matsumura-Nishihara [28] and Nishihara-Yang-Zhao [30]. The stability of viscous contact wave for
the uniformly viscous conservation laws was proved by Liu-Xin [20] and Xin [36] with the zero mass
condition. Then for the compressible Navier-Stokes equations with physical viscosities, the stability of
viscous contact wave was proved by Huang-Matsumura-Xin [13] with the zero mass condition, and by
Huang-Xin-Yang [14] without the zero mass condition. For the composite waves, Huang-Matsumura
[12] first studied the asymptotic stability of two viscous shock waves under general initial perturbation
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without zero mass conditions on initial perturbations for the full Navier-Stokes system and Huang-Li-
Matsumura [11] justified the stability of a combination wave of a viscous contact wave and rarefaction
waves.
The rest part of the paper is arranged as follows. In section 2 we present the classical micro-macro
decomposition and introduce new micro-macro decomposition for the bipolar VPB system (1.1). Then,
the main result on the stability of viscous shock waves and rarefaction wave are stated and proved
in section 3 and 4, respectively. Finally, Appendix A and B are devoted to a priori estimates for the
stability of viscous shock waves and rarefaction wave, respectively.
2. Micro-Macro Decompositions
We reformulate the bipolar VPB system (1.1) and give a new micro-macro decomposition around the
local Maxwellian in order to study the nonlinear stability of basic wave patterns to the system (1.1).
Set
F1 =
FA + FB
2
, F2 =
FA − FB
2
,
then the system (1.1) is changed into
(2.1)

F1t + v · ∇xF1 +∇xΠ · ∇vF2 = 2Q(F1, F1),
F2t + v · ∇xF2 +∇xΠ · ∇vF1 = 2Q(F1, F2),
∆Π = 2
∫
F2dv.
We present the micro-macro decompositions around the local Maxwellian to the bipolar VPB system
(2.1). The equation (2.1)1 can be viewed as the Boltzmann equation with additional electric potential
force, we make use of the micro-macro decomposition as introduced by Liu-Yu [21] and Liu-Yang-Yu
[23]. In fact, for any solution F1(t, x, v) to Eq. (2.1)1, there are five macroscopic (fluid) quantities: the
mass density ρ(t, x), the momentum m(t, x) = ρu(t, x), and the total energy E(t, x) = ρ
(
e+ 12 |u|2
)
(t, x)
defined by
(2.2)

ρ(t, x) =
∫
R3
ξ0(v)F1(t, x, v)dv,
ρui(t, x) =
∫
R3
ξi(v)F1(t, x, v)dv, i = 1, 2, 3,
ρ(e+
|u|2
2
)(t, x) =
∫
R3
ξ4(v)F1(t, x, v)dv,
where ξi(v) (i = 0, 1, 2, 3, 4) are the collision invariants given by
(2.3) ξ0(v) = 1, ξi(v) = vi (i = 1, 2, 3), ξ4(v) =
1
2
|v|2,
and satisfy ∫
R3
ξi(v)Q(g1, g2)dv = 0, for i = 0, 1, 2, 3, 4.
Define the local Maxwellian M associated to the solution F1(t, x, v) to Eq. (2.1)1 in terms of the fluid
quantities by
(2.4) M :=M[ρ,u,θ](t, x, v) =
ρ(t, x)√
(2piRθ(t, x))3
e
− |v−u(t,x)|2
2Rθ(t,x) ,
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where θ(t, x) is the temperature which is related to the internal energy e(t, x) by e = 32Rθ with R > 0
the gas constant, and u(t, x) =
(
u1(t, x), u2(t, x), u3(t, x)
)t
is the fluid velocity. Then, the collision
operator of Q(f, f) can be linearized to be LM with respect to the local Maxwellian M by
(2.5) LMg = 2Q(M, g) + 2Q(g,M).
The null space N1 of LM is spanned by ξi(v) (i = 0, 1, 2, 3, 4).
Define an inner product 〈g1, g2〉M˜ for gi ∈ L(R3v) with respect to the given local Maxwellian M˜ as:
(2.6) 〈g1, g2〉M˜ ≡
∫
R3
1
M˜
g1(v)g2(v)dv.
For simplicity, if M˜ is the local Maxwellian M in (2.4), we shall use the notation 〈·, ·〉 instead of 〈·, ·〉M.
Furthermore, there exists a positive constant σ˜1 > 0 such that it holds for any function g(v) ∈ N⊥1 (cf.
[3, 9]) that
(2.7) 〈g,LMg〉 ≤ −σ˜1〈ν(|v|)g, g〉,
where ν(|v|) ∼ (1 + |v|) is the collision frequency for the hard sphere collision.
With respect to the inner product 〈·, ·〉, the following pairwise orthogonal basis span the macroscopic
space N1
(2.8)

χ0(v) ≡ 1√
ρ
M, χi(v) ≡ vi − ui√
Rθρ
M for i = 1, 2, 3,
χ4(v) ≡ 1√
6ρ
(
|v − u|2
Rθ
− 3)M, 〈χi, χj〉 = δij , i, j = 0, 1, 2, 3, 4.
In terms of above orthogonal basis, the macroscopic projection P0 from L
2(R3v) to N1 and the micro-
scopic projection P1 from L
2(R3v) to N
⊥
1 can be defined as
P0g =
4∑
j=0
〈g, χj〉χj , P1g = g −P0g.
A function g(v) is said to be microscopic or non-fluid, if it holds∫
g(v)ξi(v)dv = 0, i = 0, 1, 2, 3, 4,
where ξi(v) are the collision invariants defined in (2.3).
Based on the above preparation, the solution F1(t, x, v) to Eq. (2.1)1 can be decomposed into the
macroscopic (fluid) part, i.e., the local Maxwellian M =M(t, x, v) defined in (2.4), and the microscopic
(non-fluid) part, i.e. G = G(t, x, v):
F1(t, x, v) =M(t, x, v) +G(t, x, v), P0F1 =M, P1F1 = G,
and the Eq. (2.1)1 becomes
(2.9) (M+G)t + v · ∇x(M+G) +∇xΠ · ∇vF2 = LMG+ 2Q(G,G).
Taking the inner product of the equation (2.9) and the collision invariants ξi(v) (i = 0, 1, 2, 3, 4) with
respect to v over R3, one has the following system for the fluid variables (ρ, u, θ):
(2.10)

ρt + divx(ρu) = 0,
(ρu)t + divx(ρu⊗ u) +∇xp− n2∇xΠ = −
∫
v ⊗ v · ∇xGdv,
[ρ(e+
|u|2
2
)]t + divx[ρu(e+
|u|2
2
) + pu]−∇xΠ ·
∫
vF2dv = −
∫
1
2
|v|2v · ∇xGdv,
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where
(2.11) n2 = n2(x, t) =
∫
F2(x, t, v)dv.
Yet, the above fluid-type system (2.10) is not self-contained and the equation for the microscopic
component G is needed, which can be derived by applying the projection operator P1 into Eq. (2.10):
(2.12) Gt +P1(v · ∇xM) +P1(v · ∇xG) +P1(∇xΠ · ∇vF2) = LMG+ 2Q(G,G).
Recall that the linearized collision operator LM defined by (2.5) is dissipative on N
⊥
1 , and its inverse
L−1
M
is a bounded operator on N⊥1 . Thus, it follows from (2.12) that
(2.13) G = L−1
M
[P1(v · ∇xM)] + Γ
with
(2.14) Γ = L−1
M
[Gt +P1(v · ∇xG) +P1(∇xΠ · ∇vF2)− 2Q(G,G)].
Substituting (2.13) into (2.10), we finally obtain the compressible Navier-Stokes-type equations for the
macroscopic fluid quantities (ρ, u, θ)
(2.15)

ρt + divx(ρu) = 0,
(ρu)t + divx(ρu⊗ u) +∇xp− n2∇xΠ
= −
∫
v ⊗ v · ∇x
(
L−1
M
[P1(v · ∇xM)]
)
dv −
∫
v ⊗ v · ∇xΓdv,
[ρ(θ +
|u|2
2
)]t + divx[ρu(θ +
|u|2
2
) + pu]−∇xΠ ·
∫
vF2dv
= −
∫
1
2
|v|2v · ∇x
(
L−1
M
[P1(v · ∇xM)]
)
dv −
∫
1
2
|v|2v · ∇xΓdv,
A direct computation gives rise to
−
∫
vivj · ∇xj
(
L−1
M
[P1(v · ∇xM)]
)
dv =
3∑
j=1
[
µ(θ)(uixj + ujxi −
2
3
δijdivxu)
]
xj
,
and
−
∫
1
2
|v|2v · ∇x
(
L−1
M
[P1(v · ∇xM)]
)
dv =
3∑
j=1
(κ(θ)θxj )xj +
3∑
i,j=1
{
µ(θ)ui(uixj + ujxi −
2
3
δijdivxu)
}
xj
,
where the viscosity coefficient µ(θ) > 0 and the heat conductivity coefficient κ(θ) > 0 are smooth
functions of the temperature θ. Here, we renormalize the gas constant R to be 23 so that e = θ and
p = 23ρθ.
Now we decompose F2 in the equation (2.1)2, which is one of main contributions of the present paper.
Roughly speaking, the macroscopic part of F2 satisfies the diffusive equation with damping term and the
microscopic couplings, which ensure the strong dissipation of the electric forces and further guarantee the
stability of wave patterns. More precisely, the equation (2.1)2 is a system of Vlasov-Poisson-Boltzmann
type, which in virtue of the decomposition F1 =M+G becomes
(2.16) F2t + v · ∇xF2 +∇xΠ · ∇vF1 = NMF2 + 2Q(F2,G),
with the linearized operator NM defined by
NMh = 2Q(h,M).
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The null space N2 of NM is spanned by the single macroscopic variable:
χ0(v) =
M√
ρ
,
which is totally different from the linearized operator LM due to the quite different collision structures,
whose null space N1 is spanned by five macroscopic variables χj(v) (j = 0, 1, 2, 3, 4), one can refer
Sotirov-Yu [32] for the delicate analysis of the structure of the linearized operator NM for the gas
mixture without the electric effects. Furthermore, there exists a positive constant σ˜2 > 0 such that it
holds for any function g(v) ∈ N⊥2 (cf. [32]) that
〈g,NMg〉 ≤ −σ˜2〈ν(|v|)g, g〉,
where ν(|v|) ∼ (1 + |v|) is the collision frequency for the hard sphere collision. Consequently, the
linearized collision operator NM is dissipative on N
⊥
2 , and its inverse N
−1
M
is a bounded operator on
N
⊥
2 .
Then we introduce a new micro-macro decomposition around the local MaxellianM(x, t, v) associated
with F1 as follows:
Pdg = 〈g,M〉M
ρ
, Pcg = g −Pdg, ∀g.
Then the solution F2(t, x, v) to the VPB equation (2.1)2 can be decomposed into
(2.17) F2(t, x, v) =
M
ρ
n2 +PcF2, PdF2 =
M
ρ
n2, PcF2 = F2 − M
ρ
n2.
Taking the inner product of the equation (2.16) and the collision invariants ξ0(v) = 1 with respect to v
over R3, one has the following conservation law:
(2.18) n2t + divx(
∫
vF2dv) = 0.
Substituting the micro-macro decomposition of F2 in (2.17) into the above conservation law yields
(2.19) n2t + divx(un2) + divx(
∫
vPcF2dv) = 0.
Applying the projection operator Pc to the equation (2.16), one has the non-fluid part equation of F2:
(2.20) ∂t(PcF2)−NM(PcF2) +Pc(v · ∇xF2) +Pc(∇xΠ · ∇vF1) + (M
ρ
)t n2 = 2Q(F2,G),
where one has used the facts that
Pc(∂tF2) = ∂t(PcF2) + (
M
ρ
)t n2, NM(F2) = NM(PcF2).
By (2.20) and continuity of the inverse operator N−1
M
on N⊥2 , the PcF2 can be expressed by
(2.21) PcF2 = N
−1
M
[
∂t(PcF2) +Pc(v · ∇xF2) +Pc(∇xΠ · ∇vF1) + (M
ρ
)t n2 − 2Q(F2,G)
]
,
and it follows
(2.22)
divx(
∫
vPcF2dv) = divx
( ∫
vN−1
M
[
∂t(PcF2) +Pc(v · ∇xF2) +Pc(∇xΠ · ∇vF1)
+(
M
ρ
)t n2 − 2Q(F2,G)
]
dv
)
.
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The second and third terms on the right hand side of (2.22) can be further transformed as follows. By
the decomposition F2 =
M
ρ n2 +PcF2, it holds
(2.23)
divx
(∫
vN−1
M
[
Pc(v · ∇xF2)
])
= divx
(
∇xj(
n2
ρ
)
∫
vN−1
M
[
Pc(vjM))
])
+divx
(n2
ρ
∫
vN−1
M
[
Pc(v · ∇xM))
])
+ divx
(∫
vN−1
M
[
Pc(v · ∇x(PcF2))
])
= −divx
(
κ1(θ)∇x(n2
ρ
)
)
+ divx
(n2
ρ
∫
vN−1
M
[
Pc(v · ∇xM))
])
+ divx
( ∫
vN−1
M
[
Pc(v · ∇x(PcF2))
])
,
where one has used the fact∫
viN
−1
M
[
Pc(vjM)
]
=
∫
viN
−1
M
[
(vj − uj)M))
]
=
∫
(vi − ui)N−1M
[
(vj − uj)M))
]
= −κ1(θ)δij ,
with i, j = 1, 2, 3 and κ1(θ) > 0 being a smooth function of the temperature θ.
On the other hand, by the decomposition F1 =M+G it holds
(2.24)
divx
(∫
vN−1
M
[
Pc(∇xΠ · ∇vF1)
])
= divx
(∫
vN−1
M
[∇xΠ · ∇vF1])
= −divx
( ∫
vN−1
M
[∇xΠ · v − u
Rθ
M)
])
+ divx
(∫
vN−1
M
[∇xΠ · ∇vG])
= divx
(κ1(θ)
Rθ
∇xΠ
)
+ divx
(∫
vN−1
M
[∇xΠ · ∇vG]).
Substituting (2.22) into (2.19) and making use of (2.23) and (2.24), we can derive the governing equation
on the fluid-part of F2
(2.25)
n2t + divx(un2) + divx
(κ1(θ)
Rθ
∇Π
)
− divx
(
κ1(θ)∇(n2
ρ
)
)
=− divx
(n2
ρ
∫
vN−1
M
[
Pc(v · ∇xM))
])− divx( ∫ vN−1M [Pc(v · ∇x(PcF2))])
− divx
( ∫
vN−1
M
[∇xΠ · ∇vG])− divx(∫ vN−1M [∂t(PcF2) + (Mρ )t n2 − 2Q(F2,G)]dv).
Note that the equation (2.25) is a diffusive equation with the damping term and higher order source
terms, which is new and observed first time. The equation (2.25) is one of the main contributions of
the present paper such that we can handle with the electric potential force term in order to prove the
stability of basic wave patterns to the bipolar VPB system (1.1).
To make a conclusion, the VPB system (2.1) can be decomposed to consist of the fluid-dynamical
system (2.15) and non-fluid type equation (2.12) for the distribution function F1, and the fluid-dynamical
equation (2.25) and the non-fluid type equation (2.20) for F2 coupled with the Poisson equation
∆Π = 2n2.
Note here that the micro-macro decomposition for F1 is similar to the one for the Boltzmann equation in
[21, 23] but with some additional electric potential force terms, and the new micro-macro decomposition
for F2 is made in such a way that it is possible to get the dissipative property of the electric field and
further to study the stability toward wave patterns for the bipolar VPB system (2.1). It should be
remarked that this decomposition is quite universal and give a unified framework for the stability analysis
towards the wave patterns. As an application of the new decomposition, in the following sections, we
prove the nonlinear stability of viscous shock waves and rarefaction waves to the 1D bipolar VPB system
as the first step. Furthermore, it can be expected to prove the nonlinear stability of the other elementary
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wave patterns, such as contact discontinuity, boundary layers and so on, to the system (2.1), which are
left in the future works.
Now we list some lemmas on the estimates and dissipative properties of collision operators in the
weighted L2 space for later use. The following lemmas are based on the celebrated H-theorem. The
first lemma is from [21].
Lemma 2.1. There exists a positive constant C such that∫
ν(|v|)−1Q(f, g)2
M˜
dv ≤ C
{∫
ν(|v|)f2
M˜
dv ·
∫
g2
M˜
dv +
∫
f2
M˜
dv ·
∫
ν(|v|)g2
M˜
dv
}
,
where M˜ can be any Maxwellian so that the above integrals are well-defined.
Based on Lemma 2.1, the following two lemmas are taken from [24]. Their proofs are straightforward
by using Cauchy inequality.
Lemma 2.2. If θ/2 < θ∗ < θ, then there exist two positive constants σ˜ = σ˜(ρ, u, θ;
ρ∗, u∗, θ∗) and η0 = η0(ρ, u, θ; ρ∗, u∗, θ∗) such that if |ρ − ρ∗| + |u − u∗| + |θ − θ∗| < η0, we have for
gi(v) ∈ N⊥i (i = 1, 2),
−
∫
g1LMg1
M∗
dv ≥ σ˜
∫
ν(|v|)g21
M∗
dv, −
∫
g2NMg2
M∗
dv ≥ σ˜
∫
ν(|v|)g22
M∗
dv.
Lemma 2.3. Under the assumptions in Lemma 2.2, we have for each gi(v) ∈ N⊥i (i = 1, 2),∫
ν(|v|)
M∗
|L−1
M
g1|2dv ≤ σ˜−2
∫
ν(|v|)−1g21
M∗
dv, and
∫
ν(|v|)
M∗
|N−1
M
g2|2dv ≤ σ˜−2
∫
ν(|v|)−1g22
M∗
dv.
Remark 2.1. In Lemmas 2.2-2.3, η0 may not be sufficiently small positive constant. However, in the
proof of Theorem 4.1 in the following sections, the smallness of η0 is crucially used to close the a priori
assumptions (3.47) and (4.20).
3. Stability of Boltzmann Shock Profiles for the Bipolar VPB System
In this section, we want to use the micro-macro decomposition introduced in the previous section to
prove the nonlinear stability of Boltzmann shock profiles to the 1D bipolar Vlasov-Poisson-Boltzmann
system (1.1)
(3.1)

FAt + v1∂xFA + ∂xΠ∂v1FA = Q(FA, FA + FB),
FBt + v1∂xFB − ∂xΠ∂v1FB = Q(FB , FA + FB),
∂xxΠ =
∫
(FA − FB)dv,
with x ∈ R1, t ∈ R+, v = (v1, v2, v3)t ∈ R3 and the initial values and the far-field states given by
(3.2)
FA(t = 0, x, v) = FA0(x, v)→M[ρ±,u±,θ±](v), as x→ ±∞,
FB(t = 0, x, v) = FB0(x, v)→M[ρ±,u±,θ±](v), as x→ ±∞,
Πx → 0, as x→ ±∞,
where u± = (u1±, 0, 0)t and ρ± > 0, u1±, θ± > 0 are prescribed constant states such that the two
states (ρ±, u±, θ±) are connected by the superposition of 1-shock and 3-shock wave solutions to the
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corresponding 1D Euler system
(3.3)

ρt + (ρu1)x = 0,
(ρu1)t + (ρu
2
1 + p)x = 0,
(ρui)t + (ρu1ui)x = 0, i = 2, 3,
[ρ(e+
|u|2
2
)]t + [ρu1(e+
|u|2
2
) + pu1]x = 0.
As in the previous section, set
F1 =
FA + FB
2
, F2 =
FA − FB
2
.
Then one has the following system
(3.4)

F1t + v1∂xF1 + ∂xΠ∂v1F2 = 2Q(F1, F1),
F2t + v1∂xF2 + ∂xΠ∂v1F1 = 2Q(F2, F1),
∂xxΠ = 2
∫
F2dv = 2n2,
with the initial values (F10, F20) satisfying
(3.5)
F1(t = 0, x, v) = F10(x, v)→M[ρ±,u±,θ±](v), as x→ ±∞,
F2(t = 0, x, v) = F20(x, v)→ 0, as x→ ±∞,
Πx → 0, as x→ ±∞.
Remark that the equation (3.4)1 is just the Boltzmann equation coupled with the Vlasov-Poisson electric
potential terms. By the decomposition for F1 = M + G, one can derive from (2.15) and (2.12) the
following fluid-part system
(3.6)

ρt + (ρu1)x = 0,
(ρu1)t + (ρu
2
1 + p)x − (
Π2x
4
)x =
4
3
(µ(θ)u1x)x −
∫
v21Γxdv,
(ρui)t + (ρu1ui)x = (µ(θ)uix)x −
∫
v1viΓxdv, i = 2, 3,
[ρ(θ +
|u|2
2
) +
Π2x
4
]t + [ρu1(θ +
|u|2
2
) + pu1]x = (κ(θ)θx)x +
4
3
(µ(θ)u1u1x)x
+
3∑
i=2
(µ(θ)uiuix)x −
∫
1
2
v1|v|2Γxdv,
and the non-fluid equation for F1:
(3.7) Gt +P1(v1Mx) +P1(v1Gx) +P1(Πx∂v1F2) = LMG+ 2Q(G,G),
where G can be expressed explicitly by (2.13) and (2.14). Note that the fluid-system (3.6) is the
compressible Navier-Stokes type system strongly coupled with microscopic terms and electric field terms.
By the new decomposition to F2,
F2 =
n2
ρ
M+PcF2,
from the equations (2.24) and (2.20), the macroscopic part n2 satisfies the following equation
(3.8) n2t + (
∫
v1F2dv)x = 0,
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or equivalently,
(3.9)
n2t + (u1n2)x +
(κ1(θ)
Rθ
Πx
)
x
−
(
κ1(θ)(
n2
ρ
)x
)
x
= −
(n2
ρ
∫
v1N
−1
M
[
Pc(v1Mx))
]
dv
)
x
−
(∫
v1N
−1
M
[
Pc(v1(PcF2)x)
]
dv
)
x
−
( ∫
v1N
−1
M
[
ΠxGv1
]
dv
)
x
−
( ∫
v1N
−1
M
[
∂t(PcF2) + (
M
ρ
)t n2 − 2Q(F2,G)
]
dv
)
x
,
and the microscopic part PdF2 satisfies the equation
(3.10) ∂t(PcF2)−NM(PcF2) +Pc(v1F2x) +Pc(Πx∂v1F1) + (
M
ρ
)t n2 = 2Q(F2,G).
Then the stability analysis towards the Boltzmann shock profiles for the bipolar VPB system (2.1) will
be carried out for the equivalent system (3.6)-(3.10).
3.1. Existence of Boltzmann Shock Profiles. In this subsection, we state the existence and list
the properties of Boltzmann shock profile. Consider the viscous shock profile to the 1D slab symmetric
Boltzmann equation
(3.11) F1t + v1F1x = 2Q(F1, F1).
We recall the Riemann problem for the compressible Euler equation (3.3) with the Riemann initial data
(3.12) (ρ,m,E)(x, 0) =
{
(ρ−,m−, E−), x < 0,
(ρ+,m+, E+), x > 0,
where m± = ρ±u±, E± = ρ±(θ± +
|u±|2
2 ) and u± = (u1pm, 0, 0)
t. It is well-known that the system (3.3)
has three eigenvalues: λ1 = u1 −
√
10θ
3 , λ2 = u1, λ3 = u1 +
√
10θ
3 where the second characteristic field
is linear degenerate and the other two are genuinely nonlinear. In the present section, we focus our
attention on the situation where the Riemann solution of (3.3), (3.12) consists of two shock waves (and
three constant states), that is, there exists an intermediate state (ρ#,m# = ρ#u#, E# = ρ#(θ#+
|u#|2
2 ))
with u# = (u1#, 0, 0)
t such that (ρ−,m−, E−) connects with (ρ#,m#, E#) by the 1-shock wave with the
shock speed s1 and (ρ#,m#, E#) connects with (ρ+,m+, E+) by the 3-shock wave with the shock speed
s3. Here the shock speeds s1 and s3 are constants determined by R-H conditions (3.16) and (3.15) and
the entropy conditions (3.17). By the standard arguments (e.g. [31]), for each (ρ−,m−, E−), we can
see our situation takes place provided (ρ+,m+, E+) is located on a curved surface in a neighborhood of
(ρ−,m−, E−). In what follows, the neighborhood of (ρ−,m−, E−) is denoted by Ω−. To describe the
strengths of the shock waves for later use, we set
δS1 = |ρ# − ρ−|+ |m# −m−|+ |E# − E−|, δS3 = |ρ# − ρ+|+ |m# −m+|+ |E# − E+|
and δ = min{δS1 , δS3}. When we choose |(ρ+ − ρ−,m+ −m−, E+ −E−)| small in our situation for the
fixed (ρ−,m−, E−), we note that it holds that
δS1 + δS3 ≤ C|(ρ+ − ρ−,m+ −m−, E+ − E−)|,
where C is a positive constant depending only on (ρ−,m−, E−). Then, if it also holds
(3.13) δS1 + δS3 ≤ Cδ, as δS1 + δS3 → 0
for a positive constant C, we call the strengths of the shock waves are “small with same order”. In what
follows, we always assume (3.13).
Then we recall the i-shock profile FSi1 (x − sit, v) (i = 1, 3) of the Boltzmann equation (3.11) in
Eulerian coordinates with its existence and properties given in the papers by Caflisch-Nicolaenko [2]
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and Liu-Yu [21, 22]. Note that the compressibility of the Boltzmann shock profile is first proved in [22]
, which is crucial for the stability analysis towards the Boltzmann shock profile. First of all, the i-shock
profile FSi1 (x− sit, v) satisfies
(3.14)

−si(FSi1 )′ + v1(FSi1 )′ = 2Q(FSi1 , FSi1 ), i = 1, 3,
FS11 (−∞, v) =M[ρ−,u−,θ−](v), FS31 (−∞, v) =M[ρ#,u#,θ#](v),
FS11 (+∞, v) =M[ρ#,u#,θ#](v), FS31 (+∞, v) =M[ρ+,u+,θ+](v),
where ′ = ddϑi , ϑi = x − sit, u± = (u1±, 0, 0)t, u# = (u1#, 0, 0)t and (ρ±, u±, θ±), (ρ#, u#, θ#) satisfy
Rankine-Hugoniot conditions
(3.15)

−s1(ρ# − ρ−) + (ρ#u1# − ρ−u1−) = 0,
−s1(ρ#u1# − ρ−u1−) + (ρ#u21# + p# − ρ−u21− − p−) = 0,
−s1(ρ#E# − ρ−E−) + (ρ#u1#E# + p#u1# − ρ−u1−E− − p−u1−) = 0,
(3.16)

−s3(ρ+ − ρ#) + (ρ+u1+ − ρ#u1#) = 0,
−s3(ρ+u1+ − ρ#u1#) + (ρ+u21+ + p+ − ρ#u21# − p#) = 0,
−s3(ρ+E+ − ρ#E#) + (ρ+u1+E+ + p+u1+ − ρ#u1#E# − p#u1#) = 0,
and Lax entropy conditions
(3.17) λ1# < s1 < λ1−, λ3+ < s3 < λ3#,
with si being i-shock wave speed and λi = u1 + (−1) i+12
√
10θ
3 (i = 1, 3) being the i-th characteristic
eigenvalue of the Euler equations in the Eulerian coordinate and λ1− = u1− −
√
10θ−
3 , λi# = u1# +
(−1) i+12
√
10θ#
3 (i = 1, 3) and λ3+ = u1++
√
10θ+
3 . By the micro-macro decomposition to the Boltzmann
equation (3.11) around the local Maxwellian MSi (i = 1, 3) (cf. [21, 23]), it holds that
FSi1 (x− sit, v) =MSi(x− sit, v) +GSi(x− sit, v),
where
MSi(x− sit, v) =M[ρSi ,uSi ,θSi ](x− sit, v) =
ρSi(x− sit)√
(2piRθSi(x− sit))3
e
− |v−u
Si (x−sit)|2
2RθSi (x−sit) ,
with  ρ
Si
ρSiuSij
ρSi(θSi + |u
Si |2
2 )
 = ∫
R3
 1vj
|v|2
2
FSi1 (x− sit, v)dv, j = 1, 2, 3.
With respect to the inner product 〈·, ·〉
MSi
defined in (2.6), we can now define the macroscopic projection
P
Si
0 and microscopic projection P
Si
1 by
P
Si
0 g =
4∑
j=0
〈g, χSij 〉MSiχSij , PSi1 g = g −PSi0 g,
where χSij (j = 0, 1, 2, 3, 4) are the corresponding pairwise orthogonal base defined in (2.8) by replacing
(ρ, u, θ,M) by (ρSi , uSi , θSi ,MSi). Under the above micro-macro decomposition, the solution FSi1 =
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FSi1 (x− sit, v) satisfies
P
Si
0 F
Si
1 =M
Si , PSi1 F
Si = GSi ,
and the Boltzmann equation (3.11) becomes
(MSi +GSi)t + v1(M
Si +GSi)x = 2
[
Q(MSi ,GSi) +Q(GSi ,MSi)
]
+ 2Q(GSi ,GSi).
Correspondingly, we have the following fluid-type system for the fluid components of shock profile:
(3.18)

ρSit + (ρ
SiuSi1 )x = 0,
(ρSiuSi1 )t + [ρ
Si(uSi1 )
2 + pSi ]x =
4
3
(
µ(θSi)uSi1x
)
x
−
∫
v21Γ
Si
x dv,
(ρSiuSij )t + (ρ
SiuSi1 u
Si
j )x =
(
µ(θSi)uSijx
)
x
−
∫
v1vjΓ
Si
x dv, j = 2, 3,
[ρSi(θSi +
|uSi |2
2
)]t + [ρ
SiuSi1 (θ
Si +
|uSi |2
2
) + pSiuSi1 ]x =
(
κ(θSi)θSix
)
x
+
4
3
(
µ(θSi)uSi1 u
Si
1x
)
x
+
3∑
j=2
(
µ(θSi)uSij u
Si
jx
)
x
−
∫
1
2
v1|v|2ΓSix dv.
In fact, from the invariance of the equation (3.14) by changing vj with −vj for j = 2, 3 and the fact that
uj± = 0, we have uSij =
∫
v1vjΓ
Si
x dv ≡ 0 for j = 2, 3. And the equation for the non-fluid component
GSi (i = 1, 3) is
(3.19) GSit +P
Si
1 (v1M
Si
x ) +P
Si
1 (v1G
Si
x ) = LMSiG
Si + 2Q(GSi ,GSi).
Here L
MSi
is the linearized collision operator of Q(FSi1 , F
Si
1 ) with respect to the local Maxwellian M
Si :
L
MSi
g = 2[Q(MSi , g) +Q(g,MSi)].
Thus
(3.20) GSi = L−1
MSi
[PSi1 (v1M
Si
x )] + Γ
Si
x , Γ
Si
x = L
−1
MSi
[(GSit +P
Si
1 (v1G
Si
x ))− 2Q(GSi ,GSi)].
Now we recall the properties of the shock profile FSi1 (x − sit, v) (i = 1, 3) that are given or can be
induced by Liu-Yu [22] in Theorem 6.8.
Lemma 3.1. ([22]) For i = 1, 3, if the shock wave strength δSi is small enough, then the Boltzmann
equation (3.11) admits a i-shock profile solution FSi1 (x − sit, v) uniquely up to a shift satisfying the
following properties:
(1) The shock profile FSi1 (x − sit, v) converges to its far fields exponentially fast with an exponent
proportional to the magnitude of the shock wave strength, that is
|(ρS1 − ρ−, uS11 − u1−, θS1 − θ−)| ≤ CδS1e−cδ
S1 |ϑ1|, as ϑ1 < 0,
|(ρS1 − ρ#, uS11 − u1#, θS1 − θ#)| ≤ CδS1e−cδ
S1 |ϑ1|, as ϑ1 > 0,
|(ρS3 − ρ+, uS31 − u1+, θS3 − θ+)| ≤ CδS3e−cδ
S3 |ϑ3|, as ϑ3 > 0,
|(ρS3 − ρ#, uS31 − u1#, θS3 − θ#)| ≤ CδS3e−cδ
S3 |ϑ3|, as ϑ3 < 0,( ∫ ν(|v|)|GSi |2
M0
dv
) 1
2 ≤ C(δSi)2e−cδSi |ϑi|, i = 1, 3,
with δSi being the i-shock strength and M0 being the global Maxwellian which is close to the
shock profile with its precise definition given in Theorem 6.8, [22].
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(2) Compressibility of i-shock profile:
(λSii )ϑi < 0, λ
Si
i = u
Si
1 + (−1)
i+1
2
√
10θSi
3
.
(3) The following properties hold:
ρSiϑi ∼ u
Si
1ϑi
∼ θSiϑi ∼ (λ
Si
i )ϑi ∼
( ∫ ν(|v|)|GSi |2
M0
dv
) 1
2 ,
where A ∼ B denotes the equivalence of the quantities A and B, and
uSij ≡ 0,
∫
v1vjΓ
Si
ϑi
dv ≡ 0, j = 2, 3,
|∂kϑi(ρSi , uSi1 , θSi)| ≤ C(δSi)k−1|(ρSiϑi , u
Si
1ϑi
, θSiϑi )|, k ≥ 2,( ∫ ν(|v|)|∂kϑiGSi |2
M0
dv
) 1
2 ≤ C(δSi)k( ∫ ν(|v|)|GSi |2
M0
dv
) 1
2 , k ≥ 1,
|
∫
v1ξj(v)Γ
Si
ϑi
dv| ≤ CδSi |uSi1ϑi |, j = 1, 2, 3, 4,
where ξj(v) (j = 1, 2, 3, 4) are the collision invariants defined in (2.3).
Let U(x, t) = (ρ,m,E + Π
2
x
4 )
t with m = ρu and E = ρ(θ + u
2
2 ) being the solution of the system (3.6)
and U¯(x, t) = (ρ¯, m¯, E¯)t being the linear superposition of 1-shock and 3-shock profile with
(3.21)
{
ρ¯ = ρS1(x− s1t) + ρS3(x− s3t)− ρ#, E¯ = ES1(x− s1t) + ES3(x− s3t)−E#,
m¯1 = m
S1
1 (x− s1t) +mS31 (x− s3t)−m1#, m¯i = 0, i = 2, 3,
where (·)t denotes the transpose of the vector (·). Note that in order to keep the conservative form of
the system (3.6), an additional term Π
2
x
4 , which means the electric potential energy should be put on
the total energy E + Π
2
x
4 , which is quite different from the classic Boltzmann equation.
Since the present paper is concerning with general initial perturbation, that is, the integral
∫ ∞
−∞
(U −
U¯)(x, 0) dx may not be zero, to use the anti-derivative technique, we need to find an ansatz U˜ such that∫ ∞
−∞
(U(x, t) − U˜(x, t)) dx = 0, meanwhile, U˜ and U¯ are time-asymptotically equivalent, i.e., |U˜ − U¯ |
tends to zero as t → ∞. As observed by Liu [19], the general perturbations will not only produce the
shift on the viscous shock wave itself, but also the linear or nonlinear diffusion waves in the transverse
fields. Let
A(ρ,m1, E) =
 0 1 0−m21ρ2 + m23ρ2 4m13ρ 23
−5m1E
3ρ2
+ 2m
2m1
3ρ3
5E
3ρ −
2m21
3ρ2
− m2
3ρ2
5m1
3ρ

be the Jacobi matrix of the flux (m1,
2
3E +
m21
ρ − m
2
3ρ ,
5m1E
3ρ − m1m
2
3ρ2
)t in the Euler system (3.3) with
respect to (ρ,m1, E). Then the second right eigenvector of the matrix A(ρ,m1, E) at the intermediate
state (ρ#,m1#, E#) is
r2 = (1, u1#,
u21#
2
)t.
Furthermore, a direct computation yields that the three vectors r1 = (ρ# − ρ−,m# −m−, E# − E−)t,
r2 above and r3 = (ρ+−ρ#,m+−m#, E+−E#)t are linearly independent in R3 if δS1 + δS3 is suitably
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small. So if the initial mass
∫
(U(x, 0)− U¯ (x, 0)) dx is not zero, we can distribute the initial mass along
the three independent directions r1, r2 and r3 as in Liu [19], that is,
(3.22)
∫
(U(x, 0) − U¯(x, 0)) dx =
3∑
i=1
αiri,
where αi (i = 1, 2, 3) are constants uniquely determined by the initial data. The excessive mass α1r1 in
the first characteristic field can be eliminated by the translated 1-viscous shock wave with a shift α1,
i.e., ρS1(x−s1t+α1). Similarly, we can eliminate α3r3 by replacing ρS3(x−s3t) by ρS3(x−s3t+α3). So
the remaining problem is how to remove the excessive mass in the second characteristic field, i.e., α2r2.
Motivated by Huang-Matsumura [12], the desired ansatz U˜ = (ρ˜, m˜, E˜)t is constructed in the following
form:
(3.23)
ρ˜ = ρS1(x− s1t+ α1) + ρS3(x− s3t+ α3)− ρ# +Θ(x, t), m˜i = 0, i = 2, 3,
m˜1 = m
S1
1 (x− s1t+ α1) +mS31 (x− s3t+ α3)−m1# + u1#Θ(x, t)− aΘx(x, t),
E˜ = ES1(x− s1t+ α1) + ES3(x− s3t+ α3)− E# + 1
2
u21#Θ(x, t)− au1#Θx(x, t),
where αi (i = 1, 3) are the shifts of the i−viscous shock wave and Θ is the linear diffusion wave
(3.24) Θ(x, t) =
α2√
4pia(1 + t)
e
− (x−u1#t)
2
4a(1+t) , a =
3κ(θ#)
5ρ#
> 0
satisfying the heat equation
(3.25) Θt + u1#Θx = aΘxx, Θ|t=−1 = α2δ(x),
∫ ∞
−∞
Θ(x, t) dx = α2,
and the terms −aΘx and −au1#Θx are the coupled diffusion waves as first introduced by Szepessy-Xin
[33] which does not carry the initial mass, but get rid of some bad error terms decaying not enough
with respect to the time t. Then it follows from (3.22) that
(3.26)
∫ ∞
−∞
(U(x, 0) − U˜(x, 0)) dx =
∫ ∞
−∞
(U(x, 0) − U¯(x, 0)) dx +
∫ ∞
−∞
(U¯(x, 0) − U˜(x, 0)) dx = 0,
where we have used the fact that
∫∞
−∞Θ dx = α2. Thus U˜(x, t) is the desired ansatz.
By Lemma 3.1 , for suitably small δ and α2, we have the wave interaction estimates between two
viscous shock waves
(3.27) |ρS1 − ρ#| · |ρS3 − ρ#| ≤ CδS1δS3(e−cδS1 (|x|+t)+cδS1 |α1| + e−cδS3 (|x|+t)+cδS3 |α3|) ≤ Cδ2e−cδ(|x|+t),
and between the i−viscous shock waves (i = 1, 3) and the diffusion waves
(3.28) |ρSi − ρ#| · |Θ| ≤ C|α2|δ
3
2 e−cδ(|x|+t) + C
|α2|
(1 + t)
3
2
e−
c(x−u1#t)2
1+t +C(δ + |α2|)e−c(|x|+t),
where we used the fact that δS1α1 and δ
S3α3 are uniformly bounded by (3.22) for small δ
S1 and δS3 as
long as the initial perturbation stays bounded. Set
(3.29) Q =
{
q(t, x) : |q| ≤ C(δ2 + |α2|δ
3
2 )e−cδ(|x|+t) + C
|α2|
(1 + t)
3
2
e−
c(x−u1#t)2
1+t + C(δ + |α2|)e−c(|x|+t)
}
.
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From now on, we denote q as a function belonging to the set Q if without confusions. Applying (3.23),
we can calculate directly that
u˜1 ∼ uS11 + uS31 − u1# −
a
ρ#
Θx, and
m˜21
ρ˜
∼ (m
S1
1 )
2
ρS1
+
(mS31 )
2
ρS3
− m
2
1#
ρ#
+ u21#Θ− 2u1#aΘx,
where A ∼ B means that A = B + q with q ∈ Q. Similarly, we can calculate p˜, θ˜, u˜1x, µ(θ˜)u˜1x, m˜1E˜ρ˜ ,
m˜1p˜
ρ˜ , θ˜x, κ(θ˜)θ˜x and µ(θ˜)u˜1u˜1x. Henceforth, we can check that the ansatz U˜ = (ρ˜, m˜, E˜)
t defined in
(3.23) well approximates solution of the VPB system as
(3.30)

ρ˜t + m˜1x = 0,
m˜1t + (
m˜21
ρ˜
+ p˜)x =
4
3
(µ(θ˜)u˜1x)x −
∫
v21(Γ
S1
x + Γ
S3
x )dv +Q1x,
E˜t + (
m˜1E˜
ρ˜
+
p˜m˜1
ρ˜
)x = (κ(θ˜)θ˜x)x +
4
3
(µ(θ˜)u˜1u˜1x)x −
∫
v1
|v|2
2
(ΓS1x + Γ
S3
x )dv +Q2x,
where
(3.31)
Q1 =
(m˜21
ρ˜
− (m
S1
1 )
2
ρS1
− (m
S3
1 )
2
ρS3
+
m21#
ρ#
)
+
(
p˜− pS1 − pS3 + p#
)
−4
3
(
µ(θ˜)u˜1x − µ(θS1)uS11x − µ(θS3)uS31x
)
+ 2u1#aΘx − u21#Θ− a2Θxx,
and
(3.32)
Q2 =
(m˜1E˜
ρ˜
− m
S1
1 E
S1
ρS1
− m
S3
1 E
S3
ρS3
+
m1#E#
ρ#
)
+
(m˜1p˜
ρ˜
− m
S1
1 p
S1
ρS1
− m
S3
1 p
S3
ρS3
+
m1#p#
ρ#
)
−
(
κ(θ˜)θ˜x − κ(θS1)θS1x − κ(θS3)θS3x
)
− 4
3
(
µ(θ˜)u˜1u˜1x − µ(θS1)uS1uS11x − µ(θS3)uS3uS31x
)
+
3
2
u21#aΘx −
1
2
u31#Θ− a2u1#Θxx.
Obviously, it holds that Q1, Q2 ∼ 0, i.e., Q1, Q2 ∈ Q. Under the above preparation, we are now at the
stage to state our main result. We first fix any (ρ−,m−, E−), and assume that (ρ+,m+, E+) ∈ Ω− and
the Riemann solution of (3.3), (3.12) consists of two shock waves. Then the macrpscopic composite
wave (ρ˜, m˜ = ρ˜u˜, E˜ = ρ˜(θ˜+ |u˜|
2
2 ))(x, t) defined in (3.23) is well defined. Denote the perturbation around
the ansatz by
(3.33)
(Φx,Ψx,Wx)(t, x) = (φ,ψ, ω)(t, x) = (ρ− ρ˜,m− m˜,E + Π
2
x
4
− E˜)(t, x),
G˜(t, x, v) = G(t, x, v) −GS1(x− s1t+ α1, v) −GS3(x− s3t+ α3, v),
F˜1(t, x, v) = F1(t, x, v) − FSα1,α3(t, x, v),
with
(3.34) FSα1,α3(t, x, v) = F
S1
1 (x− s1t+ α1, v) + FS31 (x− s3t+ α3, v)−M#
being the superposition of shifted 1-shock profile and 3-shock profile to the 1D Boltzmann equation
(3.11) and M# =
ρ#√
(2piRθ#)3
e
− |v−u#|
2
2Rθ# is the intermediate equillbrium state.
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3.2. Main Result. Denote
(3.35)
E(t) = sup
s∈[0,t]
{
‖(Φ,Ψ,W )(·, s)‖2H2x +
∑
0≤|β|≤2
∫ ∫ |∂β(G˜,PcF2)|2
M∗
dvdx+ ‖(Πx, n2, n2x)(·, s)‖2
+
∑
|α|=1,0≤|β|≤1
∫ ∫ |∂α∂β(G˜,PcF2)|2
M∗
dvdx+
∑
|α|=2
∫ ∫ |∂α(F˜1, F2)|2
M∗
dvdx
}
.
with M∗ being the global Maxellian chosen in Theorem 3.1 and ∂α = ∂αx,t, ∂β = ∂
β
v . Now we can state
our main result as follows.
Theorem 3.1. There exist positive constants δ0 and ε0 and a global Maxellian M∗ =M[ρ∗,u∗,θ∗], such
that if the shock wave strength and the diffusion wave strength α2 satisfy |(ρ+ − ρ−,m+ − m−, E+ −
E−)|+ |α2| ≤ δ0 and (3.13) and the initial data satisfies that
E(0) ≤ ε0,
then the Cauchy problem of the bipolar VPB system (2.1) admits a unique global solution (F1, F2)(t, x, v)
satisfying
E(t) ≤ C(E(0) + δ
1
2
0 )
for the uniform-in-time positive constant C and the time-asymptotic behaviors
‖(F˜1(t, x, v), F2(t, x, v))‖L∞x L2v( 1√M∗ ) + ‖(Πx, n2)(t, x)‖L∞x → 0, as t→∞.
Consequently, it holds that
‖(FA − FSα1,α3 , FB − FSα1,α3)‖L∞x L2v( 1√M∗ ) + ‖(Πx, n2)‖L∞x → 0, as t→∞.
Here and in the sequel, f(v) ∈ L2v( 1√M∗ ) means that
f(v)√
M∗
∈ L2v(R3).
Remark 3.1. Theorem 3.1 implies that the linear superposition of two Boltzmann shock profiles in
the first and third characteristic fields is nonlinearly stable time-asymptotically to the 1D bipolar VPB
system (2.1) up to some suitable shifts. Note that there is no zero macroscopic mass conditions on the
initial perturbations.
With the above preparation, we will give the proof of the main theorem in the following section. For
this, we will first reformulate the problem. It follows from (3.6), (3.30) and (3.33) that (Φ,Ψ,W ) solves
(3.36)
Φt +Ψ1x = 0,
Ψ1t +
(
m21
ρ
+ p− m˜
2
1
ρ˜
− p˜
)
− Π
2
x
4
=
4
3
(µ(θ)u1x − µ(θ˜)u˜1x)−
∫
v21(Γ− ΓS1 − ΓS3)dv −Q1,
Ψit +
(
m1mi
ρ
− m˜1m˜i
ρ˜
)
= (µ(θ)uix − µ(θ˜)u˜ix)−
∫
v1vi(Γ− ΓS1 − ΓS3)dv, i = 2, 3,
Wt +
(
Em1
ρ
+
pm1
ρ
− E˜m˜1
ρ˜
− p˜m˜1
ρ˜
)
= (κ(θ)θx − κ(θ˜)θ˜x)
+
4
3
(µ(θ)u1u1x − µ(θ˜)u˜1u˜1x) +
3∑
i=2
µ(θ)uiuix − 1
2
∫
v1|v|2(Γ− ΓS1 − ΓS3)dv −Q2,
To capture the viscous effect of velocity and temperature, set
(3.37) Ψ = ρ˜Ψ˜ + u˜Φ,
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(3.38) W = ρ˜W˜ + u˜ ·Ψ+ (θ˜ − |u˜|
2
2
)Φ = ρ˜W˜ + ρ˜u˜ · Ψ˜ + (θ˜ + |u˜|
2
2
)Φ.
We also denote
(3.39) (ψ˜, ω˜)(t, x) = (Ψ˜x, W˜x)(t, x).
Then we have the following linearized system for (Φ, Ψ˜, W˜ ) :
(3.40)

Φt + ρ˜Ψ˜1x + u˜1Φx + ρ˜xΨ˜1 + u˜1xΦ = 0,
ρ˜Ψ˜1t + ρ˜u˜1Ψ˜1x − 1
3
ρ˜u˜1xΨ˜1 +
2
3
ρ˜xW˜ +
2
3
ρ˜W˜x +
2
3
θ˜Φx − 2θ˜ρ˜x
3ρ˜
Φ
=
4
3
µ(θ˜)Ψ˜1xx −
∫
v21(Γ− ΓS1 − ΓS3)dv + J1 +N1 −Q1,
ρ˜Ψ˜it + ρ˜u˜1Ψ˜ix − ρ˜u˜1xΨ˜i = µ(θ˜)Ψ˜ixx −
∫
v1vi(Γ− ΓS1 − ΓS3)dv + Ji +Ni, i = 2, 3,
ρ˜W˜t + ρ˜u˜1W˜x − ρ˜u˜1xW˜ + 2
3
ρ˜θ˜Ψ˜1x − 2
3
ρ˜θ˜xΨ˜1 = κ(θ˜)W˜xx
−1
2
∫
v1|v|2(Γ− ΓS1 − ΓS3)dv + u˜1
∫
v21(Γ− ΓS1 − ΓS3)dv + J4 +N4 − (Q2 − u˜1Q1),
where
(3.41)
J1 =
[(∫
v21(Γ
S1 + ΓS3)dv −Q1
)
x
− 4
3
µ(θ˜)
ρ˜
ρ˜xu˜1x
]
Φ
ρ˜
+
4
3
µ(θ˜)
ρ˜
u˜1xΦx
+
4
3
(
u˜21x −
ρ˜xθ˜x
ρ˜
)
µ′(θ˜)Ψ˜1 +
4
3
(
µ(θ˜)
ρ˜
ρ˜xΨ˜1
)
x
+
4
3
µ′(θ˜)
ρ˜
ρ˜xu˜1xW˜ +
4
3
µ′(θ˜)u˜1xW˜x,
Ji =
(
µ(θ˜)
ρ˜
ρ˜xΨ˜i
)
x
− µ
′(θ˜)
ρ˜
ρ˜xθ˜xΨ˜i, i = 2, 3,
J4 =
(∫
v1
|v|2
2
(ΓS1x + Γ
S3
x )dv − u˜1
∫
v21(Γ
S1
x + Γ
S3
x )dv −Q2x + u˜1Q1x −
κ(θ˜)
ρ˜
ρ˜xθ˜x
)Φ
ρ˜
+
κ(θ˜)
ρ˜
θ˜xΦx +
(∫
v21(Γ
S1
x + Γ
S3
x )dv −Q1x +
4
3
µ(θ˜)
ρ˜
u˜1xρ˜x
)
Ψ˜1 +
8
3
µ(θ˜)u˜1xΨ˜1x
+
[(
κ(θ˜)− 4
3
µ(θ˜)
)
u˜1xΨ˜1
]
x
+
(
κ(θ˜)
ρ˜
ρ˜xW˜
)
x
+ κ′(θ˜)θ˜xW˜x,
and the nonlinear terms
(3.42) Ni = O(1)|(Φx,Ψx,Wx,Πx,Φxx,Ψixx)|2, i = 1, 2, 3,
(3.43) N4 = O(1)|(Φx,Ψx,Wx,Πx,Φxx,Ψxx,Wxx)|2.
From (3.7), (3.19) and (3.33), we can derive the equation for the non-fluid component G˜(t, x, v) as
(3.44)
G˜t − LMG˜ = −P1(v1G˜x)−P1(Πx∂v1F2) + 2Q(G˜, G˜) + 2[Q(G˜,GS1 +GS3) +Q(GS1 +GS3 , G˜)]
+2[Q(GS1 ,GS3) +Q(GS3 ,GS1)]− [P1(v1Mx)−PS11 (v1MS1x )−PS31 (v1MS3x )] +
∑
i=1,3
Ri,
with Ri given by
(3.45) Ri = (LM − LMSi )GSi − [P1(v1GSix )−PSi1 (v1GSix )], i = 1, 3.
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From (2.1) and (3.14), we have the equation for F˜1 defined in (3.33)
(3.46)
F˜1t + v1F˜1x +Πx∂v1F2 = LMG˜+ 2Q(G˜, G˜) + (LM − LMS1 )(GS1) + (LM − LMS3 )(GS3)
+2[Q(G˜,GS1 +GS3) +Q(GS1 +GS3 , G˜)] + 2[Q(GS1 ,GS3) +Q(GS3 ,GS1)],
Consider the reformulated system (3.40), (3.44), (3.46) and (3.8), (3.9), (3.10). Since the local existence
of solution to the VPB system can be proved similarly as in [10], to prove the global existence on the
time interval [0, T ], we only need to close the following a priori assumption by the continuity argument:
(3.47) E(T ) ≤ χ2T ,
where E(T ) is defined in (3.35) . Here and in the sequel χT is a small positive constant depending on
the initial data and wave strengths. Note that even χT is denoted by the subscription T , which means
that the a priori assumption (3.47) is imposed on the time interval [0, T ], however, χT is to be chosen
to be independent of the time T .
3.3. The Proof of Main Result. By the continuum argument for the local solution to the system
(2.1) or equivalently the system (3.6)-(3.10), to prove Theorem 3.1, it is sufficient to close the a priori
assumption (3.47) and verify the time-asymptotic behaviors of the solution. We start from the lower
order estimates in the following Proposition.
Proposition 3.1. For each (ρ−,m−, E−), there exists a positive constant C such that, if δ + |α2| ≤ δ0
for a suitably small positive constant δ0, then it holds that
‖(Φ,Ψ,W,Φx,Πx, n2)(·, t)‖2 +
∫ ∫ |(G˜,PcF2)|2
M∗
(x, v, t)dxdv +
∫ t
0
‖(Πx,Πxτ , n2)‖2dτ
+
∑
|α′|=1
∫ t
0
‖∂α′(Φ,Ψ,W, Ψ˜, W˜ , n2)‖2dτ +
∫ t
0
‖
√
|uS11x|+ |uS31x|+ |Θx|(Φ, Ψ˜1, W˜ )‖2dτ
+
∫ t
0
∫ ∫
ν(|v|)|(G˜,PcF2)|2
M∗
dxdvdτ ≤ C(χT + δ0)
∑
|α′|=1
∫ t
0
‖∂α′(φ,ψ, ω)‖2dτ
+C
∫ t
0
‖(φx, ψ˜x, ω˜x)‖2dτ + C(χT + δ0)
∫ t
0
∫ ∫
ν(|v|)|(G˜,PcF2)v1 |2
M∗
dxdvdτ
+C
∑
|α′|=1
∫ t
0
∫ ∫
ν(|v|)|∂α′ (G˜,PcF2)|2
M∗
dxdvdτ + C(E(0)2 + δ
1
2
0 ).
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The proof of Proposition 3.1 will be given in Appendix A. Then we perform the higher order estimates.
Firstly, we apply ∂x to the system (3.40) to get
(3.48)

φt + ρ˜ψ˜1x + u˜1φx + ρ˜xψ˜1 + u˜1xφ = −L0,
ρ˜ψ˜1t + ρ˜u˜1ψ˜1x − 1
3
ρ˜u˜1xψ˜1 +
2
3
ρ˜xω˜ +
2
3
ρ˜ω˜x +
2
3
θ˜φx − 2θ˜ρ˜x
3ρ˜
φ
=
(
4
3
µ(θ˜)ψ˜1x
)
x
−
∫
v21(Γ− ΓS1 − ΓS3)xdv + (J1 +N1 −Q1)x − L1,
ρ˜ψ˜it + ρ˜u˜1ψ˜ix − ρ˜u˜1xψ˜i = (µ(θ˜)ψ˜ix)x
−
∫
v1vi(Γ− ΓS1 − ΓS3)xdv + (Ji +Ni)x − Li, i = 2, 3,
ρ˜ω˜t + ρ˜u˜1ω˜x − ρ˜u˜1xω˜ + 2
3
ρ˜θ˜ψ˜1x − 2
3
ρ˜θ˜xψ˜1 = (κ(θ˜)ω˜x)x − 1
2
∫
v1|v|2(Γ− ΓS1 − ΓS3)xdv
+
(
u˜1
∫
v21(Γ− ΓS1 − ΓS3)dv
)
x
+
(
J4 +N4 − (Q2 − u˜1Q1)
)
x
− L4,
where
L0 = ρ˜xψ˜1 + u˜1xφ+ ρ˜xxΨ˜1 + u˜1xxΦ,
L1 = ρ˜xΨ˜1t + (ρ˜u˜1)xψ˜1 − 1
3
(ρ˜u˜1x)xΨ˜1 +
2
3
ρ˜xxW˜ +
2
3
ρ˜xω˜ +
2
3
θ˜xφ− 2
3
(
θ˜ρ˜x
ρ˜
)
x
Φ,
Li = ρ˜xΨ˜it + (ρ˜u˜1)xψ˜i − (ρ˜u˜1x)xΨ˜i, i = 2, 3,
L4 = ρ˜xW˜t + (ρ˜u˜1)xω˜ − (ρ˜u˜1x)xW˜ + 2
3
(ρ˜θ˜)xψ˜1 − 2
3
(ρ˜θ˜x)xΨ˜1.
To derive the estimate on the more higher order derivatives, we apply ∂x to the system (3.48) to
obtain
(3.49)

φxt + ρ˜ψ˜1xx + u˜1φxx + ρ˜xψ˜1x + u˜1xφx = −L˜0,
ρ˜ψ˜1xt + ρ˜u˜1ψ˜1xx − 1
3
ρ˜u˜1xψ˜1x +
2
3
ρ˜xω˜x +
2
3
ρ˜ω˜xx +
2
3
θ˜φxx − 2θ˜ρ˜x
3ρ˜
φx
=
(
4
3
µ(θ˜)ψ˜1x
)
xx
−
∫
v21(Γ− ΓS1 − ΓS3)xxdv + (J1 +N1 −Q1)xx − L˜1,
ρ˜ψ˜ixt + ρ˜u˜1ψ˜ixx − ρ˜u˜1xψ˜ix = (µ(θ˜)ψ˜ix)xx −
∫
v1vi(Γ− ΓS1 − ΓS3)xxdv
+(Ji +Ni)xx − L˜i, i = 2, 3,
ρ˜ω˜xt + ρ˜u˜1ω˜xx − ρ˜u˜1xω˜x + 2
3
ρ˜θ˜ψ˜1xx − 2
3
ρ˜θ˜xψ˜1x = (κ(θ˜)ω˜x)xx
−1
2
∫
v1|v|2(Γ− ΓS1 − ΓS3)xxdv +
(
u˜1
∫
v21(Γ− ΓS1 − ΓS3)dv
)
xx
+(J4 +N4 − (Q2 − u˜1Q1))xx − L˜4,
where
L˜0 = ρ˜xψ˜1x + u˜1xφx + ρ˜xxψ˜1 + u˜1xxφ+ L0x,
L˜1 = ρ˜xψ˜1t + (ρ˜u˜1)xψ˜1x − 1
3
(ρ˜u˜1x)x ψ˜1 +
2
3
ρ˜xxω˜ +
2
3
ρ˜xω˜x +
2
3
θ˜xφx − 2
3
(
θ˜ρ˜x
ρ˜
)xφ+ L1x,
L˜i = ρ˜xψ˜it + (ρ˜u˜1)xψ˜ix − (ρ˜u˜1x)xψ˜i + Lix, i = 2, 3,
L˜4 = ρ˜xω˜t + (ρ˜u˜1)xω˜x − (ρ˜u˜1x)xω˜ + 2
3
(ρ˜θ˜)xψ˜1x − 2
3
(ρ˜θ˜x)xψ˜1 + L4x.
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By using the above two systems and the equations for n2 and the non-fluid component PcF2, we can
establish the following proposition for the higher order energy estimates.
Proposition 3.2. Under the assumptions of Proposition 3.1, it holds that
sup
0≤t<∞
[
‖(φ,ψ, ω)(·, t)‖2H1 + ‖(Πx, n2, n2x)(·, t)‖2 +
∑
0≤|β|≤2
∫ ∫ |∂β(G˜,PcF2)|2
M∗
(x, v, t)dxdv
+
∑
|α′|=1,0≤|β′|≤1
∫ ∫ |∂α′∂β′(G˜,PcF2)|2
M∗
(x, v, t)dxdv +
∑
|α|=2
∫ ∫ |∂α(F˜1, F2)|2
M∗
(x, v, t)dxdv
]
+
∑
1≤|α|≤2
∫ ∞
0
‖∂α(φ,ψ, ω, n2)‖2dτ +
∫ ∞
0
‖(Πx, n2)‖2dτ
+
∑
1≤|α|≤2
∫ ∞
0
∫ ∫
ν(|v|)|∂α(G˜,PcF2)|2
M∗
dxdvdτ +
∑
0≤|β|≤2
∫ ∞
0
∫ ∫
ν(|v|)|∂β(G˜,PcF2)|2
M∗
dxdvdτ
+
∑
|α′|=1,|β′|=1
∫ ∞
0
∫ ∫
ν(|v|)|∂α′∂β′(G˜,PcF2)|2
M∗
dxdvdτ ≤ C(E(0)2 + δ
1
2
0 ).
The proof of Proposition 3.2 will be given in the Appendix A.
With Proposition 3.1 and Proposition 3.2, we can close the a priori assumption (3.47) and one has∫ +∞
0
∫ ∫ |(F˜1, F2)x|2
M∗
dvdxdτ
≤
∫ +∞
0
∫ ∫ |(M−MS1 −MS3 +M#, n2ρ M)x|2
M∗
dvdxdτ +
∫ +∞
0
∫ ∫ |(G˜,PcF2)x|2
M∗
dvdxdτ
≤ C(E(0)2 + δ
1
2
0 ).
From the Vlasov-Poisson-Boltzmann system, we can obtain∫ +∞
0
∣∣∣ d
dt
∫ ∫ |(F˜1, F2)x|2
M∗
dvdx
∣∣∣dτ ≤ C(E(0)2 + δ 120 ).
Therefore, one has∫ +∞
0
( ∫ ∫ |(F˜1, F2)x|2
M∗
dvdx+
∣∣∣ d
dt
∫ ∫ |(F˜1, F2)x|2
M∗
dvdx
∣∣∣)dτ <∞,
which implies that
lim
t→+∞
∫ ∫ |(F˜1, F2)x|2
M∗
dvdx = 0.
By Sobolev inequality
‖
∫ |(F˜1, F2)|2
M∗
dv‖2L∞x ≤ C
∫ ∫ |(F˜1, F2)|2
M∗
dvdx
∫ ∫ |(F˜1, F2)x|2
M∗
dvdx
we can prove the asymptotic behavior of the solutions and complete the proof of Theorem 3.1.
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4. Stability of Rarefaction Wave to the Bipolar VPB System
In this section, we employ the micro-macro decomposition introduced in Section 2 to prove the
nonlinear stability of planar rarefaction wave to the Cauchy problem of the bipolar VPB system (3.1)-
(3.2) in spatial one-dimension by the two states (ρ±, u±, θ±) with u± = (u1±, 0, 0)t and ρ± > 0, u1±, θ± >
0 being connected by the rarefaction wave solution to the Riemann problem of the corresponding 1D
Euler system (3.3) with the Riemann initial data
(4.1) (ρr0, u
r
0, θ
r
0)(x) =
{
(ρ+, u+, θ+), x > 0,
(ρ−, u−, θ−), x < 0.
Correspondingly, the initial values to the transformed system (3.4) satisfy
(4.2)

F1(t = 0, x, v) = F10(x, v)→M[ρ±,u±,θ±](v), as x→ ±∞,
F2(t = 0, x, v) = F20(x, v)→ 0, as x→ ±∞,
Πx → 0, as x→ ±∞.
4.1. Rarefaction Wave and Main Result. First we describe the rarefaction wave solution to the
Euler system (3.3), (4.1) with the state equation
p =
2
3
ρθ = kρ
5
3 exp(S), k =
1
2pie
.
It is straight to calculate that the Euler system (3.3) for (ρ, u1, θ) has three distinct eigenvalues
λi(ρ, u1, S) = u1 + (−1)
i+1
2
√
pρ(ρ, S), i = 1, 3, λ2(ρ, u1, S) = u1,
with corresponding right eigenvectors
ri(ρ, u1, S) = ((−1)
i+1
2 ρ,
√
pρ(ρ, S), 0)
t, i = 1, 3, r2(ρ, u1, S) = (pS, 0,−pρ)t,
such that
ri(ρ, u1, S) · ∇(ρ,u1,S)λi(ρ, u1, S) 6= 0, i = 1, 3, and r2(ρ, u1, S) · ∇(ρ,u1,S)λ2(ρ, u1, S) ≡ 0.
Thus the two i-Riemann invariants Σ
(j)
i (i = 1, 3, j = 1, 2) can be defined by (cf. [31])
(4.3) Σ
(1)
i = u1 + (−1)
i−1
2
∫ ρ √pz(z, S)
z
dz, Σ
(2)
i = S,
such that
∇(ρ,u1,S)Σ(j)i (ρ, u1, S) · ri(ρ, u1, S) ≡ 0, i = 1, 3, j = 1, 2.
Given the right state (ρ+, u1+, θ+) with ρ+ > 0, θ+ > 0, the i-Rarefaction wave curve (i = 1, 3) in the
phase space (ρ, u1, θ) with ρ > 0 and θ > 0 can be defined by (cf. [16]):
(4.4) Ri(ρ+, u1+, θ+) :=
{
(ρ, u1, θ)
∣∣∣∣∣λix(ρ, u1, S) > 0,Σ(j)i (ρ, u1, S) = Σ(j)i (ρ+, u1+, S+), j = 1, 2
}
.
Without loss of generality, we consider stability of 3−rarefaction wave to the Euler system (3.3), (4.1)
in the present paper and the stability of 1−rarefaction wave can be done similarly. The 3−rarefaction
wave to the Euler system (3.3), (4.1) can be expressed explicitly by the Riemann solution to the inviscid
Burgers equation:
(4.5)

wt +wwx = 0,
w(x, 0) =
{
w−, x < 0,
w+, x > 0.
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If w− < w+, then the Riemann problem (4.5) admits a rarefaction wave solution wr(x, t) = wr(xt ) given
by
(4.6) wr(
x
t
) =
 w−,
x
t ≤ w−,
x
t , w− ≤ xt ≤ w+,
w+,
x
t ≥ w+.
Then the 3-rarefaction wave solution (ρr, ur, θr)(xt ) to the compressible Euler equations (3.3), (4.1) can
be defined explicitly by w± = λ3(ρ±, u1±, θ±), w
r(
x
t
) = λ3(ρ
r, ur1, θ
r)(
x
t
),
Σ
(j)
3 (ρ
r, ur1, θ
r)(
x
t
) = Σ
(j)
3 (ρ±, u1±, θ±), j = 1, 2, u
r
2 = u
r
3 = 0,
(4.7)
where Σ
(j)
3 (j = 1, 2) are the 3-Riemann invariants defined in (4.3).
By the previous micro-macro decomposition for F1 =M+G, one has the fluid-part system (3.6) and
the non-fluid equation (3.7) for F1. By the new micro-macro decomposition to
F2 =
n2
ρ
M+PcF2,
the macroscopic part n2 satisfy the nonlinear diffusion equation (3.8), or equivalently (3.9), and the
microscopic part PcF2 satisfy the equation (3.10).
The analysis of nonlinear stability towards the rarefaction wave to the bipolar VPB system (3.4)
will be carried out for the equivalent system (3.6)-(3.10), which can be roughly viewed as the strong
couplings of the system of viscous conservation laws with the microscopic terms and the electric field
terms.
Denote the energy functional E(t) by
(4.8)
E(t) = sup
τ∈[0,t]
{
‖(ρ− ρr, u− ur, θ − θr)‖2H1(R) + ‖(Πx, n2, n2x)‖2
+
∑
0≤|β|≤2
∫
R
∫ |∂β(G,PcF2)|2
M∗
dvdx+
∑
|α|=1,0≤|β|≤1
∫ ∫ |∂α∂β(G,PcF2)|2
M∗
dvdx
+
∑
|α|=2
∫ ∫ |∂α(F1, F2)|2
M∗
dvdx
}
,
where and in the sequel ∂α = ∂αx,t, ∂
β = ∂βv . Note that the global Maxellian M∗ in (4.8) is determined
in Theorem 4.1. Then the main result for the stability of rarefaction wave to bipolar VPB system (3.4)
can be stated as follows.
Theorem 4.1. Assume that Riemann solution of Euler equation (3.3), (4.1) consists of one 3-rarefaction
wave given by (4.7). Then, there exist positive constants δ0 and ε0 and a global Maxellian M∗ =
M[ρ∗,u∗,θ∗] with ρ∗ > 0, θ∗ > 0, such that if the wave strength δ = |(ρ+ − ρ−, u+ − u−, θ+ − θ−)| ≤ δ0
and the initial data satisfies
(4.9) E(0) ≤ ε0,
then Cauchy problem of the bipolar VPB system (3.4)–(4.2) admits a unique global strong solution
(F1, F2,Φ) satisfying
(4.10) E(t) ≤ C(E(0) + δ
1
8
0 ),
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with the positive constant C independent of t ≥ 0, and the time-asymptotic behaviors
‖(F1(t, x, v) −M[ρr ,ur,θr](t, x, v), F2(t, x, v))‖L∞x L2v( 1√M∗ ) → 0, as t→∞,
‖(ρ, u, θ)(t, x) − (ρr, ur, θr)(x
t
)‖L∞x + ‖(Πx, n2)(t, x)‖L∞x → 0, as t→∞.
Here f(v) ∈ L2v( 1√M∗ ) means that
f(v)√
M∗
∈ L2v(R3).
Remark 4.1. From Theorem 4.1 it follows that there exists a unique global strong solution (FA, FB ,Πx)
to the original bipolar VPB system (3.1)-(3.2) which satisfies
‖(FA(t, x, v) −M[ρr ,ur,θr](t, x, v), FB(t, x, v) −M[ρr ,ur,θr](t, x, v))‖L∞x L2v( 1√M∗ ) + ‖(Πx, n2)(t, x)‖L∞x → 0,
as t→∞, which implies the time-asymptotic stability of rarefaction wave to the inviscid Euler system
for the 1D bipolar VPB system (2.1). Note that the time-asymptotic stability of rarefaction wave in
Theorem 4.1 is independent of the approximation for the rarefaction wave fan in the following subsection
4.2.
Remark 4.2. The initial values Π0x is defined through the Poisson equation Π0xx = 2n20, while n20 =∫
F20(x, v)dv.
4.2. Approximate Rarefaction Wave. We first construct an approximate smooth rarefaction wave
to the 3-rarefaction wave defined in (4.7). Motivated by [28], the approximate rarefaction wave can be
constructed by the Burgers equation
(4.11)
{
w¯t + w¯w¯x = 0,
w¯(0, x) = w¯0(x) =
w+ + w−
2
+
w+ − w−
2
tanhx,
where the hyperbolic tangent function tanhx = e
x−e−x
ex+e−x . Note that the solution w¯(t, x) of the problem
(4.11) can be given explicitly by
(4.12) w¯(t, x) = w¯0(x0(t, x)), x = x0(t, x) + w¯0(x0(t, x))t.
And w¯(t, x) has the following properties:
Lemma 4.1 ([28]). The problem (4.11) has a unique smooth global solution w¯(x, t) such that
(1) w− < w¯(x, t) < w+, ∂xw¯(x, t) > 0, for x ∈ R, t ≥ 0.
(2) The following estimates hold for all t > 0 and p ∈ [1,∞]:
‖w¯(·, t)− wr( ·
t
)‖Lp ≤ C(w+ − w−),
‖∂xw¯(·, t)‖Lp ≤ Cmin{(w+ − w−), (w+ − w−)1/pt−1+1/p},
‖∂2xw¯(·, t)‖Lp ≤ Cmin{(w+ − w−), t−1},
|∂
2w¯(x, t)
∂x2
| ≤ C∂w¯(x, t)
∂x
.
(3) The approximate rarefaction wave w¯(x, t) and the original rarefaction wave wr(xt ) are time-
asymptotically equivalent, i.e.,
lim
t→+∞ supx∈R
|w¯(x, t)− wr(x
t
)| = 0.
26 LI, WANG, YANG, AND ZHONG
Correspondingly, the approximate rarefaction wave (ρ¯, u¯, θ¯)(x, t) to the 3-rarefaction wave (ρr, ur, θr)(xt )
in (4.7) to compressible Euler equations (3.3), (4.1) can be defined by{
w± = λ3(ρ±, u1±, θ±), w¯(x, 1 + t) = λ3(ρ¯, u¯1, θ¯)(x, t),
Σ
(j)
3 (ρ¯, u¯1, θ¯)(x, t) = Σ
(j)
3 (ρ±, u1±, θ±), j = 1, 2, u¯2 = u¯3 = 0,
(4.13)
where w¯(x, t) is the solution of Burger’s equation (4.11) defined in (4.12). Then the approximate
rarefaction wave (ρ¯, u¯, θ¯)(x, t) satisfies the Euler system
(4.14)

ρ¯t + (ρ¯u¯1)x = 0,
(ρ¯u¯1)t + (ρ¯u¯
2
1 + p¯)x = 0,
(ρ¯u¯i)t + (ρ¯u¯1u¯i)x = 0, i = 2, 3,
(ρ¯θ¯)t + (ρ¯u¯1θ¯)x + p¯u¯1x = 0,
and the following properties, which can be proven by similar arguments as used in [28] and is omitted
for brevity:
Lemma 4.2. The approximate 3-rarefaction wave (ρ¯, u¯, θ¯) defined in (4.13) satisfies the following prop-
erties:
(i) u¯1x(x, t) > 0, for x ∈ R, t ≥ 0.
(ii) The following estimates hold for all t > 0 and q ∈ [1,∞]:
‖(ρ¯, u¯1, θ¯)(·, t)− (ρr, ur, θr)( ·
t
)‖Lq ≤ Cδ,
‖(ρ¯, u¯1, θ¯)x(·, t)‖Lq ≤ Cq δ1/q(1 + t)−1+1/q,
‖(ρ¯, u¯1, θ¯)xx(·, t)‖Lq ≤ Cqmin{δ−1, (1 + t)−1}.
(iii) Time-asymptotically, the approximation rarefaction wave and the inviscid rarefaction wave are
equivalent, i.e.,
lim
t→+∞ supx∈R
|(ρ¯, u¯, θ¯)(x, t)− (ρr, ur, θr)(x
t
)| = 0.
Denote the perturbation around the approximate rarefaction wave (ρ¯, u¯, θ¯)(x, t) by
(4.15) (φ,ψ, ω)(t, x) = (ρ− ρ¯, u− u¯, θ − θ¯)(x, t)
where (ρ, u, θ)(x, t) is the fluid-dynamical quantities related to the solution F1(t, x, v) of the VPB equa-
tion (3.4)1. By (3.6) and (4.14), we obtain the system for the perturbation (φ,ψ, ω) in (4.15) as follows
(4.16)
φt + ρ¯ψ1x + u¯1φx + ρ¯xψ1 + u¯1xφ = −(φψ1)x,
ψ1t + u¯1ψ1x + u¯1xψ1 +
2
3
ωx +
2θ¯
3ρ¯
φx +
2
3
ρx(
θ
ρ
− θ¯
ρ¯
)−Πxn2
ρ
+ ψ1ψ1x =
4
3ρ
(µ(θ)u1x)x − 1
ρ
∫
v21Γxdv,
ψit + u¯1ψix + ψ1ψix =
1
ρ
(µ(θ)uix)x − 1
ρ
∫
v1viΓxdv, i = 2, 3,
ωt + u¯1ωx + θxψ1 +
2
3
u1xω +
2
3
θ¯ψ1x +
Πx
ρ
(
∫
v1F2dv − u1n2) = 1
ρ
(κ(θ)θx)x
+
4
3ρ
µ(θ)u21x +
1
ρ
3∑
i=2
µ(θ)u2ix −
1
ρ
∫
v1
|v|2
2
Γxdv +
1
ρ
3∑
i=1
ui
∫
v1viΓxdv.
Set the correction function G¯ as
(4.17) G¯ =
3
2θ
L−1
M
[
P1
(
v1(
|v − u|2
2θ
θ¯x + v1u¯1x)
)
M
]
,
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and let G˜ be the rest part related to the microscopic function G
(4.18) G˜ = G− G¯,
which satisfies
(4.19)
G˜t − LMG˜ = − 3
2θ
[
P1
(
v1(
|v − u|2
2θ
ωx + v · ψx)
)
M
]
−P1(v1Gx)−P1(Πx∂v1F2) + 2Q(G,G) − G¯t.
Notice that in (4.18), G¯ is subtracted from G when carrying out the lower order energy estimates
because
∫
|(u¯x, θ¯x)|2dx ∼ (1 + t)−1 is not integrable with respect to the time t.
4.3. The Proof of Main Result. Consider the reformulated system (4.16), (4.19) and (3.8), (3.9),
(3.10). Since the local existence of solution to the VPB system can be proved similarly as in [10], to
prove the global existence on the time interval [0, T ] with T > 0 be any positive time, we only need to
close the following a-priori estimates:
(4.20)
N (T ) = sup
0≤t≤T
{
‖(φ,ψ, ω)(t, ·)‖2H1 + ‖(Πx, n2, n2x)‖2 +
∑
0≤|β|≤2
∫ ∫ |∂β(G˜,PcF2)|2
M∗
dvdx
+
∑
|α′|=1,0≤|β′|≤1
∫ ∫ |∂α′∂β′(G,PcF2)|2
M∗
dvdx+
∑
|α|=2
∫ ∫ |∂α(F1, F2)|2
M∗
dvdx
}
≤ χ2T ,
where and in the sequel χT is a small positive constant only depending on the initial data and wave
strengths and independent of the time T . Notice that the difference of energy functionals E(T ) in
(4.8) and N (T ) in (4.20) lie in the perturbations around the original inviscid rarefaction wave and the
approximate rarefaction wave. By Lemma 4.2, it can be seen easily that
N (T ) ≤ C(E(T ) + δ) and E(T ) ≤ C(N (T ) + δ),
with some uniform positive constant C. Under the a priori assumption (4.20), we can prove that
(4.21)
sup
0≤t<∞
[
‖(φ,ψ, ω)(·, t)‖2H1 + ‖(Πx, n2, n2x)(·, t)‖2 +
∑
0≤|β|≤2
∫ ∫ |∂β(G˜,PcF2)|2
M∗
(x, v, t)dxdv
+
∑
|α′|=1,0≤|β′|≤1
∫ ∫ |∂α′∂β′(G,PcF2)|2
M∗
(x, v, t)dxdv +
∑
|α|=2
∫ ∫ |∂α(F1, F2)|2
M∗
(x, v, t)dxdv
]
+
∫ ∞
0
‖√u¯1x(φ,ψ1, ω)‖2dτ +
∑
1≤|α|≤2
∫ ∞
0
‖∂α(φ,ψ, ω, n2)‖2dτ +
∫ ∞
0
‖(Πx, n2)‖2dτ
+
∑
1≤|α|≤2
∫ ∞
0
∫ ∫
ν(|v|)|∂α(G,PcF2)|2
M∗
dxdvdτ +
∑
0≤|β|≤2
∫ ∞
0
∫ ∫
ν(|v|)|∂β(G˜,PcF2)|2
M∗
dxdvdτ
+
∑
|α′|=1,|β′|=1
∫ ∞
0
∫ ∫
ν(|v|)|∂α′∂β′(G,PcF2)|2
M∗
dxdvdτ ≤ C(N (0)2 + δ 18 ) ≤ C(E(0)2 + δ
1
8
0 ).
The detailed proof of the a priori estimates (4.21) will be given in Appendix B.
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Therefore, from (4.21), we can close the a-priori assumption by choosing suitably small positive
constants ε0, δ0 and one has∫ +∞
0
∫ ∫ |(F1 −M[ρ¯,u¯,θ¯], F2)x|2
M∗
dvdxdτ
≤
∫ +∞
0
∫ ∫ |(Mx − (M[ρ¯,u¯,θ¯])x, (n2ρ M)x)|2
M∗
dvdxdτ +
∫ +∞
0
∫ ∫ |(Gx, (PcF2)x)|2
M∗
dvdxdτ
≤ C
∫ +∞
0
‖(φ,ψ, ω, n2)x‖2dτ + Cδ0
∫ +∞
0
‖(φ,ψ, ω)‖2dτ
+
∫ +∞
0
∫ ∫ |(Gx, (PcF2)x)|2
M∗
dvdxdτ + Cδ20 ≤ C(N (0)2 + δ
1
8
0 ) ≤ C(E(0)2 + δ
1
8
0 ).
From the Vlasov-Poisson-Boltzmann system (3.4), we can obtain∫ +∞
0
∣∣∣ d
dt
∫ ∫ |(F1 −M[ρ¯,u¯,θ¯], F2)x|2
M∗
dvdx
∣∣∣dτ ≤ C(E(0)2 + δ 180 ).
Therefore, one has∫ +∞
0
(∫ ∫ |(F1 −M[ρ¯,u¯,θ¯], F2)x|2
M∗
dvdx+
∣∣∣ d
dt
∫ ∫ |(F1 −M[ρ¯,u¯,θ¯], F2)x|2
M∗
dvdx
∣∣∣)dτ <∞,
which implies that
lim
t→+∞
∫ ∫ |(F1 −M[ρ¯,u¯,θ¯], F2)x|2
M∗
dvdx = 0.
By Sobolev inequality
‖
∫ |(F1 −M[ρ¯,u¯,θ¯], F2)|2
M∗
dv‖2L∞x
≤ C
(∫ ∫ |(F1 −M[ρ¯,u¯,θ¯], F2)|2
M∗
dvdx
)
·
(∫ ∫ |(F1 −M[ρ¯,u¯,θ¯], F2)x|2
M∗
dvdx
)
,
we can prove that
(4.22) lim
t→+∞ supx
∫ |(F1 −M[ρ¯,u¯,θ¯], F2)|2
M∗
dv = 0.
Similarly, one can prove that
lim
t→+∞ ‖(Πx, n2)‖ = 0.
By Lemma 4.2, it holds that
(4.23) lim
t→+∞ supx
∫ |M[ρ¯,u¯,θ¯] −M[ρr,ur,θr]|2
M∗
dv = 0.
Thus the time-asymptotic convergence of the solutions (F1, F2) to the rarefaction wave M[ρr,ur,θr ] can
be derived directly from (4.22) and (4.23). By (4.21) and Lemma 4.2, it holds that
E(t) ≤ C(N (t) + δ) ≤ C(E(0) + δ
1
8
0 ), ∀t ∈ [0,+∞),
which proves (4.10). And the proof of Theorem 4.1 is complete.
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Appendix A. A Priori Estimates for Stability of Boltzmann Shock Profiles
By (3.6) and (3.18), one has
(A.1)
φt + ψ1x = 0,
ψ1t + (ρu
2
1 − ρ˜u˜21 + p− p˜)x − (
Π2x
4
)x = −4
3
(
µ(θ˜)u˜1x − µ(θS1)uS11x − µ(θS3)uS31x
)
x
−
∫
v21G˜xdv −Q1x,
ψit + (ρu1ui)x = −
∫
v1viG˜xdv, i = 2, 3,
ωt + (ρu1θ − ρ˜u˜1θ˜ + ρu1 |u|
2
2
− ρ˜u˜1 |u˜|
2
2
+ pu1 − p˜u˜1)x = −
(
κ(θ˜)θ˜x − κ(θS1)θS1x − κ(θS3)θS3x
)
x
−4
3
(
µ(θ˜)u˜1u˜1x − µ(θS1)uS11 uS11x − µ(θS3)uS31 uS31x
)
x
− 1
2
∫
v1|v|2G˜xdv −Q2x.
In fact, by the a priori assumption (3.47), one also has from the system (A.1) that
(A.2) ‖(Ψ˜, W˜ )‖2H2 , ‖(Φ,Ψ,W, Ψ˜, W˜ )‖2L∞x , ‖(φ,ψ, ω,Πx, n2)‖2L∞x ≤ C(χT + δ0)2,
and
‖(φt, ψt, ωt)‖2 ≤ C(χT + δ0)2,
hence, one has
‖(ρt, ut, θt)‖2 ≤ C‖(ρt,mt, Et)‖2 ≤ C‖(φt, ψt, ωt,Πx,Πxt)‖2 + C‖(ρ˜t, m˜t, E˜t)‖2 ≤ C(χT + δ0)2.
For |α| = 2, it follows from (2.2) and (2.11) that
(A.3)
‖∂α
(
ρ, ρu, ρ(θ +
|u|2
2
), n2
)
‖2 ≤ C
∫ ∫ |∂α(F1, F2)|2
M∗
dvdx
≤ C
∫ ∫ |∂α(F˜1, F2)|2
M∗
dvdx+ C
∫ ∫ |∂α(FSα1,α3)|2
M∗
dvdx ≤ C(χT + δ0)2,
and
(A.4)
‖∂α(ρ, u, θ)‖2 ≤ C‖∂α
(
ρ, ρu, ρ(θ +
|u|2
2
)
)
‖2 + C
∑
|α′|=1
∫
|∂α′
(
ρ, ρu, ρ(θ +
|u|2
2
)
)
|4dx
≤ C(χT + δ0)2.
Therefore, for |α| = 2, we have
(A.5) ‖∂α(φ,ψ, ω, n2)‖2 ≤ C(χT + δ0)2,
By (3.8) and a priori assumption (3.47), it holds that
(A.6) ‖n2t‖2 ≤ C
[
‖n2x‖2 +
∫
|n2|2|(ρx, ux, θx)|2dx+
∫ ∫ |(PcF2)x|2
M∗
dxdv
]
≤ C(χT + δ0)2,
By (3.47), (A.5) and (A.6), for |α′| = 1, it holds that
‖∂α′(φ,ψ, ω, n2)‖2L∞ ≤ C(χT + δ0)2.
By (3.8), one has
1
2
Πxt +
∫
v1F2dv = 0,
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that is,
(A.7)
1
2
Πxt + u1n2 +
∫
v1PcF2dv = 0.
Therefore, one has
(A.8) ‖Πxt‖2 ≤ C
[
‖n2‖2 +
∫ ∫ |PcF2|2
M∗
dxdv
]
≤ C(χT + δ0)2.
By (A.7), it holds that
(A.9)
1
2
Πxtt + (u1n2)t +
∫
v1(PcF2)tdv = 0.
Thus, one has
(A.10) ‖Πxtt‖2 ≤ C
[
‖n2t‖2 +
∫
|n2|2|ut|2dx+
∫ ∫ |(PcF2)t|2
M∗
dxdv
]
≤ C(χT + δ0)2.
By (A.8), (A.6), (A.10) and (A.5), it holds that
‖(Πxt,Πxtt)‖2L∞ ≤ C‖(Πxt,Πxtt)‖‖(n2t, n2tt)‖ ≤ C(χT + δ0)2.
Moreover, it holds that
‖
∫ |(G˜,PcF2)|2
M∗
dv‖L∞x ≤ C
(∫ ∫ |(G˜,PcF2)|2
M∗
dvdx
) 1
2
·
(∫ ∫ |(G˜,PcF2)x|2
M∗
dvdx
) 1
2
≤ C(χT + δ0)2.
Furthermore, for |α′| = 1, it holds that
(A.11)
‖
∫ |∂α′(G˜,PcF2)|2
M∗
dv‖L∞x ≤ C
(∫ ∫ |∂α′(G˜,PcF2)|2
M∗
dvdx
) 1
2
·
(∫ ∫ |∂α′(G˜,PcF2)x|2
M∗
dvdx
) 1
2
≤ CχT (χT + δ0) ≤ C(χT + δ0)2.
Finally, by noticing the facts that F1 =M+G and F2 =
n2
ρ M+PcF2, it holds that∫ ∫ |∂α(G˜,PcF2)|2
M∗
dvdx ≤ C
∫ ∫ |∂α(F˜1, F2)|2
M∗
dvdx
+C
∫ ∫ |∂α(M−MS1 −MS3)|2 + |∂α(n2ρ M)|2
M∗
dvdx ≤ C(χT + δ0)2.
Appendix A.1. Proof of Proposition 3.1: Lower order estimates
The proof of the lower order estimates in Proposition 3.1 includes the following five steps.
Step 1. Estimation on ‖(Φ, Ψ˜, W˜ )(t, ·)‖2.
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Multiplying (3.40)1 by
2Φ
3ρ˜
, (3.40)2 by
Ψ˜1
θ˜
, (3.40)3 by Ψ˜i, (3.40)4 by
W˜
θ˜2
, respectively, and collecting
the resulted equations together, we can get
(A.1.1)(
Φ2
3ρ˜
+
ρ˜Ψ˜21
2θ˜
+
3∑
i=2
ρ˜Ψ˜2i
2
+
ρ˜W˜ 2
2θ˜2
)
t
+ (· · · )x − ρ˜u˜1x
(
Ψ˜21
3θ˜
+
3∑
i=2
Ψ˜2i +
W˜ 2
θ˜2
)
+
4µ(θ˜)
3θ˜
Ψ˜21x +
3∑
i=2
µ(θ˜)Ψ˜2ix
+
κ(θ˜)
θ˜2
W˜ 2x = −
(
4µ(θ˜)
3θ˜
)
x
Ψ˜1Ψ˜1x −
3∑
i=2
(µ(θ˜))xΨ˜iΨ˜ix −
(
κ(θ˜)
θ˜2
)
x
W˜W˜x −
(
Ψ˜21
2θ˜2
+
W˜ 2
θ˜3
)
(ρ˜θ˜t + ρ˜u˜1θ˜x)
+K1 +
Ψ˜1
θ˜
(J1 +N1 −Q1) +
3∑
i=2
Ψ˜i(Ji +Ni) +
W˜
θ˜2
(J4 +N4 −Q2 + u˜1Q1
)
with
K1 = −Ψ˜1
θ˜
∫
v21(Γ− ΓS1 − ΓS3)dv −
3∑
i=2
Ψ˜i
∫
v1vi(Γ− ΓS1 − ΓS3)dv
−W˜
θ˜2
[∫
v1
|v|2
2
(Γ− ΓS1 − ΓS3)dv − u˜1
∫
v21(Γ− ΓS1 − ΓS3)dv
]
.
Here and in the sequel the notation (· · · )x represents the term in the conservative form so that it
vanishes after integration. By (3.30), one has
(A.1.2)
ρ˜θ˜t + ρ˜u˜1θ˜x = −2
3
ρ˜θ˜u˜1x +
4
3
µ(θ˜)u˜21x + (κ(θ˜)θ˜x)x −
∫
v1
|v|2
2
(ΓS1x + Γ
S3
x )dv
+u˜1
∫
v21(Γ
S1
x + Γ
S3
x )dv +Q2x − u˜1Q1x.
Substituting (A.1.2) into (A.1.1), carring out the similar estimates as in [34] and choosing δ0 and χT
suitably small yield that
(A.1.3)
‖(Φ, Ψ˜, W˜ )(t, ·)‖2 +
∫ t
0
[
‖
√
|uS11x|+ |uS31x|(Ψ˜, W˜ )‖2 + ‖(Ψ˜x, W˜x)‖2
]
dτ
≤ C
∫ ∫ |G˜|2
M∗
(t, x, v)dvdx + C(χT + δ0)
∫ t
0
‖(φ,ψ, ω)‖2dτ + σ
∫ t
0
‖(Ψ˜τ , W˜τ )‖2dτ
+Cδ0
∫ t
0
‖
√
|uS11x|+ |uS31x| Φ‖2dτ + Cσ
∫ t
0
∫ ∫
ν(|v|)
M∗
|G˜|2dvdxdτ + C(χT + δ0)
∫ t
0
‖(Πx, n2,Πxτ )‖2dτ
+C(χT + δ0)
∑
|α′|=1
∫ t
0
‖∂α′(φ,ψ, ω)‖2dτ + CχT
∫ t
0
∫ ∫
ν(|v|)|∂v1(PcF2)|2
M∗
dxdvdτ + C(E(0)2 + δ
1
2
0 ),
where and in the sequel section the global Maxellian M∗ =M[ρ∗,u∗,θ∗] is chosen such that
(A.1.4) ρ∗ > 0,
1
2
θ(t, x) < θ∗ < θ(t, x),
and
(A.1.5) |ρ(x, t)− ρ∗|+ |u(x, t)− u∗|+ |θ(x, t)− θ∗| < η0
with η0 being the small positive constant in Lemma 2.2. In fact, if the wave strength δ+ |α2| is suitably
small, then it is holds that
1
2
sup
x,t
θ˜(x, t) < inf
x,t
θ˜(x, t).
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Therefore, we can choose the global Mawellian M∗ =M[ρ∗,u∗,θ∗] satisfying (A.1.4) and (A.1.5) provided
that the solution (ρ, u, θ)(x, t) is near the ansatz (ρ˜, u˜, θ˜)(x, t) as in a priori assumption (3.47).
Step 2. Estimation on
∫ t
0
∫
(|uS11x |+ |uS31x|)Φ2dxdτ .
In order to estimate
∫ t
0
∫
(|uS11x| + |uS31x|)Φ2dxdτ , we borrow the ideas of the vertical estimates in
Goodman [8] to carry out the following characteristic weight estimates. First, we diagonalize the
system (3.40). Let V = (Φ, Ψ˜1, W˜ )
t, then
(A.1.6) Vt +A1Vx +A2V = A3Vxx +A4,
where
A1 =
 u˜1 ρ˜ 02θ˜3ρ˜ u˜1 23
0 23 θ˜ u˜1
 , A2 =
 u˜1x ρ˜x 0−2θ˜ρ˜x3ρ˜2 − u˜1x3 2ρ˜x3ρ˜
0 −23 θ˜x −u˜1x
 , A3 =
 0 0 00 4µ(θ˜)3ρ˜ 0
0 0 κ(θ˜)ρ˜
 ,
and
A4 =
1
ρ˜

0
−
∫
v21(Γ− ΓS1 − ΓS3)dv + J1 +N1 −Q1∫ (
u˜1v
2
1 −
v1|v|2
2
)
(Γ− ΓS1 − ΓS3)dv + J4 +N4 − (Q2 − u˜1Q1)
 .
We can compute three eigenvalues of the matrix A1 in the system (A.1.6)
λ˜1 = u˜1 −
√
10θ˜
3
, λ˜2 = u˜1, λ˜3 = u˜1 +
√
10θ˜
3
,
with corresponding left and right eigenvectors given by
l1 =
(
θ˜,−
√
10θ˜
2
ρ˜, ρ˜
)
, l2 =
(
θ˜, 0,−3
2
ρ˜
)
, l3 =
(
θ˜,
√
10θ˜
2
ρ˜, ρ˜
)
,
and
r1 =
3
10ρ˜θ˜
(
ρ˜,−
√
10θ˜
3
,
2
3
θ˜
)t
, r2 =
2
5ρ˜θ˜
(ρ˜, 0,−θ˜)t, r3 = 3
10ρ˜θ˜
(
ρ˜,
√
10θ˜
3
,
2
3
θ˜
)t
,
respectively. If we denote that the matrix composed with the left and right eigenvalues by L =
(l1, l2, l3)
t, R = (r1, r2, r3), then we have
LR = Id., LA1R = Λ := diag(λ˜1, λ˜2, λ˜3),
with Id. being the 3 × 3 identity matrix. Denote that Z = LV with Z = (Z1, Z2, Z3)t, then we have
V = RZ. Multiplying the system (A.1.6) by the matrix L on the left, we can obtain the diagonalized
system for Z
(A.1.7) Zt + ΛZx − LA3RZxx = −L(Rt +A1Rx −A3Rxx)Z − LA2RZ + 2LA3RxZx + LA4.
Introduce the weight function
α(t, x) =
ρS1(t, x)
ρ#
, β(t, x) =
ρS3(t, x)
ρ#
.
From the properties of the shock profile to Boltzmann equation, we have
λSiix < 0, and ρ
Si
x < 0 (i = 1, 3).
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Thus it holds that
α, β < 1 and |α− 1|, |β − 1| ≤ Cδ ≪ 1, if δ ≪ 1.
Taking inner product by multiplying Z¯ := (Z1, α
NZ2, α
NZ3)
t with N being a large positive constant to
be determined and noting that for i = 2, 3,
αt + λ˜iαx = −s1αx + λ˜iαx = (λS1i − s1)αx + (λ˜i − λS1i )αx,
we have[
Z21 + α
N (Z22 + Z
2
3 )
2
]
t
+ (· · · )x − λS11x
Z21
2
− αN
3∑
i=2
λS3ixZ
2
i
2
−NαN−1αx
3∑
i=2
(λS1i − s1)Z2i
2
−Z¯ · LA3RZxx = −Z¯ · L(Rt +A1Rx −A3Rxx)Z − Z¯ · LA2RZ + 2Z¯ · LA3RxZx + Z¯ · LA4
+(λ˜1x − λS11x)
Z21
2
+ αN
3∑
i=2
(λ˜ix − λS3ix )Z2i
2
+NαN−1αx
3∑
i=2
(λ˜i − λS1i )Z2i
2
.
Note that
−Z¯ · LA3RZxx = −(Z¯ · LA3RZx)x + Z¯x · LA3RZx + Z¯ · (LA3R)xZx
= −(Z¯ · LA3RZx)x + Zx · LA3RZx + (Z¯ − Z)x · LA3RZx + Z¯ · (LA3R)xZx.
We can directly compute that the matrix LA3R is non-negatively definite, and so
Zx · LA3RZx ≥ 0.
On the other hand, it holds that
(Z¯ − Z)x = (0, (αN − 1)Z2, (αN − 1)Z3)x t = (αN − 1)(0, Z2x, Z3x)t +NαN−1αx(0, Z2, Z3)t.
By the Lax entropy condition to 1-shock, we have
λS12 − s1 > λS12 − λ1− = uS11 − (u1− −
√
10θ−
3
) ≥
√
10θ−
3
− Cδ >
√
10θ−
6
and
λS13 − s1 > λS12 − λ1− >
√
10θ−
6
if δ ≪ 1.
Therefore, it holds that
|(Z¯ − Z)x · LA3RZx| ≤ |(αN − 1)(0, Z2x, Z3x)t · LA3RZx|+ |NαN−1αx(0, Z2, Z3)t · LA3RZx|
≤ Cδ|Zx|2 +NαN−1|αx|
3∑
i=2
|Zi||Zx| ≤ Nα
N−1|αx|
4
3∑
i=2
(λS1i − s1)Z2i
2
+ C
√
δ0|Zx|2,
if we choose N = 1√
δ0
with δ0 ≪ 1. Then one has
(A.1.8)
|Z¯ · (LA3R)xZx| ≤ C(|λS11x|+ |λS31x|+ |Θx|+ q)|Z||Zx|
≤ C
√
δ0|Zx|2 + C
√
δ0(|λS11x|+ |λS31x|)|Z|2 + q|Z|2,
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where q ∈ Q defined in (3.29). Similar to [34], we can get
(A.1.9)
‖Z(t, ·)‖2 +
∫ t
0
∫ [
|λS11x|Z21 +
3∑
i=2
|λS3ix |Z2i +N |αx|
3∑
i=2
Z2i
]
dxdτ
≤ C
∫ ∫ |G˜|2
M∗
(t, x, v)dvdx + C
√
δ0
∫ t
0
‖(Zτ , Zx)‖2dτ + C(δ0 + χT )
∫ t
0
‖(φ,ψ, ω)‖2dτ
+C
∫ t
0
∫
|λS33x|(Z21 + Z22 )dxdτ + C
∫ t
0
∫ ∫
ν(|v|)
M∗
|G˜|2dvdxdτ
+CχT
∑
|α′|=1
∫ t
0
‖∂α′(φ,ψ, ω)‖2dτ + C(χT + δ0)
∫ t
0
‖(Πx, n2,Πxτ )‖2dτ
+CχT
∫ t
0
∫ ∫
ν(|v|)|∂v1(PcF2)|2
M∗
dxdvdτ + C
∫ t
0
‖
√
|Θx|Z‖2dτ + C(E(0)2 + δ
1
2
0 ).
Taking inner product by multiplying Z˜ := (β−NZ1, β−NZ2, Z3)t with N = 1√δ0 as before, similar to
(A.1.9), we can get
(A.1.10)
‖Z(t, ·)‖2 +
∫ t
0
∫ [
|λS33x|Z23 +
2∑
i=1
|λS1ix |Z2i +N |βx|
3∑
i=2
Z2i
]
dxdτ
≤ C
∫ ∫ |G˜|2
M∗
(t, x, v)dvdx + C
√
δ0
∫ t
0
‖(Zτ , Zx)‖2dτ + C(δ0 + χT )
∫ t
0
‖(φ,ψ, ω)‖2dτ
+C
∫ t
0
∫
|λS11x|(Z22 + Z23 )dxdτ + C
∫ t
0
∫ ∫
ν(|v|)
M∗
|G˜|2dvdxdτ
+CχT
∑
|α′|=1
∫ t
0
‖∂α′(φ,ψ, ω)‖2dτ + C
∫ t
0
‖
√
|Θx|Z‖2dτ +C(E(0)2 + δ
1
2
0 )
+CχT
∫ t
0
∫ ∫
ν(|v|)|∂v1(PcF2)|2
M∗
dxdvdτ + C(χT + δ0)
∫ t
0
‖(Πx, n2,Πxτ )‖2dτ.
Combining (A.1.9) and (A.1.10) and choosing δ0 sufficiently small, it holds that
(A.1.11)
‖Z(t, ·)‖2 +
∫ t
0
‖
√
|λS11x|+ |λS33x|Z‖2dτ ≤ C(E(0)2 + δ
1
2
0 ) + C
∫ ∫ |G˜|2
M∗
(t, x, v)dvdx
+C
∫ t
0
‖
√
|Θx|Z‖2dτ +C
∫ t
0
∫ ∫
ν(|v|)
M∗
|G˜|2dvdxdτ + C(δ0 + χT )
∫ t
0
‖(φ,ψ, ω)‖2dτ
+CχT
∑
|α′|=1
∫ t
0
‖∂α′(φ,ψ, ω)‖2dτ + C
√
δ0
∫ t
0
‖(Zτ , Zx)‖2dτ
+CχT
∫ t
0
∫ ∫
ν(|v|)|∂v1(PcF2)|2
M∗
dxdvdτ + C(χT + δ0)
∫ t
0
‖(Πx, n2,Πxτ )‖2dτ.
Step 3. Estimation on
∫ t
0 ‖
√|Θx|Z‖2dτ .
In this step, we estimate
∫ t
0 ‖
√|Θx|Z‖2dτ on the right hand side of (A.1.11). Note that the linear
diffusion wave Θ(t, x) in (3.24) and the coupled diffusion wave Θx(t, x) propagate along the constant
speed u1#. Therefore, somehow we can view these diffusion waves as the viscous contact wave in
the linearly degenerate field as constructed in [13], [14]. In fact, the viscous contact waves is exactly
constructed through the self-similar solution to the diffusion equation. Thus we can borrow some ideas
of the weighted estimates for the viscous contact wave in [11] to estimate the term
∫ t
0 ‖
√|Θx|Z‖2dτ .
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Similar to the viscous contact wave in the second characteristic field, the diffusion waves here has
the extra dissipation on the first and third transverse characteristic fields. By the delicate weighted
estimates, we can get such estimate as
(A.1.12) |α2|
∫ t
0
∫ [
h(Z21 + Z
2
3 ) + h
2Z22
]
dxdτ
with h ∼ (1 + t)− 12 e−
c(x−u1#t)2
1+t defined in (A.1.15). Note that (A.1.12) means that the diffusion wave
in the second characteristic field has some extra dissipative effects on the first and third transverse
characteristic fields compared with the second diffusion wave field. By the following inequality
(A.1.13) |Θx||Z|2 ≤ C|α2|(1 + t)−1e−
(x−u1#t)2
8a(1+t)
(
Z21 + Z
2
2 + Z
2
3
) ≤ C|α2|[h(Z21 + Z23 ) + h2Z22],
we can get the desired estimate for
∫ t
0 ‖
√|Θx|Z‖2dτ from (A.1.12). In the following, we focus on the
proof of (A.1.12).
We first set the matrices (cij)n×n and (bij)n×n as
LA3R := (cij)n×n, L(Rt +A1Rx −A3Rxx +A2R) := (bij)n×n.
Then from (A.1.7), one has the equation for Z1:
(A.1.14) Z1t + λ˜1Z1x =
3∑
j=1
c1jZjxx −
3∑
j=1
b1jZj + (2LA3RxZx + LA4)1,
here (·)i (i = 1, 2, 3) denotes the i−th component of the vector (·). Set
(A.1.15) h =
1√
16pia(1 + t)
exp
(
−(x− u1#t)
2
16a(1 + t)
)
and η1 = exp
(∫ x
−∞
h(y, t)dy
)
,
with a =
3κ(θ#)
5ρ#
> 0. Then h satisfies
ht + u1#hx = ahxx.
Obviously, it holds that 1 ≤ η1 ≤ e and
η1t = η1
∫ x
−∞
ht(y, t)dy = η1(ahx − u1#h), η1x = η1h.
Multiplying (A.1.14) by η1Z1, we can get
(A.1.16)
(
η1
Z21
2
)
t
− (η1t + λ˜1η1x)Z
2
1
2
− λ˜1xη1Z
2
1
2
= −
3∑
j=1
Zjx(c1jη1Z1)x +
− 3∑
j=1
b1jZj + (2LA3RxZx + LA4)1
 η1Z1 + (· · · )x.
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Integrating (A.1.16) with respect to x, t and similar to [34], one has
(A.1.17)∫
Z21dx+
∫ t
0
∫
hZ21dxdτ ≤ C
∫ ∫ |G˜|2
M∗
(t, x, v)dvdx + C
∫ t
0
[
‖
√
|λS11x|+ |λS33x|Z‖2 + ‖Zx‖2
]
dτ
+σ
∫ t
0
‖Z1τ‖2dτ + Cσ
∫ t
0
∫ ∫
ν(|v|)
M∗
|G˜|2dvdxdτ + C(δ0 + χT )
∫ t
0
‖(φ,ψ, ω)‖2dτ
+CχT
∑
|α′|=1
∫ t
0
‖∂α′(φ,ψ, ω)‖2dτ +C
∫ t
0
∫
|Θx|(Z22 + Z23 )dxdτ +C(E(0)2 + δ
1
2
0 )
+CχT
∫ t
0
∫ ∫
ν(|v|)|∂v1(PcF2)|2
M∗
dxdvdτ +C(χT + δ0)
∫ t
0
‖(Πx, n2,Πxτ )‖2dτ,
with sufficiently small positive constant σ > 0 and positive constant Cσ. Similarly, one can derive that
(A.1.18)∫
Z23dx+
∫ t
0
∫
hZ23dxdτ ≤ C(E(0)2 + δ
1
2
0 ) + C
∫ ∫ |G˜|2
M∗
(t, x, v)dvdx + σ
∫ t
0
‖Z3τ‖2dτ
+C
∫ t
0
[
‖
√
|λS11x|+ |λS33x|Z‖2 + ‖Zx‖2
]
dτ + C(δ0 + χT )
∫ t
0
‖(φ,ψ, ω)‖2dτ
+Cσ
∫ t
0
∫ ∫
ν(|v|)
M∗
|G˜|2dvdxdτ + CχT
∑
|α′|=1
∫ t
0
‖∂α′(φ,ψ, ω)‖2dτ + C
∫ t
0
∫
|Θx|(Z21 + Z22 )dxdτ
+CχT
∫ t
0
∫ ∫
ν(|v|)|∂v1(PcF2)|2
M∗
dxdvdτ + C(χT + δ0)
∫ t
0
‖(Πx, n2,Πxτ )‖2dτ.
Then we estimate
∫ t
0
∫ |Θx|Z22dxdτ . Set
η2(x, t) =
∫ x
−∞
h(y, t)dy,
it is easy to check that
η2t = ahx − u1#h, ‖n‖L∞ = 1.
The following lemma is from Huang-Li-Matsumura [11] for the stability of viscous contact wave, which
plays an important role for weighted characteristic estimate to
∫ t
0
∫ |Θx|Z22dxdτ .
Lemma 4.3. For 0 < τ ≤ ∞, suppose that Z(t, x) satisfies
Z ∈ L∞(0, t;L2(R)), Zx ∈ L2(0, t;L2(R)), Zt ∈ L2(0, t;H−1(R)).
Then the following estimate holds for any τ ∈ (0, t],∫ t
0
∫
h2Z2dxdτ ≤ 1
a
∫
Z2(x, 0)dx + 4
∫ t
0
‖Zx‖2dτ + 2
a
(∫ t
0
< Zτ , Zn
2 > dτ − u1#
∫ t
0
∫
Z2nhdxdτ
)
.
From (A.1.7), we have
Z2t + λ˜2Z2x =
3∑
j=1
c2jZjxx −
3∑
j=1
b2jZj + (2LA3RxZx + LA4)2.
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we can get that∫ t
0
< Z2τ , Z2n
2 > dτ − u1#
∫ t
0
∫
Z22nhdxdτ
=
∫ t
0
∫ {( 3∑
j=1
c2jZjxx −
3∑
j=1
b2jZj + (2LA3RxZx + LA4)2
)
Z2n
2 − (λ˜2Z2xZ2n2 + u1#Z22nh)
}
dxdτ.
Taking Z = Z2 in Lemma 4.3 and using the above equation, one can get
(A.1.19)
∫ t
0
∫
h2Z22dxdτ ≤ Cσ
∫ ∫ |G˜|2
M∗
(t, x, v)dvdx + C
∫ t
0
[
‖
√
|λS11x|+ |λS33x|Z‖2 + ‖Zx‖2
]
dτ
+σ
[
‖Z2‖2 +
∫ t
0
‖Z2τ‖2dτ
]
+Cσ
∫ t
0
∫ ∫
ν(|v|)
M∗
|G˜|2dvdxdτ
+CχT
∑
|α′|=1
∫ t
0
‖∂α′(φ,ψ, ω)‖2dτ + C
∫ t
0
∫
|Θx|(Z21 + Z23 )dxdτ + C(E(0)2 + δ
1
2
0 )
+CχT
∫ t
0
∫ ∫
ν(|v|)|∂v1(PcF2)|2
M∗
dxdvdτ + C(δ0 + χT )
∫ t
0
‖(φ,ψ, ω,Πx, n2,Πxτ )‖2dτ.
Combining (A.1.17), (A.1.18) and (A.1.19), noting that (A.1.11) and (A.1.13) and choosing δ0 and σ
sufficiently small, one has
(A.1.20)
‖Z(t, ·)‖2 +
∫ t
0
‖
√
|λS11x|+ |λS33x|+ |Θx| Z‖2dτ ≤ C
∫ ∫ |G˜|2
M∗
(t, x, v)dvdx + C(E(0)2 + δ
1
2
0 )
+C(σ +
√
δ0)
∫ t
0
‖(Zτ , Zx)‖2dτ +CχT
∑
|α′|=1
∫ t
0
‖∂α′(φ,ψ, ω)‖2dτ + Cσ
∫ t
0
∫ ∫
ν(|v|)
M∗
|G˜|2dvdxdτ
+C(δ0 + χT )
∫ t
0
‖(φ,ψ, ω,Πx, n2,Πxτ )‖2dτ + CχT
∫ t
0
∫ ∫
ν(|v|)|∂v1(PcF2)|2
M∗
dxdvdτ.
Noting that Z is a linear vector function of Φ, Ψ˜, W˜ and combining (A.1.3) and (A.1.20), we can get
‖(Φ, Ψ˜, W˜ )(t, ·)‖2 +
∫ t
0
[
‖
√
|uS11x|+ |uS31x|+ |Θx| (Φ, Ψ˜, W˜ )‖2 + ‖(Ψ˜x, W˜x)‖2
]
dτ
≤ C
∫ ∫ |G˜|2
M∗
(t, x, v)dvdx + C(σ +
√
δ0)
∫ t
0
‖(Φ, Ψ˜, W˜ )τ‖2dτ +C(χT + δ0)
∫ t
0
‖(Πx, n2,Πxτ )‖2dτ
+C(χT + δ0)
∑
|α′|=1
∫ t
0
‖∂α′(φ,ψ, ω)‖2dτ + Cσ
∫ t
0
∫ ∫
ν(|v|)
M∗
|G˜|2dvdxdτ
+C(σ + χT +
√
δ0)
∫ t
0
‖(φ,ψ, ω)‖2dτ + CχT
∫ t
0
∫ ∫
ν(|v|)|∂v1(PcF2)|2
M∗
dxdvdτ +C(E(0)2 + δ
1
2
0 ).
Step 4. Estimation on ‖Φx(t, ·)‖2.
Note that the dissipation term does not contain the term ‖Φx‖2. From (3.40)2, we have
(A.1.21)
4
3
µ(θ˜)
ρ˜
Φxt + ρ˜Ψ˜1t + ρ˜u˜1Ψ˜1x +
2
3
θ˜Φx = −4µ(θ˜)
3ρ˜
(2ρ˜xΨ˜1x + ρ˜xxΨ˜1)− 4µ(θ˜)
3ρ˜
(u˜1Φ)xx
+
1
3
ρ˜u˜1xΨ˜1 − 2
3
ρ˜xW˜ − 2
3
ρ˜W˜x +
2θ˜ρ˜x
3ρ˜
Φ−
∫
v21(Γ− ΓS1 − ΓS3)dv + J1 +N1 −Q1.
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Multiplying (A.1.21) by Φx yields that
(A.1.22)
(
2µ(θ˜)
3ρ˜
Φ2x + ρ˜ΦxΨ˜1
)
t
+
2θ˜
3
Φ2x =
(
2µ(θ˜)
3ρ˜
)
t
Φ2x + (ρ˜Ψ˜1)
2
x + (ρ˜Ψ˜1)xu˜1xΦ
+
[
− 4µ(θ˜)
3ρ˜
(2ρ˜xΨ˜1x + ρ˜xxΨ˜1)− 4µ(θ˜)
3ρ˜
(u˜1Φ)xx − 2
3
ρ˜u˜1xΨ˜1 − 2
3
ρ˜xW˜ − 2
3
ρ˜W˜x
+
2θ˜ρ˜x
3ρ˜
Φ−
∫
v21(Γ− ΓS1 − ΓS3)dv + J1 +N1 −Q1
]
Φx + (· · · )x.
By using Lemmas 2.1-2.3, one has,
(A.1.23)
∫ t
0
∫ ∣∣∣∣∫ v21(Γ− ΓS1 − ΓS3)dv∣∣∣∣2 dxdτ ≤ Cδ20 + Cδ0 ∫ t
0
‖(φ,ψ, ω)‖2dτ
+C(δ0 + χT )
∫ t
0
∫ ∫
ν(|v|)
M∗
|G˜|2dvdxdτ + C
∑
|α′|=1
∫ t
0
∫ ∫
ν(|v|)
M∗
|∂α′G˜|2dvdxdτ
+CχT
∫ t
0
∫ ∫
ν(|v|)|∂v1(PcF2)|2
M∗
dxdvdτ +C(χT + δ0)
∫ t
0
‖(Πx, n2,Πxτ )‖2dτ.
Integrating (A.1.22) with respect to x and t, which together with Ho¨lder’s inequality and (A.1.23) gives
that
‖Φx(t, ·)‖2 +
∫ t
0
‖Φx‖2dτ ≤ C‖Ψ˜1(t, ·)‖2 + C
∫ t
0
‖(Ψ˜x, W˜x)‖2dτ + CχT
∫ t
0
‖(φx, ψ1x)‖2dτ
+Cδ0
∫ t
0
‖
√
|uS11x|+ |uS31x|+ |Θx|(Φ, Ψ˜1, W˜ )‖2dτ + CχT
∫ t
0
∫ ∫
ν(|v|)|∂v1(PcF2)|2
M∗
dxdvdτ
+C(χT + δ0)
∫ t
0
‖(ψ, ω,Πx, n2,Πxτ )‖2dτ + C(δ0 + χT )
∫ t
0
∫ ∫
ν(|v|)
M∗
|G˜|2dvdxdτ + C(E(0)2 + δ
1
2
0 )
+C
∑
|α′|=1
∫ t
0
∫ ∫
ν(|v|)
M∗
|∂α′G˜|2dvdxdτ +
∫ t
0
∫
q|(Φ, Ψ˜, W˜ )|2dxdτ.
Step 5. Estimation on the non-fluid component.
Next we do the microscopic estimates for the Vlasov-Poisson-Boltzmann system. Multiplying the
equation (3.44) and the equation (3.10) by G˜
M∗ and
PcF2
M∗ , respectively, one has
(A.1.24)
( |G˜|2
2M∗
)
t
− G˜
M∗
LMG˜ =
{
−P1(v1G˜x)−P1(Πx∂v1F2) + 2[Q(GS1 ,GS3) +Q(GS3 ,GS1)]
+2[Q(G˜,GS1 +GS3) +Q(GS1 +GS3 , G˜)]− [P1(v1Mx)−PS11 (v1MS1x )−PS31 (v1MS3x )]
+2Q(G˜, G˜) +
∑
j=1,3
Rj
} G˜
M∗
.
and
(A.1.25)( |PcF2|2
2M∗
)
t
− PcF2
M∗
NM(PcF2) =
[
− v1∂xF2 − (n2
ρ
M)t −Pc(Πx∂v1F1) + 2Q(F2,G)
]PcF2
M∗
,
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where in the equation (A.1.25), one has used the fact that
−Pc(v1∂xF2)− (M
ρ
)tn2 = −v1∂xF2 +Pd(v1∂xF2)− (M
ρ
)tn2
= −v1∂xF2 + M
ρ
( ∫
v1F2dv
)
x
− (M
ρ
)tn2 = −v1∂xF2 − M
ρ
n2t − (M
ρ
)tn2 = −v1∂xF2 − (n2
ρ
M)t.
It can be computed that
(A.1.26)
P1(Πx∂v1F2) = ΠxP1
[
∂v1
(n2
ρ
M+PcF2
)]
= ΠxP1
[
∂v1
(
PcF2
)]
= Πx
(
PcF2
)
v1
−Πx
4∑
j=0
∫ (
PcF2
)
v1
χj
M
dvχj = Πx
(
PcF2
)
v1
+Πx
4∑
j=0
∫
(PcF2)
(χj
M
)
v1
dvχj ,
and
(A.1.27) Pc(Πx∂v1F1) = Πx∂v1F1 −ΠxPd
(
∂v1F1
)
= Πx∂v1F1 = ΠxMv1 +ΠxG˜v1 +Πx(G
S1
v1 +G
S3
v1 ).
Substituting (A.1.26) and (A.1.27) into (A.1.24) and (A.1.25), respectively, then summing the resulting
equations together and noting the following cancelation
Πx
(
PcF2
)
v1
G˜
M∗
+ΠxG˜v1
PcF2
M∗
=
(
Πx
PcF2 · G˜
M∗
)
v1
+Πx
PcF2 · G˜
M2∗
(
M∗
)
v1
,
it holds that( |G˜|2 + |PcF2|2
2M∗
)
t
− G˜
M∗
LMG˜− PcF2
M∗
NM(PcF2) + (· · · )v1 =
{
−P1(v1G˜x) + 2Q(G˜, G˜)
+2[Q(GS1 ,GS3) +Q(GS3 ,GS1)] + 2[Q(G˜,GS1 +GS3) +Q(GS1 +GS3 , G˜)]
+
∑
j=1,3
Rj −
[
P1(v1Mx)−PS11 (v1MS1x )−PS31 (v1MS3x )
]−Πx 4∑
j=0
∫
(PcF2)
(χj
M
)
v1
dvχj
} G˜
M∗
+
[
− v1∂xF2 − (n2
ρ
M)t + 2Q(F2,G)−ΠxMv1 −Πx(GS1v1 +GS3v1 )
]PcF2
M∗
+Πx
PcF2 · G˜
M2∗
(
M∗
)
v1
.
Integrating the above equation with respect to x, t, v yields that
(A.1.28)∫ ∫ |G˜|2 + |PcF2|2
2M∗
(x, v, t)dxdv −
∫ ∫ |G˜|2 + |PcF2|2
2M∗
(x, v, 0)dxdv
−
∫ t
0
∫ ∫ [ G˜
M∗
LMG˜+
PcF2
M∗
NM(PcF2)
]
dxdvdτ = −
∫ t
0
∫ ∫ {[
−P1(v1G˜x) + 2Q(G˜, G˜)
+2[Q(GS1 ,GS3) +Q(GS3 ,GS1)] + 2[Q(G˜,GS1 +GS3) +Q(GS1 +GS3 , G˜)] +
∑
j=1,3
Rj
−[P1(v1Mx)−PS11 (v1MS1x )−PS31 (v1MS3x )]−Πx 4∑
j=0
∫
(PcF2)
(χj
M
)
v1
dvχj
] G˜
M∗
+
[
− v1∂xF2
−(n2
ρ
M)τ + 2Q(F2,G)−ΠxMv1 −Πx(GS1v1 +GS3v1 )
]PcF2
M∗
+Πx
PcF2 · G˜
M2∗
(
M∗
)
v1
}
dxdvdτ
:=
13∑
i=1
Yi.
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Now we calculate the right hand side of (A.1.28). The estimations of Yi (i = 1, 2, · · · 7, 10, 12, 13) are
standard and will be skipped for brevity. Noting that
−v1∂xF2PcF2
M∗
= −v1∂x
(n2
ρ
M+PcF2
)PcF2
M∗
= −v1
(n2
ρ
M
)
x
PcF2
M∗
−
(
v1
|PcF2|2
2M∗
)
x
= −v1n2xM
ρ
PcF2
M∗
− n2v1
(M
ρ
)
x
PcF2
M∗
+ (· · · )x
= −n2x
ρ
v1
( M
M∗
− 1)PcF2 − n2v1(M
ρ
)
x
PcF2
M∗
− n2x
ρ
v1PcF2 + (· · · )x,
it follows from (A.7) that
(A.1.29)
Y8 = −
∫ t
0
∫ ∫
v1∂xF2
PcF2
M∗
dxdvdτ
=
∫ t
0
∫ ∫ [
− n2x
ρ
v1
(M
M∗
− 1)PcF2 − n2v1(M
ρ
)
x
PcF2
M∗
− n2x
ρ
v1PcF2
]
dvdxdτ
=
∫ t
0
∫ ∫ [
− n2x
ρ
v1
(M
M∗
− 1)PcF2 − n2v1(M
ρ
)
x
PcF2
M∗
]
dvdxdτ +
∫ t
0
∫
n2x
ρ
(
1
2
Πxτ + u1n2)dxdτ.
By integration by parts, we can compute that
(A.1.30)
∫ t
0
∫
n2x
ρ
(
1
2
Πxτ + u1n2)dxdτ = −
∫ t
0
∫ [n2
ρ
n2τ +
1
2
n2Πxτ (
1
ρ
)x +
(u1
2ρ
)
x
n22
]
dxdτ
= −
∫
n22
2ρ
(x, t)dx+
∫
n220
2ρ0
dx−
∫ t
0
∫ [( 1
2ρ
)
τ
n22 +
1
2
n2Πxτ (
1
ρ
)x +
(u1
2ρ
)
x
n22
]
dxdτ.
Substituting (A.1.30) into (A.1.29) and estimating the other terms yield that
Y8 +
∫
n22
2ρ
(x, t)dx ≤ C‖n20‖2 + C(χT + δ0)
∑
|α′|=1
∫ t
0
‖∂α′(φ,ψ, ω)‖2dτ
+C(χT + δ0)
∫ t
0
‖(n2,Πxτ )‖2dτ + C(χT + δ0 + η0)
∫ t
0
[
‖n2x‖2 +
∫ ∫
ν(|v|)|PcF2|2
M∗
dxdv
]
dτ.
Similarly, it holds that
|Y9| = |
∫ t
0
∫ ∫ [n2τ
ρ
M
M∗
PcF2 + n2
(M
ρ
)
τ
PcF2
M∗
]
dvdxdτ |
= |
∫ t
0
∫ ∫ [n2τ
ρ
(M
M∗
− 1)PcF2 + n2(M
ρ
)
t
PcF2
M∗
]
dvdxdτ |
≤ C(χT + δ0 + η0)
∫ t
0
[
‖n2τ‖2 +
∫ ∫
ν(|v|)|PcF2|2
M∗
dxdv
]
dτ + C(χT + δ0)
∫ t
0
‖(Πxτ , n2)‖2dτ
+C(χT + δ0)
∑
|α′|=1
∫ t
0
‖∂α′(φ,ψ, ω)‖2dτ.
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Again it follows from (A.7) that
Y11 =
∫ t
0
∫ ∫
ΠxM
v1 − u1
Rθ
PcF2
M∗
dvdxdτ
=
∫ t
0
∫ ∫
Πx
v1 − u1
Rθ
( M
M∗
− 1)PcF2dvdxdτ + ∫ t
0
∫ ∫
Πx
v1 − u1
Rθ
PcF2dvdxdτ
=
∫ t
0
∫ ∫
Πx
v1 − u1
Rθ
( M
M∗
− 1)PcF2dvdxdτ + ∫ t
0
∫
Πx
Rθ
( ∫
v1PcF2dv
)
dxdτ
=
∫ t
0
∫ ∫
Πx
v1 − u1
Rθ
( M
M∗
− 1)PcF2dvdxdτ − ∫ t
0
∫
Πx
Rθ
(
1
2
Πxt + u1n2)dxdτ
≤ −
∫
Π2x
4Rθ
dx+ C‖Πx0‖2 + C(χT + δ0 + η0)
∫ t
0
[
‖Πx‖2 +
∫ ∫
ν(|v|)|PcF2|2
M∗
dxdv
]
dτ
+C(χT + δ0)
∫ t
0
‖(Πx,Πxτ , n2, ωτ , ψ1x, ωx)‖2dτ,
where in the last inequality one has used the fact that
−
∫ t
0
∫
Πx
Rθ
(
1
2
Πxτ + u1n2)dxdτ = −
∫
Π2x
4Rθ
dx+
∫
Π2x0
4Rθ0
dx+
∫ t
0
∫ [( 1
4Rθ
)
τ
+
( u1
4Rθ
)
x
]
Π2xdxdτ
≤ −
∫
Π2x
4Rθ
dx+ C‖Π0x‖2 +C(χT + δ0)
∫ t
0
‖(Πx,Πxτ , n2, ωτ , ψ1x, ωx)‖2dτ.
Substituting the above estimations into (A.1.28), then choosing χT , δ, η0 sufficiently small imply that
(A.1.31)
∫ ∫ |(G˜,PcF2)|2
M∗
(x, v, t)dxdv + ‖(Πx, n2)(·, t)‖2 +
∫ t
0
∫ ∫
ν(|v|)|(G˜,PcF2)|2
M∗
dvdxdτ
≤ C
∫ ∫ |(G˜,PcF2)|2
M∗
(x, v, 0)dxdv + C‖(Πx0, n20)‖2 + C
∫ t
0
‖(φx, ψx, ωx)‖2dτ + Cδ
1
2
0
+C(χT + δ0)
∫ t
0
[
‖(Πxτ , n2)‖2 +
∑
|α|=1
‖∂α(φ,ψ, ω)‖2
]
dτ
+C(χT + δ0 + η0)
∫ t
0
‖(Πx, n2x, n2τ )‖2dτ + C
∑
|α′|=1
∫ t
0
∫ ∫
ν(|v|)|∂α′G˜|2
M∗
dvdxdτ.
Step 6. Estimation of electric field terms.
Now we estimate the Poisson term in the electric fields, which is one of the key ingredients of the
present paper. Multiplying the equation (3.9) by −Π yields that
(
Π2x
2
)t +
3κ1(θ)
2θ
Π2x +
2κ1(θ)
ρ
n22 −
1
4
u1xΠ
2
x = (· · · )x −Πx
n2
ρ
∫
v1N
−1
M
[
Pc(v1Mx)
]
dv
−Πx
∫
v1N
−1
M
[
Pc(v1(PcF2)x)
]
dv −Π2x
∫
v1N
−1
M
[
Gv1
]
dv
−Πx
(∫
v1N
−1
M
[
∂t(PcF2) + (
M
ρ
)t n2 − 2Q(F2,G)
]
dv
)
.
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Integration the above equation with respect to x, t implies that
(A.1.32)
‖Πx‖2(t)− ‖Πx‖2(0) +
∫ t
0
‖(Πx, n2)‖2dτ ≤ C(χT + δ)
∫ t
0
‖(Πx, n2, ψ1x, ωx)‖2dτ
+C
∫ t
0
∫
|Πxn2
ρ
∫
v1N
−1
M
[
Pc(v1Mx))
]
dv|dxdτ + C
∫ t
0
∫
|Πx
∫
v1N
−1
M
[
Pc(v1(PcF2)x)
]
dv|dxdτ
+C
∫ t
0
∫
|Π2x
∫
v1N
−1
M
[
Gv1
]
dv|dxdτ + C
∫ t
0
∫
|Πx
∫
v1N
−1
M
[
∂τ (PcF2) + (
M
ρ
)τ n2
]
dv|dxdτ
+C
∫ t
0
∫
|Πx
∫
v1N
−1
M
Q(F2,G)dv|dxdτ := C(χT + δ0)
∫ t
0
‖(Πx, n2, ψ1x, ωx)‖2dτ +
5∑
i=1
Ti.
Now we estimate Ti (i = 1, 2, 3, 4, 5) in (A.1.32) one by one. First, it holds that
(A.1.33)
T1 ≤ C
∫ t
0
∫
|n2||Πx|
( ∫ ν(|v|)|N−1
M
[Pc(v1Mx)]|2
M∗
dv
) 1
2
( ∫
ν(|v|)−1v21M∗dv
) 1
2 dxdτ
≤ C
∫ t
0
∫
|n2||Πx|
( ∫ ν(|v|)−1|Pc(v1Mx)|2
M∗
dv
) 1
2 dxdτ
≤ C
∫ t
0
∫
|n2||Πx|
( ∫ ν(|v|)−1|v1Mx − Mρ (ρu1)x|2
M∗
dv
) 1
2 dxdτ
≤ C
∫ t
0
∫
|n2||Πx||(ρx, ux, θx)|dxdτ ≤ C(χT + δ0)
∫ t
0
[‖(n2,Πx)‖2 + ‖(φx, ψx, ωx)‖2]dxdτ,
and
T2 ≤ C
∫ t
0
∫
|Πx|
( ∫ ν(|v|)|N−1
M
[
Pc(v1(PcF2)x)
]|2
M[ρ∗,u∗,2θ∗]
dv
) 1
2
( ∫
ν(|v|)−1v21M[ρ∗,u∗,2θ∗]dv
) 1
2dxdτ
≤ C
∫ t
0
∫
|Πx|
( ∫ ν(|v|)−1|Pc(v1(PcF2)x)|2
M[ρ∗,u∗,2θ∗]
dv
) 1
2 dxdτ
≤ C
∫ t
0
∫
|Πx|
( ∫ ν(|v|)−1|(PcF2)x)|2
M∗
dv
) 1
2 dxdτ
≤ 1
8
∫ t
0
‖Πx‖2dτ + C
∫ t
0
∫ ∫
ν(|v|)|(PcF2)x)|2
M∗
dvdxdτ.
Then one has
T3 ≤ C
∫ t
0
∫
|Πx|2
( ∫ ν(|v|)−1|Gv1 |2
M∗
dv
) 1
2 dxdτ
≤ C(χT + δ0)
∫ t
0
[
‖Πx‖2 +
∫ ∫
ν(|v|)−1|G˜v1 |2
M∗
dvdx
]
dτ,
T4 ≤ C
∫ t
0
∫
|Πx|
( ∫ ν(|v|)−1|∂τ (PcF2) + (Mρ )τ n2|2
M∗
dv
) 1
2 dxdτ
≤ C(δ0 + χT )
∫ t
0
[
‖(Πx,Πxτ , n2)‖2 + ‖(φτ , ψτ , ωτ )‖2
]
dτ
+
1
8
∫
‖Πx‖2dτ + C
∫ t
0
∫ ∫
ν(|v|)|(PcF2)t|2
M∗
dvdxdτ,
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and
(A.1.34)
T5 ≤ C
∫ t
0
∫
|Πx|
( ∫ ν(|v|)−1|Q(F2,G)|2
M∗
dv
) 1
2dxdτ
≤ C
∫ t
0
∫
|Πx||n2|(
∫
ν(|v|)|G|2
M∗
dv)
1
2dxdτ + C
∫ t
0
∫
|Πx|(
∫
ν(|v|)|PcF2|2
M∗
dv)
1
2 (
∫ |G|2
M∗
dv)
1
2 dxdτ
+C
∫ t
0
∫
|Πx|(
∫ |PcF2|2
M∗
dv)
1
2 (
∫
ν(|v|)|G|2
M∗
dv)
1
2 dxdτ
≤ C(χT + δ0)
[ ∫ t
0
‖(Πx, n2)‖2dτ +
∫ t
0
∫ ∫
ν(|v|)|PcF2|2
M∗
dvdxdτ +
∫ t
0
∫ ∫
ν(|v|)|G˜|2
M∗
dvdxdτ
]
.
Substituting (A.1.33)-(A.1.34) into (A.1.32) and choosing χT , δ sufficiently small yield that
(A.1.35)
‖Πx‖2(t) +
∫ t
0
‖(Πx, n2)‖2dτ ≤ C‖Πx‖2(0) + C(χT + δ0)
∫ t
0
‖Πxτ‖2dτ
+C(χT + δ0)
∑
|α|=1
∫ t
0
‖∂α(φ,ψ, ω)‖2dτ + C
∑
|α′|=1
∫ t
0
∫ ∫
ν(|v|)|∂α′(PcF2))|2
M∗
dvdxdτ
+C(χT + δ0)
[ ∫ t
0
∫ ∫
ν(|v|)|(G˜,PcF2)|2
M∗
dvdxdτ +
∫ t
0
∫ ∫
ν(|v|)|G˜v1 |2
M∗
dvdxdτ
]
Multiplying the equation (3.9) by n2 yields that
(
n22
2
)t +
3κ1(θ)
2θ
n22 + (
3κ1(θ)
2θ
)xΠxn2 − (κ1(θ)(n2
ρ
)xn2)x + κ1(θ)(
n2
ρ
)xn2x + (u1n
2
2)x
−u1n2n2x = (· · · )x + n2xn2
ρ
∫
v1N
−1
M
[
Pc(v1Mx))
]
dv + n2x
∫
v1N
−1
M
[
Pc(v1(PcF2)x)
]
dv
+n2xΠx
∫
v1N
−1
M
[
Gv1
]
dv + n2x
(∫
v1N
−1
M
[
∂t(PcF2) + (
M
ρ
)t n2 − 2Q(F2,G)
]
dv
)
.
Integrating the above equation with respect to x, t, one has
(A.1.36)
‖n2‖2(t) +
∫ t
0
‖(n2x, n2)‖2dτ ≤ C‖n20‖2 + C(χT + δ0)
∫ t
0
‖Πx‖2dτ
+C(χT + δ0)
∑
|α|=1
∫ t
0
‖∂α(φ,ψ, ω)‖2dτ + C
∑
|α′|=1
∫ t
0
∫ ∫
ν(|v|)|∂α′ (PcF2))|2
M∗
dvdxdτ
+C(χT + δ0)
[ ∫ t
0
∫ ∫
ν(|v|)|PcF2|2
M∗
dvdxdτ +
∫ t
0
∫ ∫
ν(|v|)|(G˜, G˜v1)|2
M∗
dvdxdτ
]
.
By (A.9), it holds that
(A.1.37)
∫ t
0
‖Πxτ‖2dτ ≤ C
∫ t
0
[
‖n2‖2 +
∫ ∫
ν(|v|)|PcF2|2
M∗
dxdv
]
dτ.
By the equation (3.8), one has
(A.1.38)
∫ t
0
‖n2τ‖2dτ =
∫ t
0
‖
∫
v1F2xdv‖2dτ =
∫ t
0
‖
∫
v1
(M
ρ
n2 +PcF2
)
x
dv‖2dτ
≤ C
∫ t
0
[
‖n2x‖2 +
∫ ∫
ν(|v|)|(PcF2)x|2
M∗
dxdv
]
dτ + C(χT + δ0)
∫ t
0
‖(n2, φx, ψx, ωx)‖2dτ.
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On the other hand, from (3.37), (3.38) and (3.39), it holds that
∫ t
0
‖(φ,ψ, ω)‖2dτ ≤ C
∫ t
0
‖(φ, ψ˜, ω˜)‖2dτ
+Cδ0
∫ t
0
‖
√
|uS11x|+ |uS31x|+ |Θx|(Φ, Ψ˜, W˜ )‖2dτ +
∫ t
0
∫
q|(Φ, Ψ˜, W˜ )|2dxdτ
and ∫ t
0
‖(φx, ψx, ωx)‖2dτ ≤ C
∫ t
0
‖(φx, ψ˜x, ω˜x)‖2dτ + Cδ0
∫ t
0
‖(φ, ψ˜, ω˜)‖2dτ
+Cδ0
∫ t
0
‖
√
|uS11x|+ |uS31x|+ |Θx|(Φ, Ψ˜, W˜ )‖2dτ +
∫ t
0
∫
q|(Φ, Ψ˜, W˜ )|2dxdτ.
On the other hand, from the fluid-type system (3.40), we can get
∫ t
0
‖(Φτ , Ψ˜τ , W˜τ )‖2dτ ≤ C
∫ t
0
‖(Φxx, Ψ˜xx, W˜xx,Φx, Ψ˜x, W˜x)‖2dτ
+Cδ0
∫ t
0
‖
√
|uS11x|+ |uS31x|+ |Θx|(Φ, Ψ˜, W˜ )‖2dτ + C(δ0 + χT )
∫ t
0
∫ ∫
ν(|v|)
M∗
|G˜|2dvdxdτ
+C(δ0 + χT )
∫ t
0
‖Πx‖2dτ + C
∑
|α′|=1
∫ t
0
∫ ∫
ν(|v|)
M∗
|∂α′G˜|2dvdxdτ + Cδ20.
In summary, collecting all the above lower order estimates and choosing suitably small χT , δ and η0, we
complete the proof of Proposition 3.1.
Appendix A.2. Proof of Proposition 3.2: Higher order estimates
Step 1. Estimation on ‖(φ, ψ˜, ω˜)‖2.
Similar to the lower order estimates (A.1.1), we multiply (4.16)1 by
2φ
3ρ˜
, (4.16)2 by
ψ˜1
θ˜
, (4.16)3 by ψ˜i,
(4.16)4 by
ω˜
θ˜2
respectively and adding them together to get
‖(φ, ψ˜, ω˜)(t, ·)‖2 +
∫ t
0
‖(ψ˜x, ω˜x)‖2dτ ≤ C(E(0)2 + δ
1
2
0 ) +
∫ t
0
∫
q|(Φ, Ψ˜, W˜ )|2dxdτ
+Cδ0
∫ t
0
‖
√
|uS11x|+ |uS31x|+ |Θx|(Φ, Ψ˜, W˜ )‖2dτ + C(χT + δ0)
∫ t
0
‖(φx, φxx, ψ˜xx, ω˜xx)‖2dτ
+C(χT + δ0)
∫ t
0
‖(φ, ψ˜, ω˜,Πx, n2)‖2dτ + C
∑
|α′|=1
∫ t
0
∫ ∫
ν(|v|)
M∗
|∂α′G˜|2dvdxdτ
+Cδ0
∫ t
0
‖(Ψ˜τ , W˜τ )‖2dτ + C(χT + δ0)
∫ t
0
∫ ∫
ν(|v|)|(∂v1 (PcF2), G˜)|2
M∗
dvdxdτ.
Step 2. Estimation on ‖φx(t, ·)‖2.
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To estimate the term
∫ t
0
‖φx‖2dτ , we rewrite the equation (4.16)2 as
(A.2.1)
4µ(θ˜)
3ρ˜
φxt + ρ˜ψ˜1t + ρ˜u˜1ψ˜1x +
2
3
θ˜φx = −4µ(θ˜)
3ρ˜
(
2ρ˜xψ˜1x + ρ˜xxψ˜1 + (u˜1φ)xx + L0x
)
+
4
3
µ′(θ)θ˜xψ˜1x
+
1
3
ρ˜u˜1xψ˜1 − 2
3
ρ˜xω˜ − 2
3
ρ˜ω˜x +
2θ˜ρ˜x
3ρ˜
φ−
∫
v21(Γ− ΓS1 − ΓS3)xdv + (J1 +N1 −Q1)x − L1,
Multiplying the equation (A.2.1) by φx and integrating the resulting equation with respect to t, x, we
get
‖φx(t, ·)‖2 +
∫ t
0
‖φx‖2dτ ≤ C‖ψ˜1(t, ·)‖2 + C
∫ t
0
‖(ψ˜1x, ω˜x)‖2dτ
+C(χT + δ0)
∫ t
0
‖(φxx, ψ˜xx, ω˜xx)‖2dτ + C(χT + δ0)
∫ t
0
‖(Πx, n2)‖2dτ
+Cδ0
∫ t
0
‖
√
|uS11x|+ |uS31x|+ |Θx|(Φ, Ψ˜, W˜ )‖2dτ + C(E(0)2 + δ
1
2
0 ) + Cδ0
∫ t
0
‖(φ, ψ˜, ω˜)‖2dτ
+C(χT + δ0)
∑
|α′|=1
∫ t
0
∫ ∫
ν(|v|)|(∂α′G˜, G˜, ∂v1(PcF2), ∂v1x(PcF2))|2
M∗
dvdxdτ
+C
∑
|α|=2
∫ t
0
∫ ∫
ν−1(|v|)
M∗
|∂αG|2dvdxdτ +
∫ t
0
∫
q|(Φ, Ψ˜, W˜ )|2dxdτ.
Now we turn to the time-derivative terms. To estimate ‖(φt, ψt, ωt)‖2, we need to use the system (A.1).
By multiplying (A.1)1 by φt, (B.1)2 by ψ1t, (A.1)3 by ψit (i = 2, 3) and (A.1)4 by ωt respectively, and
adding them together, after integrating with respect to t and x, we have∫ t
0
‖(φτ , ψτ , ωτ )(τ, ·)‖2dτ ≤ Cδ0
∫ t
0
‖
√
|uS11x|+ |uS31x|+ |Θx|(Φ, Ψ˜, W˜ )‖2dτ
+C
∫ t
0
‖(φx, ψ˜x, ω˜x)‖2dτ ++Cδ0
∫ t
0
‖(φ, ψ˜, ω˜)‖2dτ + C
∫ t
0
∫ ∫
ν(|v|)
M∗
|G˜x|2dvdxdτ
+
∫ t
0
∫
q|(Φ, Ψ˜, W˜ )|2dxdτ + C(χT + δ0)
∫ t
0
‖(Πx, n2)‖2dτ + Cδ0.
Step 3. Estimation on ‖(φx, ψ˜x, ω˜x)(t, ·)‖2.
Multiplying (3.49)1 by
2φx
3ρ˜
, (3.49)2 by
ψ˜1x
θ˜
, (3.49)3 by ψ˜ix and (3.49)4 by
ω˜x
θ˜2
, adding them together,
and integrating the resulting equation with respect to t, x, we have
(A.2.2)
‖(φx, ψ˜x, ω˜x)(t, ·)‖2 +
∫ t
0
‖(ψ˜xx, ω˜xx)‖2dτ ≤ C(E(0)2 + δ0) + C(χT + δ0)
∫ t
0
‖(Πx, n2)‖2dτ
+C(χT + δ0)
∫ t
0
‖(φ, ψ˜, ω˜)‖2H1dτ + Cδ0
∫ t
0
‖
√
|uS11x|+ |uS31x|+ |Θx|(Φ, Ψ˜, W˜ )‖2dτ
+C
∑
|α|=2
∫ t
0
∫ ∫
ν(|v|)
M∗
|∂αG˜|2dvdxdτ +
∫ t
0
∫
q|(Φ, Ψ˜, W˜ )|2dxdτ
+C(χT + δ0)
∑
|α′|=1
∫ t
0
∫ ∫
ν(|v|)|(∂α′G˜, G˜, ∂v1(PcF2), ∂v1x(PcF2))|2
M∗
dvdxdτ.
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To get the estimation of ‖φxx‖2 , we apply ∂x to (A.1)2, we get
(A.2.3)
ψ1xt + (ρu
2
1 − ρ˜u˜21 + p− p˜)xx − (
Π2x
4
)xx = −4
3
[
µ(θ˜)u˜1x − µ(θS1)uS11x − µ(θS3)uS31x
]
xx
−
∫
v21G˜xxdv −Q1xx.
Multiplying (A.2.3) by φxx and integrating the resulting equations, we obtain
(A.2.4)∫
ψ1xφxx(t, x)dx+
∫ t
0
‖φxx‖2dτ ≤ C‖ψ1xx‖2 + C(χT + δ0)
∫ t
0
‖(φ, ψ˜, ω˜)‖2H1dτ +C(E(0)2 + δ
1
2
0 )
+C
∫ t
0
‖(ψ˜xx, ω˜xx)‖2dτ + Cδ0
∫ t
0
‖
√
|uS11x|+ |uS31x|+ |Θx|(Φ, Ψ˜, W˜ )‖2dτ
+C(χT + δ0)
∫ t
0
‖(n2, n2x)‖2dτ + C
∑
|α|=2
∫ t
0
∫ ∫
ν(|v|)
M∗
|∂αG˜|2dvdxdτ +
∫ t
0
∫
q|(Φ, Ψ˜, W˜ )|2dxdτ.
To estimate ‖(φxt, ψxt, ωxt)‖2 and ‖(φtt, ψtt, ωtt)‖2, we use the system (A.1) again. Applying ∂x first,
and multiplying the four equations of (A.1) by φxt, ψ1xt, ψixt (i = 2, 3), ωxt respectively, then adding
them together and integrating with respect to t and x, we have∫ t
0
‖(φxτ , ψxτ , ωxτ )‖2dτ ≤ C
∫ t
0
‖(φxx, ψ˜xx, ω˜xx)‖2dτ + C(χT + δ0)
∫ t
0
‖(φ, ψ˜, ω˜)‖2H1dτ
+Cδ0
∫ t
0
‖
√
|uS11x|+ |uS31x|+ |Θx|(Φ, Ψ˜, W˜ )‖2dτ +
∫ t
0
∫
q|(Φ, Ψ˜, W˜ )|2dxdτ
+C
∑
|α|=2
∫ t
0
∫ ∫
ν(|v|)
M∗
|∂αG˜|2dvdxdτ + C(χT + δ0)
∫ t
0
‖(Πxτ , n2τ )‖2dτ + Cδ
1
2
0 .
Similarly, we can obtain
(A.2.5)∫ t
0
‖(φττ , ψττ , ωττ )‖2dτ ≤ C
∫ t
0
‖(φxτ , ψxτ , ωxτ )‖2dτ + C(χT + δ0)
∑
|α′|=1
∫ t
0
‖∂α′(φ,ψ, ω)‖2dτ
+C(χT + δ0)
∫ t
0
‖(φ,ψ, ω)‖2dτ + C
∑
|α|=2
∫ t
0
∫ ∫
ν(|v|)
M∗
|∂αG˜|2dvdxdτ + Cδ
1
2
0 .
A suitable linear combination of (A.2.2), (A.2.4)-(A.2.5) gives
(A.2.6)
‖(φx, ψ˜x, ω˜x)(t, ·)‖2 +
∫ t
0
[
‖(φxx, ψ˜xx, ω˜xx)‖2 +
∑
|α′|=1
‖∂α′(φτ , ψτ , ωτ )‖2
]
dτ
≤ C‖(φxx, ψ1xx)‖2 + C(χT + δ0)
∫ t
0
[‖(φ, ψ˜, ω˜)‖2H1 + ‖(φ,ψ, ω)τ ‖2]dτ
+Cδ0
∫ t
0
‖
√
|uS11x|+ |uS31x|+ |Θx|(Φ, Ψ˜, W˜ )‖2dτ + C
∑
|α|=2
∫ t
0
∫ ∫
ν(|v|)
M∗
|∂αG˜|2dvdxdτ
+C(χT + δ0)
∑
|α′|=1
∫ t
0
∫ ∫
ν(|v|)|(∂α′G˜, G˜, ∂v1(PcF2), ∂v1x(PcF2))|2
M∗
dvdxdτ
+
∫ t
0
∫
q|(Φ, Ψ˜, W˜ )|2dxdτ + C(χT + δ0)
∫ t
0
‖(Πx,Πxτ , n2, n2x, n2τ )‖2dτ + C(E(0)2 + δ
1
2
0 ).
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Step 4. Estimation on the non-fluid component.
To close the above estimate, we need to estimate the derivatives on the non-fluid component
∂α∂β(G˜,PcF2)(1 ≤ |α| ≤ 2, 0 ≤ |β| ≤ 2). First, applying ∂x to (3.7) and (3.10), respectively, we have
(A.2.7)
G˜xt − (LMG˜)x =
{
−P1(v1G˜x)−P1(ΠxF2v1) + 2[Q(G˜,GS1 +GS3) +Q(GS1 +GS3 , G˜)]
+2Q(G˜, G˜) + 2[Q(GS1 ,GS3) +Q(GS3 ,GS1)]
−
[
P1(v1Mx)−PS11 (v1MS1x )−PS31 (v1MS3x )
]
+
∑
j=1,3
Rj
}
x
.
and
(A.2.8)
(PcF2)xt +
[
Pc(v1F2x)
]
x
+
[
Pc(Πx∂v1F1)
]
x
+
[
(
M
ρ
)t n2
]
x
= NM(PcF2)x + 2Q(PcF2,Mx) + 2Q(F2x,G) + 2Q(F2,Gx).
Multiplying (A.2.7) and (A.2.8) by G˜x
M∗ and
(PcF2)x
M∗ , respectively, and integrating with respect to x, v
and t, and also using Lemmas 2.1-2.3, we obtain
(A.2.9)
∫ ∫ |(G˜,PcF2)x|2
2M∗
(x, v, t)dvdx + ‖n2(·, t)‖2 + σ˜
2
∫ t
0
∫ ∫
ν(|v|)
M∗
|(G˜,PcF2)x|2dvdxdτ
≤ C
∫ ∫ |(G˜,PcF2)x|2
2M∗
(x, v, 0)dvdx + C‖n20‖2 + C
∫ t
0
∫ ∫
ν(|v|)|(G˜,PcF2)xx|2
M∗
dvdxdτ
+C(χT + δ0)
∑
|α′|=1
∫ t
0
‖∂α′(φ,ψ, ω)‖2dτ + C
∫ t
0
‖(φxx, ψxx, ωxx, n2x, n2xx)‖2dτ
+C(χT + δ0)
∫ t
0
‖(φxτ , ψxτ , ωxτ )‖2dτ + Cδ0 + C(χT + δ0 + η0)
∫ t
0
‖n2‖2dτ
+C(χT + δ0)
∑
0≤|β′|≤1
∫ t
0
∫ ∫
ν(|v|)|∂β′(G˜,PcF2)|2
M∗
dvdxdτ.
Note that in the above inequality, we have used the fact that
−
∫ t
0
∫ ∫
ΠxxMv1
(PcF2)x
M∗
dxdvdτ = 2
∫ t
0
∫
n2M
v1 − u1
Rθ
(PcF2)x
M∗
dxdτ
= 2
∫ t
0
∫ ∫
n2
v1 − u1
Rθ
(M
M∗
− 1)(PcF2)xdxdvdτ + 2∫ t
0
∫ ∫
n2
v1 − u1
Rθ
(PcF2)xdxdvdτ
= 2
∫ t
0
∫ ∫
n2
v1 − u1
Rθ
(M
M∗
− 1)(PcF2)xdxdvdτ + 2∫ t
0
∫
n2
Rθ
( ∫
v1PcF2dv
)
x
dxdτ
= 2
∫ t
0
∫ ∫
n2
v1 − u1
Rθ
(M
M∗
− 1)(PcF2)xdxdvdτ − 2∫ t
0
∫
n2
Rθ
[
n2τ + (u1n2)x
]
dxdτ
≤ −
∫
n22
Rθ
(x, t)dx + C‖n20‖2 + C(χT + δ0 + η0)
∫ t
0
[
‖n2‖2 +
∫ ∫
ν(|v|)|(PcF2)x|2
M∗
dxdv
]
dτ
+C(χT + δ0)
∫ t
0
‖(ωτ , ψ1x, ωx)‖2dτ.
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Similarly, one has
−
∫ t
0
∫ ∫
ΠxtMv1
(PcF2)τ
M∗
dxdvdτ =
∫ t
0
∫
ΠxtM
v1 − u1
Rθ
(PcF2)x
M∗
dxdτ
=
∫ t
0
∫ ∫
Πxτ
v1 − u1
Rθ
(M
M∗
− 1)(PcF2)τdxdvdτ + ∫ t
0
∫
Πxτ
Rθ
( ∫
v1PcF2dv
)
τ
dxdτ
=
∫ t
0
∫ ∫
Πxτ
v1 − u1
Rθ
(M
M∗
− 1)(PcF2)xdxdvdτ − ∫ t
0
∫
Πxτ
Rθ
[1
2
Πxττ + (u1n2)τ
]
dxdτ
≤ −
∫
Π2xτ
4Rθ
(x, t)dx+ C‖Π0xt‖2 + C(χT + δ0 + η0)
∫ t
0
[
‖Πxτ‖2 +
∫ ∫
ν(|v|)|(PcF2)τ |2
M∗
dxdv
]
dτ
+C(χT + δ0)
∫ t
0
‖(ωτ , ψ1x, ωx)‖2dτ,
and further
(A.2.10)
∫ ∫ |(G˜,PcF2)t|2
2M∗
(x, v, t)dvdx + ‖Πxt(·, t)‖2 + σ˜
2
∫ t
0
∫ ∫
ν(|v|)
M∗
|(G˜,PcF2)τ |2dvdxdτ
≤ C
∫ ∫ |(G˜,PcF2)t|2
2M∗
(x, v, 0)dvdx + C‖Π0xt‖2 + C
∫ t
0
∫ ∫
ν(|v|)|(G˜,PcF2)xτ |2
M∗
dvdxdτ
+C(χT + δ0)
∫ t
0
‖(φx, ϕττ , ψττ , ωττ )‖2dτ + Cδ0 + C
∫ t
0
‖(φxτ , ψxτ , ωxτ , n2τ , n2xτ )‖2dτ
+C(χT + δ0)
∑
|α′|=1
∫ t
0
‖∂α′(φ,ψ, ω)‖2dτ +C(χT + δ0 + η0)
∫ t
0
‖Πxτ‖2dτ
+C(χT + δ0)
∑
0≤|β′|≤1
∫ t
0
∫ ∫
ν(|v|)|(∂β′(G˜,PcF2), (G˜,PcF2)x)|2
M∗
dvdxdτ.
The combination of (A.2.9) and (A.2.10), and choosing χT , δ suitably small yield that
∑
|α|=1
∫ ∫ |∂α(G˜,PcF2)|2
M∗
(x, v, t)dvdx +
∑
|α|=1
∫ t
0
∫ ∫
ν(|v|)|∂α(G˜,PcF2)|2
M∗
dvdxdτ
+‖(n2,Πxt)(·, t)‖2 ≤ C
∫
|φxxψ1x(x, t)|dx + C
∑
|α|=2
∫ t
0
∫ ∫
ν(|v|)|∂α(G˜,PcF2)|2
M∗
dvdxdτ
+C(χT +
√
δ0)
∫ t
0
[
‖√u¯1x(φ,ψ1, ω)‖2 +
∑
|α′|=1
‖∂α′(φ,ψ, ω)‖2 + ‖Πx‖2
]
dτ
+C(χT + δ0)
∑
0≤|β′|≤1
∫ t
0
∫ ∫
ν(|v|)|∂β′ (G˜,PcF2
)|2
M∗
dvdxdτ + C(E(0)2 + δ0)
+C(χT + δ0)
∫ t
0
∫ ∫
ν(|v|)|(G˜,PcF2)vx|2
M∗
dvdxdτ + C(χT +
√
δ0 + η0)
∫ t
0
‖(n2,Πxτ )‖2dτ.
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Applying ∂vj (j = 1, 2, 3) to the equation (3.44) and noting that (A.1.26), one has
(A.2.11)
G˜vjt − LMG˜vj = −∂vjP1(v1G˜x)−Πx
(
PcF2
)
v1vj
+Πx
4∑
k=0
∫
(PcF2)
(χk
M
)
v1
dv(χk)vj
+(∂vjLMG˜− LMG˜vj ) + 2∂vjQ(G˜, G˜) + 2∂vj [Q(G˜,GS1 +GS3) +Q(GS1 +GS3 , G˜)]
+2∂vj [Q(G
S1 ,GS3) +Q(GS3 ,GS1)]−
[
P1(v1Mx)−PS11 (v1MS1x )−PS31 (v1MS3x )
]
vj
+ ∂vj
∑
k=1,3
Rk.
Similarly, applying ∂vj (j = 1, 2, 3) to the equation (3.10) and noting that (A.1.27) imply that
(A.2.12)
∂t(PcF2)vj −NM(PcF2)vj + ∂vjPc(v1F2x) + ΠxMv1vj +ΠxG˜v1vj
+Πx(G
S1
v1vj +G
S3
v1vj ) + (
M
ρ
)tvj n2 = 2Q(PcF2,Mvj ) + 2∂vjQ(F2,G).
Recalling the following two facts
∂vjLMg − LM(gvj ) = 2Q(∂vjM, g) + 2Q(g, ∂vjM),(
L−1
M
g
)
vj
= L−1
M
(gvj ) + L
−1
M
(
∂vjLMg − LM(gvj )
)
.
Multiplying the equations (A.2.11) and (A.2.12) by
G˜vj
M∗ and
(PcF2)vj
M∗ , respectively, and then integrating
with respect to x, v, t imply that
(A.2.13)
∫ ∫ |(G˜,PcF2)vj |2
M∗
(x, v, t)dxdv +
∫ t
0
∫ ∫
ν(|v|)|(G˜,PcF2)vj |2
M∗
dxdvdτ
≤ C
∫ ∫ |(G˜,PcF2)vj |2
M∗
(x, v, 0)dxdv +C(χT + δ0)
∫ t
0
[
‖n2‖2 +
∑
|α|=1
‖∂α(φ,ψ, ω)‖2
]
dτ
+C
∫ t
0
‖(ψx, ωx,Πx, n2x)‖2dτ + Cδ0 + C
∫ t
0
∫ ∫
ν(|v|)|(G˜,PcF2, G˜x, (PcF2)x)|2
M∗
dxdvdτ.
Applying ∂vjvk (j, k = 1, 2, 3) to the equations (3.44) and (2.20) and using the similar analysis as in
obtaining (A.2.13), one has for |β| = 2∫ ∫ |∂β(G˜,PcF2)|2
M∗
(x, v, t)dxdv +
∫ t
0
∫ ∫
ν(|v|)|∂β(G˜,PcF2)|2
M∗
dxdvdτ
≤ C
∫ ∫ |∂β(G˜,PcF2)|2
M∗
(x, v, 0)dxdv +C
∫ t
0
‖(ψx, ωx,Πx, n2x)‖2dτ
+C
∑
0≤|β′|≤1
∫ t
0
∫ ∫
ν(|v|)|∂β′(G˜,PcF2, G˜x, (PcF2)x)|2
M∗
dxdvdτ
+C(χT + δ0)
∑
|α|=1
∫ t
0
∫
|∂α(φ,ψ, ω)|2dxdτ + Cδ0.
By (A.1.1), (A.1.35), (A.1.36), it holds that∫ t
0
‖(ψx, ωx,Πx, n2x)‖2dτ ≤ C‖(φ,ψ, ω, φx,Πx, n2)(·, 0)‖2 +Cδ
1
2
0 + C(χT +
√
δ0)
∫ t
0
‖(ψ1xx, φxx)‖2dτ
+C(χT + δ0)
∫ t
0
∫ ∫
ν(|v|)|(G˜,PcF2, G˜v1)|2
M∗
dvdxdτ +C
∑
1≤|α|≤2
∫ t
0
∫ ∫
ν(|v|)|∂α(G˜,PcF2)|2
M∗
dvdxdτ.
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Similarly, one has for |α′| = 1 and |β′| = 1∫ ∫ |∂α′∂β′(G˜,PcF2)|2
M∗
(x, v, t)dxdv +
∫ t
0
∫ ∫
ν(|v|)|∂α′∂β′(G˜,PcF2)|2
M∗
dxdvdτ
≤ C
∫ ∫ |∂α′∂β′(G˜,PcF2)|2
M∗
(x, v, 0)dxdv + C
∑
1≤|α|≤2
∫ t
0
∫ ∫
ν(|v|)|∂α(G˜,PcF2)|2
M∗
dxdvdτ
+C
∫ t
0
[ ∑
|α|=2
‖∂α(ϕ,ψ, ω, n2)‖2 + ‖(n2, n2x, n2τ ,Πxτ )‖2
]
dτ + C(χT + δ0)
∑
|α|=1
∫ t
0
‖∂α(φ,ψ, ω)‖2dτ
+C(χT + δ0)
∑
0≤|β|≤1
∫ t
0
∫ ∫
ν(|v|)|∂β(G˜,PcF2)|2
M∗
dxdvdτ + Cδ0.
By (A.1.36), (A.1.37), (A.1.38) and (A.2.18), it holds that∫ t
0
[ ∑
|α|=2
‖∂α(ϕ,ψ, ω, n2)‖2 + ‖(n2, n2x, n2τ ,Πxτ )‖2
]
dτ ≤ C‖(Πx0, ψ0x, ω0x, φ0xx, n20, n20x)‖2
+C
∫
|ϕxxψ1x(x, t)|dx+ C
∑
1≤|α|≤2
∫ t
0
∫ ∫
ν(|v|)|∂α(G˜,PcF2))|2
M∗
dvdxdτ
+C(χT +
√
δ0)
∫ t
0
[ ∑
|α|=1
‖∂α(φ,ψ, ω)‖2 + ‖√u¯1x(φ,ψ1, ω)‖2 + ‖Πx‖2
]
dτ
+C
∫ t
0
∫ ∫
ν(|v|)|PcF2|2
M∗
dvdxdτ +C(χT +
√
δ0)
∫ t
0
∫ ∫
ν(|v|)|(G˜, G˜v1 , G˜vx)|2
M∗
dvdxdτ.
In summary, one has∫ ∫ [ ∑
|α|=1,0≤|β|≤1
|∂α∂β(G˜,PcF2)|2
M∗
(x, v, t) +
∑
1≤|β|≤2
|∂β(G˜,PcF2)|2
M∗
(x, v, t)
]
dxdv
+
∫ t
0
∫ ∫ [ ∑
|α|=1,0≤|β|≤1
ν(|v|)|∂α∂β(G˜,PcF2)|2
M∗
+
∑
1≤|β|≤2
ν(|v|)|∂β(G˜,PcF2)|2
M∗
]
dxdvdτ
≤ E2(0) + C
∫
|φxxψ1x(x, t)|dx + Cδ
1
2
0 + C
∑
|α|=0,2
∫ t
0
∫ ∫
ν(|v|)|∂α(G˜,PcF2)|2
M∗
dxdvdτ
+C(χT +
√
δ0)
∫ t
0
[ ∑
|α|=1
‖∂α(φ,ψ, ω)‖2 + ‖√u¯1x(φ,ψ1, ω)‖2 + ‖Πx‖2 + ‖(ψ1xx, φxx)‖2
]
dτ
+C(χT +
√
δ0 + η0)
∫ t
0
‖(n2,Πxτ )‖2dτ.
Step 5. Estimation on ‖n2x(t, ·)‖2.
Now we estimate ‖n2x‖2. Applying ∂x to the equation (3.9), one has
(A.2.14)
n2xt + (u1n2)xx +
(κ1(θ)
Rθ
Πx
)
xx
−
(
κ1(θ)(
n2
ρ
)x
)
xx
= −
(n2
ρ
∫
v1N
−1
M
[
Pc(v1Mx))
]
dv
)
xx
−
(∫
v1N
−1
M
[
Pc(v1(PcF2)x)
]
dv
)
xx
−
(∫
v1N
−1
M
[
ΠxGv1
]
dv
)
xx
−
( ∫
v1N
−1
M
[
∂t(PcF2) + (
M
ρ
)t n2 − 2Q(F2,G)
]
dv
)
xx
.
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Multiplying the equation (A.2.14) by n2x and integrating the resulting equation with respect to x, t
yield that
(A.2.15)
‖n2x‖2(t) +
∫ t
0
‖(n2x, n2xx)‖2dτ ≤ +C(χT + δ0)
∫ t
0
‖(Πx, n2, ψx, φx, ωx, ψ1xx, φxx)‖2dτ
+C(χT + δ0)
∫ t
0
∫ ∫
ν(|v|)|((PcF2)x, (PcF2)t, G˜v1 , G˜v1x, G˜, G˜x)|2)
M∗
dxdvdτ
+C
∫ t
0
∫ ∫
ν(|v|)|(PcF2)xx,PcF2)xt)|2)
M∗
dxdvdτ + C(‖n2x‖2(0) + δ0).
By the equation (3.8), it holds that
(A.2.16)
∫ t
0
‖n2xτ‖2dτ =
∫ t
0
‖
∫
v1F2xxdv‖2dτ =
∫ t
0
‖
∫
v1
(M
ρ
n2 +PcF2
)
xx
dv‖2dτ
≤ C
∫ t
0
[
‖n2xx‖2 +
∫ ∫
ν(|v|)|(PcF2)xx|2
M∗
dxdv
]
dτ
+C(χT + δ0)
∫ t
0
‖(n2, n2x, φxx, ψxx, ωxx, φx, ψx, ωx)‖2dτ,
and
(A.2.17)
∫ t
0
‖n2ττ‖2dτ =
∫ t
0
‖
∫
v1F2xτdv‖2dτ =
∫ t
0
‖
∫
v1
(M
ρ
n2 +PcF2
)
xτ
dv‖2dτ
≤ C
∫ t
0
[
‖n2xτ‖2 +
∫ ∫
ν(|v|)|(PcF2)xτ |2
M∗
dxdv
]
dτ
+C(χT + δ0)
∫ t
0
[
‖(n2, φxτ , ψxτ , ωxτ )‖2 +
∑
|α′|=1
‖∂′(φ,ψ, ω, n2)‖2
]
dτ.
By (A.2.15), (A.2.16) and (A.2.17), one has
(A.2.18)
‖n2x(·, t)‖2 +
∫ t
0
[
‖n2x‖2 +
∑
|α|=2
‖∂αn2‖2
]
dτ ≤ C‖n20x‖2 + C(χT + δ0)
∑
1≤|α|≤2
∫ t
0
‖∂α(φ,ψ, ω)‖2dτ
+C
∑
|α|=2
∫ t
0
∫ ∫
ν(|v|)|∂α(PcF2)|2
M∗
dxdvdτ + C(χT + δ0)
∫ t
0
‖(Πx, n2, n2τ )‖2dτ
+C(χT + δ0)
∫ t
0
∫ ∫
ν(|v|)|(PcF2)x, (PcF2)τ , G˜v1 , G˜v1x, G˜)|2)
M∗
dxdvdτ.
By (A.9), it holds that
(A.2.19)∫ t
0
‖Πxττ‖2dτ ≤ C
∫ t
0
[
‖n2τ‖2 +
∫ ∫
ν(|v|)|(PcF2)τ |2
M∗
dxdv
]
dτ + C(χT + δ0)
∫ t
0
‖(n2, φτ , ψτ , ωτ )‖2dτ.
Step 6. Highest order estimates.
Finally, we estimate the highest order derivatives, that is,
∫ t
0
∫ ∫ ν(|v|)|∂αG˜|2
M∗ dvdxdτ with |α| = 2 and
‖φxx‖2 in (A.2.6). To do so, it is sufficient to study
∫ ∫ |∂αF˜1|2
M∗ dvdx(|α| = 2) in view of (A.3), (A.4) and
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(A.5). Applying ∂α(|α| = 2) on the Vlasov-Poisson-Boltzmann equation (2.1), one has
(A.2.20)
(∂αF˜1)t + v1(∂
αF˜1)x +Πx∂v1(∂
αF2) + ∂
αΠx∂v1F2 +
∑
|α′|=1,α′≤α
Cα
′
α ∂
α′Πx∂v1∂
α−α′F2
= ∂αLMG˜+ 2∂
αQ(G˜, G˜) + ∂α
{
(LM − LMS1 )(GS1) + (LM − LMS3 )(GS3)
+2[Q(G˜,GS1 +GS3) +Q(GS1 +GS3 , G˜)] + 2[Q(GS1 ,GS3) +Q(GS3 ,GS1)]
}
.
and
(A.2.21)
(∂αF2)t + v1(∂
αF2)x +Πx∂v1(∂
αF2) + ∂
αΠx∂v1F1
+
∑
|α′|=1,α′≤α
Cα
′
α ∂
α′Πx∂v1∂
α−α′F1 = ∂αNM(PcF2) + 2∂αQ(F2,G).
Multiplying (A.2.20) and (A.2.21) by ∂
αF˜1
M∗ =
∂α(M−MS1−MS3)
M∗ +
∂αG˜
M∗ and
∂αF2
M∗ =
∂α(
n2
ρ
M)
M∗ +
∂α(PcF2)
M∗ ,
respectively, we obtain
(A.2.22)
(
|∂αF˜1|2
2M∗
)t − ∂
αG˜
M∗
LM∂
αG˜ =
∂αF˜1
M∗
{
Πx∂v1(∂
αF2) + ∂
αΠx∂v1F2 +
∑
|α′|=1,α′≤α
Cα
′
α ∂
α′Πx∂v1∂
α−α′F2
+(∂αLMG˜− LM∂αG˜) + 2∂αQ(G˜, G˜) + ∂α
[
(LM − LMS1 )(GS1) + (LM − LMS3 )(GS3)
+2[Q(G˜,GS1 +GS3) +Q(GS1 +GS3 , G˜)] + 2[Q(GS1 ,GS3) +Q(GS3 ,GS1)]
]}
+
∂α(M−MS1 −MS3)
M∗
LM∂
αG˜+ (v1
|∂αF˜1|2
2M∗
)x,
and
(A.2.23)
(
|∂αF2|2
2M∗
)t +
∂α(PcF2)
M∗
NM∂
α(PcF2) = Πx
∂αF2
M∗
∂v1(∂
αF˜1) + Πx
∂αF2
M∗
∂v1(∂
αFSα1,α3)
+
∂αF2
M∗
[
∂αΠx∂v1F1 +
∑
|α′|=1,α′≤α
Cα
′
α ∂
α′Πx∂v1∂
α−α′F1 +
∑
|α′|=1,α′≤α
2Cα
′
α Q(∂
α′PcF2, ∂
α−α′M)
+2Q(PcF2, ∂
αM)
]
+
∂α
(
M
ρ n2
)
M∗
NM∂
α(PcF2) + 2∂
αQ(F2,G)
∂αF2
M∗
+ (v1
|∂αF2|2
2M∗
)x,
Adding (A.2.22) and (A.2.23) together and noting that
Πx
∂αF˜1
M∗
∂v1(∂
αF2) + Πx
∂αF2
M∗
∂v1(∂
αF˜1) = (Πx
∂αF˜1∂
αF2
M∗
)v1 +Πx
∂αF˜1∂
αF2
(M∗)2
(M∗)v1 ,
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and then integrating the resulting equation over x, v, t imply that∫ ∫ |∂αF˜1|2 + |∂αF2|2
2M∗
(x, v, t)dxdv −
∫ ∫ |∂αF˜10|2 + |∂αF20|2
2M∗
dxdv
−
∫ t
0
∫ ∫ [∂αG˜
M∗
LM∂
αG˜+
∂α(PcF2)
M∗
NM∂
α(PcF2)
]
dxdvdτ
=
∫ t
0
∫ ∫ {
Πx
∂αF˜1∂
αF2
(M∗)2
(M∗)v1 +
∂αF˜1
M∗
∂αΠx∂v1F2 +
∂αF˜1
M∗
∑
|α′|=1,α′≤α
Cα
′
α ∂
α′Πx∂v1∂
α−α′F2
+
∂αF˜1
M∗
(∂αLMG˜− LM∂αG˜) + ∂
αF˜1
M∗
∂α
[
(LM − LMS1 )(GS1) + (LM − LMS3 )(GS3)
+2[Q(G˜,GS1 +GS3) +Q(GS1 +GS3 , G˜)] + 2[Q(GS1 ,GS3) +Q(GS3 ,GS1)]
]
+
∂αF˜1
M∗
2∂αQ(G˜, G˜)
+
∂α(M−MS1 −MS3)
M∗
LM∂
αG˜+Πx
∂αF2
M∗
∂v1(∂
αFSα1,α3) +
∂αF2
M∗
∑
|α′|=1,α′≤α
Cα
′
α ∂
α′Πx∂v1∂
α−α′F1
+
∂αF2
M∗
∂αΠx∂v1F1 +
∂αF2
M∗
∑
|α′|=1,α′≤α
2Cα
′
α Q(∂
α′PcF2, ∂
α−α′M) +
∂αF2
M∗
2Q(PcF2, ∂
αM)
+
∂α
(
M
ρ n2
)
M∗
NM∂
α(PcF2) + 2∂
αQ(F2,G)
∂αF2
M∗
}
dxdvdτ.
Then we can get∑
|α|=2
[
‖∂αΠx(·, t)‖2 +
∫ ∫ |∂α(F˜1, F2)|2
2M∗
(x, v, t)dvdx
]
+
σ˜
2
∑
|α|=2
∫ t
0
∫ ∫
ν(|v|)
M∗
|∂α(G˜,PcF2)|2dvdxdτ
≤ C
∑
|α|=2
[
‖∂αΠx0‖2 +
∫ ∫ |∂α(F˜10, F20)|2
2M∗
dvdx
]
+ C(χT + δ0)
∑
|α′|=1
∫ t
0
‖∂α′(φ,ψ, ω, n2)‖2dτ
+C(χT + δ0)
∫ t
0
∫ ∫ [ν(|v|)|(G˜,PcF2)|2
M∗
+
∑
|α′|=1
ν(|v|)
M∗
|∂α′(G˜,PcF2)|2
]
dvdxdτ
+C(η0 + χT + δ0)
∑
|α|=2
∫ t
0
‖∂α(φ,ψ, ω,Πx, n2)‖2dτ + C(χT + δ0)
∫ t
0
‖(Πxτ , n2)‖2dτ + Cδ0.
Note that by (A.1.36), (A.1.38) and (A.2.19), for |α| = 2, it holds that∫ t
0
‖∂αΠx‖2dτ ≤
∫ t
0
‖(n2x, n2τ ,Πxττ )‖2dτ ≤ C‖n20‖2 +C(χT + δ0)
∫ t
0
‖Πx‖2dτ
+C(χT + δ0)
∑
|α|=1
∫ t
0
‖∂α(φ,ψ, ω)‖2dxdτ + C
∑
|α′|=1
∫ t
0
∫ ∫
ν(|v|)|∂α′(PcF2)|2
M∗
dvdxdτ
+C(χT + δ0)
[ ∫ t
0
∫ ∫
ν(|v|)|PcF2|2
M∗
dvdxdτ +
∫ t
0
∫ ∫
ν(|v|)|(G˜, G˜v1)|2
M∗
dvdxdτ
]
.
Therefore, collecting all the above estimates together, we can get Proposition 3.2.
Appendix B. A Priori Estimates for Stability of Rarefaction Wave
The proof of Theorem 4.1 is shown by the continuum argument for the local solution to the system
(3.4) or equivalently the system (3.6)-(3.10), which can be proved similarly as in [10, 39]. Therefore,
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to prove Theorem 4.1, it is sufficient to close the a-priori assumption (4.20) and verify the a priori
estimates (4.21) and the time-asymptotic behaviors of the solution. By (3.6) and (4.14), one has
(B.1)

φt + ρ¯ψ1x + u¯1φx + ρ¯xψ1 + u¯1xφ = −(φψ1)x,
ψ1t + u¯1ψ1x + u¯1xψ1 +
2
3
ωx +
2θ¯
3ρ¯
φx +
2
3
ρx(
θ
ρ
− θ¯
ρ¯
)−Πxn2
ρ
+ ψ1ψ1x = −1
ρ
∫
v21Gxdv,
ψit + u¯1ψix = −1
ρ
∫
v1viGxdv, i = 2, 3,
ωt + u¯1ωx + θxψ1 +
2
3
u1xω +
2
3
θ¯ψ1x +
Πx
ρ
(
∫
v1F2dv − u1n2)
= −1
ρ
∫
v1
|v|2
2
Gxdv +
1
ρ
3∑
i=1
ui
∫
v1viGxdv.
In fact, by the a-priori assumption (4.20), one also has from the system (B.1) that
‖(φ,ψ, ω)‖2L∞x + ‖(φt, ψt, ωt)‖2 ≤ C(χT + δ0)2,
hence, one has
‖(ρt, ut, θt)‖2 ≤ C‖(φt, ψt, ωt)‖2 + C‖(ρ¯t, u¯t, θ¯t)‖2 ≤ C(χT + δ0)2.
For |α| = 2, it follows from (2.2) and (2.11) that
‖∂α
(
ρ, ρu, ρ(θ +
|u|2
2
), n2
)
‖2 ≤ C
∫ ∫ |∂α(F1, F2)|2
M∗
dvdx ≤ C(χT + δ0)2,
and
(B.2)
‖∂α(ρ, u, θ)‖2 ≤ C‖∂α
(
ρ, ρu, ρ(θ +
|u|2
2
)
)
‖2 + C
∑
|α′|=1
∫
|∂α′
(
ρ, ρu, ρ(θ +
|u|2
2
)
)
|4dx
≤ C(χT + δ0)2.
Therefore, for |α| = 2, we have
(B.3) ‖∂α(φ,ψ, ω, n2)‖2 ≤ C(χT + δ0)2.
By (3.8) and a-priori assumption (4.20), it holds that
(B.4) ‖n2t‖2 ≤ C
[
‖n2x‖2 +
∫
|n2|2|(ρx, ux, θx)|2dx+
∫ ∫ |(PcF2)x|2
M∗
dxdv
]
≤ C(χT + δ0)2.
By (4.20), (B.3) and (B.4), for |α′| = 1, it holds that
‖∂α′(φ,ψ, ω, n2)‖2L∞ ≤ C(χT + δ0)2.
By (A.7), one has
(B.5) ‖Πxt‖2 ≤ C
[
‖n2‖2 +
∫ ∫ |PcF2|2
M∗
dxdv
]
≤ C(χT + δ0)2.
By (A.7), it holds that
(B.6)
1
2
Πxtt +
∫
v1F2tdv = 0.
Thus, one has
(B.7) ‖Πxtt‖2 ≤ C
[
‖n2t‖2 +
∫
|n2|2|(ρt, ut, θt)|2dx+
∫ ∫ |(PcF2)t|2
M∗
dxdv
]
≤ C(χT + δ0)2.
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By (B.5), (B.4), (B.7) and (B.3), it holds that
‖(Πxt,Πxtt)‖2L∞ ≤ C‖(Πxt,Πxtt)‖‖(n2t, n2tt)‖ ≤ C(χT + δ0)2.
Moreover, it holds that
‖
∫ |(G˜,PcF2)|2
M∗
dv‖L∞x ≤ C
(∫ ∫ |(G˜,PcF2)|2
M∗
dvdx
) 1
2
·
(∫ ∫ |(G˜,PcF2)x|2
M∗
dvdx
) 1
2
≤ C(χT + δ0)2.
Furthermore, for |α′| = 1, it holds that
(B.8)
‖
∫ |∂α′(G,PcF2)|2
M∗
dv‖L∞x ≤ C
(∫ ∫ |∂α′(G,PcF2)|2
M∗
dvdx
) 1
2
·
(∫ ∫ |∂α′(G,PcF2)x|2
M∗
dvdx
) 1
2
≤ CχT (χT + δ0) ≤ C(χT + δ0)2.
Finally, by noticing the facts that F1 =M+G and F2 =
n2
ρ M+PcF2 and (B.2) with |α| = 2, it holds
that ∫ ∫ |∂α(G,PcF2)|2
M∗
dvdx ≤ C
∫ ∫ |∂α(F1, F2)|2
M∗
dvdx+ C
∫ ∫ |∂αM|2 + |∂α(n2ρ M)|2
M∗
dvdx
≤ C(χT + δ0)2,
where in the last inequality we have used a similar argument as used for (B.8). We start from the lower
order estimates. First, the entropy is defined by
−3
2
ρS =
∫
M lnMdv.
Multiplying the equation (3.4) by lnM and integrating over v, it holds that
(−3
2
ρS)t + (−3
2
ρu1S)x +
∫
Πx∂v1F2 lnMdv + (
∫
v1G lnMdv)x =
∫
v1G(lnM)xdv.
Direct computations yields
S = −2
3
ln ρ+ ln(
4pi
3
θ) + 1, p =
2
3
ρθ = kρ
5
3 exp(S).
Denote
X = (ρ, ρu1, ρu2, ρu3, ρ(θ +
|u|2
2
))t,
Y = (ρu1, ρu
2
1 + p, ρu1u2, ρu1u3, ρu1(θ +
|u|2
2
) + pu1)
t.
Then the conservation law (3.6) can be rewritten as
Xt +Yx =

0
4
3
µ(θ)u1x −
∫
v21Γdv
µ(θ)u2x −
∫
v1v2Γdv
µ(θ)u3x −
∫
v1v3Γdv
κ(θ)θx +
4
3
µ(θ)u1u1x +
3∑
i=2
µ(θ)uiuix −
∫
1
2
v1|v|2Γdv

x
.
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We define an entropy-entropy flux pair (η, q) around a local Maxwellian M[ρ¯,u¯,θ¯] as
η = θ¯
{
−3
2
ρS +
3
2
ρ¯S¯ +
3
2
∇X(ρS)|X=X¯ · (X− X¯)
}
,
q = θ¯
{
−3
2
ρu1S +
3
2
ρ¯u¯1S¯ +
3
2
∇X(ρS)|X=X¯ · (Y − Y¯)
}
.
Here, we can compute that
(ρS)ρ = S +
1
θ
+
|u|2
2θ
− 5
3
, (ρS)mi = −
ui
θ
, i = 1, 2, 3, (ρS)E =
1
θ
,
and  η =
3
2
{
ρθ − θ¯ρS + ρ[(S¯ − 5
3
)θ¯ +
|u− u¯|2
2
] +
2
3
ρ¯θ¯
}
= ρθ¯Ψ(
ρ¯
ρ
) +
3
2
ρθ¯Ψ(
θ
θ¯
) +
3
4
ρ|u− u¯|2,
q = u1η + (u1 − u¯1)(ρθ − ρ¯θ¯).
Then, for X in any closed bounded region in
∑
= {X : ρ > 0, θ > 0}, there exists a positive constant
C0 such that
C−10 |X− X¯|2 ≤ η ≤ C0|X− X¯|2.
Direct computations yield that
(B.9)
ηt + qx +
2θ¯µ(θ)
θ
ψ21x +
3θ¯µ(θ)
2θ
3∑
i=2
ψ2ix +
3ρ¯κ(θ)
2θ2
ω2x −
[
∇(ρ¯,u¯,S¯)η · (ρ¯, u¯, S¯)t +∇(ρ¯,u¯,S¯)q · (ρ¯, u¯, S¯)x
]
= (· · · )x − 3θ¯κ(θ)
2θ2
ωxθ¯x +
3κ(θ)
2θ2
(ωx + θ¯x)θ¯xω − 2θ¯µ(θ)
θ
ψ1xu¯1x +
2µ(θ)
θ
(u¯1x + ψ1x)u¯1xω
+
3
2
θ¯ωx − ωθ¯x
θ2
∫
v1
|v|2
2
Γdv − 3
2
θ¯ωx − ωθ¯x
θ2
3∑
i=1
ui
∫
v1viΓdv +
3
2
θ¯ψ1x − u¯1xψ1
θ
∫
v21Γdv
+
3
2
θ¯
θ
3∑
i=2
uix
∫
v1viΓdv +
3
2
Πxn2ψ1 +
3
2θ
Πxω
∫
v1PcF2dv.
First, under the a-priori assumption (4.20), one has
−
[
∇(ρ¯,u¯,S¯)η · (ρ¯, u¯, S¯)t +∇(ρ¯,u¯,S¯)q · (ρ¯, u¯, S¯)x
]
=
3
2
ρu¯1x(u1 − u¯1)2 + 2
3
ρθ¯u¯1xΨ(
ρ¯
ρ
) + ρθ¯u¯1xΨ(
θ
θ¯
)− 3
2
ρθ¯x(u1 − u¯1)(2
3
ln
ρ¯
ρ
− ln θ
θ¯
)
≥ C−1u¯1x(φ2 + ψ21 + ω2),
for some positive constant C and the convex function
Ψ(s) = s− ln s− 1.
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Integrating (B.9) with respect to x, t over R1 × [0, t] yields that
(B.10)
∫
η(x, t)dx +
∫ t
0
[
‖(ψx, ωx)‖2 + ‖
√
u¯1x(φ,ψ1, ω)‖2
]
dt
≤ C
∫
η(x, 0)dx + C|
∫ t
0
∫ [
− 3θ¯κ(θ)
2θ2
ωxθ¯x +
3κ(θ)
2θ2
(ωx + θ¯x)θ¯xω
]
dxdτ |
+C|
∫ t
0
∫ [
− 2θ¯µ(θ)
θ
ψ1xu¯1x +
2µ(θ)
θ
(u¯1x + ψ1x)u¯1xω
]
dxdτ |
+C|
∫ t
0
∫
3
2
θ¯ωx − ωθ¯x
θ2
[ ∫
v1
|v|2
2
Γdv −
3∑
i=1
ui
∫
v1viΓdv
]
dxdτ |
+C|
∫ t
0
∫ [3
2
θ¯ψ1x − u¯1xψ1
θ
∫
v21Γdv +
3
2
θ¯
θ
3∑
i=2
uix
∫
v1viΓdv
]
dxdτ |
+C|
∫ t
0
∫ [3
2
Πxn2ψ1 +
3
2θ
Πxω
∫
v1PcF2dv
]
dxdτ | := C
∫
η(x, 0)dx +
5∑
i=1
Ii.
First, by integration by parts and the Cauchy inequality, it holds that
(B.11)
I1 = C|
∫ t
0
∫ [3θ¯κ(θ)
2θ2
ωθ¯xx +
(3θ¯κ(θ)
2θ2
)
x
ωθ¯x +
3κ(θ)
2θ2
(ωx + θ¯x)θ¯xω
]
dxdτ |
≤ C
∫ t
0
∫
|ω|
[
|θ¯xx|+ |θ¯x|2 + |ωx||θ¯x|
]
dxdτ
≤ C
∫ t
0
‖ω‖L∞
[
‖θ¯xx‖L1 + ‖θ¯x‖2L2 + ‖ωx‖L2‖θ¯x‖L2
]
dτ
≤ Cδ 18
∫ t
0
‖ωx‖2L2dτ + Cδ
1
8
[ ∫ t
0
‖√η‖2L2(1 + τ)−
7
6 dτ + 1
]
.
Similarly, one has
I2 ≤ Cδ
1
8
∫ t
0
‖(ωx, ψ1x)‖2L2dτ + Cδ
1
8
[ ∫ t
0
‖√η‖2L2(1 + τ)−
7
6 dτ + 1
]
,
and
(B.12) I3 ≤ σ
∫ t
0
‖(ωx, ωθ¯x)‖2L2dτ + Cσ
∫ t
0
∫ [
|
∫
v1
|v|2
2
Γdv|2 +
3∑
i=1
|
∫
v1viΓdv|2
]
dxdτ,
with some small positive constant σ > 0 to be determined and the positive constant Cσ depending on
σ. Note that by (2.14), it holds that
(B.13) |
∫
v1
|v|2
2
Γdv| = |
∫
v1
|v|2
2
L−1
M
[Gt +P1(v1Gx) +P1(Πx∂v1F2)− 2Q(G,G)]dv| :=
4∑
i=1
I3i.
Choose the global Maxellian M∗ =M[ρ∗,u∗,θ∗] such that
(B.14) ρ∗ > 0,
1
2
θ(t, x) < θ∗ < θ(t, x),
and
(B.15) |ρ(x, t)− ρ∗|+ |u(x, t)− u∗|+ |θ(x, t)− θ∗| < η0
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with η0 being the small positive constant in Lemma 2.2. Then with such chosen M∗, it holds that
(B.16)
I31 = |
∫
v1
|v|2
2
L−1
M
Gtdv| ≤
(∫ ν(|v|)|L−1
M
Gt|2
M∗
dv
) 1
2
(∫
M∗ν(|v|)−1(v1 |v|
2
2
)2dv
) 1
2
≤ C
(∫ ν(|v|)−1|Gt|2
M∗
dv
) 1
2
,
and
(B.17)
I32 = |
∫
v1
|v|2
2
L−1
M
[P1(v1Gx)]dv| ≤ C
(∫ ν(|v|)|L−1
M
[P1(v1Gx)]|2
M[ρ∗,u∗,2θ∗]
dv
) 1
2
≤ C
(∫ ν(|v|)−1|P1(v1Gx)|2
M[ρ∗,u∗,2θ∗]
dv
) 1
2 ≤ C
(∫ ν(|v|)−1|Gx|2
M∗
dv
) 1
2
.
Furthermore, one has
(B.18)
I33 = |
∫
v1
|v|2
2
L−1
M
[P1(Πx∂v1F2)]dv| ≤ C|Πx|
( ∫ ν(|v|)|L−1
M
[P1(v1Gx)]|2
M∗
dv
) 1
2
≤ C|Πx|
(∫ ν(|v|)−1|n2ρ Mv1 + ∂v1(PcF2)|2
M∗
dv
) 1
2
≤ C|Πx||n2|+ C|Πx|
( ∫ ν(|v|)−1|∂v1(PcF2)|2
M∗
dv
) 1
2
,
and
(B.19)
I34 = |
∫
v1
|v|2
2
L−1
M
[4Q(G,G)]dv| ≤ C
(∫ ν(|v|)|L−1
M
[Q(G,G)]|2
M∗
dv
) 1
2
≤ C
(∫ ν(|v|)−1|Q(G,G)|2
M∗
dv
) 1
2 ≤ C
(∫ ν(|v|)|G|2
M∗
dv
) 1
2
( ∫ |G|2
M∗
dv
) 1
2
≤ C
(∫ ν(|v|)|G˜|2
M∗
dv
) 1
2
(∫ |G˜|2
M∗
dv
) 1
2
+ C|(θ¯x, u¯1x)|
( ∫ ν(|v|)|G˜|2
M∗
dv
) 1
2
+ C|(θ¯x, u¯1x)|2.
Substituting (B.16)-(B.19) into (B.13) and then into (B.12), one can arrive at
(B.20)
I3 ≤ (σ + Cδ 18 )
∫ t
0
‖ωx‖2L2dτ + Cδ
1
8
[ ∫ t
0
‖√η‖2L2(1 + τ)−
7
6 dτ + 1
]
+Cσ
∫ t
0
∫ ∫
ν(|v|)−1|(Gt,Gx)|2
M∗
dvdxdτ + CχT
∫ t
0
‖(Πx, n2)‖2dτ
+CχT
∫ t
0
∫ ∫
ν(|v|)|PcF2|2
M∗
dvdxdτ + C(χT + δ)
∫ t
0
∫ ∫
ν(|v|)−1|G˜|2
M∗
dvdxdτ.
Similar estimates holds for I4. Then I5 can be estimated by
(B.21) I5 ≤ CχT
∫ t
0
‖(Πx, n2)‖2dτ + CχT
∫ t
0
∫ ∫
ν(|v|)|PcF2|2
M∗
dvdxdτ.
Substituting the estimates for Ii(i = 1, 2, 3, 4, 5) in (B.11)-(B.21) into (B.10) and applying Gronwall
inequality yield the first-step lower order estimates
(B.22)
‖(φ,ψ, ω)(·, t)‖2 +
∫ t
0
‖(ψx, ωx)‖2dτ +
∫ t
0
‖√u¯1x(φ,ψ1, ω)‖2dτ
≤ C‖(φ,ψ, ω)(·, 0)‖2 + Cδ 18 + C
∫ t
0
∫ ∫
ν(|v|)−1|(Gt,Gx)|2
M∗
dvdxdτ
+C(χT + δ)
∫ t
0
∫ ∫
ν(|v|)|(G˜,PcF2)|2
M∗
dvdxdτ + CχT
∫ t
0
‖(Πx, n2)‖2dτ.
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Next we want to get the estimation of ‖φx‖2. By (4.16)1 and (4.16)2, it holds that
4µ(θ)
3ρρ¯
φxt + ψ1t +
2
3
ωx +
2θ¯
3ρ¯
φx + u¯1ψ1x + u¯1xψ1 +
2
3
ρx(
θ
ρ
− θ¯
ρ¯
)−Πxn2
ρ
+ ψ1ψ1x
= − 4
3ρ
(
µ(θ)
ρ¯
)xφt − 4
3ρ
[
µ(θ)
u¯1φx + u¯1xφ+ ρ¯xψ1 + (φψ1)x
ρ¯
]
x
+
4
3ρ
(
µ(θ)u¯1x
)
x
− 1
ρ
∫
v21Γxdv.
Multiplying the above equation by φx, one has
(B.23)(2µ(θ)
3ρρ¯
φ2x + ψ1φx
)
t
+
2θ¯
3ρ¯
φ2x = (
2µ(θ)
3ρρ¯
)tφ
2
x +
2
3
ωxφx + u¯1xφxψ1
+ψ1x
[
ρ¯ψ1x + u¯1xφ+ ρ¯xψ1 + (φψ1)x
]− 2
3
ρxφx(
θ
ρ
− θ¯
ρ¯
) + Πxφx
n2
ρ
+ ψ1ψ1xφx − 4
3ρ
(
µ(θ)
ρ¯
)xφtφx
− 4
3ρ
[
µ(θ)
u¯1φx + u¯1xφ+ ρ¯xψ1φx + (φψ1)x
ρ¯
]
x
φx +
4
3ρ
(
µ(θ)u¯1x
)
x
φx − 1
ρ
∫
v21Γxdvφx.
Note that
(B.24)
∫ t
0
∫
|
∫
v21Γxdv|2dxdτ ≤ C
∑
|α|=2
∫ t
0
∫ ∫
ν(|v|)
M∗
|∂αG|2dvdxdτ + Cδ 12
+C(χT + δ)
∫ t
0
[
‖(Πx, n2, φx, ψx, ωx)‖2 +
∑
|α′|=1
∫ ∫
ν(|v|)|(G˜, ∂α′G)|2
M∗
dvdx
+
∫ ∫
ν(|v|)|(PcF2)v1 |2
M∗
dvdx
]
dτ,
and
(B.25)
|
∫ t
0
∫
− 4
3ρ
(
µ(θ)
u¯1φx
ρ¯
)
x
φxdxdτ | = |
∫ t
0
∫
µ(θ)
u¯1φx
ρ¯
(4φx
3ρ
)
x
dxdτ |
= |
∫ t
0
∫
µ(θ)
u¯1φx
ρ¯
(4φxx
3ρ
− 4φxρx
3ρ2
)
dxdτ |
= |
∫ t
0
∫ [
− µ(θ) u¯1φx
ρ¯
4φxρx
3ρ2
− (4µ(θ)u¯1
3ρρ¯
)
x
φ2x
2
]
dxdτ | ≤ C(χT + δ)
∫ t
0
‖φx‖2dτ.
Integrating the equation (B.23) with respect to x, t, then using Cauchy inequality and (B.24)-(B.25)
and choosing χT , δ suitably small, one can obtain
(B.26)
‖φx(·, t)‖2 +
∫ t
0
‖φx‖2dτ ≤ C
[
‖ψ1(·, t)‖2 + ‖(φ0x, ψ10)‖2 + δ
1
2
]
+ C
∫ t
0
‖(ψ1x, ωx)‖2dτ
+C(
√
δ + χT )
∫ t
0
‖(Πx, n2, ψ1xx, φxx)‖2dτ + C
∑
|α|=2
∫ t
0
∫ ∫
ν(|v|)
M∗
|∂αG|2dvdxdτ
+C(χT +
√
δ)
∫ t
0
‖√u¯1x(ψ1, φ, ω)‖2dτ + C(δ + χT )
∫ t
0
∫ ∫
ν(|v|)|(PcF2)v1 |2
M∗
dvdxdτ
+C(δ + χT )
∑
|α′|=1
∫ t
0
∫ ∫
ν(|v|)
M∗
|(G˜, ∂α′G)|2dvdxdτ.
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Then we estimate ‖(φ,ψ, ω)t‖2. For this, we use the system (B.1). By the equation (B.1)2, one has∫ t
0
‖ψ1t‖2dτ ≤ C
∫ t
0
‖(φx, ψx, ωx)‖2dτ + C(χT + δ)
∫ t
0
[
‖√u¯1x(ψ1, φ, ω)‖2 + ‖n2‖2
]
dτ
+C
∫ t
0
∫ ∫
ν(|v|)
M∗
|Gx|2dvdxdτ.
Similar estimates hold for φt, ψ2t, ψ3t and ωt. Therefore, one can arrive at
(B.27)∫ t
0
‖(φt, ψt, ωt)‖2dτ ≤ C
∫ t
0
‖(φx, ψx, ωx)‖2dτ + C(χT + δ)
∫ t
0
[
‖√u¯1x(ψ1, φ, ω)‖2 + ‖n2‖2
]
dτ
+C
∫ t
0
∫ ∫
ν(|v|)
M∗
|Gx|2dvdxdτ + C(χT + δ)
∫ t
0
∫ ∫
ν(|v|)
M∗
|PcF2|2dvdxdτ.
By (B.22), (B.26) and (B.27), it holds that
‖(φ,ψ, ω, φx)(·, t)‖2 +
∑
|α|=1
∫ t
0
‖∂α(φ,ψ, ω)‖2dτ +
∫ t
0
‖√u¯1x(φ,ψ1, ω)‖2dτ
≤ C‖(φ,ψ, ω, φx)(·, 0)‖2 + Cδ
1
8 + C(χT + δ)
∫ t
0
∫ ∫
ν(|v|)|(G˜,PcF2, (PcF2)v1)|2
M∗
dvdxdτ
+C
∑
1≤|α|≤2
∫ t
0
∫ ∫
ν(|v|)−1|∂αG|2
M∗
dvdxdτ + C(χT +
√
δ)
∫ t
0
‖(Πx, n2, ψ1xx, φxx)‖2dτ.
Next we do the microscopic estimates for the Vlasov-Poisson-Boltzmann system. Multiplying the
equation (4.19) and the equation (3.10) by G˜
M∗ and
PcF2
M∗ , respectively, one has
(B.28)
( |G˜|2
2M∗
)
t
− G˜
M∗
LMG˜ =
{
− 3
2θ
L−1
M
[
P1
(
v1(
|v − u|2
2θ
ωx + v · ψx)
)
M
]
−P1(v1Gx)−P1(Πx∂v1F2) + 2Q(G,G) − G¯t
} G˜
M∗
,
and
(B.29)
( |PcF2|2
2M∗
)
t
− PcF2
M∗
NM(PcF2) =
[
− v1∂xF2 − (n2
ρ
M)t
−Pc(Πx∂v1F1) + 2Q(F2,G)
]PcF2
M∗
,
By using the similar methods in obtaining (A.1.31), one can derive from (B.28) and (B.29) that∫ ∫ |(G˜,PcF2)|2
M∗
(x, v, t)dxdv + ‖(Πx, n2)(·, t)‖2 +
∫ t
0
∫ ∫
ν(|v|)|(G˜,PcF2)|2
M∗
dvdxdτ
≤ C
∫ ∫ |(G˜,PcF2)|2
M∗
(x, v, 0)dxdv + C‖(Π0x, n20)‖2 + C‖(φ0, ψ0, ω0)‖2 + Cδ 18
+C(χT + δ + η0)
∫ t
0
‖(Πx, n2x, n2t)‖2dτ + C(χT + δ)
∫ t
0
[
‖n2‖2 +
∑
|α|=1
‖∂α(φ,ψ, ω)‖2
]
dτ
+C
∑
|α′|=1
∫ t
0
∫ ∫
ν(|v|)|∂α′G|2
M∗
dvdxdτ.
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Similar to (A.1.35) and (A.1.36), one has
‖Πx‖2(t) +
∫ t
0
‖(Πx, n2)‖2dτ ≤ C‖Πx‖2(0)
+C(χT + δ)
∑
|α|=1
∫ t
0
‖∂α(φ,ψ, ω)‖2dxdτ + C
∑
|α′|=1
∫ t
0
∫ ∫
ν(|v|)|∂α′(PcF2))|2
M∗
dvdxdτ
+C(χT + δ)
[ ∫ t
0
∫ ∫
ν(|v|)|(G˜,PcF2)|2
M∗
dvdxdτ +
∫ t
0
∫ ∫
ν(|v|)|G˜v1 |2
M∗
dvdxdτ
]
and
‖n2‖2(t) +
∫ t
0
‖(n2x, n2,
√
u¯1xn2)‖2dτ ≤ C‖n20‖2 + C(χT + δ)
∫ t
0
‖Πx‖2dτ
+C(χT + δ)
∑
|α|=1
∫ t
0
‖∂α(φ,ψ, ω)‖2dxdτ + C
∑
|α′|=1
∫ t
0
∫ ∫
ν(|v|)|∂α′ (PcF2))|2
M∗
dvdxdτ
+C(χT + δ)
[ ∫ t
0
∫ ∫
ν(|v|)|PcF2|2
M∗
dvdxdτ +
∫ t
0
∫ ∫
ν(|v|)|(G˜, G˜v1)|2
M∗
dvdxdτ
]
.
By (B.6), it holds that∫ t
0
‖Πxt‖2dτ ≤ C
∫ t
0
[
‖n2‖2 +
∫ ∫
ν(|v|)|PcF2|2
M∗
dxdv
]
dτ.
By the equation (3.8), one has∫ t
0
‖n2t‖2dτ =
∫ t
0
‖
∫
v1F2xdv‖2dτ =
∫ t
0
‖
∫
v1
(M
ρ
n2 +PcF2
)
x
dv‖2dτ
≤ C
∫ t
0
[
‖n2x‖2 +
∫ ∫
ν(|v|)|(PcF2)x|2
M∗
dxdv
]
dτ + C(χT + δ)
∫ t
0
‖(n2, φx, ψx, ωx)‖2dτ.
In summary, collecting all the above lower order estimates and choosing suitably small χT , δ and η0, we
arrive that
‖(φ,ψ, ω, φx,Πx, n2)(·, t)‖2 +
∫ ∫ |(G˜,PcF2)|2
M∗
(x, v, t)dxdv +
∫ t
0
‖√u¯1x(φ,ψ1, ω)‖2dτ
+
∑
|α′|=1
∫ t
0
‖∂α′(φ,ψ, ω, n2)‖2dτ +
∫ t
0
‖(Πx,Πxt, n2)‖2dτ +
∫ t
0
∫ ∫
ν(|v|)|(G˜,PcF2)|2
M∗
dxdvdτ
≤ C‖(φ0, ψ0, ω0, φ0x,Π0x, n20)‖2 + Cδ
1
8 + C
∫ ∫ |(G˜0,PcF20)|2
M∗
(x, v)dxdv
+C(χT + δ)
∫ t
0
[
‖(ψ1xx, φxx)‖2 +
∫ ∫
ν(|v|)|(G˜,PcF2)v1 |2
M∗
dxdv
]
dτ
+C
∑
|α|=2
∫ t
0
∫ ∫
ν(|v|)|∂αG|2
M∗
dxdvdτ + C
∑
|α′|=1
∫ t
0
∫ ∫
ν(|v|)|∂α′ (G,PcF2)|2
M∗
dxdvdτ.
The higher order estimates can be done similarly as in Appendix A and will be skipped for brevity.
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