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Abstract
This paper is concerned with a new version of on-line storage allocation in which the durations
of all processes are known at their arrival time. This version of the problem is motivated by
applications in communication networks and has not been studied previously. We provide an
on-line algorithm for the problem with a competitive ratio of O(minflog; log g), where  is
the ratio between the longest and shortest duration of a process, and  is the maximum number of
concurrent active processes that have dierent durations. For the special case where all durations
are powers of two, the competitive ratio achieved is O(log log). ? 2000 Elsevier Science
B.V. All rights reserved.
1. Introduction
This paper is concerned with the classic problem of dynamic storage allocation
(DSA). In a typical on-line setting of the problem, a sequence of processes, each
requesting a certain amount of memory space, arrive at a storage device. Upon the
arrival of a process, a contiguous storage area is allocated for it. This area is liberated
for reuse only when the process terminates at some later point of time, which, in
general, is unknown at the time of allocation. As a result, \holes" of wasted space
are generated over time in the storage device. The objective is to nd an allocation
algorithm that minimizes the wasted space. The decisions of this algorithm must be
based at each point of time on the known current state of the storage device without
the knowledge of future events.
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A common way for measuring the quality of an on-line algorithm is the competitive
analysis. Here, the costs associated with an on-line algorithm are compared with the
costs expended by an optimal o-line algorithm that knows the sequence of events in
advance. The maximum ratio between their respective costs, taken over all sequences,
is called the competitive ratio. This study focuses on competitive analysis. An alter-
native approach to measure the quality of on-line algorithms is through the concept
of distributional (or average case) complexity, which relies on some hypothesis on
the distribution of events. Each of the two approaches has clear advantages as well as
limitations, and the reader is referred to [7] for a related discussion. Here we conne
ourselves to mention that competitive analysis has been employed in decision theory,
and has been found to be of practical relevance in various elds, such as telecommu-
nication networks (in particular networks that provide Quality of Service guarantees)
and nancial planning. Indeed, in these and other areas, one often necessitates to pro-
vide absolute guarantees on performance, which calls for the worst-case approach of
competitive analysis.
Broadband communication networks are an important area of potential application
of dynamic storage allocation algorithms. In such networks, bandwidth is allocated to
sessions, according to their quality of service requirements. Typically, this allocation
is contiguous, e.g., in a time-division multiplexed (TDM) environment a session is
allocated successive time slots. Indeed, an uncontiguous allocation may incur higher
overhead in terms of bandwidth management (see [21] for a related discussion). Re-
placing the standard terms of \storage" or \memory" with \bandwidth", and \process"
with \session", dynamic storage allocation concepts can be applied to the networking
framework. Typically, the duration time of broadband applications is either known a
priori or can be predicted fairly well, e.g., video on demand, reserved video confer-
ences. Moreover, it has been recently recognized [16] that quality of service guarantees
should often be specied on a time interval basis, which is facilitated when the session
duration is known. Such knowledge on session duration has been utilized in the design
of on-line network algorithms, e.g. [6,1,2]. However, in the context of dynamic storage
allocation, this has not been done, and, in eect, is the objective of the present study.
1.1. Previous work
The dynamic storage allocation problem has been extensively investigated since the
1950s. Basic methods are discussed in [14, Section 2.5]. A survey of results in this
area until the early 1980s appears in [8]. Probabilistic analysis of dynamic storage
allocation heuristics was studied in several papers, e.g., [9] and the references therein.
Two intuitive heuristics that were developed early on are First Fit and Best Fit. First
Fit nds the rst free area that can t the requirement of the current process; Best Fit
nds the free area that best ts the requirement of the current process, i.e., the one that
causes minimal fragmentation. In the early 1970s, Robson [18,19] gave an algorithm
which had a competitive ratio of O(log (Wmax)), where Wmax is the maximum memory
space requested by a process. He also showed that this is the best-possible bound up to
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constant factor. Subsequently, he showed [20] that the competitive ratio of First Fit is
also (log (Wmax)). Surprisingly, Robson [20] also showed that the competitive ratio
of Best Fit can be as bad as 
(Wmax).
Segregated storage methods [23] constitute a dierent category for DSA. These
methods include many variations. The basic idea here is to partition the memory into
blocks, such that each block only contains processes that have the same (or similar)
requirement.
Recently, Luby et al. [15] established a competitive ratio of (minflog k; logWmaxg)
for both First Fit and some segregated storage methods, where k is the maximum
number of concurrent processes. Furthermore, by proving a lower bound on the com-
petitive ratio in the randomized case which is very close to the deterministic bound,
they showed that randomization may be of little help here.
The o-line version of the storage allocation problem is NP-complete in the strong
sense [10, p. 226]. Yet, polynomial time approximation algorithms for this problem
were devised. Kierstead [12] showed that if the processes are sorted by their storage
requirements, then the competitive ratio of First Fit is 80. This approximation factor
was later improved by Kierstead [13] to 6. Recently, the approximation factor was
improved to 5[11] and 3[24].
The strip packing problem is dened as follows: a set of boxes with given heights
and widths has to be packed (orthogonally) in a strip of width W so as to minimize the
total height of the strip needed. We note that this problem is related to dynamic storage
allocation with known time durations, since each process can be viewed as dening a
box, where one dimension corresponds to time and the other dimension corresponds
to memory. On-line dynamic storage allocation corresponds to a version of on-line
strip packing where the boxes appear from left to right, their horizontal placement is
xed, and only their vertical placement can be changed. Strip packing has been studied
mainly in the o-line setting (see, e.g., [3,4]). The only on-line algorithms analyzed
from a worst case point of view are the shelf algorithms of [5].
1.2. Our contribution
We investigate the dynamic storage allocation problem in the case where the duration
of a process is known at the time of its arrival. That is, upon arrival of a process, a
contiguous storage area is allocated for it for a prespecied period of time. Our main
result is an on-line algorithm for dynamic storage allocation with known durations.
Denote by  the maximum number of concurrent active processes that have dierent
durations, and denote by  the ratio between the longest and shortest duration of a
process. The competitive ratio of our algorithm is O(minflog; log g). For the special
case that all durations are powers of two, the competitive ratio is actually O(log log).
The main feature of our on-line algorithm is that it distinguishes between the allocation
for \heavy" and \light" processes, where this distinction is based on both storage area
requirements and durations of the processes.
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An intriguing open problem is to establish a (non-trivial) lower bound on the com-
petitive ratio. We note that the proofs of the lower bounds in the case of unknown
durations (e.g., [20,15]) do not seem to carry over to the case of known durations.
These proofs heavily use the fact that the adversary can dynamically determine the du-
ration of a process, based on the storage conguration chosen by the on-line algorithm.
2. Preliminaries
The storage allocation problem is equivalent to the problem of nding a weighted
coloring of a given weighted interval graph.
Denition 1. An undirected graph G = (V; E) is called an interval graph if its set of
vertices V can be put into one-to-one correspondence with a set of intervals I , such
that two vertices are connected by an edge if and only if their corresponding intervals
overlap. An interval graph is called weighted if each interval is associated with a
positive weight.
Denition 2. A weighted coloring of an interval graph G is a coloring of each interval
i with a range [ai; bi] (where ai,bi are integers), such that bi − ai + 1 is equal to the
weight of interval i, and there is no intersection between the ranges of two overlapping
intervals.
The processes form an interval graph denoted by G=(V; E), where a process corre-
sponds to the interval dened (on a time axis) between its arrival and departure time.
Each interval is associated with a weight which equals the storage area required by
the corresponding process. The objective is, thus, to minimize maxi(bi) in a weighted
coloring of G.
We denote the maximum weight, taken over all intervals, by Wmax and the weight
of the heaviest clique in G by !(G) (or simply by ! when G is clear from the
context). Let  be the maximum number of concurrent dierent length intervals and
let  be the ratio between the longest and shortest interval in G.
In the following, the storage requested by a process is referred to as the weight of
the process. For convenience, we refer interchangeably to the duration of a process and
to the length of its corresponding interval. The storage device consists of memory cells
that are addressed consecutively from zero. The space that is used by an algorithm
is equal to the value of the highest address of a memory cell that was used by the
algorithm.
The notion of competitive ratio was introduced by Sleator and Tarjan [22] (see also
[7]). Let I be a nite input sequence for an on-line algorithm A. Let OPT(I) denote
the cost associated with an optimal (o-line) algorithm that receives the input sequence
I in advance. Let A(I) denote the cost associated with algorithm A on input sequence
I . Then, A is said to be c-competitive if there is a constant  such that for all nite
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sequences I ,
A(I)6c  OPT(I) + :
In the case of dynamic storage allocation, the cost associated with an algorithm on an
input sequence I is the space used by the algorithm for allocating the requests of the
processes in I .
3. The algorithms
Herein, we present two on-line algorithms for DSA with known durations. The algo-
rithm presented in Section 3.2 achieves a competitive ratio of O(log). The algorithm
presented in Section 3.3, achieves a competitive ratio of O(log ). Since  and  are
incomparable in general, no algorithm is \better" than the other. In Section 3.4 we
show that both algorithms may be used \concurrently" to achieve a competitive ratio
of O(minflog; log g). The algorithms are presented under the assumption that !
is known in advance. In addition, the algorithm in Section 3.3 is presented under the
assumption that  is known in advance. In Section 3.4 we show how to avoid these
assumptions.
We start in Section 3.1 by presenting algorithms for DSA with known durations in
the simple case where the time intervals of the processes are not properly contained in
each other. The techniques of these algorithms are used later on, in Sections 3.2 and
3.3, for handling the general case.
3.1. Simple cases
Consider the following two special cases of interval graphs.
Denition 3. A proper interval graph is an interval graph induced by a set of intervals
such that no interval properly contains another interval.
Denition 4. A unit interval graph is an interval graph induced by a set of intervals
which are all of the same length.
We note that in general, the classes of unit interval graphs and proper interval graphs
coincide [17].
First, we present a simple on-line algorithm for the DSA problem with known du-
rations in the case that the processes form a proper interval graph. This algorithm
achieves a competitive ratio of O(1) using at most 2! memory space.
Let wi denote the weight of process i. Let ai denote the highest address of a memory
cell that is occupied by process i, and let a0 =−1.
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The Cyclic Algorithm
Upon arrival of process i:
 If ai−1 +wi < 2!, then allocate wi consecutive memory cells for process i, starting
from memory address ai−1 + 1.
 Else, allocate wi consecutive memory cells for process i, starting from memory
address 0.
Lemma 1. The Cyclic Algorithm always succeeds in allocating memory space for a
process in a storage device of size 2!.
Proof. For ease of exposition, we consider a cyclic storage device where address 0 fol-
lows address 2!−1. Since the processes form a proper interval graph, it is guaranteed
that for all i>2, process i terminates after process i − 1. Hence, by the algorithm, at
any point of time, all occupied memory cells must be contained in a single block with
at most one hole of size less than Wmax. The size of this block (with the hole) is at
most !+Wmax, and therefore a storage device of size 2! is large enough to serve all
memory requests.
We now present an alternative on-line algorithm for the case that the processes form
a unit interval graph. This algorithm also achieves a competitive ratio of O(1) using
at most 2! memory space. We use it in Section 3.3 as a procedure for the general
case.
Denote by T the length of the intervals in G. Let wi be the weight of process i and
suppose it arrives at time t = T  j + k where k <T .
The Alternating Algorithm
Upon arrival of process i:
 If j is even, allocate wi consecutive memory cells for process i, above the highest
occupied address, within the rst area of ! memory cells.
 If j is odd, allocate wi consecutive memory cells for process i, above the highest
occupied address, within the second area of ! memory cells (starting from memory
address !).
Lemma 2. The Alternating Algorithm always succeeds in allocating memory space
for a process in a storage device of size 2!.
Proof. Let us consider time phases of length T , where phase j is dened to be between
time T  j and time T  (j+ 1)− 1, (j>0). Phase j is referred to as even if j is even,
otherwise it is odd. Since the processes form a unit interval graph where the length of
each interval is T , it is guaranteed that all the processes that arrive within a certain
phase must terminate within the next phase and have overlapping intervals. Hence, by
the algorithm, at any time, all occupied memory cells in the rst (second) area of !
memory cells must be contained in a single block whose size is at most !, and this
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block is vacant and ready for reuse within the next even (odd) phase. Therefore, a
storage device of size 2! is large enough to serve all memory requests.
3.2. An O(log) algorithm
Based on the Alternating Algorithm, we present an on-line algorithm whose com-
petitive ratio is O(log). We rst prove the following technical lemma.
Lemma 3. Let G = (V; E) be a weighted interval graph with intervals of length
T; 2k−16T < 2k ; (k>1). Let the weight of the heaviest clique in G be !(G) =!.
Let G0 be the weighted (unit) interval graph that is generated from G by extending
to the right all intervals to be of length 2k . Then; any clique of G0 weighs at most
2!.
Proof. Assume that G0 has a clique that weighs more than 2!, and let t0 be a time
point which is contained in all the intervals of that clique. Denote by !G(t) the total
weight of intervals in G that contain a time point t. Then, for any time point t,
!G(t)6!, and especially !G(t0)6!. Correspondingly, denote by !G′(t) the total
weight of intervals in G0 that contain a time point t. By assumption, !G′(t0)> 2!.
Now, consider the time point t1 = t0 − 2k−1. Since the original intervals of G are
at least of length 2k−1, and they were extended by at most 2k−1, it follows that
!G(t1)>!G′(t0)− !G(t0)>!. Thus, we get a contradiction.
In the following algorithm, the length of all intervals is rounded up to the clos-
est power of 2. We assume that the storage area is divided into slots of size 4!
memory cells each. The main idea of the algorithm is that, at any time, a slot which
is not empty contains only processes having the same (rounded) duration. A slot is
referred to as a slot of type i if it contains processes whose (rounded) duration
is 2i.
The Slots Algorithm
Consider a process p with duration 2i−16T < 2i that arrives at time t = 2ij + k,
where k < 2i. Let w be the weight of process p.
1. Look for a slot of type i. (If there is no such slot, pick the rst empty slot).
2. Use the Alternating Algorithm to allocate w consecutive memory cells for process
p within that slot:
(a) If j is even, allocate above the highest occupied address, within the rst half of
the slot (i.e., the rst 2! memory cells of the slot).
(b) If j is odd, allocate above the highest occupied address, within the second half
of the slot (i.e., the last 2! memory cells of the slot).
Lemma 4. The Slots Algorithm always succeeds in allocating memory space for a
process in the storage device.
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Proof. It suces to show that, for each i>0, the Alternating Algorithm in stage 2
succeeds in allocating memory space for all the processes with duration 2i within the
corresponding slot of size 4!. For each i>0, Lemma 3 yields that the total weight
of the processes with duration 2i is at most 2!. Since the processes with duration 2i
form a unit interval graph, Lemma 2 yields that a slot of size 4! is large enough to
serve all memory requests by the Alternating Algorithm.
Performance of the algorithm. At any time there is at most one slot of each possible
type, and the number of possible types is at most log. Since the algorithm always
chooses the rst empty slot, only the rst log slots of the storage area may contain
processes. Thus, the algorithm achieves a competitive ratio of O(log) using at most
4!log memory space.
3.3. An O(log ) algorithm
Recall that  is the maximum number of concurrent dierent durations. We now
present an algorithm whose competitive ratio is O(log ). For the special case that all
time intervals are powers of two, the competitive ratio is O(log log), since 6log.
The main idea of the algorithm is to separate between the allocation of \heavy"
processes, i.e., processes requiring large amount of storage, and \light" processes, i.e.,
processes requiring small amount of storage. Both storage area requirements and dura-
tions of the processes are used to distinguish between \heavy" and \light" processes.
This yields that, on one hand, the number of concurrent heavy processes is limited,
while on the other hand, a relatively small size slot is required for allocating memory
space for light processes with the same duration.
Let the rst 6! + 2!= memory cells of the storage area be divided into 3 + 1
slots of size 2!= memory cells each. All processes contained concurrently in a slot
must have the same duration, as is the case with the Slots Algorithm.
To clarify the exposition, we adopt the following notation. A slot is called empty if
it contains no processes. Otherwise, the slot is called active. An active slot is referred
to as a slot of type T if the processes it contains have duration T . An active slot of any
type is called full if more than != memory cells of the slot are occupied, otherwise,
it is called absorbing if memory address != of the slot is vacant, and releasing if
the rst memory address of the slot is vacant.
The Separation Algorithm
Consider a process p with duration T and weight w.
1. If w>!=, allocate memory space for process p in the storage area above memory
address 6! + 2!=, using either First-Fit or the Coloring Algorithm [15].
2. Else (w<!=):
(a) If there is no active slot of type T , look for an empty slot and allocate w
consecutive memory cells for process p, starting from the rst memory address of
the slot.
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(b) Else, look for an active slot of type T which contains the process with the latest
arrival time:
(i) If it is an absorbing slot, allocate w consecutive memory cells for process p,
above the highest occupied address within the slot.
(ii) Else, look for an empty slot and allocate w consecutive memory cells for process
p, starting from the rst memory address of the slot.
Lemma 5. The Separation Algorithm always succeeds in allocating memory space
for a process in the storage device.
Proof. It suces to show that an empty slot can always be found in stages 2a and
2(b)ii of the algorithm. We show that there are at most 3 active slots at any point of
time. Since the total number of slots is 3+1, there is always at least one empty slot.
Consider processes with duration T ; these processes form a unit interval graph. Since
all occupied memory cells in a slot must be contained in a single block, we claim that
an active slot of type T which is not full, must be either an absorbing slot, or a
releasing slot (or both). Furthermore, at each point of time there can be at most one
absorbing slot of type T , and at most one releasing slot of type T . Indeed, this is the
case since any two slots of type T can be ordered such that the arrival time of all
processes belonging to the rst slot precedes the arrival time of the processes belonging
to the second slot. Hence, at any point of time, there can be at most  absorbing slots
of all types, and  releasing slots of all types. To complete the proof, we note that
there can be at most  concurrent full slots of all types, since a full slot contains at
least != occupied memory cells.
Performance of the algorithm. The rst stage of the Separation Algorithm is First
Fit with respect to the processes with weights greater than !=. This stage requires
at most O(!log ) memory space [15], since the maximum number of concurrent
processes is less than or equal to . The second stage of the Separation Algorithm
requires O(!) memory space, since it uses 3 + 1 slots of size 2!=. Hence, the
Separation Algorithm achieves a competitive ratio of O(log ).
3.4. Implementation issues
In the algorithms presented thus far, we assumed that the value of ! is known in
advance. Also, the Separation Algorithm is presented under the assumption that  is
known in advance. We now show how to avoid these assumptions. We also outline
how to combine the Slots Algorithm and the Separation Algorithm in order to obtain
a competitive ratio of O(minflog; log g).
At any given point of time, the value of ! that should be used by the algorithm
is the maximum concurrent storage requirement thus far, rounded up to the closest
power of 2. This value is updated during the execution of the algorithm. Upon each
such update, the algorithm \resets" the bottom of the storage area to be the highest
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memory address used thus far. The resets can, at most, double the storage area used in
total.
Similarly, at any given point of time, the value of  which should be used by the
algorithm is the maximum number thus far of concurrent processes having dierent
durations, rounded up to the closest power of 2. This value is updated during the
execution of the algorithm. Upon each such update, we reset the area allocated for the
\light" processes. As there can be at most O(log ) such resets, the total area allocated
for the \light" processes is at most O(!log ). As for the \heavy" processes, it is
easy to verify that if they are handled by the Coloring Algorithm of [15], no resets of
the area allocated for these processes is needed.
It is also easy to verify that the Slots Algorithm and the Separation Algorithm can be
executed in parallel, since essentially, they both use segregated storage methods. Upon
arrival of a process, memory space is allocated by the algorithm with the (current)
better competitive ratio. Referring to this parallel execution of the two algorithms as
to the Combined Algorithm, we obtain the following result.
Theorem 6. The competitive ratio of the Combined Algorithm is O(minflog; log g).
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