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ABSTRACT 
A scaling of a nonnegative matrix A is a matrix having the form A’ = UAV 
where U and V are square diagonal matrices which have positive diagonal elements. If 
the matrix A is square and V = U-‘, we call A’ a symmetric scaling of A. We 
consider two problems: the first concerns the identification of a scaling of a given 
nonnegative matrix with prescribed row and column products; the second concerns 
the problem of finding a symmetric scaling of a given nonnegative square matrix 
whose row products equal the corresponding column products. For each of these two 
scaling problems we characterize the solutions in terms of a nonlinear convex 
optimization problem, we use the characterization to demonstrate that feasibility of 
either scaling problem is equivalent to the existence of a matrix satisfying the target 
property and having the same pattern as the given matrix, we establish uniqueness of 
solutions to either scaling problem whenever it is feasible, and we develop algorithms 
for computing the desired (unique) scalings in the cases where the problems are 
feasible. 
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1. INTRODUCTION 
A scaling of a nonnegative matrix A is a matrix having the form 
A’ = UAV where U and V are square diagonal matrices which have positive 
diagonal elements. If the matrix A is square and V = U-‘, we call A’ a 
symmetric scaling of A. Scaling problems concern the identification of 
scalings of a given matrix with certain prescribed properties. In the current 
paper we consider scaling problems where the objective is related to row and 
column products. Specifically, we study two problems: the first concerns the 
identification of a scaling of a given matrix with prescribed row and column 
products, whereas the second concerns the identification of a symmetric 
scaling whose row products equal the corresponding column products. 
The problem of determining a scaling of a given matrix that has pre- 
scribed row and column sums has been studied extensively over the last half 
century. The first reference of which we are aware on such scaling problems 
is Kruithof (1937), who considered estimation methods for telephone traffic. 
In particular, he suggested an algorithm for computing such a scaling for a 
given nonnegative matrix by scaling the rows and the columns iteratively to 
the right sums. The development of a comprehensive theory started only 
through the pioneering paper of Sinkhom (1964). Major advances followed, 
e.g., Brualdi, Parter, and Schneider (19661, Knopp (1979), Brualdi (19681, 
Menon (1968), Menon and Schneider (19691, and others. The problem has 
applications in many areas, including planning of telephone and transporta- 
tion traffic, updating social accounting matrices, matrix preconditioning, and 
algebraic image reconstruction; see Bacharach (19701, Lamond and Stewart 
(1981), King (19811, Rothblum and Schneider (1989), Schneider and Zenios 
(199O), and references therein. Recently, Kothblum, Schneider, and Schnei- 
der (1990) considered the related problem of identifying a scaling of a given 
matrix with prescribed row and column maxima. In particular, they obtained 
an algorithm which, for a given matrix, will either identify a desired scaling or 
determine that no such scaling exists. In the current paper we consider the 
related scaling problem where the objective is to identify a scaling of a given 
matrix having prescribed row and column products. 
Symmetric scalings of a given square matrix whose row sums equal the 
corresponding column sums have been studied in Eaves, Hoffman, Roth- 
blum, and Schneider (1985), and a comprehensive study of computational 
methods for the numerical solution of such problems is given in Schneider 
and Zenios (1990). The related problem with the max operator replacing the 
sum operator, i.e., the problem of finding symmetric scalings of a given 
square matrix whose row maxima equal the corresponding column maxima, 
was introduced in Schneider and Schneider (1991) and further studied in 
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Schneider and Schneider (I990), Schneider (199O), and Rothblum, Schnei- 
der, and Schneider (1992). Here, we consider the related problem of 
identifying symmetric scalings of a given square matrix whose row products 
equal the corresponding column products. 
Scaling problems where the target property is that the row sums and 
column sums satisfy prescribed lower and upper bounds have been examined 
in Rothblum (1990). Numerical algorithms for solving these problems which 
rely on converting them to equivalent optimization problems are given in 
Censor and Zenios (1991). The above two references also address the 
symmetric scaling problem where the target property is that the differences 
between row sums and the corresponding column sums have prescribed 
lower and upper bounds. 
The analysis of the scaling problems we study in the current paper follows 
the same outline as Eaves, Hoffman, Rothblum, and Schneider (1985), 
Rothblum and Schneider (19891, and Rothblum (1989, 19921, where scaling 
problems with constraints on row and column sums were studied. In the 
above papers nonlinear convex optimization problems were used to obtain 
results about characterization, existence, and uniqueness of the scaling prob- 
lems. Here, we identify a least squares problem under a set of linear equality 
constraints whose solution is equivalent to the solution of the scaling problem 
with constraints on row and column products. In particular, results about 
characterization, existence, and uniqueness of solutions to scaling problems 
are derived from corresponding results about solutions of least squares 
problems. 
We start by introducing some notation and conventions in Section 2. 
Next, in Section 3, we introduce and analyze a model which is later used to 
unify the study of the two scaling problems we consider in this paper-find- 
ing scalings of given matrices with prescribed row and column products, and 
finding symmetric scalings of given square matrices with row products 
equaling the corresponding column products. These two problems are then 
examined in Sections 4 and 5, respectively. Finally, explicit algorithms for 
solving the above problems are suggested in Section 6. 
2. NOTATION AND CONVENTIONS 
A vector a E RP is called nonnegative, written a 2= 0, if all of its 
coordinates are nonnegative, and strictly positive, written a>,O, if all of its 
coordinates are positive. Given two vectors a, b E R”, we write a > b or a>>b 
if a - b > 0 or a - b,O, respectively. Similar notation applies to matrices. 
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Let A E Rmx”. For i = 1,. . , m, the i-row-support of A, denoted 
o;:(A), is defined as the set {j = 1, . . . , n : Aij # 0); similarly, for j = 
;; 1’; 
n, the j-column-support of A, denoted a4 A), is defined as the set 
m : Aij # 0). The support of A, denoted a( A), is defined as the 
set U’i=‘Ii;i, j>: j E uJA)} = Uy=,{<i, j): i E crj( A)). If Z is a subset of 
(1, . . , m} and J is a subset of {I,. . . , n}, we denote the submatrix of A 
corresponding to the rows of Z and the columns of J by A,,; similarly, we 
denote the submatrix of A corresponding to the rows not in Z and the 
columns not in J by Arclc. 
The bipartite graph associated with the matrix A is the pair G = (N, E) 
where N = (1, . . . , m + n} is the vertex set of G and 
E E {{i, m + j} : (i, j) E a( A)) 
is the edge set of G. We can order the edges of E, say lexicographically, and 
identify each edge with a corresponding (unique) integer in the set 
0,. . . , [El}. The node-arc incidence matrix of G is then defined as the 
matrix C E RINlxlEl with 
cj, = IL if e = {i,j) forsome j = l,..., 12, 
0 otherwise. 
In particular, if u E R”, v E R”, and e = {i, m + j} E E, then [cur, ur)~], 
= ui + vj. Also, if a E RIEI, then for every vertex k E V, (Ca), = 
c,, : k E e) a,. 
The directed graph associated with a (square) matrix A E Rnx ’ is the 
pair H = (N, E) h w ere N = (1, , n} is the vertex set of H and 
E={(i,j):i=l,..., n and j=I ,..., n,whereAij#O} 
is the edge set of H. Again, we can order the edges of E, say lexicographi- 
tally, and identify each edge with a corresponding (unique) integer in the set 
11,. . . , /El}. The node-arc incidence matrix of H is then defined as the 
matrix C E RINlxlEl with 
1 if e = (i,j) forsome j E {l,..., n}, 
ci, = - 1 if e = (j, i) for some j E (1,. . . , n}, 
0 otherwise. 
In particular, if w E R” and e = (i, j) E E, then (wTCje = wi - wj. Also, if 
a E RIsI, then for every vertex i E N, (Cal, = Cti:(i,j)t El ajj. 
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3. A UNIFIED MODEL 
Throughout this section let a E R P, b E Rq, and C E Rpxq be given. 
We consider the problem of finding vectors a’ E RP and w E Rq such that 
and 
a ‘T = aT + WTC (3.1) 
Ca’ = b. (3.2) 
Thus, the goal is to select a vector w E RY so that the transformation 
a 4 a + CTw maps the vector a into a vector a’ that satisfies the target 
system CX = b. The vectors a and b and the matrix C form the data for this 
problem. In particular, the matrix C serves two roles-it is used both in the 
definition of the transformation and in the target condition. 
We will see that the problem of finding solutions to (3.1)-(3.2) is 
facilitated by examining the following (nonlinear, convex) least squares opti- 
mization problem: 
PROGRAM I. mm 2- l C;= ,( xj - aj)2 
subject to Cx =b. (3.3) 
The relation of the above program to (3.1)-(3.2) will be explored in the 
following three theorems. 
THEOREM 3.1 (Existence). Let a’ E R J’. Then there exists a vector 
w E Rq such that (a’, w) satisfies (3.1)-(3.2) if and only if a’ is an optimal 
solution of Program I. 
Proof. As the objective of Program I is strictly convex and its constraints 
are defined via linear equalities, we have that the Kuhn-Tucker conditions are 
necessary and sufficient for optimality; see Avriel(1976). For Program II, the 
Kuhn-Tucker conditions assert that x E RJ’ satisfies 
Cx = b 
and for some vector w E Rq 
0 = ; 2-l E (xj - aj)” - wT(Cx - b) = xj - aj - (W’C)~ 
J j=l 1 
for j = l,...,n. 
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Thus, the vector u’ is an optimal solution of Program I if and only if for some 
vector w E R4, (3.1)-(3.2) is satisfied by (a’, w). W 
THEOREM 3.2 (Existence). The following are equivalent: 
(a) there exists a pair (a’, w) E Rq X RP satisfying (3.1)-(3.2), 
(b) the linear system Cx = b is feasible, 
(c) Program I has an optimal solution, and 
(d) there exists no vector A E Rs with ATC = 0 and hTb # 0. 
Proof. The equivalence of (a) and (c) follows directly from Theorem 3.1. 
Also, the implication (c) * (b) is trivial, and the reverse implication (b) * (c) 
follows from continuity arguments and the observation that the objective 
function of Program I has compact level sets. Finally, the equivalence of (b) 
and (d) is the standard result in linear algebra which asserts that for every 
matrix C, range(C) = null(CT)L. n 
THEOREM 3.3 (Uniqueness). There exists at most one vector a’ E RP for 
which there exists a vector w E Rq such that (a’, w) satisfies (3.1)-(3.2). 
Further, if (a’, w’) E RP X Rq satisfies (3.1)-(3.21, then the general solu- 
tion of (3.1)-(3.2) is ( a’, w1 + z), where z E Rs is a solution of the homoge- 
neous equation zTC = 0. 
Proof. The uniqueness of the vector u’ follows directly from Theorem 
3.1 and the fact that the objective function of Program I is strictly convex. 
Next assume that (3.1)-(3.2) is satisfied by (a’, w’) E Rr X RY. Then 
(a’, w2) E RP X RY satisfies (3.1)-(3.2) if and only if a + (w21TC = a’. As 
a + (w’)~C = a’, it follows that the latter occurs if and only if (w2 - w’)~C 
= a’ - a = 0, i.e., w2 = w1 + z where zTC = 0. W 
The next lemma complements Theorem 3.1 by characterizing vectors 20, 
rather than a’, which can be extended into a solution of (3.1)-(3.2). This 
result is not used in our forthcoming analysis of scaling problems and is stated 
for completeness. 
LEMMA 3.4. Let w E Rq. Then there exists a vector a’ E Rr such that 
(a’, w) satisfies (3.1)-(3.2) if and only if CCTw = b - Cu. 
Proof.. The proof of the lemma follows directly from the substitution of 
(3.1) into (3.2). n 
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4. SCALINGS OF MATRICES HAVING PRESCRIBED ROW AND 
COLUMN PRODUCTS 
Throughout this section let A E RmX n be a given nonnegative matrix 
having no zero row or zero column, and let S E R” and T E R” be given 
strictly positive vectors. We consider the problem of finding a matrix A’ E 
R mX n and diagonal matrices U E R”’ m and V E R”’ n with positive diago- 
nal elements such that 
A’ z UAV E Rmxn, (4.1) 
n Aij = Si for i = 1,. .., m, (4.2) 
j=a,(A) 
and 
n AIj = Tj for j = 1,. . .,a. (4.3) 
iEd 
We note that by defining the empty product to be zero, we may allow the 
matrix A to have zero rows and/or zero columns and the vectors S and T to 
be nonnegative, rather than positive. But, under this generalization, solvabil- 
ity of (4.1)-(4.3) implies that all the elements of a row or a column of A are 
zero if and only if the corresponding coordinate of S or T is zero, and in this 
case we can omit the zero rows and columns of A and the corresponding 
coordinates of S and T, respectively. 
Consider the matrix a E RmX” and the vectors s E Rm and t E R” 
defined elementwise by 
‘ij e 
In Aij if (i,j) E a(A), 
0 if (i,j)~({l,..., m} X(1 ,..., n})\cr(A), 
(4.4) 
si = In Si for i = l,...,m, (4.5) 
and 
tj = In Tj for j = l,...,n. (4.6) 
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Then (4.1H4.3) is equivalent to the problem of finding a matrix a’ E R 
and vectors u E R” and u E R” SW& that 
aij = 
i 
ui + aij + vj if (i,j) E a(A), 
0 if (i,j) E ({l,..., m} X 11,. 
and 
C ark=si for i=l,...,m, 
k E un,( A) 






Of course, this equivalence is obtained by using the (reversible) change of 
variables where 
a:j = 
ln Aij if (i,j) E v(A), 
0 if (i,j) E({l,..., m) X {l,..., n})\o(A), 
(4.10) 
and 
ui = In Uii for i = 1,. . , m, (4.11) 
vj = In Vjj for j = l,...,n. (4.12) 
We next observe that the matrix a can be identified with the vector whose 
coordinates correspond to the nonzero coordinates of the matrix A, listed in 
lexicographic order. In particular, the problem of finding U, u, and a’ 
satisfying (4.7H4.9) can be formulated by (3.1)-(3.2) where a’ is also 
identified with a vector having the same size as a, C is the node-arc 
incidence matrix of the bipartite graph associated with the matrix A, and 
b = (r, s) E R” x R” = R”+“. Thus, the results of Section 3 apply. In 
particular, we will consider the following optimization problem: 
PROGRAM II. min 2-‘cCi, j)E WCA)(~ij - aij)2 
subject to C rij=si for i= l,...,m, (4.13) 
jcc;i(A) 
C xij = tj for j = l,...,n. (4.14) 
iEd 
SCALINGS OF MATRICES 167 
Of course, Program II can be defined explicitly in terms of the original 
matrix A and the original vectors S and T, but in this case the resulting 
constraints will not be linear. 
We next use the results of Section 3 to study the scaling problem defined 
by (4.1H4.3). 
THEOREM 4.1 (Characterization). Let A’ E R”lX “. Then there exist diag- 
onal matrices U E Rmx”’ and V E Rnx” with positive diagonal elements 
such that (A’, U, V) satisfies (4.1)-(4.3) if and only if a’ defined by (4.5) is 
an optimal solution of Program II. 
Proof. The equivalence follows directly from Theorem 3.1 with C as the 
arc-node incidence matrix of the bipartite graph associated with A and 
b = (r, s) E R” x R” = R”‘+“. The specific arguments make use of the 
transformation of (4.1)-(4.3) into (4.7)~(4.9), the representation of the latter 
by (3.1)-(3.2), and the identification of the matrices a and n’ with the 
corresponding vectors. n 
THEOREM 4.2 (Existence). The following are equivalent: 
(al) there exists a solution to (4.1)~(4.3), 
(CL?) there exists a solution to (4.7)~(4.91, 
(bl) there exists a nonnegative matrix A’ E R”‘X” which satisfies 
(4.2)-(4.3) and has c+( A') = a(A), 
(b2) Program II is feasible, 
(c) Program II has an optimal solution, 
(dl) if p E R” and 77 E R” satisfy pi = qj for all (i, j) E (+(A), then 
(4.15) 
(d2) if p E R” and 77 E R” satisfy pi = vi for all (i,j) E a(A), then 
m n 
C P.isi = C Tjtj, (4.16) 
i=l j=l 
(el) if I is a subset of {l, . . , m} and J is a subset of (1, . . . , n} where 
AIJ = 0 and AIC,” = 0, then 
(4.17) 
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and 
(e2) if Z is a subset of { 1, . . . , m} and J is a subset of (1, . . , n} where 
A,_, = 0 and AICIC = 0, then 
csi= ctj. (4.18) 
iel .iEl 
Proof. The equivalences (al) = W, (bl) - (b21, Cdl) - (dz), and 
(el) a (e2) are easily verified by taking corresponding natural logarithms as 
needed. Also, the equivalences (a2) a (b2) CJ (c) w (d2) follow directly 
from Theorem 3.2 and the arguments used to establish Theorem 4.1 after 
observing that (d2) is equivalent to the assertion that if /_L E R”’ and LJ E R” 
satisfy pi + & = 0 for all (i,j) E o(A), then 
In n 
c /.Lisi + c tjtj = 0. (4.19) 
i=l j=l 
Finally, standard results about solvability of the transportation problem 
(without nonnegativity constraints, show the equivalence of (b2) to (e2), 
completing our proof. n 
THEOREM 4.3 (Uniqueness). There exists at most one matrix A’ E R”lX n 
for which there exist diagonal matrices U E R”lX “’ and V E R”’ n with 
positive diagonal elements such that ( A’, U, V) satisfies (4.1)-(4.3). Further, 
if (A’, U’, V ‘> satisfies (4.1)~(4.3), then th e g eneral solution of (4.1H4.3) is 
(A’, YU’, ZV ‘) where Y and Z are diagonal matrices having positive diago- 
nal elements and 
YiiZjj = 1 forall (i,j) E o(A). (4.20) 
Proof. Theorem 3.3 and the arguments used in the proof of Theorem 
3.1 show the uniqueness of A’ and the fact that if (A’, U1, V ‘) satisfies 
(4.1)-(4.31, then the general solution of (4.1)-(4.3) is (A’, YU’, ZV’), where 
Y and Z are diagonal matrices having positive diagonal elements such that 
the vectors y E R” and z E R” defined elementwise by yi = In Yji and 
zj = In Zjj satisfy 
yi + zj = 0 forall (i,j) E a( A). 
But, the above condition about y and z is clearly equivalent to (4.20), 
completing our proof. n 
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Consider the bipartite graph G = (N, E) associated with A. We say that 
two vertices i and j of N are connected if there exists a positive integer r 
andvertices i, = i, i,, . , i, = j such that for k = 0,. . , r - 1, {ik, ik+l} E 
E. It is well known that this relation is an equivalence relation and that we get 
a partition of N into equivalence classes of connected vertices. These 
equivalence classes are called the components of G. 
Theorem 4.3 implies that the diagonal elements of the scaling matrices 
coincide for indices corresponding to elements of the same components of 
the graph that is associated with A. Hence, a general solution to (4.1)-(4.3) is 
determined by scalars that correspond to these components. We thereby can 
obtain a representation of the general solution to (4.I)-(4.3) whenever this 
system is feasible. To obtain this representation, let l? be the set of compo- 
nents of G. As we are assuming that A has no zero row or zero column, each 
p E F satisfies p fl {l, . . . , m} # 0 and p n 11, , n) + 0. For each p E 
F, let Yp E R”‘x”’ be the diagonal matrix with (Ypjii = 2 if i E p and 
(Y p>ii = 1 if i E (1, . . . , m} \ p, and let Z p E R” ’ n be the diagonal matrix 
with (Zpjjj = 2 if m + j E p and <Zp>, = 1 if m + j E (m + 1,. , m + 
n) \ P. 
COROLLARY 4.4 (Representation). Suppose (4.I)-(4.3) is feasible. Then 
for some fixed nonnegative matrix A’ E R” x n and diagonal matrices U E 
mXm and V E RnXn having positive diagonal elements, the general solution 
:f (4.1H4.3) has the form 
We note that Lemma 3.4 has an analogue for the problem (4.1)-(4.3), but 
we do not state it explicitly, because it does not seem to be of interest for the 
study of the scaling problem. 
5. SCALINGS OF MATRICES WITH ROW PRODUCTS EQUAL TO 
CORRESPONDING COLUMN PRODUCTS 
Throughout this section let A E Rnx n be a given nonnegative matrix 
having no zero row or zero column. We consider the problem of finding a 
diagonal matrix W E Rmx m with positive diagonal element such that 
A’ 3 WAW-’ E RnXn (5.1) 
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and 
n Aik = n Aii, i = 1,. . . , n. 
k E uii( A) ksu’(A) 
(5.2) 
We note that by defining the empty product to be zero, we may allow the 
matrix A to have zero rows or zero columns. But, under this generalization, 
solvability of (5.1)-(5.2) implies that a row of A is the zero vector if and only 
if the corresponding column is. Thus, in such cases we can omit these zero 
rows and columns. 
Consider the matrix a E R”’ ’ defined elementwise for i, j = 1,. . . , n by 
i 
ln Aij if (i,j) E c(A), 
aij = 
0 if (i,j) E ((l,... ,n} x {L...>n))\o(A). 
(5.3) 
Then (5.1)-(5.2) is equivalent to the problem of finding a matrix a’ E R”lx ” 
and a vector w E R” such that 
a;j = 
i 
wi + aij - wj if (i,j) E u(A), 
0 if (i,j) E ({l,..., n] x {l>...>n})\~(A) 
(5.4) 
and 
C uIk = C uki for i = l,...,n. 
k E u,,(A) keci(A) 
(5.5) 
Of course, this equivalence is obtained by using the (reversible) change of 
variables where 
Uij = 
ln Aij if (i,j) E a(A), 
0 if (i,j) E ({l,..., n} X {l,..., n)) \a(A) 
(5.6) 
and 
wi = In Wji for i = l,...,n. (5.7) 
As we did in Section 4, the matrix a can be identified with the vector 
whose coordinates correspond to the nonzero coordinates of the matrix A, 
listed in lexicographic order. In particular, the problem of finding w and a’ 
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satisfying (5.4)~(5.5) can be formulated as (3.1)-(3.21, where a’ is also 
identified with a corresponding vector, C is the node-arc incidence matrix of 
the directed graph associated with the matrix A, and b = 0 E R”. Thus, the 
results of Section 3 apply. In particular, we will consider the following 
optimization problem: 
PROGRAM III. min2-1C~i,j)E g(A)(xij - aij)” 
subjectto kE2Ajxii = c xki for i = l,...,n. 
k~u'(A) 
(5.8) 
Of course, Program III can be defined explicitly in terms of the original 
matrix A. 
We next use the results of Section 3 to study the scaling problem defined 
by (5.1H5.2). 
THEOREM 5.1 (Characterization). Let A’ E R” x “. Then there exists a 
diagonal matrix W E R n ’ n with positive diagonal elements such that ( A’, W) 
satisfies (5.1)-(5.2) if and only if a’ defined by (5.4) is an optimal solution of 
Program III. 
Proof. The equivalence follows directly from Theorem 3.1 with C as the 
arc-node incidence matrix of the directed graph associated with A, and 
b = 0 E R”. The specific arguments make use of the transformation of 
(5.1)-(5.2) into (5.4)-(5.5), the representation of the latter by (3.1)-(3.21, 
and the identification of the matrices a and a’ with the corresponding 
vectors. w 
THEOREM 5.2 (Existence). There always exists a solution to (5.1)-(5.2). 
Proof. By applying the transformations discussed above, the proof of the 
theorem follows directly from the equivalence of parts (a) and (b) in Theorem 
3.2 and the observation that the zero vector is always a feasible solution of 
Program III; hence, this program is always feasible. n 
THEOREM 5.3 (Uniqueness). There exists at most one matrix A’ E R’“x n 
for which there exist diagonal mat&es W E Rnx n with positive diagonal 
elements such that ( A’, W) satisfies (5.1)-(5.2). Further, if ( A’, W ‘> satis- 
fies (5.1)-(5.2), then th e g eneral solution of (5.1)-(5.2) is (A’, ZW ‘), where 
Z is a diagonal matrix with positive diagonal elements and 
Zii = Zjj for-all (i,j) = a(A). (5.9) 
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I+ooJ Theorem 3.3 and the arguments used in the proof of Theorem 
3.1 show the uniqueness of A’ and the fact that if (A’, W ‘1 satisfies 
(4.I)-(4.3), then the general s o u ion of (4.1)-(4.3) is (A’, ZW’), and Z is a 1 t’ 
diagonal matrix having positive diagonal elements such that the vectors 
z E R” defined elementwise by zi = In Zii satisfy 
Zl -zj=o for all (i,j) = a( A). (5.10) 
But (5.9) is clearly equivalent to (5.10), completing our proof. n 
Consider the directed graph G = (N, E) associated with A. We say that 
two vertices i and j of N are connected if there exists a positive integer r 
and vertices i, = i, i,, . . . , i, = j such that for k = 0,. . . , r - 1, either 
(i k, ik+l) E E or (ik+l, ik ) E E. It is well known that this relation is an 
equivalence relation and that we get a partition of N into equivalence classes 
of connected vertices. These equivalence classes are called the strong compo- 
nents of G. 
Theorem 5.3 implies that the diagonal elements of the scaling matrix 
coincide for indices corresponding to elements of the same strong component 
of the graph that is associated with A. Hence, a general solution to (5.1)-(5.2) 
is determined by scalars that correspond to these components. We thereby 
can obtain representation of the general solution to (5.1)-(5.2) whenever this 
system is feasible. To obtain this representation, let I be the set of strong 
components of G. For each p E I, let Zp E R”’ m be the diagonal matrix 
with (Zp)ii = 2 if i E p and (Zp)ii = 1 if i E 11,. . . , n} \ p. 
COROLLARY 5.4 (Representation). For some fixed nonnegative matrix 
A’ E R”’ n and diagonal matrix W E R”’ n having positive diagonal ele- 
ments, the general solution of (5.1)-(5.2) has the form 
Again, we note that Lemma 3.4 has an analogue for the problem 
(5.1)-(5.2), but we do not state it explicitly, because it does not seem to be of 
interest for the study of the scaling problem. 
6. ALGORITHMS 
The scaling problems considered in Section 4 and in Section 5 can be 
solved by computing an optimal solution of Program II and Program III, 
respectively. The corresponding optimal solution, say a’, can then be used to 
obtain the scaled matrix A’ by the converse of the transformations given in 
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(4.10) and (5.3) namely, 
Aij = 
exp(uij) if (i,j) E o(A), 
0 otherwise. 
(6.1) 
The optimal dual solution of Program II can be used to obtain the scaling 
matrices U and V by similar exponentiation, and the optimal dual solution of 
Program III can be used to obtain the corresponding scaling matrix W. 
Using the row-action framework of Censor and Lent (1981), one can 
derive simple iterative algorithms for both Program II and Program III. In 
particular, the quadratic function Cci, jjE o(Aj 2-‘(xij - aij)’ is a Bergman 
function with zone R”, as characterized in the above reference. Hence, one 
can apply the general iterative algorithm of Censor and Lent for equality 
constrained problems and specialize it for the quadratic objective function 
and the constraints of Program II and Program III. In particular, the 
algorithm for Program II is a special case of Algorithm 2.5 from Zenios and 
Censor (I99I). (The latter algorithm solves problems with bounded variables.) 
Readers are referred to Censor and Lent (1981) for the general algorithm 
and to Zenios and Censor for specializations and reports of computational 
experience. Here we only state the algorithms. 
ROW-ACTION ALGORITHM for Program II. 
Step 0 [initialization]. Set k + 0. Select u” E R” and u” E R”. Define 
a0 E R”“’ by 
eyj = 
i 
aij - uy - ujo for (i,j) E g(A), 
0 for (i,j) 6 a( A). 
Step 1 [iterative step over constraints (4.13)]. For i = 1,2, . . , m let 
Pi = [/oi(A)(I]-’ si - C eI; 1 
[ j~uJ.4) 1 ay2 =a; + pi for j E gi( A), 
uk+i = t Uk - pi. 
Step 2 [iterative step over constraints (4.14)]. For j = 1,2, . . . , n let 
pj = [II+ A)II]-’ c CZV~‘~ , 
iE04.4) I 
afj+ 1 = afj+ l/2 + pj for i E (rj(A), 
vk+‘=lJk-p, 
I J I’ 
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Step 3. Replace k + k + 1 and return to step 1. 
ROW-ACTION ALGORITHM for Program III. 
Step 0 [initialization]. Set k + 0. Select w” E R”. Define a0 E RnXn by 
ayj = 
i 
aij - wo + w,? for (i,j) E o(A), 
0 for (i,j) @ o(A). 
Step I [iterative step over constraints (5.8)]. For i = 1,2, . . . , n let 
pi = [IIoi(A)II +II~‘(A)II]-~ C ‘ii - C afp 
[ ~E’T~(A) pea,(A) 
ay’=ah+p, for j E ai( A), 
a$,+ 1 = k 
I’ aji - Pi 
for j E ai( A), 
Wk+i = W; - pi. 
Step 2. Replace k + k + 1 and return to step 1. 
We conclude by observing that both algorithms are suitable for imple- 
mentation on parallel architectures. In particular, the algorithm for Program 
II can be implemented by the simultaneous execution of step 1 for all 
i = l,..., m, followed by the simultaneous execution of step 2 for all 
j = I..., rr. The algorithm for Program III can be executed in parallel by 
iterating simultaneously on indices i and j that have the property [ oi( A) U 
a’(A)] fl [+A) U &(A)] = 0. N umerical results reported in Zenios and 
Censor (1991) with the quadratic optimization algorithm for Program II (with 
bounded variables) indicate that such parallel implementations are very 
efficient. 
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