Let λ 1 , · · · , λ n be random eigenvalues coming from the beta-Laguerre ensemble with parameter p, which is a generalization of the real, complex and quaternion Wishart matrices of parameter (n, p). In the case that the sample size n is much smaller than the dimension of the population distribution p, a common situation in modern data, we approximate the beta-Laguerre ensemble by a beta-Hermite ensemble which is a generalization of the real, complex and quaternion Wigner matrices. As corollaries, when n is much smaller than p, we show that the largest and smallest eigenvalues of the complex Wishart matrix are asymptotically independent; we obtain the limiting distribution of the condition numbers as a sum of two i.i.d. random variables with a Tracy-Widom distribution, which is much different from the exact square case that n = p by Edelman (1988); we propose a test procedure for a spherical hypothesis test. By the same approximation tool, we obtain the asymptotic distribution of the smallest eigenvalue of the beta-Laguerre ensemble.
Introduction
With the development of modern technology, high-dimensional datasets appear very frequently in different scientific disciplines such as climate studies, financial data, information retrieval/search engines and functional data analysis. The corresponding statistical problems have the feature that the dimension p is possibly larger than the sample size n. In particular, such feature is very common in the data of gene expression. For example, in the data of "1000 Genomes Project" which is by far the most detailed catalogue of human genetic variation, n is usually at the level of 10 3 and p is at the level of 10 7 or 10 8 (Durbin et al (2010) ). In such cases the classical statistical procedures based on fixed p and large n are no more applicable. The applications thus request new theories. For recent progress in this area, see, for example, Candes and Tao (2005) , Donoho et al (2006) , Jiang (2011, 2012) , and Vershynin (2012) .
In this paper, we study the spectral properties of a Wishart matrix formed by a random sample of p-dimensional data with sample size n, where p is larger than n. Wishart matrices are very popular and useful objects in multivariate analysis, see, for example, the classical books by Muirhead (1982) and Anderson (1984) Assume p > n. Let λ 1 > · · · > λ n > 0 be the positive eigenvalues of W, which are the same as the n eigenvalues of XX * . Write λ = (λ 1 , · · · , λ n ). It is known that the density function of λ is given by f n,β (λ) = c β,p n 1≤i<j≤n .
(
1.3)
See, for example, James (1964) and Muirhead (1982) for the cases β = 1 and 2, and Macdonald (1995) and Edelman and Rao (2005) for β = 4. The function f n,β (λ) in (1.2), being a probability density function for any β > 0, is called the β-Laguerre ensemble in literature. See, for example, Dumitriu (2003) and Dumitriu and Edelman (2006) . In this paper we will study the properties of λ = (λ 1 , · · · , λ n ) for all β > 0. Precisely, there are two objectives. First, we show in Theorem 1 that, when p is much larger than n in a certain scale, a "normalized" β-Laguerre ensemble can be roughly thought as a β-Hermite ensemble with density function
for all λ = (λ 1 , · · · , λ n ) ∈ R n , where .
(1.5)
The eigenvalues λ 1 , · · · , λ n of the Gaussian orthogonal ensemble (GOE), Gaussian unitary ensemble (GUE) and Gaussian symplectic ensemble (GSE) have the joint density function f β (λ) as in (1.4) with β = 1, 2 and 4, respectively. See, e.g., chapter 17 from Mehta (1991) for more details. By using Theorem 1 mentioned above (1.4) and some known results on β-Hermite ensembles, under the assumption that p is much larger than n in a certain scale, we obtain the following new results:
(i) The largest eigenvalue λ max and smallest eigenvalue λ min in the β-Laguerre ensemble as β = 2 are asymptotically independent (Proposition 1).
(ii) The condition number κ n (see the definition in (2.6)) of an n × p matrix (x ij ) (x ij 's are i.i.d. centered complex Gaussian random variables), when suitably normalized, converges weakly to U +V where U and V are independent random variables with a common Tracy-Widom law (Corollary 1). This is much different from the exact square case that n = p studied by Edelman (1988) : κ n /n converges weakly to a distribution with density function h(x) = 8x −3 e −4/x 2 for x > 0. Based on this result, a spherical test in statistics is proposed below Corollary 1.
(iii) A linear transform of the smallest eigenvalue of the β-Laguerre ensemble converges to the β-Tracy-Widom law for any β > 0 (Proposition 2). The counterpart for the largest eigenvalues was studied by Ramírez et al (2011) .
It is worthwhile to state that the condition number κ n mentioned in (ii) is an important quantity in the field of numerical analysis dated back to Von Neumann and Goldstine (1963) .
In the second part of this paper we study the large deviations for the eigenvalues of the β-Laguerre ensembles when p is much larger than n. The large deviation for the eigenvalues of random matrices is one of active research areas in random matrix theory. See, for example, a survey paper by Guionnet (2004) and some chapters from Hiai and Petz (2006) and Anderson et al (2009) . In particular, Ben Arous and Guionnet (1997) 
for every closed set F and open set G under the topology of weak convergence of probability measures on R, where µ n := 1 n n i=1 δ λ i /p , the eigenvalues λ 1 , · · · , λ n have joint density f n,1 (λ) as in (1.2) with n/p → γ ∈ (0, 1], and
which takes the minimum value zero at the Marchenko-Pastur law with density function
For the general framework of the large deviation principle, its connection to the subjects of mathematics, physics, statistics and engineering, see, for example, Shwartz and Weiss (1995), Dembo and Zeitouni (2009) and Ellis (2011) . When p/n → ∞, the LDP problem for µ n in (1.6) and (1.7) has been open until now. In fact, we resolve the problem in Theorem 4 under the assumption that both p and n are large with p/n 2 → ∞. Contrary to the Marchenko-Pastur law stated in (1.8), we show that the rate function in Theorem 4 takes the minimum value at the semi-circle law.
The large deviation principles for the largest eigenvalue λ max and the smallest eigenvalue λ min of the β-Laguerre ensemble are also studied in Theorems 2 and 3 as p/n → ∞. Their rate functions are explicit.
The rest of the paper is organized as follows. In Section 2 we give a theorem that the β-Laguerre ensemble converges to the β-Hermite ensemble as p is much larger than n and present some implications; In section 3 we give three theorems about the large deviations for the largest eigenvalues, the smallest eigenvalues and the empirical distributions of the eigenvalues of the β-Laguerre ensemble as p is much larger than n in a certain scale. The proofs of the results stated in Sections 2 and 3 are given in Sections 4 and 5, respectively.
The reader is warned that the notation µ or µ n throughout the paper sometimes represents a probability measure, a mean value or an eigenvalue in different occasions, but this will not cause confusions from the context.
Convergence of Laguerre Ensembles to Hermite Ensembles and Its Applications
Let µ and ν be probability measures on (R k , B), where k ≥ 1 and B is the Borel σ-algebra on R k . The variation distance µ − ν is defined by
if µ and ν have density functions f (x) and g(x) with respect to the Lebesgue measure. For a random vector Z, we use L(Z) to denote its probability distribution. The notation a n ≫ b n means lim n→∞ a n /b n = +∞.
be random variables with density function f n,β (λ) as in (1.2) and µ = (µ 1 , · · · , µ n ) be random variables with density f β (µ) as in (1.4) . Set
Roughly speaking, Theorem 1 says that a "very rectangular-shaped" β-Laguerre ensemble is essentially a β-Hermite ensemble. This can be seen from a simulation study as shown in Figure 1 . It indicates that the maximum, the minimum, the median and the range of the former one are close to those of the latter one. Theoretically, comparing the density functions of both ensembles, with the transform given in Theorem 1, the essential understanding is that (1+ λ n ) n e −λ ∼ e −λ 2 /(2n) as n → ∞. The left hand side is from the pdf of the Laguerre ensemble, and the right is from the Hermite ensemble. The term J := 1≤i<j≤n |λ i − λ j | β under the linear transform aλ + b is identical to a βn(n−1)/2 J. Multiplying both sides of "∼" by J, we then see that the two density functions are asymptotically identically as p is much larger than n. The literal argument is given in (4.16) .
Theorem 1 can also be understood through random matrix models. For example, take the Wishart matrix W = XX * where X = (x ij ) n×p and x ij 's are i.i.d. random variables with the distribution of N (0, 1) and p > n. For simplicity, let n be fixed, then the entries of (W − pI)/ √ p are asymptotically independent normals. In other words, the limit is an Hermite ensemble. Finally, according to Dyson's three fold way of classical random matrices (Dyson, 1962) , three types of random matrices are of great interest: Hermite, Laguerre and Jacobi matries. This paper together with the work by Jiang (2009 Jiang ( , 2013 says that, as the parameters of the last two matrices are in extreme relationships, we have Jacobi → Laguerre → Hermite.
See Theorem 1 here and Theorem 6 from Jiang (2013). The notation "→" is interpreted by "is reduced to" in words or the variation approximation as in Theorem 1 literally. Now, by combining Theorem 1 with some known results on the β-Hermite ensembles, we obtain several new results. To state them, let us first review the Tracy-Widom distributions. Set
where q is the unique solution to the Painlevé II differential equation
satisfying the boundary condition q(x) ∼ Ai(x) as x → ∞, where Ai(x) is the Airy function. It is known from Hastings and McLeod (1980) that
as x → −∞. The distributions for the orthogonal and symplectic cases (Tracy and Widom (1996) ) are
1/2 and (2.4)
for all x ∈ R, where cosh t = (e t + e −t )/2 for t ∈ R. Our first result following from Theorem 1 is on complex Wishart matrices (β = 2). In fact, data matrices with complex-valued entries arise frequently, for example, in signal processing applications (e.g., Couillet and Debbah, 2011) and statistics (e.g., James (1964) and Picinbono (1996) ). Given λ 1 , · · · , λ n , set λ min = min{λ 1 , · · · , λ n } and λ max = max{λ 1 , · · · , λ n }. .2)). Recall the condition number defined by
An immediate consequence of Proposition 1 is the following result about κ n .
In the exact square case that p = n, Edelman (1988) proves that κ n /n converges weakly to a distribution with density function h(x) = 8x −3 e −4/x 2 for x > 0. In the rectangular case such that p ≫ n 3 , Corollary 1 shows a very different behavior of κ n .
Let Y = ξ + iη be a multivariate complex normal distribution where ξ ∼ N p (0, Σ 1 ) and η ∼ N p (0, Σ 2 ) are independent. Consider the spherical test H 0 : Σ 1 = Σ 2 = ρI p vs H a : H 0 is not true, where ρ > 0 is not specified. Let Y 1 , · · · , Y n be a random sample from Ledoit and Wolf's result to cover the case of y = 0 or ∞. Corollary 1 in our paper supplements these results by providing another way of running the sphericity test when p is much larger than n and the data are complex-valued. In fact, we can carry the test in the following way. Set
Then the n positive eigenvalues of X * X/ρ 2 have the joint density function f n,β (λ) as in (1.2) with β = 2. Recall that λ max and λ min are the largest and smallest positive eigenvalues of X * X, respectively. Then, κ n = (λ max /λ min ) 1/2 does not depend on the unknown parameter ρ. By Corollary 1, the region to reject H 0 with an asymptotic 1 − α confidence level is {α n |κ n − β n | > s}, where s > 0 satisfies P (|U + V | > s) = α. The value of s can be calculated through a numerical method by using (2.2), (2.3) and the independence between U and V . Now we study the limiting distribution of λ min in the β-Laguerre ensemble for all β > 0. To do so, consider the random operator
where b x is a standard Brownian motion on [0, +∞) (b ′ x is not the derivative of b x since it is not differentiable almost everywhere). We use equation (2.7) in the following sense. For λ ∈ R and function ψ(x) defined on [0, +∞) with ψ(0) = 0 and we say (ψ, λ) is an eigenfunction/eigenvalue pair for
holds in the sense of integration-by-parts, that is, (2011) shows that, with probability one, for each k ≥ 1, the set of eigenvalues of H β has well-defined k-lowest eigenvalues (Λ 0 , · · · , Λ k−1 ). Our result on λ min of a β-Laguerre ensemble is given next.
It is known from Ramírez et al (2011) that −Λ 0 has the distribution F β (x) as in (2.4), (2.2) and (2.5) for β = 1, 2 and 4.
Under the less restrictive condition that p ≫ n, Paul (2011) obtains Proposition 2 for β = 1 and 2. Further, assuming p/n → γ ∈ (1, ∞), Baker et al (1998) show that, if β = 2, then (λ min − ν n )/τ n converges weakly to the distribution function 1 − F 2 (−x) (the distribution of −Λ 0 for β = 2), where ν n and τ n are normalizing constants. Ma (2010) obtains a similar result for β = 1. Here, Proposition 2 holds for any β > 0.
For largest eigenvalue λ max , Johansson (2000), Johnstone (2001) and Karoui (2003) obtain its limiting distribution as β = 1, 2, 4 and γ ∈ [0, ∞]. For general β > 0, the limiting distribution of λ max is obtained by Ramírez et al (2011) for the β-Laguerre ensembles (that is, λ = (λ 1 , · · · , λ n ) has density f n,β (λ) as in (1.2)) as p/n → γ ∈ [1, ∞). We derive the asymptotic distribution of λ min for the same β-Laguerre ensemble when p ≫ n 3 in Proposition 2. At this point it is not known if a result similar to Proposition 2 still holds as p/n → γ ∈ (0, ∞).
Although the proof of Theorem 1 suggests that the order of p ≫ n 3 in Theorem 1 is the best one to make the approximation hold, the orders appearing in Propositions 1 and 2 and Corollary 1 could be relaxed. This is because Theorem 1 is a uniform approximation, and the three results are specific cases. One can see improvements in a different but similar situation in Dong et al (2012).
Large Deviations for Eigenvalues
In this section we study the large deviations for three basic statistics as p ≫ n : the largest eigenvalue λ max , the smallest eigenvalue λ min and the empirical distribution of λ 1 , · · · , λ n which come from a β-Laguerre ensemble. One can check, for example, Dembo and Zeitouni (2009) for the definition of the large deviation principle (LDP). The first one is about the largest eigenvalue. THEOREM 2 Suppose λ 1 , · · · , λ n have the density f n,β (λ) as in (1.2) . Assume p = p n ≫ n as n → ∞. Then, { λmax p ; n ≥ 2} satisfies the LDP with speed {p n ; n ≥ 2} and rate function I(x) where
For the smallest eigenvalue, we have the following.
p ; n ≥ 2} satisfies the LDP with speed {p n ; n ≥ 2} and rate function I(x) where
otherwise. One may use Theorem 2 and 3 in this paper to perform some statistical tests for the case p ≫ n. Now we consider the large deviation for the empirical distribution of the eigenvalues.
as in (1.2) . Set
If p = p n → ∞ and p ≫ n 2 , then {µ n ; n ≥ 2} satisfies the LDP with speed {n 2 } and rate function I β (ν), where Theorem 4 is consistent with Theorem 1 which says that the β-Laguerre ensemble is "essentially" a β-Hermite ensemble when p is large enough relative to n.
The proof of Theorem 4 is different from the standard method of proving large deviations for the empirical distributions of eigenvalues (see, e.g., Ben Arous and Guionnet (1997), Hiai and Petz (1998) and Guionnet (2004) ). In fact, reviewing (1.6) and (1.7), we estimate P (µ n ∈ A) for a set A by making a measure transformation such that the underlying β-Laguerre distribution is changed to a β-Hermite distribution. After an approximation step similar to that in Theorem 1, we use the known result on LDP for β-Hermite ensembles to complete the proof.
As stated in Theorem 1.3 from Ben Arous and Guionnet (1997), I β (ν) is the rate function of the large deviation for µ n in (3.1) with p = n when x 1 , · · · , x n come from a β-Hermite ensemble with density f β (x) as in ( 1.4), and the rate function I β (ν) takes the unique minimum value 0 at the semi-circle law with density function g β (x) = (βπ) −1 2β − x 2 for any |x| ≤ √ 2β and β > 0. This fact implies a weak convergence of the spectral distribution:
under the setting of Theorem 4, with probability one, µ n converges weakly to a probability distribution with density g β (x). When β = 1, the underlying matrix is the real Wishart matrix, Bai and Yin (1988) show the weak convergence with the relaxed condition p ≫ n. Our next result says that for all β > 0, if p ≫ n, the limiting empirical distribution of the eigenvalues is still a semi-circle law with a different radius.
has the density f n,β (λ) as in (1.2) . Let x i and µ n be as in (3.1) . If p ≫ n → ∞, then, with probability 1, µ n converges to the semi-circle law weakly with density g β (x) = (βπ) −1 2β − x 2 for |x| ≤ √ 2β.
Finally, the order p ≫ n in Theorems 2 and 3 is the best order to make the theorems hold when one considers the case p being much larger than n. From the proof of Theorem 4, we see the order p ≫ n 2 is "almost necessary." Even so, the large deviation principle may still hold with a different rate function and/or a different speed as p ≫ n whereas the condition "p ≫ n 2 " does not hold. We leave it as a future work.
Proofs of Results in Section 2
We start with a concentration inequality on the β-Hermite ensembles. in (1.4) . Then, there exists a constant C > 0 depending on β only such that
nt 2 +Cnt for all t > 0, n ≥ 2 and β > 0.
Ben Arous et al (2001) study the above probability for the case β = 1 in their Lemma 6.3. Our Lemma 4.1 is stronger than theirs when t is large. In fact, their bound of the above probability is e −δnt 2 with some δ ∈ (0, 1/2).
Proof. It is easy to see that the order statistic
where K β n is as in (1.5) and 
Now we estimate the term K 
as x = Re (z) → +∞. It is easy to check that there exists an absolute constant C > 0 such that Γ(1 + x) ≥ x x e −Cx for all x > 0. Now, recalling K β n as in (1.5), we have
Use n − 1 ≥ n/2 to have
−β(n−1) = (2 n−1 n) β n −βn ≤ 4 βn n −βn . Combining the last two inequalities we see
β n . This together with (4.3) and (4.6) concludes that, for some constant γ depending on β only,
for all t > √ 4β + 4, where the inequality n γ ∨ t nγ ≤ e γnt is used in the second inequality. Note that the last term in (4.8) is increasing in γ > 0. Set
Therefore, (4.8) holds with C = 2γ ′ for all t ≥ 0, β > 0 and n ≥ 2.
Proof of Theorem 1. Let f n,β (λ) = f n,β (λ 1 , · · · , λ n ) be as in (1.2) . Recall
for all x i ≥ − 
where the random vector X = (x 1 , · · · , x n ) ∈ R n has density function f β (x) (replacing λ and λ i in (1.4) by x and x i accordingly). Now,
for all x i ≥ − βp 2 with i = 1, · · · , n, and it is equal to 0, otherwise. Recall the two conditions: (i) n → ∞ and p = p n ≫ n 3 and (ii) n is fixed and p → ∞. In case (i) we choose constant t n > 0 for all n ≥ 1 such that t n → ∞ and t
as n → ∞. In case (ii) we choose t p for all p ≥ 1 satisfying
as p → ∞. From now on we will only prove the theorem for case (i). The proof for case (ii) will be carried through by replacing "t n " in (4.12) with "t p " in (4.13) and "n → ∞" with "p → ∞" in the context. By Lemma 4.1, P max 1≤i≤n |x i | ≥ √ n t n ≤ C · e
Then P (Ω n ) → 1 as n → ∞. By the Taylor expansion, there exists ǫ 0 ∈ (0, 1) such that
for all |x| < ǫ 0 . Notice 2 βp |x i | < ǫ 0 on Ω n as n is large enough by (4.12). It follows that
on Ω n as n is sufficiently large. By writing
with |δ n,1 | ≤ C β,1 , where C β,1 > 0 is a constant depending on β only. Second,
on Ω n with |δ n,2 | ≤ C β,2 , where C β,2 > 0 is a constant depending on β only. Now,
with |δ n,3 | ≤ C β,3 , where C β,3 > 0 is a constant depending on β only. On Ω n , by (4.15)
with |δ n,4 | ≤ C β,4 , where C β,4 > 0 is a constant depending on β only. We claim that
as n → ∞, where by Z n = o P (1) we mean Z n → 0 in probability as n → ∞. Looking at (4.18) and (4.20) together with (4.12) and the fact P (Ω n ) → 1, the claims for U n,2 and U n,4 in (4.21) are obviously true. By Theorem 1.2 from Dumitriu and Edelman (2006), for each integer k ≥ 1,
k < ∞ as n → ∞. Reviewing (4.17) and (4.19), from the condition p ≫ n 3 , (4.12) and the fact P (Ω n ) → 1, we see that the claims for U n,2 and U n,4 in (4.21) hold true. (If p n ≡ p ≥ 2 for all n ≥ 1 then the claims for U n,1 and U n,3 are evidently true by (4.17) and (4.19) together with the fact P (Ω n ) → 1). Now, from (4.16)-(4.20), we have
on Ω n . Consequently, from (4.11), (4.21) and the fact P (Ω n ) → 1, we conclude that
in probability as n → ∞. 
From (4.7) we have
as n → ∞ uniformly for all i = 0, 1, · · · , n − 1. Use the condition p ≫ n and the fact
uniformly for all 0 ≤ i ≤ n − 1 as n → ∞ to have
By (4.26) again,
as n → ∞, where we use the fact
p ) in the last step. This joint with (4.25), (4.27) and (4.28) leads to
as n → ∞ under the restriction that p ≫ n only. Consequently, log c
Combining this with (4.30), by a routine but tedious calculation (see it in Appendix), we have
as n → ∞, which implies (4.23). Finally, by (4.22) and (4.23),
in probability as n → ∞. Obviously, Ef n,β (X) f β (X) = 1 for all n ≥ 2. By a variant of the Scheffé Lemma (see, e.g., Corollary 4.2.4 from Chow and Teicher (1997)), the two facts imply that E|f n,β (X) f β (X) − 1| → 0 as n → ∞. The desired conclusion then follows from (4.10).
Proof of Proposition 1. Let ξ 1 , · · · , ξ n have density function f 2 (ξ 1 , · · · , ξ n ) as in (1.4) with β = 2. Then
It is shown by Bornemann (2010) (see also Bianchi et al (2010) ) that the two random variablesỹ min := √ 2n 1/6 (y min + √ 2n) = n 1/6 (ξ min + 2 √ n) and
as n → ∞ for any Borel sets A and B. Further,ỹ max goes weakly to U andỹ min goes weakly to −V, where U are V are i.i.d. with the distribution function F 2 (x) as in ( 2.2) (see also Widom (1993, 1994) ). By the assumptions, λ = (λ 1 , · · · , λ n ) has density function f n,2 (λ) as in (1.2 
as n → ∞, where µ n,1 = 2p − 4 √ pn, µ n,2 = 2p + 4 √ pn and σ n = 2 √ pn −1/6 . That is, (λ min − µ n,1 )/σ n and (λ max − µ n,2 )/σ n are asymptotic independent. Finally, using the same argument as in the above, the weak convergence ofỹ max to U and that ofỹ min to −V, we obtain that λmax−µ n,2 σn converges weakly to U and λ min −µ n,1 σn converges weakly to −V as n → ∞. This together with (4.34) gives the desired conclusion.
Proof of Corollary 1. Let λ 1 , · · · , λ n be the eigenvalues of XX * . As mentioned before (1.2), we know λ = (λ 1 , · · · , λ n ) has density function f n,β (λ) as in (1.2) with β = 2. Recall µ n,1 = 2p − 4 √ pn, µ n,2 = 2p + 4 √ pn and σ n = 2 √ pn −1/6 in Proposition 1. Since σ n → ∞ and µ n,1 /(2p) → 1, by the Slusky lemma, λ min /(2p) → 1 in probability as n → ∞. Set
It is easy to check the last term in the parenthesis is equal to 8n 7/6 p −1/2 → 0 since p ≫ n 3 . Also, 1 + δ n → 1 and .2). Now, let α n = 2 √ pn 1/6 , β n = 1 + 2 n p . Recall κ n defined in (2.6). Observe
From (4.35), we see that λ max /λ min → 1 in probability as n → ∞. Also, β n → 1 and 4n 7/6 / √ p → 0 since p ≫ n 3 . The desired conclusion then follows from the Slusky lemma and (4.35).
Proof of Proposition 2.
Then
Since −ξ min and ξ max have the same distribution, by Theorem 1.1 from Ramírez et al (2011),
weakly to the distribution of Λ 0 , which is defined below (2.8). Let λ = (λ 1 , · · · , λ n ) have density function f n,β (λ) as in (1.2). By Theorem 1,
as n → ∞ for any x ∈ R and any sequence of Borel measurable functions {g n (t); t ∈ R, n ≥ 2}. Taking g n (t) = n 1/6 (2 √ n + 2/β t) to get
where µ n = β(p−2 √ np) and σ n = β √ pn −1/6 . By the earlier conclusion, the last probability goes to H(x) = P (Λ 0 ≤ x) for all continuous point x of H(x). This leads to the desired conclusion.
Proofs of Results in Section 3
This section is divided into two subsections. In Subsection 5.1 we prove Theorems 2 and
Proof of Theorem 2
Proof of Theorem 2. It is easy to check that I(x) > 0 for all x = β, I(β) = 0, {I(x) ≤ c} is compact for any c ≥ 0, and I(x) is strictly increasing on [β, ∞). Now, to prove the theorem, we need to show the following lim sup
for any closed set F ⊂ R and open set G ⊂ R.
The proof of (5.1). Obviously, the joint density function of the order statistics
Thus, from (5.3) we have
is a probability density function. We claim, as n is sufficiently large, the following hold:
In fact, taking α = β 2 (n + p − 1) − 1 and b = px in (4.5) and using the fact x > β, we obtain (5.6). To prove (5.7), set J = b 0 y α−1 e −y/2 dy with α = β 2 (p − n + 1), b = px and 0 < x < β. By integration by parts,
Solve the inequality to have
which leads to (5.7). Now we estimate A n in (5.3). In fact, by (1.3),
Use the fact Γ(x + 1) = xΓ(x) to have
as n → ∞. Combining (5.5) and (5.6) we have
for any x > β, and hence the same holds for x ≥ β since the right hand side of (5.11) is equal to zero when x = β.
where c β,p n is as in (1.3) . It follows that
as n is sufficiently large, where C is a constant not depending on n and the second inequality follows from (5.7). Consequently, lim sup
as n → ∞. It is known from the paragraph below (4.6) that Γ(1 + x) ≥ x x e −Cx ≥ 1 for x ≥ e C , where C is an universal constant. Then,
as n → ∞. From this and (4.29) we get that the sum of the third and fourth terms in (5.13) is bounded by Then, by the same argument as in (5.5), we have
where A n , B n and L n are defined in (5.3) and (5.4), andP λ 2 p < r stands for the probability of { λ 2 p < r} with the underlying probability distribution having density function L n (λ 2 , · · · , λ n ). Observe from (5.4) that the original beta-Laguerre ensemble with parameter (n, p n , β) becomes L n (λ 2 , · · · , λ n ) with parameter (n−1, p n −1, β). Since lim n→∞ p n /n = ∞, we know that p ′ n := p n+1 −1 → ∞ and p ′ n /n → ∞ as n → ∞, according to the arguments below (5.16), we have lim n→∞P λ 2 p < r = 1 since r > β. Thus,
as n → ∞. By (5.9), the right hand side of the above is equal to
as n → ∞. Now taking lim inf n→∞ for the both sides of the inequality in (5.18), and then letting a ↑ x and b ↓ x, we arrive at lim inf
which gives (5.16) for x > β.
Proof of Theorem 3. It is easy to check that I(x) > 0 for all x = β, I(β) = 0, {I(x) ≤ c} is compact for any c ≥ 0, and I(x) is strictly decreasing on (0, β]. Now, to prove the theorem, we need to show that lim sup 20) for any closed set F ⊂ R and open set G ⊂ R.
The proof of (5.19) . Obviously, the joint density function of the order statistics
provided λ 1 ≤ pM ≥ 1. By Theorem 2, for any M > β, we know that
as n is sufficiently large, where
Thus, for any 0 < x < β, we have
is a probability density function. By (5.7), the last integral is bounded by
(p−n+1) e −px/2 as n is sufficiently large. Thus, by (5.9),
as n → ∞, where η = − β 2 log 2 − 1 + log p > r = 1 since r < β. Thus,
as n → ∞. Now taking lim inf n→∞ for the both sides of (5.30), and then letting a ↑ x and b ↓ x, we arrive at lim inf
for all x ∈ G ∩ (0, β), which concludes (5.29).
Proof of Theorem 4
To prove Theorem 4 next, we need to review some terminology. Let M(R) be the collection of the Borel probability measures defined on R associated with the standard weak topology, that is, µ n converges to µ weakly as n → ∞ if and only if lim n→∞ f (x) µ n (dx) = f (x) µ(dx) for every bounded and continuous function f (x) defined on R, where {µ, µ n ; n ≥ 1} ⊂ M(R). For further reference, see, e.g., chapter 11 from Dudley (2002). When we mention open and closed sets in M(R) in the following, the corresponding topology is the weak topology.
Proof of Theorem 4. By Theorem 1.3 from Ben Arous and Guionnet (1997), I β (ν) is a good rate function, that is, I β (ν) ≥ 0 for all ν ∈ M(R) and {ν ∈ M(R); I β (ν) ≤ l} is compact under the weak topology for any l ≥ 0. So we only need to show lim sup
for any closed set F ⊂ M(R) and
The proof of (5.31) . Define
. By Theorems 2 and 3, there exists a constant δ = δ(ǫ) > 0 such that
as n is sufficiently large. By (1.2),
where
3 for all x > −1, we have
as n → ∞. Similarly, on E n (ǫ) ′ we have n i=1 |x i | 2 ≤ npǫ 2 , which leads to
as n → ∞ since 0 < ǫ < 1. By the same argument, on E n (ǫ) ′ we have
Combining all the above we get
on E n (ǫ) ′ as n → ∞, where
. From (5.35) we see that
as n is sufficiently large. Let λ 1 , · · · , λ n have the density function f β (λ 1 , · · · , λ n ) as in (1.4) .
for (y 1 , · · · , y n ) ∈ R n . By Corollary 5.1 from Ben Arous and Guionnet (1997) (taking
√ n satisfies the LDP with speed {n 2 ; n ≥ 1} and rate function α ǫ · I β/αǫ (ν) where
for any b > 0 and
We see from (5.42) that
as n → ∞. It follows that lim sup
where the condition p ≫ n 2 is used in the inequality. For the constant and rate function above, we have the following facts. where E n (ǫ) ′ is defined in (5.36) and C β,p n in (5.37). Now, by the inequality in (5.50), on E n (ǫ) ′ , we have
where U n , V n and W n are defined in (5.38), (5.39) and (5.40), respectively. Thus,
for any 0 < ǫ < ǫ 0 . This joint with (5.53) yields that
by the same arguments as those in (5.43) and (5.46), where P 1 stands for the probability such that x = (x 1 , · · · , x n ) appearing in the definitions of µ n and E n (ǫ) ′ has the probability density functioñ h β (x 1 , · · · , x n ) := γ for all 0 < ǫ < ǫ 0 . In fact, the above is trivially true if J ǫ (G) = ∞. Assume now J ǫ (G) < ∞. Then, by the LDP discussion between (5.43) and (5.46), we know P 1 (µ n ∈ G) ≥ exp{−n 2 (J ǫ (G) + ǫ)} as n is sufficiently large. From Lemma 4.1,
as n is sufficiently large since p ≫ n, where (λ 1 , · · · , λ n ) := γ 1/2 ǫ · (x 1 , · · · , x n ) has the joint probability density function f β (λ 1 , · · · , λ n ) as in (1.4). Hence, Proof of Proposition 3. Let ν β be the measure with density g β (x) = (βπ) −1 2β − x 2 for any |x| ≤ √ 2β, and define F β,ǫ = {µ ∈ R; ρ(µ, ν β ) ≥ ǫ}, where ρ(·, ·) is the Prohorov distance, see, e.g., chapter 11 from Dudley (2002). Then, F β,ǫ is a closed set under the weak topology. Recalling the definition of α ǫ in (5.41) and Lemma 5.1, we have from (5.46) that, for ǫ small enough, P (µ n ∈ F β,ǫ ) ≤ 2e −pδ + Ce ǫO(n 2 ) · P (ν n ∈ F ) ≤ 2e −pδ + Ce ǫO(n 2 ) · exp − (n 2 /2) · inf ν∈F {α ǫ · I β/αǫ (ν)} by the large deviation principle mentioned in (5.44), where ν n is defined between (5.43) and (5.44). By Lemma 5.2, the infimum goes to a positive constant since ν β / ∈ F . So the desired result follows from the Borel-Cantelli lemma.
which yields (5.59). The inequality in (5.59) implies that 
