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A B S T R A C T   
Purpose: Medical image synthesis can simulate a target modality of interest based on existing modalities and has 
the potential to save scanning time while contributing to efficient data collection. This study proposed a three- 
dimensional (3D) deep learning architecture based on a fully convolutional network (FCN) to synthesize 
diffusion-tensor imaging (DTI) from resting-state functional magnetic resonance imaging (fMRI). 
Methods: fMRI signals derived from white matter (WM) exist and can be used for assessing WM alterations. We 
constructed an initial functional correlation tensor image using the correlation patterns of adjacent fMRI voxels 
as one input to the FCN. We considered T1-weighted images as an additional input to provide an algorithm with 
the structural information needed to synthesize DTI. Our architecture was trained and tested using a large-scale 
open database dataset (training n ¼ 648; testing n ¼ 293). 
Results: The average correlation value between synthesized and actual diffusion tensors for 38 WM regions was 
0.808, which significantly improves upon an existing study (r ¼ 0.480). We also validated our approach using 
two open databases. Our proposed method showed a higher correlation with the actual diffusion tensor than the 
conventional machine-learning method for many WM regions. 
Conclusions: Our method synthesized DTI images from fMRI images using a 3D FCN architecture. We hope to 
expand our method of synthesizing various other imaging modalities from a single image source.   
1. Introduction 
Neuroimaging plays an important role in diagnosing and establishing 
a treatment plan for various diseases [1]. Neuroimaging uses a variety of 
techniques to indirectly observe the structure and function of the brain 
[2]. Structural neuroimaging can detect abnormalities based on mea-
sures related to brain morphology or nerve-fiber bundles [3]. Diffusion 
tensor imaging (DTI) is a variant of magnetic resonance imaging (MRI) 
that is widely used to extract information about white matter (WM) fiber 
bundles [3]. Unlike structural neuroimaging, functional neuroimaging 
detects functional abnormalities in the brain, based on measures related 
to metabolism [4]. Functional MRI (fMRI) measures localized changes in 
cerebral blood flow related to neural activity using 
blood-oxygen-level-dependent (BOLD) contrast [4]. 
Recently, neuroimaging studies have moved toward adopting multi- 
modal approaches so that complementary information of the brain can 
be obtained in contrast to single-modal approaches [5]. One disadvan-
tage of a multi-modal study is that the subjects must be scanned for each 
modality, which leads to increased time spent in the scanner [5]. Simply 
put, more resources are needed to perform multi-modal neuroimaging 
studies. One way to reduce the resource requirement is to perform 
medical image synthesis, which simulates a target modality of interest 
based on existing modalities. Image synthesis may be an option to 
reduce scan time and contribute to the efficient collection of data [6]. 
Many studies have adopted traditional machine learning approaches for 
medical image synthesis. Jog et al. synthesized T1- and T2-weighted 
contrast-enhanced MR images from T1-weighted, spoiled gradient 
recalled and double spin-echo images using the contrast learning on 
neighborhood ensembles [7]. Burgos et al. synthesized an attention map 
from the MR images instead of the computed tomography (CT) images 
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used for attenuation correction of positron emission tomography (PET) 
[8]. Bahrami et al. synthesized 7T MR images from 3T MR images using 
a hierarchical reconstruction-based canonical correlation analysis [9]. 
Many studies have also attempted medical image synthesis using deep 
learning models in various modalities [10–12]. Xiang et al. proposed a 
deep embedding convolutional neural network (CNN) for synthesizing 
CT images from T1-weighted MR images [12]. Xiang et al. also suc-
cessfully estimated standard-dose PET images from low-dose PET-MRI 
images using deep auto-context CNN [10]. Nie et al. proposed an 
adversarial learning strategy based on FCN for synthesizing the CT from 
MR and 7T MR from 3T MR images [11]. Many of these studies 
attempted to synthesize one functional modality based on another 
functional modality or one structural modality based on another struc-
tural modality. It is likely more challenging to synthesize a structural 
modality (e.g., DTI) from a functional modality (e.g., fMRI), as the 
discrepancy between input and output modalities is large. 
Various diffusion parameters (e.g., fractional anisotropy [FA] and 
mean diffusivity [MD]) can be calculated from DTI. The diffusion pa-
rameters can be used to detect WM anomalies in a variety of neuro-
logical and psychiatric disorders (e.g., Alzheimer’s disease, Parkinson’s 
disease, and schizophrenia) [3]. fMRI is generally used to observe brain 
activities in gray matter (GM) [4]. It is difficult to observe a BOLD signal 
in WM, as it contains about a quarter of the blood flow compared to GM 
[13,14]. Some studies have reported that fMRI activation can be 
observed in the genu and splenium of the corpus callosum [15,16]. 
BOLD signals were also observed in the internal capsule outside the 
corpus callosum [17]. The existence of vasculature, cerebral blood flow, 
and cerebral blood volume in the WM of fMRI may indicate the potential 
use of fMRIs to investigate WM. 
In this study, we propose a 3D fully convolutional network (FCN) 
architecture to synthesize DTI images from resting-state fMRI images. 
We used a functional correlation tensor (FCT) from fMRI and T1- 
weighted images as input to the FCN model to synthesize DTI images. 
FCT is a dyadic tensor model based on the correlation of fMRI time se-
ries, and it shares a similar analytical framework with an actual DTI. We 
considered the T1-weighted image as an additional input to provide the 
algorithm with the structural information required to synthesize DTI 
images. The synthesized diffusion tensor obtained from the FCN was 
compared with the actual DTI image. The deep learning architecture was 
trained using the dataset of a large-scale open database (n ¼ 648). We 
demonstrated the effectiveness of our approach by testing and validating 
various independent cohorts obtained from two open databases 
(n ¼ 293, 45, and 102). 
2. Methods 
The method section is organized as follows. We begin by presenting 
the preprocessing of structural and functional imaging data in Section 
2.1. Section 2.2 describes how to compute the initial FCT using the 
preprocessed fMRI data. Sections 2.3, 2.4, and 2.5 describe the proposed 
3D FCN architecture (which is core to our image synthesis methodol-
ogy), how the architecture includes various layers and loss function 
through implementation details, and the method used to evaluate the 
performance of the results. The overall pipeline is illustrated in Fig. 1. 
2.1. Image preprocessing 
MRI image data were preprocessed using software from AFNI and 
FSL [18,19]. T1-weighted structural MRI data were preprocessed using 
the following steps. Magnetic-field inhomogeneity was corrected, and 
non-brain tissues were removed by skull-stripping. The T1 data were 
spatially normalized to the Montreal Neurological Institute (MNI) space 
using a 9-parameter affine transformation. Rs-fMRI data were pre-
processed using the following steps. The data taken during the first ten 
seconds were discarded to adjust for the hemodynamic response delay. 
Frame-wise displacement (FD) between time-series volumes was 
computed, and we removed the volumes with FD exceeding 0.5 mm. 
Head-motion correction and slice timing correction were also per-
formed. Intensity normalization using a mean value of 10,000 was 
performed. Then, the fMRI data were registered onto the preprocessed 
T1-weighted data and then subsequently onto the MNI standard space 
using a 9-parameter affine transformation. We concatenated the two 
geometric transforms from the two registrations and applied the com-
bined transform to the fMRI data. A band-pass filter passing frequency 
between 0.009 and 0.08 Hz was applied. Spatial smoothing of a full 
width at a half maximum (FWHM) of 4 mm was applied. The DTI data 
were reconstructed using the diffusion gradient table with the FDT 
toolbox in the FSL software [20,21]. DTI data were corrected for dis-
tortions caused by head-motion and eddy current artifacts. The cor-
rected DTI data were registered onto the MNI standard space using the 
b0 image of the DTI data with a 9-parameter affine transformation. A 
diffusion tensor was estimated at each voxel of the brain using DTIFIT 
based on the least-squares model [20,21]. 
The preprocessed data were subtracted from its mean and divided by 
the variance to standardize image intensities across different modalities 
and to speed-up training [22]. Standardization was performed across 
voxels within a given subject. We cropped the images to include only the 
brain, minimizing the black background, thus obtaining a size of 
80 � 100 � 100 for each cropped image. 
2.2. Initial FCT computation 
Deep learning can work well if the input to the algorithm is similar to 
the intended output. The BOLD signal within each voxel of the fMRI 
image provides a time series with small amplitude fluctuations. We 
needed to compute directional information from fMRI data, and existing 
studies showed that correlation among neighborhood fMRI voxels could 
be used for that purpose [23–25]. The FCT for a given voxel can be 
computed from the covariance of adjacent voxels. We computed the 
initial FCT using the correlation values between the voxel, Vi, and its 
adjacent voxels in the fMRI image to use as input for our deep learning 
architecture. According to Ding et al., the FCT component, Ti, of a 




wijNij; (1)  
where wij was the soft thresholded and weighted Pearson’s correlation 
coefficient between the time series Vi and Vj, as shown in Eq. (2) [25, 
Fig. 1. The overall pipeline of our proposed method.  
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; (2)  
where rij was the correlation value of the time series between the voxel, 
Vi, and Vj; β was the scale-free index set to 12. Nij was the dyadic tensor 










For a specific voxel, Vi, a total of 26 voxels, which were adjacent 
points in 3D space, are defined as Vj. 
2.3. Fully convolutional networks for image synthesis 
We used an end-to-end 3D deep learning architecture based on an 
FCN, which is widely used for image semantic segmentation [29–31]. 
The FCN maintains spatial information in the local neighborhood using a 
convolution layer instead of a fully connected layer in the standard 
convolutional neural network [32,33]. Whereas spatial information is 
maintained in the FCN, the input image inevitably loses its 
high-resolution information from the previous layer during the encoding 
process. This loss of spatial information makes it difficult to perform 
high-resolution up-sampling during the decoding process [32,33]. We 
added skip-connections to transfer data between both high- and 
low-level features in the encoder and decoder to help with effective and 
stable image representation. 
In our architecture, input data consisted of seven channels. This in-
cludes six from the initial FCT and one from the preprocessed T1- 
weighted MR image, as the initial FCT is based on fMRI data only. 
Thus, the anatomical shape of the brain is not well represented. We 
included the anatomical information from the T1 data to help with the 
synthesis procedure. The output data consist of six channels corre-
sponding to six elements of the diffusion tensor of DTI. 
Many previous studies adopted a two-dimensional (2D) FCN [34,35]. 
In this study, we adopted 3D FCN, as the diffusion tensor has six ele-
ments (i.e., Dxx, Dyy, Dzz, Dxy, Dyz, and Dxz). Some of the elements are 
out-of-plane directions. The 3D structure is necessary to properly model 
those directions. The initial FCT used as the input of our proposed FCN is 
also calculated using a 3D kernel. 
We show our proposed architecture in Fig. 2. The encoder has six 
layers containing convolution, average-pooling, batch normalization 
(BN), and rectified linear unit (ReLU) operations [32,36–39]. The 
encoder compresses meaningful information about high-dimensional 
input data and transfers it to a latent space, which compresses the 
most meaningful information of the input image [32,33]. The decoder 
has seven layers, containing up-sampling based on the nearest-neighbor 
interpolation, convolution, BN, and ReLU operations. We added skip 
connections between the encoder and decoder to help recover the full 
spatial information at the output. The kernel size of all convolutional 
layers, except latent space and the last layer, is 3 � 3 � 3. The last layer 
only includes six convolution filters that match the diffusion tensor used 
as ground-truth. The numbers of filters are 80, 80, 80, 160, 160, 160, 
320, 160, 320, 160, 80, 160, 80, 80, and 6, respectively, for individual 
layers. 
2.4. Implementation details 












; (4)  
where Yi is the actual diffusion tensor of DTI used as ground truth, bYi is 
the synthesized diffusion tensor by the output, n is the number of mini- 
batch input, and wi is the sum of the weights. We used the L2 loss 
function as part of the fundamental loss function to measure the dif-
ference between the actual and synthesized DTI [40,41]. The second loss 
term is the gradient difference loss (GDL), which we adopt to avoid 



















The GDL helps minimize the difference of the magnitudes of the 
gradients between the actual and synthesized DTIs. The third loss term is 
the L2 regularization, which reduces the influence of outliers by pre-
venting local noise and preventing the occurrence of overfitting, where 
the amount of training data is insufficient [42]. Using these loss terms, 
we seek to avoid blur and enhance details in the synthesized DTI. 
The code was implemented using TensorFlow [43]. The above ex-
periments were carried out on an NVIDIA Geforce GTX 1080 GPU. The 
networks were trained using the Adam optimizer with a learning rate of 
10  4, β1 ¼ 0.5, mini-batch size of 4, and a λ of L2 regularization of 0.5. 
2.5. Evaluation 
We applied our algorithm to the test set and the additional validation 
set to evaluate the performance of our proposed FCN architecture. 
Region-wise mean values of the synthesized DTI images were computed 
for the 38 WM regions, based on the ICBM DTI-81 atlas for each tensor 
[44]. We computed six correlation values between actual and 
Fig. 2. The proposed 3D fully convolutional network for synthesizing the diffusion tensor from fMRI images.  
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synthesized DTI for all six channels (i.e., directions) in each voxel. The 
average correlation was computed for each voxel. Second, we took the 
regional mean from the average correlation from the voxels. We applied 
paired t-tests for 38 WM regions and compared various aspects of our 
FCN architecture; significance was assessed at p < 0.05 (false discovery 
rate corrected) [45]. 
2.6. Diseased state classification 
Our architecture could be applied to data of any population. To see if 
our model could be applied to data of not only a healthy population but 
also a diseased population. We performed classification of the diseased 
state using the synthesized DTI images and compared results with 
classification results using the actual DTI images. Due to limited sam-
ples, we applied a leave-one-out cross-validation (LOOCV). FA and MD 
were calculated from the synthesized and actual diffusion DTI images, 
respectively. Discriminating features were selected using the least ab-
solute shrinkage and selection operator (LASSO) for FA and MD. The 
classification was performed using a random forest (RF) using the 
selected features. The accuracy was calculated by comparing the pre-
dicted label with the actual label. 
3. Results 
3.1. Datasets 
The Institutional Review Board (IRB) of Sungkyunkwan University 
approved this study. Our study was performed in full accordance with 
local IRB guidelines. Informed consent was obtained from all partici-
pants. Nine-hundred and forty-one subjects with T1-weighted MRI, rs- 
fMRI, and DTI data were obtained from the Human Connectome Proj-
ect (HCP) database for training and testing of our method [46]. All 
subjects were scanned using a Siemens 3T scanner. T1-weighted MRI 
data were acquired using the magnetization prepared rapid gradient 
echo (MPRAGE) sequence (repetition time [TR] ¼ 2400 ms, echo time 
[TE] ¼ 2.14 ms, 0.7-mm isotropic voxels, and 260 slices). rs-fMRI data 
were acquired using the gradient-echo (GE) echo-planar imaging (EPI) 
sequence (TR ¼ 720 ms, TE ¼ 33.1 ms, 2.0 mm isotropic voxels, and 72 
slices). DTI data were acquired using the spin-echo (SE) EPI sequence 
(TR ¼ 5520 ms, TE ¼ 89.5 ms, 1.25 mm isotropic voxels, 111 slices, and 
b-values ¼ 3000 s/mm2). 
To validate our proposed method, two additional datasets were used. 
First, 45 subjects from the HCP retest dataset were obtained from the 
HCP database [46]. The 45 subjects from the initial HCP scanning stage 
were recruited to scan for a second time within 6 months of the first 
scan. The imaging protocols of all subjects were the same as the main 
HCP datasets described above. Second, data from 102 subjects from the 
Alzheimer’s Disease Neuroimaging Initiative (ADNI) database were 
obtained [47]. The data consisted of normal controls (NC) (n ¼ 52) and 
mild cognitive impairment (MCI) patients (n ¼ 50). MCI is an interme-
diate stage between cognitively normal status and Alzheimer’s disease 
(AD) [48]. MCI involves problems with memory, language, thinking, 
and judgment compared to normal people of their age, but the changes 
are not severe enough to interfere with daily life or independent func-
tion [49]. All subjects were scanned using a Siemens 3T scanner. 
T1-weighted MRI data were acquired using the MPRAGE sequence 
(TR ¼ 2300 ms, TE ¼ 2.95 ms, 1.2 � 1.055 � 1.055 mm3 voxel resolu-
tion, and 265 slices). rs-fMRI data were acquired using the GE EPI 
sequence (TR ¼ 3000 ms, TE ¼ 30 ms, 3.4 mm isotropic voxels, and 48 
slices). DTI data were acquired using the SE EPI sequence 
(TR ¼ 7200 ms, TE ¼ 56 ms, 2.0 mm isotropic voxels, 80 slices, and 
b-values ¼ 1000 s/mm2). 
3.2. Results of the training and testing stages 
We randomly split the HCP dataset into training and testing sets. The 
split ratio was 70:30. Six-hundred and forty-eight subjects were used for 
training, and 293 subjects were used for testing. The training and testing 
loss plots per training epoch are given in Fig. 3. The testing was per-
formed on the 39th epoch, which showed the best performance. It took 
approximately 15 min per epoch to train the model. Thus, the time 
required for learning was approximately 10 h. 
The results of the testing were evaluated using Pearson’s correlation 
in the 38 WM regions based on the ICBM DTI-81 atlas. We reported the 
name of regions and their corresponding correlation values between 
actual and synthesized diffusion tensor in Table 1. The genu of the 
corpus callosum showed the highest correlation value (r ¼ 0.889). High 
correlation values were found in the corpus callosum and internal 
capsule. However, the left cingulum showed a low overall correlation 
value. The average correlation value for 38 WM regions was 0.808 
(SD ¼ 0.054) for the testing portion of the HCP dataset. This value is 
about twice as high as that obtained by using conventional machine 
learning in a previous study [23]. Fig. 4 presents the initial FCT, syn-
thesized, and actual diffusion tensors according to the six elements of the 
diffusion tensor (xx, yy, zz, xy, yz, and xz), respectively. 
3.3. Results of the validation stages 
We used two datasets to validate our proposed method. First, 45 
subjects obtained from the HCP retest dataset were validated. We re-
ported region names and their corresponding correlation values for each 
validation set between actual and synthesized diffusion tensor in 
Table 2. The overall average correlation value for 38 WM ROIs was 
0.793 (SD ¼ 0.073) for the HCP retest dataset, which reflected the retest 
accuracy. The second validation dataset was different from the main 
dataset in terms of the included population (i.e., MCI cases added) and 
image acquisition settings. In carrying out the validation for this case, 
we applied the transfer learning approach [50]. The transfer learning 
allowed the initial weights of the previous model to be transferred to 
new unseen data for better initialization and convergence [50]. Our 
previously trained model using the HCP data of normal controls was 
transferred and subsequently adapted for new unseen data from ADNI 
that included both NC and MCI cases. We did not freeze any parts of the 
model. Thus, the model was updated using training data of NC (n ¼ 30) 
and MCI (n ¼ 30). The remaining data of NC (n ¼ 20) and MCI (n ¼ 22) 
were used as test data. Average Pearson’s correlation between actual 
and synthesized DTI images for the NC of ADNI was 0.699 (SD ¼ 0.097) 
and that for the MCI was 0.643 (SD ¼ 0.088) computed over the 38 WM 
regions. The testing was performed on the 50th epoch. 
Fig. 3. Training and test loss plots with respect to the number of iterations.  
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3.4. Results of diseased state classification 
We tested to see if the synthesized DTI images could be classified as 
either NC or diseased state (e.g., MCI), similar to actual DTI images. FA 
and MD values were computed from the synthesized DTI images and 
used to distinguish between NC and MCI using a classifier. In FA, we 
identified the anterior limb of the internal capsule, anterior corona 
radiata, hippocampus, and inferior fronto-occipital fasciculus as 
discriminating features. In MD, we identified the cerebral peduncle, 
external capsule, and uncinate fasciculus. Using all the features of FA 
and MD, the RF classifier achieved an accuracy of 73.81% to distinguish 
between NC and MCI. 
We repeated the entire procedure using the actual DTI data. In FA, no 
features were selected via LASSO. In MD, we identified the sagittal 
stratum, external capsule, and uncinate fasciculus. Of note, the external 
capsule and uncinate fasciculus were the regions also found when syn-
thesized DTI was used. Using all the features of FA and MD, the RF 
classifier achieved an accuracy of 78.57% to distinguish between NC and 
MCI. Using the actual DTI image led to better classification performance 
than using the synthesized DTI image. Still, synthesized DTI images were 
effective (better than the chance level of 52.38%) at distinguishing be-
tween NC and MCI. 
3.5. Impact of T1-weighted MRI images 
To show the contribution of including T1-weighted MR images to the 
input, we compared the use of only initial FCT images against the T1- 
weighted MR images. We showed the correlation values for each WM 
region in Table 3. If we used only the initial FCT images as input, the 
average correlation value would be 0.721, which would be 0.087 less 
than that resulting when the T1-weighted MR images were added. All 38 
WM regions showed significant improvements between using only 
initial FCT images and on including the T1-weighted MR images. Thus, 
we demonstrated the effectiveness of including T1-weighted MR images 
in the input. 
3.6. Impact of GDL 
To show the contribution of the GDL function, we compared the 
inclusion and exclusion of the GDL function. We reported the correlation 
values for each WM region in Table 3. If we included the GDL function, 
the average correlation value for 38 WM regions would be 0.808. If we 
excluded the GDL function, the value would be 0.809. In terms of the 
average correlation value, there was no significant improvement. 
However, six regions among the 38 WM regions showed significant 
improvements. Therefore, the inclusion of the GDL function was effec-
tive for a few WM regions, but not for the entire WM. 
3.7. Impact of skip connection 
To demonstrate the effectiveness of using the skip connection, we 
compared the inclusion and the exclusion of the skip connection in our 
proposed architecture. There was no significant difference between 
them. However, significant improvement was observed in 24 of the 38 
WM regions (Table 3). Therefore, the inclusion of the skip connection 
was effective for a few WM regions, which was similar to the trend we 
observed on including the GDL function. 
4. Discussion 
We synthesized DTI images from rs-fMRI images using a 3D FCN 
architecture. We first computed the initial FCT to transform the rs-fMRI 
images into a form similar to that of the actual diffusion tensor. The 
correlation between adjacent fMRI voxels could be close to one for many 
homogenous regions in the brain. However, there are regions whose 
voxels contain divergent fMRI time series data in a neighborhood, such 
as the transition region between inside and outside of the corpus cal-
losum. Changes in local tissue property may cause changes in the fMRI 
time-series data, and we use the correlation of those fMRI data to train 
our deep learning model. The initial FCT and the preprocessed T1- 
weighted MRI images were used as input, and the actual diffusion 
tensor of DTI was used as ground-truth for our FCN architecture. The 
FCN architecture was trained and tested using the data from a large- 
scale database and further validated with two independent validation 
datasets. 
The average correlation value for 38 WM regions using the test set of 
the HCP database was 0.808. In a previous study, DTI was also synthe-
sized using an RF, and the value was 0.480 [23]. Therefore, our result 
showed a much higher correlation between synthesized and actual 
diffusion tensor than previous results. As mentioned in the introduction 
section, the BOLD signal was observed in the corpus callosum, internal 
capsule, and other WM regions [15–17]. In our results, the average 
correlations of the corpus callosum and internal capsule were 0.874 and 
0.857, respectively. Our results were significantly better than those of 
previous studies using RFs with 0.431 and 0.698 in the same regions 
[23]. As with many other deep learning applications, our FCN 
Table 1 
Pearson’s correlation values for 38 WM regions between the synthesized and 
actual diffusion tensors in the test stage. Values were reported as the mean 
[standard deviation (SD)] and compared with a previous study using RF [23].  
No. ROI Correlation value 




1 Genu of corpus callosum 0.418 (0.250) 0.889 (0.040) 
2 Body of corpus callosum 0.338 (0.233) 0.864 (0.044) 
3 Splenium of corpus callosum 0.538 (0.187) 0.868 (0.052) 
4 Fornix 0.479 (0.301) 0.731 (0.167) 
5 R. cerebral peduncle 0.737 (0.147) 0.820 (0.059) 
6 L. cerebral peduncle 0.744 (0.142) 0.809 (0.044) 
7 R. ant. limb of int. capsule 0.758 (0.157) 0.859 (0.043) 
8 L. ant. limb of int. capsule 0.712 (0.177) 0.860 (0.052) 
9 R. post. limb of int. capsule 0.791 (0.162) 0.881 (0.051) 
10 L. post. limb of int. capsule 0.804 (0.117) 0.879 (0.062) 
11 R. retro. part of int. capsule 0.593 (0.240) 0.844 (0.051) 
12 L. retro. part of int. capsule 0.535 (0.227) 0.821 (0.046) 
13 R. ant. corona radiate 0.513 (0.177) 0.862 (0.018) 
14 L. ant. corona radiate 0.473 (0.190) 0.855 (0.021) 
15 R. sup. corona radiate 0.575 (0.200) 0.830 (0.066) 
16 L. sup. corona radiate 0.576 (0.171) 0.840 (0.060) 
17 R. post. corona radiate 0.318 (0.240) 0.816 (0.047) 
18 L. post. corona radiate 0.324 (0.220) 0.819 (0.038) 
19 R. post. thalamic radiation 0.363 (0.215) 0.776 (0.046) 
20 L. post. thalamic radiation 0.330 (0.233) 0.765 (0.050) 
21 R. sagittal stratum 0.283 (0.229) 0.737 (0.068) 
22 L. sagittal stratum 0.367 (0.189) 0.728 (0.057) 
23 R. external capsule 0.647 (0.155) 0.876 (0.031) 
24 L. external capsule 0.608 (0.171) 0.844 (0.028) 
25 R. cingulum (cingulate gyrus) 0.226 (0.187) 0.779 (0.035) 
26 L. cingulum (cingulate gyrus) 0.264 (0.222) 0.767 (0.045) 
27 R. cingulum (hippocampus) 0.485 (0.239) 0.665 (0.074) 
28 L. cingulum (hippocampus) 0.502 (0.217) 0.615 (0.074) 
29 R. fornix/stria terminalis 0.348 (0.238) 0.815 (0.063) 
30 L. fornix/stria terminalis 0.306 (0.220) 0.815 (0.046) 
31 R. sup. longitudinal 
fasciculus 
0.413 (0.238) 0.811 (0.047) 
32 L. sup. longitudinal fasciculus 0.408 (0.218) 0.818 (0.045) 
33 R. sup. fronto-occipital 
fasciculus 
0.406 (0.282) 0.734 (0.099) 
34 L. sup. fronto-occipital 
fasciculus 
0.346 (0.388) 0.777 (0.082) 
35 R. inf. fronto-occipital 
fasciculus 
0.589 (0.274) 0.809 (0.055) 
36 L. inf. fronto-occipital 
fasciculus 
0.536 (0.323) 0.803 (0.070) 
37 R. uncinated fasciculus 0.325 (0.271) 0.811 (0.045) 
38 L. uncinated fasciculus 0.258 (0.288) 0.821 (0.037) 
Overall  0.480 (0.219) 0.808 (0.054)  
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Fig. 4. Initial functional correlation tensor, synthesized diffusion tensor, and the actual diffusion tensor from one exemplary subject for three axial slices. The z-slice 
coordinate of the Montreal Neurological Institute space is given. Within each subfigure, the rows are the input, output, and ground truth of our proposed 3D fully 
convolutional network. The fourth row is a difference map showing the difference between the synthesized and the actual diffusion tensor. 
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significantly improved the results obtained from conventional machine 
learning, which demonstrates the effectiveness of deep learning ap-
proaches in the field of medical image synthesis [34,35]. The impacts of 
input data types and components on our model are found in the sup-
plemental materials. 
The diffusion tensor of DTI consists of six elements (Dxx, Dyy, Dzz, Dxy, 
Dyz, and Dxz) [3]. The three diagonal elements (Dxx, Dyy, and Dzz) are 
proportional to the diffusion displacement variances along the principal 
(x-, y-, and z-) laboratory axes. The three off-diagonal elements (Dxy, Dyz, 
and Dxz) are proportional to the correlation of displacements between 
each pair of principal directions. Biological tissue demonstrates some 
degree of anisotropy [3]. In particular, WM is highly anisotropic because 
of its parallel orientation of nerve fiber tracts. Thus, there are significant 
variations in off-diagonal elements of DTI in WM, owing to the anisot-
ropy. The high variability of the off-diagonal elements is readily shown 
as images of fast-varying texture patterns, compared to less-varying 
texture patterns of diagonal elements, as shown in Fig. 4. In the differ-
ence map (the last row of the sub figures in Fig. 4), the difference be-
tween the synthesized and the actual diffusion tensor of the off-diagonal 
elements appears to be larger than the difference of the diagonal ele-
ments. These differences may not come from the algorithmic deficit. 
Instead, they could be differences from the nature of the elements. The 
correlation values between synthesized and actual diffusion tensor for 
six elements (Dxx, Dyy, Dzz, Dxy, Dyz, and Dxz) in 38 WM regions were 
0.778, 0.808, 0.812, 0.813, 0.827, and 0.812, respectively. The corre-
lation values were similar across all six elements. This showed that our 
algorithm synthesized all six elements well, not only the diagonal 
elements. 
We applied our approach to independent validation datasets. The 
first validation dataset was from the HCP retest dataset. In the HCP 
retest dataset, a subset of subjects from the original HCP dataset was 
recruited again for the retest experiments, and thus, those subjects were 
included both in the original and the retest of the HCP dataset. As the 
same subjects appeared in both data, the HCP retest dataset was not 
totally independent data from the original HCP dataset. Thus, the ac-
curacy reported with the HCP retest dataset should be interpreted as 
retest accuracy. The HCP retest dataset shared the same image acqui-
sition settings, and thus, there was no need to adjust the trained model. 
We applied the trained model without transfer learning to the HCP retest 
dataset. On the other hand, the ADNI dataset had different image 
acquisition settings; consequently, the ADNI had a potentially different 
image quality. Therefore, we applied the transfer learning to validation 
dataset. Validation using the HCP retest dataset (r ¼ 0.793) did not show 
a significant decrease in the average correlation compared to that of the 
HCP test dataset (r ¼ 0.808). However, the correlation value decreased 
when the ADNI dataset (NC: r ¼ 0.699 and MCI: r ¼ 0.643) was vali-
dated. This degradation may be caused by the difference in image 
quality across different databases [51,52]. Although transfer learning 
was adopted to adjust our model for the ADNI dataset, the performance 
of the ADNI dataset was lower than that of the HCP dataset. 
Table 2 
Pearson’s correlation values for 38 WM regions between the synthesized and 
actual diffusion tensors in the validation stage. Values were reported as mean 
(SD).  
No. ROI Correlation value 
HCP retest 
dataset (n ¼ 45) 
ADNI dataset 
NC 
(n ¼ 22) 
MCI 
(n ¼ 20) 
1 Genu of corpus 
callosum 




2 Body of corpus 
callosum 




3 Splenium of corpus 
callosum 
















7 R. ant. limb of int. 
capsule 




8 L. ant. limb of int. 
capsule 




9 R. post. limb of int. 
capsule 




10 L. post. limb of int. 
capsule 




11 R. retro. part of int. 
capsule 




12 L. retro. part of int. 
capsule 




























19 R. post. thalamic 
radiation 




20 L. post. thalamic 
radiation 




















25 R. cingulum(cingulate 
gyrus) 




26 L. cingulum(cingulate 
gyrus) 




27 R. cingulum 
(hippocampus) 




28 L. cingulum 
(hippocampus) 




29 R. fornix/stria 
terminalis 




30 L. fornix/stria 
terminalis 




31 R. sup. longitudinal 
fasciculus 




32 L. sup. longitudinal 
fasciculus 




33 R. sup. fronto-occipital 
fasciculus 




34 L. sup. fronto-occipital 
fasciculus 




Table 2 (continued ) 
No. ROI Correlation value 
HCP retest 
dataset (n ¼ 45) 
ADNI dataset 
NC 
(n ¼ 22) 
MCI 
(n ¼ 20) 
35 R. inf. fronto-occipital 
fasciculus 




36 L. inf. fronto-occipital 
fasciculus 
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Nevertheless, our approach showed a higher performance than previous 
studies using conventional machine learning [23]. 
We performed classification using the synthesized DTI image derived 
from the ADNI dataset to see if our model can be used to distinguish 
between diseased and normal states compared to using actual DTI im-
ages for the classification. The RF classifier was used to distinguish be-
tween NC and MCI using the selected features via LASSO. In the 
synthesized diffusion tensor, four FA values and three MD values were 
selected, and in the actual diffusion tensor, three MD values were 
selected. We identified the hippocampus as the significant feature to 
distinguish between NC and MCI among the features used in the clas-
sification of the synthesized diffusion tensor. The hippocampus is known 
to be affected by the progression of MCI and AD [53,54]. In addition, the 
external capsule and uncinate fasciculus regions were commonly 
selected in the classification of synthesized and actual diffusion tensor 
images. These regions were also reported to be affected by the pro-
gression of MCI and AD in studies using DTI [55–58]. The RF classifier 
using synthesized DTI images achieved an accuracy of 73.81% in dis-
tinguishing between NC and MCI. Using the actual DTI images, the 
classifier achieved an accuracy of 78.57%. Synthesized DTI was effective 
(better than the chance level of 52.38%) at distinguishing between NC 
and MCI. As a result, we confirmed that the synthesized DTI contained 
enough information to distinguish between normal and diseased states 
for AD compared to the actual DTI. We also report the average corre-
lation of the FA and MD values over the 38 WM regions between 
synthesized and actual DTI for all datasets in the Supplement. 
We employed a resize-convolution layer, using nearest-neighbor 
interpolation instead of a deconvolution layer at the up-sampling 
stage in our architecture [59,60]. Resize-convolution is a method of 
up-sampling with reduced resolution using nearest-neighbor interpola-
tion and then applying a standard convolution. Many studies have used a 
deconvolution layer to perform up-sampling [61–64]. The simple 
deconvolution suffers from checkerboard artifacts. There are two re-
ported reasons for this [59,60]. One is the deconvolution overlap caused 
by the unmatched kernel size of the deconvolution with respect to the 
stride. Another is the random initialization problem. When we adopted 
two consecutive deconvolutions, the artifacts were prevalent. Thus, we 
employed the resize-convolution proposed by Odena et al. [60]. 
Our study has some limitations. First, we used correlation, not an 
error metric (such as the L2 norm), between synthesized and actual 
diffusion tensor to assess the performance of our approach. This is 
because MRI does not have a unit. There could be scaling differences 
among multi-center datasets [51,52]. Thus, we adopted a correlation to 
remove the effects of scaling. There are efforts to better normalize MRI 
data between multi-center settings. Thus, future research should 
consider those. Second, the number of training data was insufficient. The 
HCP database is one of the largest neuroimaging databases. We used 
more than 600 subjects from the HCP database to train our architecture. 
The sample size might be large in the neuroimaging community, but it is 
quite small compared to other research fields, where one can find 
Table 3 
Pearson’s correlation values for 38 WM regions between the synthesized and actual diffusion tensors for various comparisons. Values were reported as mean (SD). 
Significant improvement (p < 0.05, false discovery rate corrected) in the correlation between our proposed method, and each comparison case is shown in bold and 
marked with an asterisk.  
No. ROI Correlation value 
Proposed method No T1 No GDL No skip connection 
1 Genu of corpus callosum 0.889 (0.040) *0.838 (0.069) 0.889 (0.039) *0.887 (0.041) 
2 Body of corpus callosum 0.864 (0.044) *0.806 (0.065) 0.868 (0.043) 0.863 (0.044) 
3 Splenium of corpus callosum 0.868 (0.052) *0.800 (0.088) *0.864 (0.053) 0.869 (0.052) 
4 Fornix 0.731 (0.167) *0.666 (0.168) 0.735 (0.163) 0.726 (0.183) 
5 R. cerebral peduncle 0.820 (0.059) *0.777 (0.069) 0.819 (0.056) *0.812 (0.058) 
6 L. cerebral peduncle 0.809 (0.044) *0.755 (0.065) *0.803 (0.050) *0.791 (0.052) 
7 R. ant. limb of int. capsule 0.859 (0.043) *0.788 (0.085) 0.862 (0.036) *0.856 (0.044) 
8 L. ant. limb of int. capsule 0.860 (0.052) *0.799 (0.087) 0.860 (0.047) *0.855 (0.044) 
9 R. post. limb of int. capsule 0.881 (0.051) *0.835 (0.071) 0.882 (0.052) *0.878 (0.055) 
10 L. post. limb of int. capsule 0.879 (0.062) *0.825 (0.103) *0.874 (0.069) *0.871 (0.068) 
11 R. retro. part of int. capsule 0.844 (0.051) *0.769 (0.075) *0.839 (0.050) 0.842 (0.054) 
12 L. retro. part of int. capsule 0.821 (0.046) *0.730 (0.093) 0.826 (0.046) 0.822 (0.052) 
13 R. ant. corona radiate 0.862 (0.018) *0.792 (0.037) 0.863 (0.017) 0.861 (0.019) 
14 L. ant. corona radiate 0.855 (0.021) *0.785 (0.042) 0.855 (0.020) 0.855 (0.020) 
15 R. sup. corona radiate 0.830 (0.066) *0.738 (0.095) 0.832 (0.063) 0.830 (0.064) 
16 L. sup. corona radiate 0.840 (0.060) *0.744 (0.095) 0.842 (0.057) *0.836 (0.061) 
17 R. post. corona radiate 0.816 (0.047) *0.738 (0.058) 0.819 (0.042) 0.820 (0.043) 
18 L. post. corona radiate 0.819 (0.038) *0.717 (0.046) 0.817 (0.041) *0.816 (0.039) 
19 R. post. thalamic radiation 0.776 (0.046) *0.675 (0.092) 0.775 (0.045) *0.769 (0.049) 
20 L. post. thalamic radiation 0.765 (0.050) *0.639 (0.099) 0.767 (0.047) 0.764 (0.052) 
21 R. sagittal stratum 0.737 (0.068) *0.618 (0.117) 0.735 (0.067) *0.728 (0.071) 
22 L. sagittal stratum 0.728 (0.057) *0.573 (0.123) 0.733 (0.056) *0.719 (0.059) 
23 R. external capsule 0.876 (0.031) *0.806 (0.056) *0.872 (0.031) *0.872 (0.031) 
24 L. external capsule 0.844 (0.028) *0.760 (0.063) 0.844 (0.023) 0.846 (0.029) 
25 R. cingulum (cingulate gyrus) 0.779 (0.035) *0.639 (0.056) 0.779 (0.041) *0.774 (0.033) 
26 L. cingulum (cingulate gyrus) 0.767 (0.045) *0.592 (0.085) 0.767 (0.050) *0.761 (0.047) 
27 R. cingulum (hippocampus) 0.665 (0.074) *0.553 (0.097) 0.665 (0.075) *0.655 (0.078) 
28 L. cingulum (hippocampus) 0.615 (0.074) *0.480 (0.106) 0.623 (0.063) *0.599 (0.075) 
29 R. fornix/stria terminalis 0.815 (0.063) *0.752 (0.108) 0.819 (0.057) *0.811 (0.060) 
30 L. fornix/stria terminalis 0.815 (0.046) *0.754 (0.060) 0.817 (0.046) *0.800 (0.041) 
31 R. sup. longitudinal fasciculus 0.811 (0.047) *0.711 (0.075) 0.811 (0.046) *0.804 (0.049) 
32 L. sup. longitudinal fasciculus 0.818 (0.045) *0.703 (0.079) 0.818 (0.045) 0.816 (0.044) 
33 R. sup. fronto-occipital fasciculus 0.734 (0.099) *0.624 (0.114) 0.739 (0.094) 0.736 (0.093) 
34 L. sup. fronto-occipital fasciculus 0.777 (0.082) *0.686 (0.099) 0.774 (0.073) *0.760 (0.074) 
35 R. inf. fronto-occipital fasciculus 0.809 (0.055) *0.711 (0.121) 0.810 (0.052) *0.796 (0.068) 
36 L. inf. fronto-occipital fasciculus 0.803 (0.070) *0.721 (0.133) 0.805 (0.064) *0.792 (0.086) 
37 R. uncinated fasciculus 0.811 (0.045) *0.744 (0.062) 0.820 (0.049) 0.811 (0.047) 
38 L. uncinated fasciculus 0.821 (0.037) *0.752 (0.079) *0.813 (0.040) *0.789 (0.049) 
Overall  0.808 (0.054) 0.721 (0.085) 0.809 (0.053) 0.802 (0.056)  
S.-J. Son et al.                                                                                                                                                                                                                                   
Computers in Biology and Medicine 115 (2019) 103528
9
thousands or tens of thousands of samples [34,35]. Larger neuroimaging 
databases are actively developed, and they will be made available soon 
[65]. Meanwhile, researchers should adopt deep learning approaches 
that require fewer samples, such as transfer learning and one-shot 
learning to neuroimaging. Third, the goal of medical image synthesis 
is to construct a target modality of interest (i.e., DTI) based on existing 
modalities (i.e., fMRI and T1-weighted data). If successful, medical 
image synthesis should be able to fully replicate the actual data. Our 
study showed that a high correlation between actual and synthesized 
DTI exists. Still, further validations using large-scale independent data 
are necessary to make medical synthesis approaches clinically feasible. 
5. Conclusion 
Our study showed the potential to construct DTI images from fMRI 
data. An initial functional correlation tensor was constructed from fMRI 
data and used as input along with the T1-weighted anatomical infor-
mation to synthesize actual DTI images using our 3D FCN. Validation of 
our model was performed on healthy normal subjects and diseased 
subjects. Results of validations showed a higher correlation with the 
actual diffusion tensor than did previous studies based on conventional 
machine learning. In addition, the classification performance of the 
disease status using the synthesized diffusion tensor was similar to that 
using the actual diffusion tensor. We hope to apply our algorithm to find 
better biomarkers for diseases, such as Alzheimer’s or Parkinson’s 
disease. 
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