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ABSTRACT
COMBINATORIAL STRUCTURES OF HYPERELLIPTIC HODGE INTEGRALS
This dissertation explores the combinatorial structures that underlie hyperelliptic Hodge inte-
grals. In order to compute hyperelliptic Hodge integrals, we use Atiyah-Bott (torus) localization
on a stack of stable maps to [P1/Z2] = P
1 × BZ2. The dissertation culminates in two results: a
closed-form expression for hyperelliptic Hodge integrals with one λ-class insertion, and a structure
theorem (polynomiality) for Hodge integrals with an arbitrary number of λ-class insertions.
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One of the central goals of modern algebraic geometry is to gain a deeper understanding of
Mg,n, the Deligne-Mumford moduli space of stable genus g curves with n marked points. Be-
ginning with the pioneering work of Deligne and Mumford [1], algebraic geometers have sought
a better understanding of the intersection theory of Mg,n i.e. a better understanding of the Chow
ring A∗(Mg,n) (see [2]).
This dissertation makes a contribution towards the understanding of A∗(Mg,n) by computing
the degree of a certain class of degree-0 Chow cycles in A0(Mg,2g+2), namely, the class of hyper-
elliptic Hodge integrals.
Let us begin by explaining the geometric context of how these cycles arise.
Denote by Hg,2g+2 ⊂ Mg,2g+2 the (2g − 1)-dimensional moduli space of hyperelliptic curves
of genus g with 2g+2 marked Weierstrass points. We refer to this moduli space as the hyperelliptic
locus. A point p = [ϕ : (Cg, w1, . . . , w2g+2) → (C0, b1, . . . , b2g+2)] ∈ Hg,2g+2 is comprised of the
following data:
• A curve (Cg, w1, . . . , w2g+2) ∈ Mg,2g+2
• A curve (C0, b1, . . . , b2g+2) ∈ M0,2g+2
• An admissible cover ϕ : Cg → C0 of degree 2 with branch locus {bi} and ramification locus
{wi}
There are two natural maps defined on the hyperelliptic locus, the source map s : Hg,2g+2 →
Mg,2g+2, and the branch map br : Hg,2g+2 → M0,2g+2. These maps are defined as follows:
1
s : [ϕ : (Cg, w1, . . . , w2g+2) → (C0, b1, . . . , b2g+2)] 7→ (Cg, w1, . . . , w2g+2)
br : [ϕ : (Cg, w1, . . . , w2g+2) → (C0, b1, . . . , b2g+2)] 7→ (C0, b1, . . . , b2g+2)
In other words, the source map and the branch map remember the source and target of the hyper-
elliptic cover ϕ, respectively.
There is a variant of the hyperelliptic locus that arises in this dissertation. Denote by Hg,2g+2,2
the 2g-dimensional moduli space of marked hyperelliptic curves as before, but with an additional
pair of markings. The two extra points that are marked are a conjugate pair i.e. a pair of points
that are interchanged under the hyperelliptic involution.









There are two types of vector bundles on Mg,n that will play central roles in this dissertation.
Denote by Eg the Hodge bundle on Mg,n. For a point (Cg, p1, . . . , pn) ∈ Mg,n, the fiber of the
Hodge bundle over this point is defined to be
(Eg) |(Cg ,p1,...,pn) := Ω
1(Cg)
where Ω1(g) is the rank-g vector bundle of holomorphic 1-forms on Cg. The remaining vector
bundles, denoted Lj , where 1 ≤ j ≤ n, are called the j
th universal cotangent line bundles over
M0,n. Given a point (C0, p1, . . . , pn) ∈ M0,n, the fiber of the line bundle Lj over this point is
defined to be
2




where T ∗pj(C0) is the cotangent space to C0 at the j
th marked points pj . There are two types of
elements in the Chow ring of the hyperelliptic locus that comprise the integrands of the intersection
numbers we want to compute. They are defined by taking Chern classes of Eg and Lj . Specifically,













We are now ready to define the class of intersection numbers under investigation:
Definition 1. Let~i := (i1, . . . , in) ∈ Z
n
≥0, and define λ~i := λi1λi2 . . . λin , and |
~i| := i1 + . . .+ in.











It turns out that the intersection numbers D~i,2g+2 and d~i,2g+2 display a remarkable amount of
combinatorial structure and symmetry. There are still open questions and conjectures concerning
these intersection numbers (see Chapter 7 of this dissertation), the most glaring one being, “can
one find closed form expressions for D~i,2g+2 and d~i,2g+2?" The author is willing to assert that the
answer is “most likely, yes", but there is still much work that needs to be done.
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1.1 Motivations From Orbifold Gromov-Witten Theory
Let Mg,n(BG) be the moduli space of n-pointed genus g stable maps into the classifying space
of a finite group G. If one gains a deeper understanding of the intersection theory of Mg,n(BG),
this would have applications to orbifold Gromov-Witten theory. This is due to the fact that when
one computes Gromov-Witten invariants of an orbifold X using torus localization, one needs to
compute Hurwitz-Hodge integrals i.e. intersection numbers on Mg,n(BG) that involve Hodge
classes and ψ-classes.
Although Hurwitz-Hodge integrals are the building blocks of calculations in orbifold Gromov-
Witten theory, there are very few results that indicate efficient ways to evaluate them. They
have a reputation of being a class of intersection numbers that are notoriously difficult to com-
pute. Two common approaches used to tackle them are Atiyah-Bott localization, and the orbifold
Grothendieck-Riemann-Roch (GRR) theorem. In both of these approaches, the main obstacle is
usually an inability to tame the combinatorial complexity of the calculations.
In addition to localization and GRR, one can use the mirror theorem for the toric orbifolds
[Cn/G] to compute Hurwitz-Hodge integrals. Established in [3], the mirror theorem finds a con-
nection between two seemingly unrelated functions, the twisted I-function, and the twisted J-
function. The twisted J-function is a cohomology-valued generating function for Hurwitz-Hodge
integrals, whereas the twisted I-function is a hypergeometric series. The mirror theorem says
that these two functions coincide after a change of variables, along with a complicated procedure
involving Birkhoff factorization. In order to extract closed form expressions for Hurwitz-Hodge
integrals from the twisted J-function, one must find an expression for the inverse of the mirror
map. This allows one to invert the formal generating function parameters between the twisted I-
function and the twisted J-function. In theory, this method of computing Hurwitz-Hodge integrals
is incredibly powerful due to its breadth and scope of application. However, in practice, using the
mirror theorem to compute Hurwitz-Hodge has proven to be difficult.
In the language of [3], this dissertation computes the genus 0 orbifold Gromov-Witten theory of
the stack quotient [Cn/Z2] for all n, without appealing to the mirror theorem. We carefully analyze
4
the recursions obtained when using torus localization. Our approach is computationally involved,
however we are successful in our combinatorial analysis. We discover a rich combinatorial struc-
ture (see Theorem 9 and Theorem 10) for Hurwitz-Hodge integrals that does not obviously follow
from the mirror theorem. One exciting part of this development is that we now know what kind of
structure to look for as we generalize beyond the hyperelliptic case. The most optimistic outlook
is that the combinatorial formulas we see in the case when g = 0 and G = Z2 is simply a shadow
of a much more general phenomenon as g increases, and as G varies.
1.2 A History of Hyperelliptic Hodge Integrals
The earliest result concerning hyperelliptic Hodge integrals goes back to Faber and Pandhari-








where B2g is the 2g
th Bernoulli number. In [5], Cavalieri generalized the integrand in Equation






Cavalieri was able to find recursions that completely determine the hyperelliptic Hodge integrals





















In [6], while investigating the Gromov-Witten theory of Sym2(P2), Wise discovered the following
















In [7], Johnson, Pandharipande, and Tseng found an algorithm to compute the linear hyperelliptic
Hodge integrals Di,2g+2 in terms of double Hurwitz numbers. Finally, as mentioned in Section 1.1,
in [3], Coates, Corti, Iritani, and Tseng used toric mirror symmetry to realize hyperelliptic Hodge
integrals as coefficients of the twisted J-function of BZ2.
1.3 Methods and Results
The main computational technique used in this dissertation is the Atiyah-Bott localization the-
orem [8]. The general strategy is as follows. First, we identify hyperelliptic loci with spaces of
stable maps into stacky points (see Chapter 2):
Hg,2g+2 ∼= M0,(2g+2)t(BZ2)
Hg,2g+2,2 ∼= M0,(2g+2)t,1u(BZ2)
We then use Atiyah-Bott localization on an auxiliary moduli space M0,(2g+2)t([P
1/Z2], 1) (see
Chapter 3) to compute recursions for D~i,2g+2 and d~i,2g+2. Conducting a meticulous analysis of
these recursions culminates in three new findings concerning hyperelliptic Hodge integrals, which
are summarized in Theorem 1, Theorem 2 and Theorem 3 below.
Theorem 1. There exists a set of recursions that completely determine the intersection numbers
D~i,2g+2 and d~i,2g+2. The only initial conditions required for these recursions are




The integrals in Equation (1.3) were first discovered in [9].
In Chapter 4, we solve the recursions in the special case that the vector~i is a 1-tuple.














ei(2, 4, 6, . . . , 2g)
Finally, we make a very general statement concerning hyperelliptic Hodge integrals:
Theorem 3. The quantities 2|
~i|+1D~i,2g+2 and 2
|~i|+1d~i,2g+2 are integer-valued polynomials in g. The
degrees of these polynomials is bounded by |~i|2 + 1.
1.4 Outline of Dissertation
We begin our exposition in Chapter 2 by discussing the geometry of the hyperelliptic locus.
The purpose of Chapter 2 is to establish the dictionary between admissible covers and stable maps
to the stacky BZ2.
Once this dictionary is established, we can begin to make computations of hyperelliptic Hodge
integrals by using Atiyah-Bott localization on the auxiliary moduli space M0,(2g+2)t([P
1/Z2], 1).
These computations are carefully laid out in Chapter 3. Chapter 3 provides the computational/technical
heart of this dissertation. It is in this Chapter that we prove there are enough recursions to com-
pletely determine the intersection numbers D~i,2g+2 and d~i,2g+2, thereby establishing Theorem 1.
Once we have recursions for D~i,2g+2 and d~i,2g+2, we can begin a careful analysis of these
recursions. In Chapter 4, we prove Theorem 2 by showing that the recursions obtained in Theorem
1 are satisfied by the purported closed-form expressions stated in Theorem 2.
We then translate the recursions in Theorem 1 into systems of ordinary differential equations
for certain generating functions of D~i,2g+2 and d~i,2g+2. We inductively show that the solutions to
these systems take a form that implies the conclusion of Theorem 3.
Packaging the numbers D~i,2g+2 and d~i,2g+2 into generating functions that allow |
~i| to vary, in
Chapter 6, we show that these generating functions satisfy a system of non-linear partial differential
equations.




In this Chapter, we provide the broad geometric context of this dissertation. The main purpose
of this Chapter is to establish a dictionary. This dictionary will interpolate between two perspec-
tives of the moduli space of hyperelliptic curves: admissible covers, and orbifold Gromov-Witten
theory.
2.1 The Perspective From Admissible Covers
We say that a smooth algebraic curve C of genus g is hyperelliptic if it admits a degree 2 map
ϕ : C → P1. We call ϕ the hyperelliptic covering. By the Riemann-Hurwitz formula, such a map
must be branched at 2g + 2 points. The points of ramification {q1, . . . , q2g+2} ⊂ C are called the
Weierstrass points of C.
Let Hg,2g+2 ⊆ Mg,2g+2 be the moduli space of smooth hyperelliptic curves whose Weierstrass
points are marked. In order to compactify this space, we use the theory of admissible covers
(see [10]). The space of admissible covers provides a compactification of all Hurwitz schemes. In
this dissertation, we are solely concerned with hyperelliptic curves, so we restrict to the case of
degree 2 admissible covers.
Definition 2. Let [Cg, q1, . . . , q2g+2] ∈ Mg,2g+2 and [C0, p1, . . . , p2g+2] ∈ M0,2g+2 be two mod-
uli points, and let (Cg, q1, . . . , q2g+2) and (C0, p1, . . . , p2g+2) be representative marked curves in
the former and latter isomorphism classes of moduli points, respectively. We say a map ϕ :
(Cg, q1, . . . , q2g+2) → (C0, p1, . . . , p2g+2) is an admissible cover of degree 2 if ϕ is a map of
degree 2, and
1. The map ϕ is branched at pi for all i
2. ϕ(qi) = pi (i.e {qi} is the smooth ramification locus)
3. ϕ maps nodes to nodes
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4. (Balancing Condition) Let C ′g ⊆ Cg be an irreducible component of Cg. If n ∈ ϕ(C
′
g) ⊆ C0
is a node of the curve C0, and I := {pi}pi∈ϕ(C′g) is the set of marked points on ϕ(C
′
g), then n
is a branch point if |I| is odd, and is not a branch point otherwise.
See Example 1 below for a better understanding of the Balancing Condition.
Allowing for admissible covers compactifies the space Hg,2g+2. We denote the compactified
space by Hg,2g+2 ⊆ Mg,2g+2 and call it the hyperelliptic locus.
As mentioned in the Introduction, there are two natural maps associated to Hg,2g+2. Given a
point in Hg,2g+2, we can either keep track of the stable genus g curve of the hyperelliptic covering,
along with the ramification locus, or, we can keep track of the stable rational curve, along with the





Given a rational curve [C, p1, . . . , p2g+2] ∈ M0,2g+2, one can construct a genus g hyperelliptic
covering of C with branch locus {pi}. This covering is unique up to automorphisms of the genus g
curve. Therefore, M0,2g+2 can be interpreted as the coarse moduli space of Hg,2g+2. In particular,
this argument tells us that the dimension of the moduli space Hg,2g+2 is the same as M0,2g+2,
which is known to be 2g − 1.
There is a slight variant of the moduli space Hg,2g+2 that we will consider in this dissertation.
Denote by Hg,2g+2,2 the moduli space of hyperelliptic curves as before, but with an additional 2
marked points. These 2 marked points consists of a conjugate pair, that is, a pair of points that are
exchanged under the hyperelliptic involution. The dimension of this space is 2g (the extra degree
of freedom coming from the marked conjugate pair).
As g becomes large, the various boundary components of Hg,2g+2 can beome arduous to enu-
merate. However, for the purposes of this dissertation, we only need to describe the boundary
divisors of Hg,2g+2
9
Example 1. In this example, we describe all of the boundary divisors of H2,6. The boundary
divisors of H2,6 are pulled back from the boundary divisors of M0,6. In general, the boundary
divisors of M0,n are enumerated by subsets S ⊂ {1, 2, . . . n}. Such a divisor parametrizes rational
curves C = C1 ∪ C2, where Ci is isomorphic to P
1, and C1 and C2 are attached at a node. The
irreducible component C1 contains the marked points indexed by S, and C2 contains the marked
points indexed by the complement of S. By this definition, there is a combinatorial symmetry in this
notation, in that the divisor corresponding to S is the same as the divisor corresponding to Sc. In
the case of H2,6, there are two combinatorial types of divisors, corresponding to either S = {i, j}











divisors in the latter, respectively.
This count simply comes from choosing which of the two/three marked points reside on C1. Lastly,
we note that each of these boundary divisors is a product of hyperelliptic loci. In the case of the
combinatorial type S = {i, j}, the divisor corresponds to the product H0,2,2 ×H1,4,2. In the case
of the combinatorial type S = i, j, k, the divisor corresponds to the product H1,4 × H1,4. See
Figure 2.1 and Figure 2.2.
2.2 Hyperelliptic Hodge Integrals
In this section, we define the main objects of interest in this dissertation: hyperelliptic Hodge
integrals. We first need the definition of two vector bundles on the hyperelliptic locus, the Hodge
bundle and the universal cotangent line bundle.
Definition 3. The Hodge bundle, denoted Eg → Hg,2g+2 is defined to be the rank-g vector bundle
whose fiber over the point [ϕ : (Cg, q1, . . . , q2g+2) → (C0, p1, . . . , p2g+2)] ∈ Hg,2g+2 is Ω
1(Cg), the
g-dimensional vector space of holomorphic 1-forms on Cg. The Hodge bundle Eg → Hg,2g+2,2 is
defined similarly. We define λi := ci(Eg), where ci is the i
th Chern class.
Definition 4. Let 1 ≤ j ≤ 2g + 2. The universal cotangent line bundle, denoted Lj → Hg,2g+2, is







Figure 2.1: This is a depiction of a boundary divisor on H2,6 corresponding to the combinatorial type
S = {i, j}. Notice that the node on the target curve is not a ramification point since the number of marked






Figure 2.2: This is a depiction of a boundary divisor on H2,6 with combinatorial type S = {i, j, k}.
Notice that the node on the source curve is a ramification point since the number of marked points on each
irreducible component is odd.
11
is T ∗pjC0, the cotangent space to C0 at the j
th marked point. For 1 ≤ j ≤ 2g + 3, Lj is defined
similarly over Hg,2g+2,2. We define ψj := c1(Lj), where c1 is the first Chern class.
We are now ready to define the main objects under investigation:
Definition 5. Let ~i := (i1, . . . , in) ∈ Z
n
≥0 be a tuple of non-negative integers. Define λ~i :=
λi1λi2 . . . λin , and |~i| := i1 + . . . + in. A hyperelliptic Hodge integral is any zero-dimensional











2.3 The Perspective From Orbifold Gromov-Witten Theory
In order to gain access to hyperelliptic Hodge integrals, the first step is to reinterpret the hyper-
elliptic locus as the moduli space of stable maps to the orbifold BZ2. In this section, we explain
how this reinterpretation works.
The study of stable maps to orbifolds properly sits in the field of orbifold Gromov-Witten the-
ory. Providing a complete exposition on orbifold Gromov-Witten theory does not contribute to the
goals of this dissertation. Instead, we introduce just enough of the technical machinery that is re-
quired to prove the main results. For thorough expositions, see [11] and [12], and for an exposition
aligned with the requirements of this dissertation, see Section 1 of [13]
Classical Gromov-Witten theory (see [14]) is a ‘curve-counting theory’. The goal of Gromov-
Witten theory is to understand the intersection theory of
Mg,n(X, d)
the moduli space of genus g, n-marked, degree-d stable maps into a smooth projective varity X .
A point in this space is the data of a map f : (C, p1, . . . , pn) → X , where (C, p1, . . . , pn) is
12
an n-marked curve of genus g, X is a smooth projective variety, and f∗([C]) = d ∈ H∗(X,C).
Stability amounts to requiring that every contracted component of the map f must satisfy the
following condition: if the contracted component is rational, then this component must have at
least three special points, and if the component has genus 1, it must have at least one special point
(by ‘special point’, we mean either a marked point or a node).
Orbifold Gromov-Witten theory generalizes the above situation by allowing the target space
to be an orbifold, and the source curves are allowed to be orbifold curves or orbicurves. The key
difference between orbifolds and varieties is that, locally, orbifolds are modeled by quotients of
affine charts. In other words, each point of an orbifold comes equipped with a local chart and a
group action on that chart. This group is called the isotropy group associated to this point. This
local picture can be glued to form a global geometric object. For a general treatment of orbifolds,
see [15].
Let M0,n(X , d) be the moduli stack of genus 0 degree d stable maps with nmarked points, into
the orbifold X . The inertia stack of X (see [ [13], Section 1]), denoted IX , is the fiber product
IX X
X X × X
∆
∆
where ∆ is the diagonal map. The product is taken in the 2-category of stacks. The points in IX
can be identified with all pairs (x, g), where x ∈ X and g ∈ AutX (x). In the case that X = [V/G],





where V g is the g-fixed subset of V .
In this dissertation, we will only need to understand the genus 0 orbifold Gromov-Witten theory
for two orbifold targets. Let Z2 be the finite simple group of order 2. The two orbifold targets we
are interested in are:
1. The stack quotient [P1/Z2] = P
1 × BZ2, where Z2 acts trivially on P
1
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2. The stacky point BZ2 := [pt./Z2]












:= IX0 ∐ IX1
where IX0 corresponds to the component with trivial isotropy, and IX1 corresponds to the com-
ponent with non-trivial isotropy. Similarly, the inertia stack of BZ2 is
IX = (BZ2)∐ (BZ2) := IX0 ∐ IX1
In orbifold Gromov-Witten theory, the source curves are allowed to be orbicurves, but in a
restricted way: only the marked points and the nodes are allowed to have non-trivial orbifold
structure. Furthermore, the evaluation maps no longer land in the target space, but instead land in
the rigidified inertia stack,
evi : M0,k(X , d) → IX
The definition of the rigidified inertia stack is technical, and we refer the reader to [ [11], Section
3] for details. However, as explained in [ [11], Section 6], even though there is not a well defined
evaluation map from the stack of stable maps to the inertia stack, because there is an isomorphism
between the cohomology groups of IX and IX , there is a well defined map
ev∗i : H
•(IX ) → H•(M0,k(X , d))
If X = [P1/Z2], since IX only consists of two components, the marked points on the source
curve are either ’untwisted’ or ’twisted’, i.e. maps to IX0 or maps to IX1. In the former case, the
marked point has trivial isotropy, and in the latter, it has non-trivial isotropy. With this, we have
the following definitions:
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Definition 6. The substack M0,kt,ℓu([P
1/Z2], d) ⊂ M0,k+l([P
1/Z2], d) is defined to be the space
of degree d stable orbifold maps of genus 0 curves into [P1/Z2], in which the first k marked points
are twisted, and the last ℓ marked points are untwisted. Similarly, the substack M0,kt,ℓu(BZ2) ⊂
M0,k+ℓ(BZ2) is the space of degree 0 stable orbifold maps of genus 0 curves into the stacky point
BZ2 = [pt./Z2], in which the first k marked points are twisted, and the last ℓ marked points are
untwisted.
Remark 1. In the case that ℓ = 0, we suppress ℓ from the notation, and simply indicate the number
of twisted points.
Let [C → P1 × BZ2] ∈ M0,(2g+2)t(P
1 × BZ2, 1). If we compose the map C → P
1 × BZ2
with projection onto the BZ2 factor, we get the map C → BZ2, which, by definition of classifying
space, is equivalent to the data of a principal Z2-bundle over C branched over the 2g + 2 marked
points. By Riemann-Hurwitz, the total space of this bundle is a curve C of genus g. In particular,
notice that this implies that the space M0,kt([P
1/Z2], 1) is non-empty if and only if k is even.
If [C → BZ2] ∈ M0,(2g+2)t(BZ2), then again, the map C → BZ2 is equivalent to the data
of a degree 2 branched covering of C, whose branch locus is the 2g + 2 marked points on the
source curve. Similarly, if [C → BZ2] ∈ M0,(2g+2)t,1u(BZ2), the map C → BZ2 is equivalent to
a degree 2 branched covering of C, in which the branch locus is the (2g + 2) twisted points on
the source curve, but the last marked point, which is untwisted/has trivial isotropy, is not a branch
point of the covering. The preimage of the untwisted point is a pair of conjugate points that are
interchanged under the hyperelliptic involution. Again, in particular, this implies that M0,kt(BZ2)
and M0,kt,ℓu(BZ2) are non-empty spaces if and only if k is even.




In particular, the dimension of M0,(2g+2)t(BZ2) is 2g−1, and the dimension of M0,(2g+2)t,1u(BZ2)
is 2g. For M0,(2g+2)t([P
1/Z2], 1), we have
dim(M0,(2g+2)t([P
1/Z2], 1)) = 2g + 2
See [16] for a derivation.
What remains left to do in constructing our dictionary between admissible covers and stable
maps is to understand how the Hodge bundle and the universal cotangent line bundle are defined
on M0,(2g+2)t(BZ2),M0,(2g+2)t,1u(BZ2), and M0,(2g+2)t([P
1/Z2], 1).
Definition 7. Let [C → BZ2] ∈ M0,(2g+2)t(BZ2), and let C → C be the corresponding genus
g hyperelliptic covering. The Hodge bundle Eg → M0,(2g+2)t(BZ2) is defined to be the rank-g
vector bundle whose fiber over the point [C → BZ2] is Ω
1(C), the g-dimensional vector space
of holomorphic 1-forms on the genus-g curve C. The Hodge bundle is defined similarly for the
space M0,(2g+2)t,1u(BZ2). Now let [C → [P
1/Z2]] ∈ M0,(2g+2)t([P
1/Z2], 1). Composing the map
C → [P1/Z2] with the canonical map [P
1/Z2] → BZ2 onto the BZ2 factor, we get a point in
M0,(2g+2)t(BZ2). Therefore, we the map C → [P
1/Z2] induces a genus-g hyperelliptic covering
C → C. We define the Hodge bundle on M0,(2g+2)t([P
1/Z2], 1) to be the rank-g vector bundle
whose fiber over the point [C → [P1/Z2]] is Ω
1(C), the g-dimensional vector space of holomorphic
1-forms on the genus-g curve C. As in the admissible covers perspective, we define λi := ci(Eg).
Definition 8. The jth universal cotangent line bundle Lj → M0,(2g+2)t(BZ2) is defined to be the




the cotangent space to the source curve C at the jth marked point. A similar definition is made
for Lj → M0,(2g+2)t,1u(BZ2) and Lj → M0,(2g+2)t([P
1/Z2], 1). As in the admissible covers
perspective, we define ψj := c1(Lj).
With the Hodge bundle and universal cotangent line bundle defined on the stable maps side of
the dictionary, we can now translate the definition of hyperelliptic Hodge integral as an intersection

























In this Chapter, we describe a method to compute intersection numbers on M0,(2g+2)t([P
1/Z2], 1).
The main technique is called Atiyah-Bott localization, or sometimes referred to as torus localiza-
tion. The general idea is as follows. Since P1 has a C∗-action, one can post-compose this action
with a map f : C → [P1/Z2], and therefore, the space M0,(2g+2)t([P
1/Z2], 1) has an induced
C
∗-action coming from the action on P1. Once a C∗-action is established, one can use the Atiyah-
Bott localization theorem to compute intersection numbers on M0,(2g+2)t([P
1/Z2], 1). However,
in order to use localization, two tasks must be accomplished:
1. Enumerate/describe the irreducible components of the C∗-fixed locus
2. Compute the C∗-equivariant Euler class of the normal bundles to the irreducible components
3.1 Torus Equivariant Cohomology of M0,(2g+2)t([P
1/Z2], 1)
For the purposes of this dissertation, we state the Atiyah-Bott localization theorem in the fol-
lowing generality:











where the sum runs over all the irreducible components Γi of the C
∗-fixed loci, and e(NΓi) is the
C
∗-equivariant Euler class of the normal bundle to Γi
See [8] for the original exposition on this theorem, and see [17] for localization in the context
of stable maps.
Recall the stack of stable maps M0,(2g+2)t([P
1/Z2], 1), introduced in Chapter 2. Let C
∗ act on
P
1 by u · [x0 : x1] = [x0 : ux1]. Notice that the C
∗-fixed points are 0 = [1 : 0] ∈ P1 and ∞ =
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[0 : 1] ∈ P1. Since the C∗-action commutes with the trivial Z2-action, this C
∗-action lifts to the
quotient [P1/Z2]. Given a point [f : C → [P
1/Z2]] ∈ M0,(2g+2)t([P
1/Z2], 1), we can post compose




1/Z2], 1) has a C
∗-action, we can apply the localization theorem to compute
integrals on this space. It should be noted that these integrals only serve an auxiliary role, which
will soon become apparent.
When we use localization to compute integrals on M0,(2g+2)t([P
1/Z2], 1), the calculations take
place in the C∗-equivariant cohomology ring of M0,(2g+2)t([P
1/Z2], 1). We recall some basic
notions from equivariant cohomology (see [14], Chapter 4).
Let G be an abelian group. The classifying space of G, denoted BG is defined to be EG/G,
whereEG is a contractible space with a freeG action. The choice ofEG is unique up to homotopy.
The G-equivariant cohomology of a point is defined to be
H∗G({pt.}) := H
∗(BG) = H∗(EG/G)
Now let us consider the case ofG = C∗. One choice ofEC∗ is C∞ with C∗-action λ·(x0, x1, . . .) =
(λx0, λx1, . . .). With this choice, EC
∗/C∗ = P∞. If we denote by t the hyperplane class of P∞
(alternatively, t := c1(OP∞(1))), we see that
H∗
C∗({pt.}) = C[t]
We call t the equivariant parameter. If M is any manifold with a C∗-action, the map M → {pt.}
induces an injective ring homomorphism H∗
C∗
({pt.}) = C[t] → H∗
C
(M), and therefore, H∗
C∗
(M)
is a module over C[t]. If F ⊂ M is the C∗-fixed locus, and i : F → M the inclusion map, it can
be shown (see [8]) that the induced map
H∗
C∗(M)⊗ C(t) → H
∗
C∗(F )⊗ C(t) (3.2)
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is an isomorphism. That is to say, computing intersection numbers on M is equivalent to comput-
ing intersection numbers solely on the fixed locus, but with the caveat that we tensor with C(t) i.e.
we invert the equivariant parameter. This is an important point, the localization formula requires us
to invert the C∗-equivariant Euler class to the normal bundle, which is only possible after tensoring
with C(t).
3.2 Localization Graphs
The first step in applying localization to M0,(2g+2)t([P
1/Z2], 1) is to describe and enumerate
the irreducible components of the C∗-fixed loci. Let n0, n∞ ⊆ {1, 2, . . . , 2g + 2} be subsets such
that n0 ∐ n∞ = {1, 2, . . . , 2g + 2}. If a point [f : C → [P
1/Z2]] ∈ M0,(2g+2)t([P
1/Z2], 1) is fixed
by the C∗-action, then f must be a map of the following type:
1. The source curve of f consists of (at most) three irreducible components, which we will
denote by C0, CP1 , and C∞. The components C0 and C∞ may be empty
2. The component C0 is a smooth rational component that is contracted to 0 ∈ [P
1/Z2]. The
marked points indexed by n0 lie on the component C0.
3. The component C∞ is a smooth rational component that is contracted to ∞ ∈ [P
1/Z2]. The
marked points indexed by n∞ lie on the component C∞
4. In the case that |n0| and |n∞| are both odd, the rational component CP1 is a rational orbifold
curve that maps with degree 1 (and hence isomorphically) to [P1/Z2], and has non-trivial
isotropy over 0 and ∞. In the case that |n0| and |n∞| are even, CP1 is a copy of P
1 with no
non-trivial isotropy.
With this description of the irreducible components of the C∗-fixed locus, it is convenient to
index the irreducible components with combinatorial objects called localization graphs. Local-
ization graphs were first introduced in [18] and [17]. In the present context, the combinatorial
description of these graphs is as follows.
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Definition 9. A localization graph Γ for M0,(2g+2)t([P
1/Z2], 1) is a decorated graph with the
following properties:
1. Γ has two vertices, denoted v0 and v∞. They correspond to contracted components over 0
and ∞, respectively.
2. Γ has one edge connecting v0 and v∞. This edge corresponds to the component mapping
with degree 1 to the target.
3. The vertices v0 and v∞ can be incident to half edges. We denote the set of half edges incident
to v0 and v∞ as e0 and e∞, respectively. We require that |e0|+ |e∞| = 2g + 2
4. The half edges are labelled, i.e. there is a bijective map ν : e0 ∪ e∞ → {1, 2, . . . , 2g + 2}.
Example 2. Consider the space M0,6t([P
1/Z2], 1). As described above, each localization graph
of this space is determined by which marked points are mapped to zero, and which marked points













Denote the localization graph on the left by Γ1, and the localization graph on the right by Γ2.
The graph Γ1 corresponds to an irreducible component of the C
∗-fixed locus. This component
consists of maps that contract a rational component to zero, and the first three marked points lie
on this rational component. These maps also contract a rational component to ∞, and this rational
component contains the last three marked points. Similar statements can be made for Γ2, except
this time, the first two marked points map to zero, and the last four marked points map to ∞.
To each localization graph Γ, we associate a moduli space MΓ. There exists a finite map from MΓ
to the corresponding irreducible component of the C∗-fixed locus. The degree of this map is called
the gluing factor of MΓ. Consequently, integrals over an irreducible component of the fixed locus
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may be computed as an integral over the corresponding space MΓ, after correcting by the gluing
factor [19]. The space MΓ is determined by the vertices of the localization graph,
MΓ := Mv0 ×Mv∞
The spaces Mv0 and Mv∞ are described as follows. If |e0| is odd, then Mv0 := M0,(|e0|+1)t(BZ2),
and if |e0| is even, Mv0 := M0,|e0|t,1u(BZ2). Similarly, if |e∞| is odd, Mv∞ := M0,(|e∞|+1)t(BZ2),
and if |e∞| is even, Mv∞ := M0,|e∞|t,1u(BZ2).
In general, localization graphs will correspond to products of hyperelliptic loci, which is pre-
cisely the reason why we obtain recursions of intersection numbers over these spaces.
Example 3. Recall the localization graphs Γ1 and Γ2 in Example 2. We have
MΓ1 = M0,4t(BZ2)×M0,4t(BZ2) MΓ2 = M0,2t,1u(BZ2)×M0,4t,1u(BZ2)
3.3 The C∗-Equivariant Euler Class
Our next task is to compute the C∗-equivariant Euler class of the normal bundle of MΓ.
Definition 10. Let Γ be a localization graph of M0,(2g+2)t([P
1/Z2], 1), and let MΓ be the corre-
sponding moduli space. The gluing factor for MΓ is defined to be 2
n−1, where n is the number of
nodes on any source curve C, where [C → [P1/Z2]] is a generic point in MΓ.
Example 4. Recall the localization graphs Γ1 and Γ2 from Example 2. Every source curve of every
stable map inside the loci MΓ1 and MΓ2 has two non-empty contracted components over zero and
∞, so these source curves have two nodes. Therefore, MΓ1 and MΓ2 both have gluing factors of








Lets call this graph Γ3. Notice that every stable map [C → [P
1/Z2]] ∈ MΓ3 does not have
a contracted component over 0. Indeed, if there were a contracted component over zero, this
would cause an unstable component since the contracted component only has two special points.
Therefore, we see that the gluing factor for MΓ3 is 1.




, as required for localization, one needs to carefully understand the deformation theory of
M0,(2g+2)t([P
1/Z2], 1). For the purposes of this dissertation, we will not proceed with a completely
rigorous derivation for the expression of 1
e(NMΓ
)
. Instead, we opt for an informal outline of how
this derivation goes. The reader who is interested in a meticulous derivation should consult ( [14],
Chapter 27), and all references therein.
Let [f : C → [P1/Z2]] ∈ M0,(2g+2)t([P
1/Z2], 1) be a point in the space of stable maps. We want
to gain access to the space of normal directions, or the normal bundle, to this point. In deformation
theory, one begins this endeavor by looking at the tangent-obstruction sequence:
0 H0(C, TC) H0(C, f ∗(T [P1/Z2])) T
1
H1(C, TC) H1(C, f ∗(T [P1/Z2])) T
2 0
The Euler class to the normal bundle at [f : C → [P1/Z2]] ∈ M0,(2g+2)t([P





Using the multiplicative properties of the Euler class applied to the tangent-obstruction sequence,
we obtain
e(H0(C, TC))e(T 1)e(H1(C, f ∗(T [P1/Z2])))










e(H0(C, TC))e(H1(C, f ∗(T [P1/Z2])))
e(H0(C, f ∗(T [P1/Z2])))e(H1(C, TC))
(3.3)
Now let Γ be a localization graph for M0,(2g+2)t([P
1/Z2], 1). What remains is to evaluate all




. When this restriction is made, each of the terms on the right hand side of Equation (3.3)
depends only on the graph Γ. Again, we refer the reader to ( [14], Chapter 27) for a complete
derivation. We will expedite the process by stating the results explicitly. First, we make the
following definition:
Definition 11. Let Γ be a localization graph of M0,(2g+2)t([P
1/Z2], 1). We define the following
subsets of vertices of Γ:
• Val0(1) := {vertices of valence 1 over 0}
• Val∞(1) := {vertices of valence 1 over ∞}
• Val0(3) := {vertices of valence 3 over 0}
• Val∞(3) := {vertices of valence 3 over ∞}
• Val0(≥ 3) := {vertices of valence at least 3 over 0}
• Val∞(≥ 3) := {vertices of valence at least 3 over ∞}
Before we state the next proposition, let us explain a product notation we use for elements in
H∗
C∗
(MΓ). Since MΓ = Mv0 ×Mv∞ , we have two canonical projection maps π1 : MΓ → Mv0
and π2 : MΓ → Mv∞ . Whenever we denote an element (a)× (b) ∈ H
∗
C∗
(MΓ), what we mean is
π∗(a) · π∗(b).
Proposition 1. Let Γ be a localization graph of M0,(2g+2)t([P
1/Z2], 1), and let [f : C → [P
1/Z2]] ∈
MΓ. All of the terms appearing in Equation (3.3) restricted to MΓ are as follows:
1. e(H0(C, TC)) = t|Val0(1))|(−t)|Val∞(1)|
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2. e(H1(C, f ∗(T [P1/Z2]))) = 1
3. e(H0(C, f ∗(T [P1/Z2]))) = −t
2










where ψ0 is the ψ-class at the node over 0, and ψ∞ is the ψ-class at the node over ∞. Incorporating
the gluing factor of MΓ, which is
2|Val0(3)|+|Val∞(3)|−1
we obtain the following closed formula for the inverse of the C∗-equivariant Euler class to the
















In the context of our computations, the Atiyah-Bott localization theorem can be stated as follows:












where the sum is over all localization graphs Γ of M0,(2g+2)t([P
1/Z2], 1).
3.4 Restrictions of Classes
In order to compute hyperelliptic Hodge integrals, we will make auxiliary computations on
M0,(2g+2)t([P
1/Z2], 1). In order to use localization, we need to understand how various Chow
classes in A∗(M0,(2g+2)t([P
1/Z2], 1)) restrict the fixed loci MΓ.
Let us first explain how λ-classes and the classes ev∗i (0) and ev
∗
i (∞) restrict to the fixed loci










t MΓ consists of curves that map the i







−t MΓ consists of curves that map the i
th marked point to ∞
0 otherwise
(3.6)
The remaining Chow classes are Chern classes of a certain vector bundle. Before we can
describe this vector bundle, we need a bit of technical machinery from the theory of lines bundles
on orbifold curves.
First, recall the orbifold Riemann-Roch Theorem (see [11]), applied to orbifold curves and line
bundles. Let L be a line bundle over an orbifold curve X of genus g, and suppose X has only
finitely many points p1, . . . , pn ∈ X that have non-trivial isotropy. If Gpi is the local group at pi,
then Gpi acts on Lpi . This action takes the form z 7→ e
2πi




, and so the Euler characteristic of L is




Consider the line bundle OP1(−1) over [P
1/Z2]. By this we mean, take O(−1) on P
1, and pullback
along the map [P1/Z2] → P
1 that forgets the orbifold structure, and let Z2 act non-trivially on
the fibers. Let [f : (C, p1, . . . , p2g+2) → [P
1/Z2]] ∈ M0,(2g+2)t([P
1/Z2], 1). Then by orbifold
Riemann-Roch, we have
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= −g − 1
Since h0(f ∗OP1(−1)) = 0, we have h
1(f ∗OP1(−1)) = g + 1. This observation justifies the
following:








∗OP1(−1) is a vector bundle over M0,(2g+2)t([P
1/Z2], 1). The fiber over the point
[f : (C, p1, . . . , p2g+2 → [P
1/Z2]] is H
1(C, f ∗OP1(−1)).
Now, lets see how the vector bundle bundle R1π∗f
∗OP1(−1) restricts to the C
∗-fixed loci of
M0,(2g+2)t([P
1/Z2], 1). In order to localize, we make a choice of torus weights on OP1(−1) (see
[14] for more details). This amounts to determining how C∗ acts on OP1(−1)|0 and OP1(−1)|∞.
Throughout, we choose the torus weights to be a on OP1(−1)|0 and a+ 1 on OP1(−1)|∞. In other
words, for γ ∈ C∗, the torus action on the fiber over 0 is γ ·z = γaz, and over ∞ it is γ ·z = γa+1z.
Let Γ be a localization graph of M0,(2g+2)t([P
1/Z2], 1). Let [f : (C, p1, . . . , p2g+2) → [P
1/Z2]]
be a point in MΓ. We denote Cv0 and Cv∞ as the contracted components over 0 and ∞, respec-
tively. We assume Cv0 and Cv∞ are of positive dimension. Consider the normalization exact
sequence for C,
0 OC Ov0 ⊕Ov∞ ⊕Oe On0 ⊕On∞ 0
where
• Ov0 is the structure sheaf on C0, the contracted component over 0
• Ov∞ is the structure sheaf on C∞, the contracted component over ∞
• Oe is the structure sheaf on Ce, the rational curve nodal to the contracted components
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• On0 is the skyscraper sheaf supported on n0, the node above 0
• On∞ is the skyscraper sheaf supported on n∞, the node above ∞
Tensoring this sequence with f ∗OP1(−1), and applying cohomology, we get the long exact se-
quence











It is clear that H0(C, f ∗OP1(−1)) = H
0(Ce,OP1(−1)) = 0. However, we also claim that
H0(C0,C × C0) = H
0(C∞,C × C∞) = 0. To see this let s : C0 → C × C0. be a constant
section. The section s must be Z2-equivariant, and in particular, if pi ∈ C0 is a point with non-
trivial isotropy, then s(pi) = −s(pi), and therefore, s is the zero section. The same argument works
if we choose a section s : C∞ → C × C∞. In summary, the above sequence reduces to the short
exact sequence
0 −→H0(n0,C× n0)⊕H















. If s : n0 → C × n0 is an element of H
0(n0,C × n0, then
since n0 has trivial isotropy, imposing Z2 equivariance on s does nothing. Therefore, s can be
any constant section. A similar argument holds for n∞. Therefore, normalization exact sequence
becomes
0 −→ La ⊕ La+1 → H
1(C, f ∗OP1(−1)) −→ E
∨
g1
⊕ E∨g2 −→ 0 (3.7)
where La is defined to be the trivial equivariant line bundle with torus weight a (see Definition
16). Now consider the case when Γ corresponds to a moduli space of the form M0,k1t(BZ2) ×
M0,k2t(BZ2). We have H
0(n0,C× n0) = H
0(n∞,C× n∞) = 0. Indeed, if s ∈ H
0(n0,C× n0),
then since n0 has non-trivial isotropy, Z2 equivariance forces s to be the zero section. The same
holds for n∞. In which case, we get the very simple two term sequence
0 → H1(C, f ∗OP1(−1)) → E
∨
g1
⊕ E∨g2 ⊕ La+ 12
−→ 0 (3.8)
The term La+ 1
2
shows up due to the following argument. If C is a P1 with non-trivial Z2-isotropy
at 0 and ∞, and f : C → [P1/Z2] is a map of degree 1, then the orbifold Riemann-Roch theorem
says that h1(C, f ∗OP1(−1)) = 1. Therefore, it only remains to compute the torus weights of this
line bundle. One way to do this is to use the perspective of admissible covers: the data of f is
equivalent to the data of a hyperelliptic covering f̃ : P1 → C, branched at 0 and ∞. It turns out
that H1(C, f ∗OP1(−1)) = H
1(P1, f̃ ∗(f ∗OP1(−1))), and from this, one can derive that the torus
weight is (a+ 1
2
), see ( [10], pg. 22) for a complete derivation.
The sequences (3.7) and (3.8) show up prominently when we compute hyperelliptic Hodge
integrals that have no ψ-classes i.e. pure Hodge integrals.
We are now ready to begin making localization computations.
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3.5 Recursions for Hyperelliptic Hodge Integrals
In this section, we provide one of the key results in this dissertation. Recall the definition of
the intersection numbers D~i,2g+2 and d~i,2g+2 from Chapter 2
Theorem 5. There exists a set of recursions that completely determine the intersection numbers
D~i,2g+2 and d~i,2g+2. The only initial conditions required of these recursions are the intersection
numbers D~0,2g+2 = d~0,2g+2 =
1
2
, established in [9].
We begin by distinguishing between the notion of a pure Hodge integral and a non-pure Hodge
integral.
Definition 12. Pure Hodge integrals are intersection numbers D~i,2g+2 and d~j,2g+2 such that |
~i| =
2g − 1 and |~j| = 2g. Otherwise, we say that such an integral is a non-pure Hodge integral
Concretely, pure Hodge integrals have no ψ-classes in their integrand, whereas non-pure Hodge
integrals have at least ψ-class in their integrand.
3.5.1 Non-Pure Hodge Integrals
In this section, we compute two families of auxiliary integrals that provide recursions for non-
pure Hodge integrals. The calculations in this section will include sums over multi-indices. We
make the following definition to allow for readability:
Definition 13. For ~ℓ = (ℓ1, . . . , ℓn),~j = (j1, . . . , jn) ∈ Z
n
≥0, we say
~ℓ ≤ ~j ⇐⇒ ℓi ≤ ji ∀ i
For a fixed ~i such that |~i| < 2g − 1, and genus g > 0, let k be an integer such that 0 ≤ k ≤













|t=1 = 0 (3.9)
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Remark 2. There is a slight abuse of notation. We use ‘t′ to refer to the equivariant parameter of
the Chow ring of M0,(2g+2)t([P
1/Z2], 1), but we we also use ‘t
′ as a decoration on marked points
to indicate non-trivial isotropy. However, the contexts in which these two uses occur are distinct
and discernible, so no confusion should arise.
Let us explain the intuition of what’s happening in the integrand of Equation (3.9). First of all,
notice that the integrand in Equation (3.9) is a Chow class of codimension
|~i|+ (2 + k) + 1 = |~i|+ (k + 3)
≤ |~i|+ (2g − 2− |~i|)
= 2g − 2
< 2g + 2
and since the dimension of M0,(2g+2)t([P
1/Z2], 1) is 2g + 2, this is the reason why the integral in







tames the combinatorial complexity when we localize the integral in Equation (3.9). Indeed, the
only localization graphs that contribute to the computation of Equation (3.9) are those which cor-
respond to curves that map the first 2 + k marked points to 0, and the last marked point to ∞.
Therefore, it is convenient to establish the following notation/definition to capture which localiza-
tion graphs contribute to Ik.
Definition 14. Define Γj as the set of all localization graphs with the following properties:
1. The first 2 + k marked points map to 0










Figure 3.1: These are the localization graphs that appear in the set Γj (defined in Definition 14). Each graph
in Γj has the first 2+k marked points mapping to zero, the last marked point mapping to ∞, and j arbitrary
marked points also mapping to ∞. The remaining marked points map to zero.
3. There are j marked points, distinct from the first 2 + k marked points and the last marked
point, that map to ∞
4. The remaining 2g − 1− k − j marked points map to 0
See Figure 3.1 for a depiction of the graphs in Γj .
In order to localize Ik, we need to compute the contributions coming from all of the localization


















, and since each contribution is the same for each Γ ∈ Γ̃j , when we compute





First, consider Γ0. This set contains only one localization graph Γ, and its corresponding
moduli space is















Cont(Γ0)|t=1 = D(~i),2g+2 (3.10)






















































































































































Now we consider a different auxiliary integral. For a fixed ~i and genus g > 0, let 0 ≤ k ≤












As we saw in the case of Ik, we first need to enumerate the localization graphs that contribute to
Ĩk.
Definition 15. Define Γ̃j as the set of all localization graphs of M0,(2g+2)t([P
1/Z2], 1) with the
following properties:
1. The first 2 + k marked points map to 0
2. There are j marked points, distinct from the first 2 + k marked points, that map to ∞.
3. The remaining 2g − k − j marked points map to 0.






︸︷︷︸2g − k − j
... ︸︷
︷︸ j
Figure 3.2: These are the localization graphs appearing in the set Γ̃j (as defined in Definition 3.2)


















, and since each contribution is the same for each Γ ∈ Γ̃j , when we compute






The computations for Cont(Γ̃j)|t=1 are analogous to the computations made in the case of Ik
i.e. to the results in Equation (3.10), Equation (3.11), and Equation (3.12). We expedite the process
by simply stating the results:
































Combining all of the localization computations in Equations (3.10), (3.11), (3.12), (3.13), (3.14),
and (3.15), we obtain the following theorem:


















































3.5.2 Pure Hodge Integrals
In this section, we compute recursions for pure Hodge integrals, that is, we compute Hodge
integrals of the form D~i,2g+2, where |
~i| = 2g − 1. Notice that if |~i| = 2g, then the pure Hodge
integral d~i,2g+2 = 0. This is due to the fact that Hodge monomials on M0,(2g+2)t,1u(BZ2) are
pulled back from M0,(2g+2)t(BZ2) along the map that forgets the untwisted point, and since such
a monomial is zero in Chow on M0,(2g+2)t(BZ2) for dimensions reason, it’s also zero in Chow on
M0,(2g+2)t,1u(BZ2).
Before we begin the localization computation, we establish the following notation:
36
Definition 16. Define La to be the C
∗-equivariant trivial line bundle on M0,(2g+2)t([P
1/Z2], 1)
with torus weight a. In other words, C∗ acts on each fiber by λ · z = λaz.
Notice that cC∗(La) = 1 + at. In our localization computations below, we make repeated use of
the following fact concerning Chern classes (see [20]):
Proposition 3. Let E be a rank r vector bundle, and let L be a line bundle. Then









Let~i = (i1, . . . , in) ∈ Z
n
≥0 such that |~i| = 2g − 1. Without loss of generality, assume in > 0. For
notational convenience, we define ~m := (i1, . . . , in−1), the tuple ~i that is missing the last entry.












where we choose the torus weights of OP1(−1) to be −1 over 0 and 0 over ∞ (we refer the reader to
Section 3.4 for all of the definitions and conventions regarding the vector bundleR1π∗f
∗OP1(−1)).
Using localization, we express I as a sum of integrals over fixed loci, which, as in the case of





In order to enumerate the localization graphs that contribute to I , we make the following definition:
Definition 17. Let Γi denote the set of all localization graphs for M0,(2g+2)t([P
1/Z2], 1) with the
following properties:
1. The first marked point lies over ∞
2. There are i marked points, distinct from the first marked point, that lie over ∞
3. The remaining 2g + 1− i points lie over 0
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In order to compute I , we compute the contributions coming from the sets Γi, as i ranges from 0 to
2g + 1. Let α ∈ A∗(M0,(2g+2)t([P

















, and since each contribution is the same for each Γ ∈ Γi, when we compute






First, we show that
Cont(Γ2g−1)|t=1 = Cont(Γ2g+1)|t=1 = 0
Consider the set Γ2g−1. Each localization graph Γ ∈ Γ2g−1 corresponds to the moduli space
MΓ = M0,2t,1u(BZ2)×M0,(2(g−1)+2)t,1u(BZ2)
Applying cohomology to the normalization exact sequence, we get
0 L−1 ⊕ L0 H
1(C, f ∗(OP1(−1))) H
1(Cv∞ ,C× Cv∞) 0

































































= (−1)in+1λin+1 − (−1)
inλin
= (−1)in+1(λin+1 + λin)













































= 2g − 2.
Now consider the set Γ2g+1. Each localization graph Γ ∈ Γ2g+1 corresponds to the moduli
space
MΓ = M0,(2g+2)t,1u
Applying cohomology to the normalization long exact sequence, we get
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0 L0 H
1(C, f ∗OP1(−1)) H





































The reason for the above vanishing is the following: in the integrand above we have a monomial of
λ-classes whose total degree is 2g. Every monomial of λ classes on the space M0,(2g+2)t,1u(BZ2)
is pulled back from M0,(2g+2)t (along the map that forgets the untwisted point). But since the
dimension of M0,(2g+2)t(BZ2) is 2g − 1, this monomial is zero in Chow.
For the remainder of this localization computation, we organize the workflow in the following
way. First, we compute Cont(Γ0)|t=1,Cont(Γ1)|t=1,Cont(Γ2g)|t=1; these contributions are special
in that the corresponding moduli spaces are not products. We split the remaining cases into two
situations: {Cont(Γj)|t=1}2,≤j≤2g−2,j even, and {Cont(Γj)|t=1}3≤j≤2g−3,j odd. In the former case, the
corresponding moduli spaces are products of spaces with no untwisted points, and the latter case
corresponds to spaces with one untwisted point.
Lets begin with Cont(Γ0). There is only graph Γ ∈ Γ0, and the corresponding moduli space is
MΓ = M0,(2g+2)t(BZ2)
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Applying cohomology to the normalization long exact sequence, we get











































































































































Now consider Γ1. For all Γ ∈ Γ1, we have
MΓ = M0,(2(g−1)+2)t,1u(BZ2)×M0,2t,1u(BZ2)
Applying cohomology to the normalization long exact sequence, we get
0 L−1 ⊕ L0 H
1(C, f ∗OP1(−1)) H









































































































After some simplification, we get:











Now consider Γ2g. For all Γ ∈ Γ2g, we have
MΓ = M0,(2g+2)t(BZ2)
Applying cohomology to the normalization long exact sequence, we get
0 H1(C, f ∗OP1(−1)) H
1(Ce, f
∗OP1)⊕H









































































After some simplification, we have














, so that for Γ ∈ Γj , we have
MΓ = M0,(2g+2−j)t(BZ2)×M0,(j+2)t(BZ2)
= M0,(2g1+2)t(BZ2)×M0,(2g2+2)t(BZ2)
Applying cohomology to the normalization long exact sequence, we get


















































































































Since summing across all even j such that 2 ≤ j ≤ 2g − 2 is equivalent to summing across all






































Lastly, consider Γj where 3 ≤ j ≤ 2g − 3, and j is odd. At this point, the reader should
understand how these contributions are calculated, and therefore, we expedite the exposition by





































































3.6 Proof of Theorem 5
Proof of Theorem 5. We have recursions for Hodge integrals that have at lease one ψ-class inser-
tion (see Theorem 6). In order to obtain a complete set of recursions that determine all of the
intersection numbers D(~i),2g+2 and d(~i),2g+2, we need a recursion for Hodge integrals D(~i),2g+2,
where |~i| = 2g − 1. In Section 3.5.2, we computed a vanishing localization computation that in-
volved integrals D(~i),2g+2 , where
~i = (i1, . . . , in), |~i| = 2g − 1, and without loss of generality, we
assumed in > 0. It only remains to isolate the term D(~i),2g+2, and check that the remaining terms
46
involve either Hodge monomials of lower degree, or Hodge integrals of lower genus.
Since I = 0,











 |t=1 = 0
The only terms that contain D(~i),2g+2 are Cont(Γ0) and Cont(Γ2g). and therefore,
(−1)in+1
(






















































































The Theorem now follows from the following Lemma:
Lemma 1. All Hodge integrals on the right hand side of Equation (3.18) involve Hodge monomials
λ~v such that |~v| < 2g − 1.
Proof. This is simply a consequence of meticulously analyzing all of the terms on the right hand
side of Equation (3.18), which we follow through with below.
The first summation of Hodge integrals on the right hand side of Equation (3.18) involves inte-
grals of the formD(~m,in−r),2g+2, where 1 ≤ r ≤ in. Therefore, |(~m, in−r)| = 2g−1−r < 2g−1.
The same argument holds for all Hodge integrals appearing in Cont(Γ1)|t=1.





Every term appearing in this sum is a product of Hodge integrals D(~v1),2g1+2D(~v2),2g2+2 where
g1+g2 = g and gi > 0. In particular, this means gi ≤ g−1 Therefore, the Hodge integrals that occur
are over moduli spaces of the form M0,(2gi+2)t(BZ2), but since dim(M0,(2gi+2)t(BZ2) = 2gi−1 ≤
2(g − 1)− 1 = 2g − 3. this implies that the products of Hodge integrals appearing in this sum are
non-zero if and only if the vectors ~vi have the property that |~vi| ≤ 2g − 3 < 2g − 1, as desired. A






With Lemma 1 established, this concludes the proof.
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Chapter 4
Closed form Expressions Involving Elementary
Symmetric Functions
In this Chapter, we find a closed form expression for linear hyperelliptic Hodge integrals i.e.









Before we state the main result in this Chapter, we need the following definition:
Definition 18. The ith elementary symmetric function in n indeterminates x1, . . . , xn, denoted
ei(x1, . . . , xn) is defined to be
ei(x1, . . . , xn) =
∑
1≤a1<a2<...<ai≤n
xa1xa2 . . . xai
Example 5. Here are the elementary symmetric functions on 4 indeterminates:
e1(x1, x2, x3, x4) = x1 + x2 + x3 + x4
e2(x1, x2, x3, x4) = x1x2 + x1x3 + x1x4 + x2x3 + x2x4 + x3x4
e3(x1, x2, x3, x4) = x1x2x3 + x1x2x4 + x1x3x4 + x2x3x4
e4(x1, x2, x3, x4) = x1x2x3x4
Here is the main result obtained in this Chapter:
50
Theorem 7. The hyperelliptic Hodge integrals Di,2g+2 and di,2g+2 have a closed form expression













ei(2, 4, . . . , 2g)
In order to prove Theorem 7, we simply need to check that the purported expressions forDi,2g+2
and di,2g+2 in Theorem 7 satisfy the recursions obtained in the previous Chapter. First, recall the
recursions from Theorem 6. Setting the parameter k equal to 0 in Theorem 6, and setting the vector













































In Equations (4.1) and (4.2), we make the following linear variable substitution:
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k − 3 := 2g − 1











































With the recursions in Equations (4.3) and (4.4), we are ready to prove our main theorem. First,
we need some preliminary results.

















Proof. The proof of this identity can be found in [21] on pg. 30.
Furthermore, we have a simple corollary to the above lemma

























































A similar argument is used to show the vanishing of the second expression.
We are now ready to state and prove our main theorem. We state the theorem in with respect the
variable change k − 3 := 2g − 1.












ei(2, 4, . . . , k − 2)
Proof. In order to prove the theorem, we simply need to check that the purported expressions of
Di,k and di,k satisfy the recursions obtained in the previous chapter. When we plug in the purported


































ei−ℓ(1, 3, . . . , k − 3− j)eℓ(1, 3, . . . , j − 1)
)
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Before we can proceed, we need a few standard combinatorial facts (see [22]). The elementary
symmetric functions have a very nice description via their generating functions,













i are generating functions for sequences ai and bi, then f(t)g(−t) is the





Using the above facts, we see that





(1 + (2n− 1)t)
i∑
ℓ=0






















and therefore, after a bit of simplification, we see that the recursion is satisfied if and only if the



































(1− 2nt) := 1. Having the foresight of eventually using the previous lemmas
(as they are stated), we make the variable substitution g := k−2
2
, so that Equation (4.5) becomes
g∏
n=1















































(1− (2n− 1)t) =
g∏
n=1
(1 + (2g − 1− j − 2(n− 1))t)










(1 + (2g − 1− j − 2(n− 1))t)
Consider the following variable transformation for P (t)
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((t+ 2g − 1− 2(n− 1))− j)











By direct application of Corollary 2,
P̂ (1) = P̂ (2) = . . . = P̂ (g + 1) = 0
Therefore, P̂ (t) has g+1 distinct roots. But since the degree of P̂ (t) is g, it follows that P̂ (t) = 0,






ei(1, 3, . . . , k − 3)





ei(2, 4, . . . , k−2), we plug in this expression into the recursion
in Equation (4.4), and run through the same calculations as in the case of Di,k. The desired result










(1 + (2g + 1− j − 2(n− 1))t)
We will follow the same strategy used to show the vanishing of P (t). Consider the following















(t+ 2g − 1− 2(n− 1)− j)












By direct application of Corollary 2,
Q̂(1) = Q̂(2) = . . . = Q̂(g + 1) = 0
Therefore, Q̂(t) has g+1 distinct roots. But since the degree of Q̂(t) is g, it follows that Q̂(t) = 0,






ei(2, 4, . . . , k − 2)
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Chapter 5
Integrality and Polynomiality of Hyperelliptic Hodge
Integrals
This chapter is devoted proving the following two theorems:
Theorem 9. The hyperelliptic Hodge integrals 2|
~i|+1D~i,2g+2 and 2
|~i|+1d~i,2g+2 are integral.
Theorem 10. The hyperelliptic Hodge integrals D~i,2g+2 and d~i,2g+2 are polynomials in g. These
polynomials have degree less than or equal to |~i|2 + 1.
5.1 Integrality
Proof of Theorem 9. This proof requires simultaneous induction on |~i| and g. However, since the
recursions in Theorem 6 are a two-step recursion, and Equation (3.18) involves many terms, our
argument has many moving parts. To remedy this, let us summarize the argument:
1. We induct on |~i|
2. There are two cases to consider, either |~i| is odd, or |~i| is even.
3. In the case that |~i| is odd, this means D(~i),2g0+2 is a pure Hodge integrals for some g0. Using
Equation (3.18), we confirm the result holds in this base case, and then induct on g. Then
we use the recursion obtained in Theorem 6 to confirm that the result holds for the base case
d(~i),2g0+2, and then induct on g
4. In the case that |~i| is even, this means D(~i),2g+2 is not a pure Hodge integral for any g, so
we can solely refer to the recursions in Theorem 6. As in Step 3, we verify the result for
base cases i.e. the smallest genus g0 for whichD(~i),2g0+2 and d(~i),2g0+2 are non-zero, and then
induct on g
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Fix~i, and suppose that the integrality result holds for all vectors ~v where |~v| < |~i|.
Case 1: |~i| is odd.
Since |~i| = i1 + i2 + . . . in is odd, this means there exists a g0 such that D(~i),2g0+2 is a pure Hodge
integral. By definition, g0 is the smallest genus g for which D(~i),2g+2 is non-zero. Similarly, g0












































































which is a sum of integers by Lemma 1 and the induction hypothesis, and therefore, an integer.





























































The integrality of the first summation in Equation (5.2) follows if |~i| − |~ℓ1| − p+ r− |~ℓ2| − q ≥ 0.
Indeed,
|~i| − |~ℓ1| − p+ r − |~ℓ2| − q = |~m|+ in − (|~ℓ1|+ |~ℓ2|)− (p+ q) + r
= |~m| − |~m|+ in − (in + 1) + r
= r − 1
By Lemma 1, we have
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(|~ℓ1|+ p− r) + (|~ℓ2|+ q) < 2|~i|
=⇒ |~m|+ (p+ q)− r < 2|~i|
=⇒ |~m|+ in + 1− r < 2(|~m|+ in) = 2|~m|+ 2in
=⇒ 1− r < |~m|+ in
=⇒ r − 1 > |~i| ≥ 0
as desired. The integrality of the second summation in Equation (5.2) follows if |~i| − |~ℓ1| − p +
r − |~ℓ2| − q − 1 ≥ 0. Indeed,
|~i| − |~ℓ1| − p+ r − |~ℓ2| − q − 1 = |~m|+ in − (|~ℓ1|+ |~ℓ2|)− (p+ q) + (r − 1)
= |~m| − |~m|+ in − in + r − 1
= r − 1
≥ 0
as desired.







one uses similar/analagous calculations as the ones used in the analysis of Equation (5.2).
Therefore, we conclude that 2|
~i|+1D(~i),2g0+2 is an integer. The remaining base case is the integrality

































The summations on the right hand side of Equation (5.3) are all integers by the induction
hypothesis, except for the cases when ~ℓ = ~0 and ~ℓ = ~i. However, the integrals corresponding to
these terms are zero for dimension reasons. Therefore, we conclude that d(~i),2g0+2 is an integer.
With the base cases established, we now induct on g. Suppose that the integrality results holds
for D(~i),2g+2 and d(~i),2g+2 for all g < g̃, where g̃ > g0. Notice that D(~i),2g̃+2 is not a pure-Hodge
integral, which means we can use Theorem 6 to calculate it. Specializing to the parameter k = 0



























































The right hand sides of both equations above are all integers, either by the induction hypothesis on
|~i|, or the induction hypothesis on g < g̃.
This concludes the case when |~i| is odd.
Case 2: |~i| is even.
As before, define g0 as the smallest genus g for which D(~i),2g+2 and d(~i),2g+2 are non-zero. Since |
~i|
is even, this means D(~i),2g+2 is not a pure Hodge integral for all g. Therefore, we can solely refer
to Theorem 6 for its computation.
































The sums above involve summation over vectors ~ℓ such that ~ℓ ≤ ~i. However, we can refine the
inequality, and turn the above into sums over ~ℓ such that ~0 < ~ℓ < ~i. This follows for dimension
reasons: when ~ℓ = ~0 or ~ℓ = ~i, the resulting terms vanish for dimension reasons. Since the sum-
mation is refined to ~0 < ~ℓ <~i, the integrality result holds for D~i,2g0+2 by the induction hypothesis
on |~i|. An analogous argument goes through when we compute 2|
~i|+1d(~i),2g0+2. This establishes
the base cases. When we induct on g, one can use the same argument/computations used in the
analysis of Equation (5.4) and Equation (5.5).
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This concludes the proof of Theorem 9
5.2 Polynomiality
Before we begin the proof of Theorem 10, we establish a few useful lemmas along the way. Using
the theory of integer valued polynomials ( [23]), we have the following lemma:
Lemma 3. Suppose ag is an integer valued polynomial in g of degree at most i. Then there exists


















































































Proof. We use the notation [xi]p(x) to mean the degree i coefficient of the polynomial p(x). The











= [x2(n−k)](x− 1)n(x+ 1)n



































generating function. Then ag is a polynomial in g of degree at most i if and only if there exists a
polynomial p(t) of degree at most i such that f(t) = p(t)et.
Proof. We first prove the forward direction. Suppose that ag is a polynomial in g of degree at most


































































is a polynomial of degree at most i, this proves the forward direction.
















































































































is a polynomial in g of degree at most i, the Lemma follows.













The proof proceeds as follows:
1. We consider the recursions obtained in Theorem 6. For the recursion in which D(~i),2g+2 is
the principal part, we specialize to the parameter k = 2g − 2 − |~i|, and for the recursion in
which d(~i),2g+2 is the principal part, we specialize to the parameter k = 2g − 1− |
~i|.
2. We translate the recursions into systems of ordinary differential equations for F~i and G~i
3. We use induction on |~i|, and in the Laplace space, we show that L{F~i} and L{G~i} satisfy
the desired result.
When specializing to the parameter k = 2g − 2 − |~i| in Equation (3.16), and to the parameter
















































































































Suppose that the polynomiality result holds for all vectors ~v such that |~v| < |~i|, for some vector~i.
Translating the above recursions into a system of ordinary differential equations for F~i and G~i, and
applying Lemma 6, there exist polynomials P~i(t) and Q~i(t) of degree at most (|


















































































Denote by L the Laplace transform, and define F̃~i(s) := L{F~i(t)}(s), and G̃~i(s) := L{G~i(t)}(s).
Recall that L{tnet}(s) = n!
(s−1)n+1
. Using this fact, when we take the Laplace transform of the

































































































































































After some simplification, we have




































































































































































































































































































































































The highest power of (s−1) on the right hand sides of the above equations is |~i|+2+(|~i−1)2+1 =










(A~i,4ak + A~i,1bk)(s− 1)
(|~i|−1)2+1−k
(s− 1)|~i|2−|~i|+4
The next step is to make sure that the degrees of the polynomials occurring in the numerator of F̃~i
and G̃~i are strictly less than |
~i|2 − |~i|+ 4.
















+ (|~i| − 1)2 + 1
If |~i| is odd, the degree is |
~i|+1
2




, and if ~i is even, the degree is
|~i|
2
+ (|~i| − 1)2 + 1 = |~i|2 − 3
2
|~i|+ 2. In either case, d1 < |~i|
2 − |~i|+ 4.











+ (|~i| − 1)2 + 1
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|~i+ 3. In either case, d2 < |~i|
2 − |~i|+ 4.
Expanding the numerator polynomials of F̃~i and G̃~i at s = 1, we see that there exist constants






















































(~i|2 − |~i|+ 3− k)!
t|
~i|2−|~i|+4−k are polynomials
of degree at most |~i|2 − |~i| + 4, by Lemma 6, we see that D(~i),2g+2 and d(~i),2g+2 are polynomial in
g, with degree at most |~i|2 − 3|~i|+ 4 ≤ |~i|2 + 1, as desired.
5.3 Example
To demonstrate the practical use of the theorems in this paper, we go through an example of




















where the coefficients are integers. This is summarized in the following Corollary:
Corollary 3. Let~i = (i1, . . . , in) ∈ Z
n















2g−|~i|λi1 . . . λin 6= 0
}
Then there exists integers c~i,k and c̃~i,k, where 0 ≤ k ≤ |









































2g−|~i|λi1 . . . λin


























It is difficult to implement the recursions by hand. The author was aided by the use of the
computer algebra software Maple.
Example 6. ~i = (1, 2)















































































c(1,2),7 = c(1,2),8 = c(1,2),9 = c(1,2),10 = 0
A similar calculation results in






















































Generating Functions of Hyperelliptic Hodge
Integrals
In this chapter, we translate the recursions found previously into a system of partial differential
equations for the generating functions for hyperelliptic Hodge integrals. First, we define how we
package hyperelliptic Hodge integrals into generating functions.
Definition 19. Define s := (s1, s2, . . .), and for~i = (i1, . . . , in), define s
~i := si11 . . . s
in
n . We define

















Theorem 11. The generating functions F~i and G~i satisfy the following partial differential equa-
tions:
2∂3t F (~s, t)∂
2
t F (−~s, t) = 2∂
2
tG(~s, t)∂tG(−~s, t) (6.1)
2∂2tG(~s, t)G(−~s, t) = 2∂
3
t F (~s, t)∂tF (−~s, t)− ∂
2
tG(~s, t) (6.2)
Proof of Theorem 11. The Theorem follows from direct computation and Theorem 6.
First, we compute the formal expressions of the functions appearing in Equation (6.1) and Equation
(6.2) :
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The right hand side of Equation (6.1) is




































































The left hand side of Equation (6.1) is
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2∂3t F (~s, t)∂
2






























































































And therefore, Equation (6.1) follows by Equation (3.16) in Theorem 6 with k = 0.
Now we proceed with Equation (6.2). The left hand side of Equation (6.2) is




































































The right hand side of Equation (6.2) is
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2∂3t F (~s, t)∂tF (−~s, t)− ∂
2




























































Therefore, Equation (6.2) follows from Equation (3.17) in Theorem 6 with k = 0.
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Chapter 7
Conjectures and Open Problems
The combinatorial structure that governs the Z2 Hurwitz-Hodge integrals D(~i,2g+2 and d(~i),2g+2
is far from being completely understood. Here, we mention some out standing problems concern-
ing these intersection numbers, and outline some of the avenues of investigation for future work.
By Theorem 10, we know that D(~i),2g+2 and d(~i),2g+2 are polynomials in g of degree at most
|~i|2 + 1. However, the data in the Appendix suggests the following much sharper bound:
Conjecture 1. The integrals D(~i),2g+2 and d(~i),2g+2 are polynomials in g, and their degrees are
precisely 2|~i|
Let us take a moment to explain what happens when one tries to use the proof techniques in
the proof of Theorem 10 to tackle Conjecture 1. When we try to sharpen the bound on the degrees
of the polynomials D(~i),2g+2 and d(~i),2g+2 to 2|
~i|, the only difference in the proof would be the












































(A~i,4ak + A~i,1bk)(s− 1)
|~i|−1−k
(s− 1)2|~i|+1
At this point, the proof would go through as before only if the numerators are guaranteed to be
polynomials, but we can’t guarantee this since the expressions in the numerators have poles at
s = 1 for k > |~i| − 1.
In fact, the techniques used in the proof of Theorem 10 do not accommodate any linear bound
in |~i|. Indeed, if we wanted to prove that the polynomial degrees were bounded by n|~i|, then















































in which case we still cannot guarantee that the expression in the numerators are polynomials due
to poles at s = 1 when k > (n − 1)|~i| − 1. Alas, proving Conjecture 1 will require a different
approach.
By Theorem 9 we know that |~i| + 1 is a sufficient power of 2 that will normalize the Hodge
integrals so that they are integral. However, the exponent |~i| + 1 is far from being necessary. For
example, using the recursions, one can compute
∫
H4,10
λ1λ2λ4 =: D(1,2,4),10 =
27
8
Certainly, 2(1+2+4)+1D(1,2,4),10 ∈ Z, but 3 is the smallest exponent for which the integrality holds.
Thus, we have the following open problem:
Open Problem 1. Compute the integers m1(~i, g) and m2(~i, g), where
m1(~i, g) := min
{
α : 2αD(~i),2g+2 ∈ Z
}
m2(~i, g) := min
{
α : 2αd(~i),2g+2 ∈ Z
}





















Many examples of the sequences {c~i,k}k and {c̃~i,k}k are shown in the Appendix, and from this
data, we make the following conjecture:
Conjecture 2. Let c~i,k and c̃~i,k be the integers defined in Equations (7.1) and (7.2). Then
1. The integers c~i,k and c̃~i,k are ≥ 0
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2. For fixed~i, the sequences {c~i,k}k≥0 and {c̃~i,k}k≥0 are log-concave
In ( [7],Theorem 2), Johnson et al discover the following vanishing result:
g∑
i=0
(−2)iDi,2g+2 = 0 (7.3)
Equation (7.3) directly follows from the results in Chapter 4. However, using the data in the
Appendix, it is likely that the above vanishing result can be generalized:
Conjecture 3. Let g > 0 and let ℓ ∈ Zn≥0 such that |























where B2g is the 2g
th Bernoulli number. By Theorem 9, we know that 22gD(g−1,g),2g+2 ∈ Z. It
turns out that the integer 22gD(g−1,g),2g+2 has an enumerative meaning:
Corollary 4. Let Zg be the number of alternating permutations on [1, 2, . . . , 2g − 1]. Then
22gD(g−1,g),2g+2 = Zg
This observation prompts the following line of questioning:
Question 1. Does there exist an enumerative interpretation of the integers 2|
~i|+1D(~i),2g+2 and
2|
~i|+1d(~i),2g+2 as counting subsets of permutations of [1, 2, . . . , 2g − 1], as in Corollary 4? As a
starting point, in light of the results obtained in Chapter 4, is there a way to interpret the integers
ei(1, 3, . . . , 2g − 1) and ei(2, 4, . . . , 2g) in this way?
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An affirmative answer to this question would provide an elegant governing principle for Z2 Hurwitz-
Hodge integrals. Some new ideas, either coming from combinatorics or geometry, will be required
to approach these questions.
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We collect the values of various hyperelliptic Hodge integrals. One should use the data in this
section as supporting evidence for the various conjectures asserted in Chapter 7.
Table A.1: Genus 1, all points twisted




Table A.2: Genus 1, one untwisted point




Table A.3: Genus 2, all points twisted









Table A.4: Genus 2, one untwisted point








Table A.5: Genus 3, all points twisted



















Table A.6: Genus 3, one untwisted point












Table A.7: Genus 4, all points twisted






























Table A.8: Genus 4, one untwisted point



















Table A.9: Genus 5, all points twisted

































































Table A.10: Genus 5, one untwisted point
Hodge Monomial λ~i d(~i),2(5)+2
λ1
15
2
λ2
85
2
λ3
225
2
λ4 137
λ5 60
λ1λ2
725
2
λ1λ3 725
λ1λ4 680
λ1λ5 240
λ2λ3
3637
2
λ2λ4
2687
2
λ2λ5 381
λ3λ4 1279
λ3λ5 278
λ4λ5
155
2
λ1λ2λ3
14295
2
λ1λ2λ4 4087
λ1λ2λ5 864
λ1λ3λ4 2762
λ1λ3λ5
695
2
λ2λ3λ4
6905
4
93
