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Because many marine species have a planktonic larval phase, an understanding of
population connectivity (the exchange of individuals among populations) is critical for
better understanding their adult populations. However, connectivity depends on both
circulation patterns and any interacting biological factors. Of particular importance to
organisms originating nearshore is the amount of cross-shelf exchange, as larvae within the
slower moving coastal boundary layer experience shorter dispersal distances. I investigated
circulation patterns and cross-shelf exchange along the Eastern Maine coast, a region with
strong tidal currents and a complex coastline bounded in the offshore direction by a faster
moving coastal current. I used blue mussels (Mytilus edulis), a commonly occurring
economically and ecologically important intertidal species, as a model organism to study

population connectivity in this region. I created a high-resolution circulation model of the
eastern Maine coast with the Finite Volume Coastal
Ocean Model (FVCOM), and validated the model using spatial and temporal datasets. The
model recreated observed data both spatially and temporally. The coastal current was
present among all runs and moved on and off the shelf with tides and as the seasonal
stratification evolved. Flow in nearshore areas tended to the southwest out of bays, was
somewhat variable among months, and had two-layer flow modulated by wind. Cross-shelf
exchange was spatiotemporally variable and was affected by tides and bathymetry, with
flow either following bathymetric contours or being entrained nearshore in eddies along
the inner edge of the coastal current. To simulate larval mussels, I coupled this circulation
model with a Lagrangian particle tracking code to mimic the interaction between physical
and biological factors. I saw some exchange of simulated larvae among neighboring bays
and longer-distance transport following the coastal current, along with flow patterns that
may have created a barrier to exchange between Canada and the Maine coast. Along-shelf
transport of larvae was affected by cross-shelf exchange, with longer distance transport
occurring in the coastal current. While physical factors created many of these patterns,
connectivity was modulated by seasonal differences in spawning time and reproductive
output.

Lastly, an increase in temperature shortened larval development times and

increased settlement.

ACKNOWLEDGEMENTS
The author thanks committee members Huijie Xue, Phil Yund, Neal Pettigrew, Dave
Townsend, and Ron Etter for helpful guidance, discussion, and feedback. Thanks to Steve
Cousins for his technical support, Scott Morello for data collection and calculation of
reproductive output and spawning time estimates, Kelly Cole for valuable feedback,
Changsheng Chen for providing the boundary conditions used for the model, and Mark
Bertness for the use of the R/V Buba. This research was funded by NSF grant numbers
OCE-13-33797, OCE-14-58239, 1532013 and #11A-1355457 to the University of Maine
and OCE-13-33755 and OCE-14-58188 to the Downeast Institute. Project data are
available at http://www.bco-dmo.org/project/527082. Computations involved in this study
were done using the clusters of the Advanced Computing Group at the University of Maine.

ii

TABLE OF CONTENTS
ACKNOWLEDGEMENTS ............................................................................................ ii
LIST OF TABLES ......................................................................................................... ix
LIST OF FIGURES ......................................................................................................... x
Chapter
1.INTRODUCTION ........................................................................................................ 1
1.1 Introduction ........................................................................................................... 1
1.2 Population Connectivity ......................................................................................... 2
1.3 Gulf of Maine Circulation ...................................................................................... 4
1.3.1 Large-Scale Circulation Patterns ...................................................................... 4
1.3.2 The Gulf of Maine Coastal Current .................................................................. 6
1.4 Cross-Shelf Exchange ............................................................................................ 7
1.5 Bivalve Larvae ....................................................................................................... 8
1.5.1 Background ..................................................................................................... 8
1.5.2 Bivalve Settlement and Recruitment .............................................................. 10
1.6 Approach ............................................................................................................. 11
2.MODEL VALIDATION AND CIRCULATION ........................................................ 11
2.1 Chapter Abstract .................................................................................................. 12
2.2 Introduction ......................................................................................................... 13
2.2.1 Using Numerical Models to Understand Circulation ...................................... 13
iii

2.2.2 Study Location: The Eastern Maine Coast ..................................................... 15
2.3 Methods ............................................................................................................... 18
2.3.1 Numerical Model ........................................................................................... 18
2.3.2 Observations .................................................................................................. 22
2.3.3 Model-Data Comparisons .............................................................................. 22
2.4. Model-Data Comparison ..................................................................................... 24
2.4.1 Temporal Validation ...................................................................................... 24
2.4.1.1 Validation at Buoy I ................................................................................ 24
2.4.1.2 Validation at Tide Gauges ....................................................................... 27
2.4.1.3 Causes for Discrepancies in Temporal Data............................................. 28
2.4.2 Spatial Data Comparisons .............................................................................. 31
2.4.2.1 CTD Validation ....................................................................................... 31
2.4.2.2 Current Profile Data Validation ............................................................... 34
2.5. Nearshore Circulation ......................................................................................... 37
2.5.1 Tidal Currents ................................................................................................ 37
2.5.2 Residual Flows .............................................................................................. 38
2.5.2.1. Frenchman Bay ...................................................................................... 41
2.5.2.2 Pleasant and Western Bays ...................................................................... 44
2.5.2.3 Chandler, Englishman, and Machias Bays ............................................... 47
2.6. Discussion ........................................................................................................... 49
iv

2.6.1 Spatial and Temporal Model-Data Comparisons ............................................ 49
2.6.2 Nearshore Flow Patterns ................................................................................ 52
2.7 Summary.............................................................................................................. 54
3. CROSS-SHELF EXCHANGE................................................................................... 56
3.1 Chapter Abstract .................................................................................................. 56
3.2 Introduction ......................................................................................................... 57
3.2.1 Cross-Shelf Exchange .................................................................................... 57
3.2.2 Study Location: The Eastern Maine Coast ..................................................... 59
3.3 Methods ............................................................................................................... 61
3.3.1 Numerical Model ........................................................................................... 61
3.3.2 Particle Tracking ........................................................................................... 62
3.3.3 Analyses of the Model Simulation ................................................................. 63
3.4 Flow Patterns and Particle Movements ................................................................. 65
3.4.1 Coastal Current Location ............................................................................... 66
3.4.2 Particle Movements ....................................................................................... 69
3.5 Spatial Variability in Cross-Shelf Exchange ......................................................... 73
3.5.1 Coastal Current Location ............................................................................... 74
3.5.2 Cross-Frontal Velocity ................................................................................... 74
3.5.2.1 Bathymetry ............................................................................................. 75
3.5.2.2 Eddies ..................................................................................................... 78
v

3.5.2.3 Tidal Ellipses .......................................................................................... 80
3.5.2.4 Summary of Spatial Factors Affecting Exchange ..................................... 81
3.6 Temporal Variability in Cross-Shelf Exchange ..................................................... 81
3.6.1 Tide ............................................................................................................... 82
3.6.2 Wind ............................................................................................................. 84
3.6.3 Seasonal Variation ......................................................................................... 87
3.6.4 Summary of Temporal Factors Affecting Exchange ....................................... 89
3.7 Discussion............................................................................................................ 89
3.7.1 Synoptic Wind Events ................................................................................... 89
3.7.2 Effect of Particle Depth on Cross-Shelf Exchange ......................................... 91
3.7.3 Coupling Between the Alongshore Transport and the Cross-Shelf
Exchange................................................................................................................ 91
3.8 Summary.............................................................................................................. 94
4. POPULATION CONNECTIVITY OF BLUE MUSSELS ......................................... 96
(MYTILUS EDULIS) ..................................................................................................... 96
4.1 Chapter Abstract .................................................................................................. 96
4.2 Introduction ......................................................................................................... 97
4.2.1 Population Connectivity................................................................................. 97
4.2.2 Processes Affecting Connectivity of Organisms Nearshore ............................ 97
4.2.3 Approaches for Understanding Connectivity ................................................ 101
vi

4.2.4 Population Connectivity in the Gulf of Maine .............................................. 101
4.3 Methods ............................................................................................................. 104
4.3.1 Model Setup ................................................................................................ 104
4.3.2 Sensitivity Analyses..................................................................................... 111
4.4 Results ............................................................................................................... 113
4.4.1 Potential Settlement ..................................................................................... 113
4.4.2 Connectivity Overview ................................................................................ 114
4.4.3 Sensitivity Experiments: Effect of Biological Factors on Connectivity......... 117
4.4.4 Effect of Physical Factors on Connectivity................................................... 120
4.4.5 Effect of Temperature .................................................................................. 126
4.5 Discussion.......................................................................................................... 128
4.5.1 Mussel Connectivity in Eastern Maine ......................................................... 128
4.5.2 Sensitivity to Biological Processes ............................................................... 129
4.5.3 Sensitivity to Physical Factors ..................................................................... 131
4.5.4 Effect of Temperature .................................................................................. 133
4.6 Summary............................................................................................................ 135
5. CONCLUSION ....................................................................................................... 138
5.1 Overview ........................................................................................................... 138
5.2 Circulation Summary ......................................................................................... 138
5.3 Population Connectivity Summary ..................................................................... 139
vii

5.4 Management Implications .................................................................................. 140
5.5 Applications ....................................................................................................... 141
5.6 Future work........................................................................................................ 142
5.7 Conclusion ......................................................................................................... 142
BIBLIOGRAPHY ....................................................................................................... 145
BIOGRAPHY OF THE AUTHOR .............................................................................. 156

viii

LIST OF TABLES
Table 1. Mean squared error, correlation, and model skill for temperature, salinity,
sea surface height, and current speed ............................................................................. 27
Table 2. Correlations between particle movement and wind........................................... 85
Table 3. All experiments used for sensitivity analysis. ................................................. 112

ix

LIST OF FIGURES
Figure 1. Study region and map of observations............................................................. 16
Figure 2. Model mesh and bathymetry. .......................................................................... 19
Figure 3. Temporal validation example. ......................................................................... 25
Figure 4. Temperature (°C) before (left) and after TS Arthur (right) .............................. 26
Figure 5. Heat budget. ................................................................................................... 30
Figure 6. Temperature, salinity and velocity bias and skill. ............................................ 32
Figure 7. Spatial validation example. ............................................................................ 36
Figure 8. Surface M2 tidal ellipses from Frenchman Bay to Grand Manan
Channel. ........................................................................................................................ 38
Figure 9. Spatial temperature and salinity comparison. .................................................. 39
Figure 10. Effect of wind forcing on modeled velocity. ................................................. 41
Figure 11. Surface tidal residuals for Frenchman Bay. ................................................... 43
Figure 12. Similar to Figure 11 but for the area between Petit Manan and Great
Wass Islands.. ................................................................................................................ 46
Figure 13. Similar to Figure 11 but for Chandler and Machias Bays. ............................. 48
Figure 14. Zones used for analyzing cross-shelf exchange analysis. .............................. 60
Figure 15. Mean surface tidal residuals for May through September and monthly
averages of coastal current edge position (May through September). ............................. 67
Figure 16. Effect of tides on coastal current position...................................................... 68
Figure 17. Particle dispersal. .......................................................................................... 71

x

Figure 18. Example time series to show variability in transport for different
locations along the shelf and times................................................................................. 72
Figure 19. Spatial variability in CSE.............................................................................. 73
Figure 20. Particle cluster analysis. ................................................................................ 77
Figure 21.Relationship between monthly zone averages of near-frontal vorticity and
percentage of particles with CC-to-NS transport. ........................................................... 79
Figure 22. Effect of SSH and wind on particle timeseries. ............................................. 83
Figure 23. Relationship between particle cross-shelf exchange timeseries and
wind. ............................................................................................................................. 86
Figure 24. Study area................................................................................................... 108
Figure 25. Spawning windows in 2014 for the 15 mussel bed regions. ......................... 109
Figure 26. Indexed reproductive output for each of the 15 bed regions per run. ............ 110
Figure 27. Potential settlement within the study region and comparison between
potential settlement and historical bed locations. ......................................................... 114
Figure 28 Connectivity matrix. .................................................................................... 115
Figure 29. Percent retention (blue) and percent export (red) for each of the 15
bed regions. ................................................................................................................. 116
Figure 30. The number of bed regions each bed region received simulated larvae
from (blue) and the number of bed regions each seeded (red) ...................................... 117
Figure 31. Comparison of population connectivity during different spawning
times ........................................................................................................................... 118
Figure 32. Effect of reproductive output on population connectivity. ........................... 119

xi

Figure 33. The percentage of successfully settled simulated larvae from each
bed region vs. the CBL width. ..................................................................................... 121
Figure 34. Effect of CSE on connectivity matrix.. ........................................................ 122
Figure 35. Effect of CSE on settlement. ....................................................................... 123
Figure 36. Seasonal changes in flow in the Grand Manan Channel. ............................. 125
Figure 37. Vertical slice of along-shelf current velocity in the Grand Manan
Channel for May (a) and August (b). ........................................................................... 126
Figure 38. Effect of temperature on growth and survival. ............................................. 127
Figure 39. Effect of temperature on connectivity matrix. ............................................. 128

xii

CHAPTER 1
INTRODUCTION
1.1 Introduction
Population connectivity, the exchange of individuals among populations, affects
the location and stability of the populations of many marine organisms with a planktonic
larval phase, many of which are economically important. Understanding connectivity and
larval dispersal is critical for making management decisions and ensuring long-term
persistence of the adult populations. Because the trajectories of larvae of many marine
species depend heavily on ocean circulation, flow patterns play a critical role in dispersal.
Cross-shelf exchange is of particular importance, because water located nearshore (also
known as the coastal boundary layer) is slower moving when compared with the coastal
current. As a result, whether larvae cross the coastal boundary layer affects their potential
dispersal distance. In addition to these physical considerations, population connectivity is
also driven by biological factors, such as reproductive output and spawning location or
time.
Because population connectivity depends on both physical and biological factors,
patterns and processes vary depending on the species and location being studied. The
eastern Maine coast is a compelling location to study population connectivity due to the
strong tidal currents and complex coastline there along with the presence of many
economically important species, such as blue mussels (Mytilus edulis). For this study, I use
blue mussels as a model species to examine how a complex physical environment
integrates with biological factors to affect population connectivity. Along the eastern
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Maine coast, blue mussels are located primarily in shallow intertidal beds nearshore; larvae
need to return to these beds to successfully settle. The dispersal of larvae is complicated in
this area by a relatively strong coastal current, the Gulf of Maine Coastal Current. Because
water nearshore in the coastal boundary layer moves more slowly, the degree of dispersal
depends on whether larvae stay nearshore or enter the coastal current and are transported
further downstream. As a result, blue mussel connectivity depends heavily on flow
patterns, particularly those nearshore, and also the amount of cross shelf exchange.
However, nearshore flow patterns along the Maine coast are complex. The bathymetry and
topography are variable, with many small bays and islands and nearshore areas could
interact with the coastal current to influence the overall flow patterns.
Circulation, cross-shelf exchange, and nearshore connectivity have not been
studied in depth along the eastern Maine coast, and it is not well understood how physical
and biological factors interact there to influence meta-population dynamics. In particular,
there has not yet been a study that investigates cross-shelf exchange and larval dispersal in
such a complex environment. My goal is to address these questions using a high resolution
coupled biophysical model of the eastern Maine coast.
1.2 Population Connectivity
Because the adult populations of many marine organisms are affected by the
dispersal of their larvae, understanding population connectivity can assist in the making of
management decisions to ensure the long-term persistence of those adult populations. For
example, if one population seeds many others, it may be important in the persistence of
those other populations. However, connectivity is complex and is affected by interacting
physical and biological factors which are species and location specific. As a result, it is
2

often difficult to understand not only connectivity patterns, but the underlying mechanisms
affecting them.
Connectivity and dispersal can be affected by many different physical factors,
including turbulence, bathymetry, waves, tides, or cross-shelf exchange [Garland et al.
2002, Cowen et al. 2009]. Nearshore flow patterns are extremely important because larvae
of many species originate in nearshore areas. Additionally, the ability of the larvae to cross
the slower moving coastal boundary layer and enter the coastal current (through cross-shelf
exchange) is also critical. While cross-shelf flows are typically small compared to flow in
the along-shelf direction, they can play a large role in connectivity due to the different
velocities in the nearshore vs. offshore regions. If larvae tend to remain within the coastal
boundary layer due to small amounts of cross-shelf exchange, retention will be favored
rather than dispersal [Nickols et al. 2013]. Cross-shelf flows can be affected by many
factors, including wind, bathymetry, and tidal mixing [e.g. Hsueh and O’Brien 1971,
Davies and Xing 2001, Noble et al., 2009, Wang et al., 2013], and are therefore spatially
and temporally variable.
Biological factors also affect connectivity, because they can change how long the
larvae are drifting or when they are drifting. As a result, which currents they are exposed
to are dependent on biological factors. Important factors include reproductive timing [Jolly
et al. 2014] and larval duration [e.g. Cowen et al. 2000, Shanks et al. 2003], which affect
where and when larvae are in the water column. Reproductive output and mortality
influence connectivity by affecting the number of larvae available to settle [Cowen et al.
2000]. These biological factors are also affected by physical factors. For example, both
growth rate and mortality are temperature dependent [e.g. Yund and McCartney 2016], so
3

any changes in the flow field or temperature patterns can have a large impact on
connectivity.
1.3 Gulf of Maine Circulation
1.3.1 Large-Scale Circulation Patterns
The Gulf of Maine, and specifically the eastern Maine coast, is a compelling
location to study population connectivity due the complex flow patterns found there. The
Gulf of Maine is located along the northeastern coastline of the United States and is
separated from the Atlantic Ocean by Georges Bank. Exchange of deep water is limited
and the main region of exchange of water below 100 meters is through the Northeast
Channel on the eastern side of the gulf, though some water exchange occurs though the
Great South Channel on the southwest. There are several deep basins: Jordan Basin,
Wilkinson Basin, and Georges Basin being the largest. The Bay of Fundy is connected to
the northeastern Gulf of Maine, where very large tides and tidal currents occur due to tidal
resonance in the Gulf of Maine [Duff 1970].
Water entering the gulf comes from two different sources: cold and fresh Scotian
Shelf Water (SSW) and warmer, saltier Slope Water (SW) [Bumpus 1960, Ramp 1985].
Slope Water can be further broken down into two components: Warm Slope Water (WSW)
and Labrador Slope Water (LSW) [Gatien 1976]. Percentage of LSW that enters the bay is
affected by the North Atlantic Oscillation (NAO), with more LSW entering during low
NAO periods [Mountain 2012]. There is also a seasonal component to the flow of SW into
the gulf [Ramp et al. 1985]. In the winter, inflow occurs in bursts, while in summer there
is a slower, steadier inflow [Ramp et al. 1985].
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Other than the two main types of SW, there are three main water masses present in
the Gulf of Maine: Maine Surface Water (MSW), Maine Intermediate Water (MIW), and
Maine Bottom Water (MBW) [Hopkins and Garfield 1979, Brown and Irish 1983]. The
properties of MSW varies, and is affected by river input, SSW input, and heat flux [Hopkins
and Garfield 1979]. MIW is cold and fresh, and is isolated from the surface water by
heating [Hopkins and Garfield 1979]. MIW outflow from the gulf balances SW and SSW
inflow [Ramp et al. 1985]. MBW originates from mostly LSW that enters the gulf at depth
at the Northeast Channel and then mixes with MIW [Hopkins and Garfield 1979].
The circulation in the Gulf of Maine is influenced by factors such as heat fluxes,
tides, shelf and slope water inflow, and river inflow [Bigelow 1927, Brooks 1985, Lynch et
al. 1997, Pettigrew et al. 1998, Xue et al. 2000]. The density differences between SSW and
SW entering the gulf are one of the drivers behind the cyclonic circulation in the Gulf of
Maine; SW accumulates in Georges Basin, causing a cyclonic circulation and drawing
SSW into the gulf [Brooks 1985]. Water entering the gulf flows northward towards the Bay
of Fundy and begins to cyclonic flow around the gulf. Between April and June, cyclonic
gyres form around each of the three major basins, with an anticyclonic flow pattern around
Georges Bank (Brooks 1985). These vernal flow patterns benefit from the differential
heating between the interior of the Gulf of Maine and the shelf edge [Xue et al. 2000]. As
stratification is broken down due to winter cooling, the flow patterns penetrate deeper and
quickly lose energy to bottom friction, causing the flow patterns to dissipate [Xue et al.
2000].
Tides are important to the flow dynamics within the Gulf of Maine. The Gulf of
Maine has nearly-resonant semidiurnal tides, which causes large tidal currents in many
5

areas [Duff 1970]. The result is well mixed regions that are separated from stratified regions
by tidal mixing fronts. The location of the fronts is variable, because the location of the
mixed areas changes with the location of the tides [Loder and Greenberg 1986]. These
tidal fronts may be important for dispersal [Townsend and Pettigrew 1996].
1.3.2 The Gulf of Maine Coastal Current
The Gulf of Maine Coastal Current (GMCC) flows cyclonically along the coast
[Bigelow 1927, Brooks 1985, Pettigrew et al. 1998]. The GMCC is subject to both
interannual and interseasonal variability, which affects transport and distribution of
planktonic species [Pettigrew et al. 1998]. There is strong variability in strength of the
GMCC between both years and seasons [Pettigrew et al. 1998]. The GMCC is a pressure
gradient driven system that increases in flow in the spring and summer due to increased
freshwater inputs [Pettigrew et al. 1998].
The GMCC may be deflected offshore near Penobscot Bay, and as a result, is often
divided into two separate currents [Brooks 1985], the Eastern Maine Coastal Current
(EMCC) and the Western Maine Coastal Current (WMCC) [Pettigrew et al. 1998]. The
EMCC extends from the Bay of Fundy to near Penobscot Bay; the WMCC extends from
Penobscot Bay to south of Cape Cod [Brooks 1985].
The EMCC is well mixed down to around 50 meters in depth [Hetland and Signell
2005]. The EMCC is likely driven by baroclinic pressure fields caused by different water
masses [Pettigrew et al. 1998]. Cold plumes may separate from the main branch of the
EMCC and extend into the interior of the gulf [Brooks and Townsend 1989, Pettigrew et
al. 1998]. The location of these plumes is determined by the location of slope water that
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has entered the gulf [Brooks and Townsend 1989]. Usually the separation occurs between
100 km east and west of Mount Desert Island in the spring and summer months; the location
of the separation point of the plumes moves eastward in the fall months [Pettigrew et al.
1998].
1.4 Cross-Shelf Exchange
Up until this point, there has been limited study of cross-shelf exchange along the
Maine coast. In general, flow tends to follow isobaths, meaning that there is little flow in
the cross-shelf direction. Additionally, the study of cross-shelf exchange is difficult, as
cross-shelf flows are typically small compared with flow in the along-shelf direction.
Nevertheless, cross-shelf flows are important in determining how water moves between
the slower moving nearshore area and the deeper, faster moving water of the coastal
current, which in turn affects how larvae, algae blooms, and other materials move through
the region.
Cross-shelf flow can be generated through a number of mechanisms, such as winddriven Ekman transport, bathymetry, and tidal mixing [e.g. Hsueh and O’Brien 1971,
Davies and Xing 2001, Noble et al., 2009, Wang et al., 2013]. Wind-driven Ekman
transport occurs when wind oriented parallel to the coastline induces a cross-shelf flow to
the right of the wind at the surface (in the northern hemisphere), along with a balancing
flow in the opposite direction at depth. However, because this assumes a straight coastline,
it is somewhat more complicated in reality. Additionally, a more complex topography can
induce cross-shelf flows along with complicating Ekman transport. Curvatures or channels
in the bathymetry can affect cross-shelf exchange by directing flow across the shelf in
specific locations or diverting water offshore [Xing and Davies 2002, Dinniman and Klinck
7

2004]. Additionally, the bathymetry and coastline play a role in eddy formation which
create mixing both vertically and horizontally and can move water on or off of the shelf
[Davies and Xing 2001, Zhou et al., 2014, Gula et al., 2015]. Cross-shelf flows can also be
created by tides, either through tidal rectification or tidal mixing fronts [Noble et al., 2009,
Brink 2012, Ladah et al. 2012].
Overall, cross-shelf and along shelf flows and their temporal and spatial variability
create a complex environment that governs the movement of materials, such as pollutants,
algal blooms, or larvae through a system. In addition to the physical processes described
above which govern how flow moves along the Maine coast, it is important to understand
biological factors that may affect how organisms, in this case blue mussel larvae, move
through a system.
1.5 Bivalve Larvae
1.5.1 Background
Blue mussels (Mytilus edulis) are a common species occurring in the Gulf of Maine
[e.g. Rawson et al. 2001]. Eggs released during spawning are around 65-70 microns in
diameter [Bayne 1978]. Like other bivalves, they have a free-swimming planktonic larval
stage that is divided into trochophore, veliger, and pediveliger stages, followed by
settlement [Widdows 1991]. They are able to detach from an unsuitable settlement location
if needed until they reach as size of around 900 microns [Bayne 1964].
There are several factors that affect the length of time the larvae spend in the water
column. Temperature is an important factor in larval growth and can be used as a predictor
of larval size in M. edulis [Filgueira et al. 2015]. Because metabolic processes are
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temperature dependent, warmer temperatures speed up development and decrease the time
spent as larvae [Filgueira et al. 2015]. However, this does not necessarily mean that those
larvae experiencing warmer temperatures will have a higher settlement success [Filgueira
et al. 2015]. Other factors such as food availability also play an important role [Pechenik
et al. 1990, Fotel et al. 1999]. Growth rates of M. edulis increase with increasing food
availability, until the larvae reach a maximum growth rate of 8 microns per day [Pechenik
et al. 1990].
Bivalve larvae, including blue mussels, have swimming capabilities in their larval
phase and as a result can modify their location in the water column [Knights 2006, Peteiro
and Shanks 2015]. While no diel pattern in larvae depth was observed for M.edulis [Landry
and Miron 2011], a diel vertical migration is present in other bivalve species [Raby et al.
1994].
There was an effect of tidal phase on M. edulis larvae vertical distribution [Knights
et al. 2006]. During flood tide, larvae were distributed evenly throughout the water column,
but during ebb tides they were located closer to the bottom [Knights et al. 2006]. However,
the vertical distribution of M.edulis larvae is highly variable and likely affected by
hydrodynamics [Landry and Miron 2011, Weinstock et al. 2018], so this is likely an effect
of vertical current velocities rather than behavior.
Life stage may also play an important role in vertical distribution of M. edulis
[Dobrestov and Miron 2001].

Veliger larvae were found more evenly distributed

throughout the water column, while pediveliger larvae tended to be more correlated with
phytoplankton cell concentrations [Dobrestov and Miron 2001]. However, high current
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speeds limit vertical swimming capabilities, making swimming less effective [Knights et
al. 2006, Peteiro and Shanks 2015]. Haloclines may also limit vertical migration by acting
as a barrier [Sameoto and Metaxas 2008]. While some species avoid freshwater plumes,
Mytilus sp. may be able to tolerate lower salinities in some cases [Bloodsworth et al. 2015].
1.5.2 Bivalve Settlement and Recruitment
There are many different factors that may influence settlement timing, depth, and
location, both physical and biological. Because wind plays an important role in transport
of organisms, it also affects where settlement occurs [Drake et al. 2015].
The preference for different settlement habitat can play a role in population
connectivity, as bivalves can delay settlement until suitable habitat is found, increasing the
length of time spent drifting as larvae [Pechenik et al. 1990, Widdows 1991]. High
percentages of M. edulis postlarvae prefer to settle near the surface, however this changes
in the presence of a thermocline, when there were higher percentages of postlarvae found
at a depth of 5 meters, a pattern not found for M. trossulus [Kenchington et al. 2002]. A
similar pattern was found for M. galloprovincialis, most of which settled at depths between
2 and 7 meters [Curiel-Ramírez and Cáceres-Martínez 2010)]. Different habitats produce
different sound signatures that may be used for organisms to locate preferred habitats [Lillis
et al. 2014]. Hard-bottom oyster habitats have higher sound levels than soft bottom
habitats, meaning that sound may be used as an indicator to larvae of preferred habitat
locations [Lillis et al. 2014]. Lastly, chemical cues may also affect larval settlement, either
positively (by attracting larvae, e.g. odors from filamentous algae) or negative (by creating
larval avoidance, e.g. odors from a predator) [e.g. Morello and Yund 2016].
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1.6 Approach
All of the physical and biological factors and processes outlined above could
potentially affect dispersal and connectivity. The goal of this project is to study the flow
patterns, including cross-shelf exchange, along the eastern Maine coast, and use that
information, coupled with biological factors, to understand population connectivity of blue
mussels in the area. I simulate flow patterns and population connectivity using a high
resolution 3-D ocean circulation model coupled with a 3-D particle tracking model to
simulate likely larval trajectories. Models are an ideal method of approaching this problem,
due to the large volume of high-resolution data produced and the ability to run experiments
under different conditions. I expect variations in flow, cross-shelf exchange, and
connectivity to occur among seasons and location along the shelf. I hypothesize that larval
transport in this area primarily follows the coastal current and that connectivity depends on
the bathymetry along with whether or not cross-shelf exchange occurs. I also hypothesize
that biological factors such as diel vertical migration, larval duration, and spawning time
also affect connectivity. Nearshore flow patterns, cross-shelf exchange, and overall
connectivity, (including biological factors) are explored in subsequent chapters (2, 3, and
4, respectively).

CHAPTER 2
MODEL VALIDATION AND CIRCULATION
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2.1 Chapter Abstract
Circulation models are often validated with respect to temporal rather than spatial
variability, yet spatial variability is often very important for many questions subsequently
addressed with the models. We validated a high-resolution nearshore circulation model
using both temporal and spatial datasets and then used the model to investigate nearshore
flow patterns along the eastern Maine coast. The Finite Volume Coastal Ocean Model
(FVCOM) was run from April through September 2014. In the temporal comparison, the
model captured variation in sea level (model skill of 0.98) and the seasonal warming trend
(model skill of 0.94). To evaluate spatial variation in performance, we calculated a
modified model skill for current profile transects, which ranged from 0.99 to 0.60 in the
east/west current direction and 0.99 to 0.62 in the north/south direction. The combination
of temporal and spatial validation improved confidence in the model’s ability to recreate
realistic flow patterns and added additional details concerning the model performance. We
then used the validated model to investigate nearshore circulation. Residual currents across
the entrance to the bays showed flows that move out of the bays via the upper western side
and into the bays in the lower water column before surfacing on the eastern side. As the
coastal current passed by headlands and islands, eddies formed in the wake of several of
them. Residual flows varied among months and location along the shelf with bays to the
east driven predominantly by the tide but bays to the west more heavily influenced by the
stratification.
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2.2 Introduction
2.2.1 Using Numerical Models to Understand Circulation
Circulation models offer several advantages for studying nearshore flow patterns.
Models are capable of providing large amounts of simulated data and capturing
complexities of oceanic processes that are difficult and/or laborious to evaluate with
empirical methods as well as predicting flow patterns under different conditions. They also
have the ability to examine not only multiple processes that may affect flow, but the
interactions among and relative importance of different processes [e.g., Nagura and
McPhaden, 2014; Zhang et al., 2014]. High resolution models are particularly useful for
resolving local and regional processes that may be important in determining circulation
patterns, but might not otherwise be apparent, especially in complex study areas [e.g.,
Aleynik et al., 2016].
However, circulation models inevitably suffer from concerns about the extent to
which they accurately capture physical reality. These issues place a premium on model
validation. Coastal circulation models are typically validated with datasets from shore
stations or moorings that may include temperature, salinity, sea surface height, and current
profile data [e.g., Xue et al., 2005; Cobb et al., 2008; Pairaud et al., 2011]. Several studies
have expanded on the more typical temporal validation and have implemented spatial
validation to better understand variation in performance among different areas within the
model domain. For example, some models have been validated with temperature and
salinity data from CTD casts [e.g., Røed and Albretsen, 2007; Renner et al., 2009]. Several
studies have also examined flow using a combination of spatial current profile data and
model output, usually on a relatively small scale
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[e.g., Tsubaki et al., 2012; Sentchev and Yaremchuk, 2016], as a qualitative comparison
[e.g., Pairaud et al., 2011], or as a data assimilation tool using data from gliders [e.g.,
Yaremchuck et al., 2011; Jones et al., 2012].
However, quantitative spatial validation of model output, particularly for current
profile data, is still relatively uncommon. Datasets collected via stationary instruments
typically offer outstanding temporal resolution, but extremely limited spatial resolution, as
data are collected at single points in space. Consequently, for most circulation models, we
know much about the ability of the model to capture temporal dynamics, but less about its
ability to capture spatial dynamics. Additionally, spatial datasets, such as current profile or
glider data, are typically high resolution [van Aken et al., 2007; van Haren 2009] and
therefore particularly valuable for validating higher resolution models and filling in
knowledge gaps concerning model performance.
Spatial dynamics are critical for resolving many important nearshore processes,
including across-shelf exchange and mixing between estuarine and offshore water masses
[e.g. Coachman, 1981, Brink, 2012, Brink, 2016]. Furthermore, many questions concerning
nearshore circulation, such as the movement of marine larvae or dispersal of pollutants, are
more closely tied to current velocities as opposed to structure of the water column
[Olascoaga, 2010, Lobel, 2011, Miller et al., 2013]; for example, settlement location of
larvae may be affected by nearby eddies [Lobel, 2011]. As a result, it is often important to
determine the skill of a model in predicting current velocities correctly in both space and
time; including a spatial validation throughout the model domain may provide important
information concerning the model performance and its ability to address various scientific
questions.
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2.2.2 Study Location: The Eastern Maine Coast
We examined the benefits of combining spatial and temporal validation with a
nearshore circulation model of the eastern Maine coast. The eastern Maine coast (Figure
1) is complex with many factors influencing flow. It has many islands, strong tidal currents,
and is home to a number of economically important species. Outside of about the 60 m
isobath and driven by a baroclinic pressure field set-up by different water masses, the
Eastern Maine Coastal Current (EMCC) flows from west of Grand Manan to near
Penobscot Bay, where it turns offshore [Brooks and Townsend, 1989; Bisagni et al., 1996;
Lynch et al., 1997; Pettigrew et al., 1998]. Within the coastal current, temperature is cooler
due to vigorous tidal mixing of colder bottom water upward [Pettigrew et al., 1998 and
2005]. This region of the Maine coast experiences very large tides and tidal currents due
to tidal resonance in the Gulf of Maine and the Bay of Fundy [Duff, 1970; Garrett, 1972],
resulting in well mixed regions that are separated from vertically stratified regions by a
tidal mixing front [Tilburg et al., 2012]. The EMCC varies seasonally and interannually
[Pettigrew et al., 2005; Xue et al., 2005], due to variability in the geostrophic flow over
Jordan Basin [Bisagni et al., 1996]. It is also affected by local influences such as river
input, heat flux, wind, and tidal rectification [Brooks, 1994; Lynch et al., 1997; Xue et al.,
2000].
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Figure 1. Study region and map of observations. Domain extends from the eastern Maine
coast from Frenchman bay to Grand Manan Channel. Inset shows location of Penobscot
(PT) and Passamaquoddy (PY) rivers. Red lines show cross shelf transect locations; blue
lines show along shelf transect locations. Transects are numbered sequentially from west
to east. Blue squares show tide gauge locations; red circle shows buoy I location. Different
areas of the coast used for analysis are shaded in blue.

The nearshore area that extends from the shoreline seaward to the EMCC consists
of a sequence of bays and has flow patterns that are not well understood. In general,
nearshore areas along the Maine coast are more stratified than offshore due to river input
and have lower velocities than within the coastal current [Tilburg et al., 2012]. Nearshore
flows are governed by tides interacting with the topography and by river runoff [Tilburg et
al., 2012], which results in a band of low-salinity water near the coast, especially in the
spring when river discharge rates are highest [Bigelow, 1927; Brooks, 1985].

Aside from Passamaquoddy and Penobscot, the two largest bays, flow patterns
inside all the smaller bays along the eastern Maine coast and the extent to which nearshore
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flows vary spatially along the shelf is unknown. This area varies in river input with many
small rivers that discharge into small bays and several larger rivers with more influence,
such as the Penobscot at the western end of the region and the St. Croix in the east as well
as the St. John River further upstream. Tidal strength increases from west to east, with
eastern areas nearer the Bay of Fundy experiencing stronger tides. While the Eastern Maine
Coastal Current flows along shore in this area, its proximity to shore varies and is nearer
to shore in the east and veers offshore to the west. Lastly, this area also has a complex
bathymetry and coastline that affects flow patterns and consequently cross-shelf
exchanges. All these are key to water quality and population connectivity questions.
To validate the model, we used the standard temporal validation approach of
comparison with buoy and tide gauge time series data, but added a spatial validation as
well. We developed a quantitative method of determining model skill spatially using CTD
casts, flow velocities at transects, and a modified Willmott Skill calculation [Willmott,
1981]. We ran and validated the model for summer months only. While the winter months
may be of interest for other purposes, this study was part of a larger project whose objective
was to understand the summer dispersal of larvae of local benthic invertebrates. Moreover,
the shipboard data (see section 2.3.2) used for spatial validation were collected in June
through August only. Although we ran the model for only one summer, we considered
2014 to be a typical year (see section 2.5.2) and therefore use it
to describe typical flow fields. We then investigated nearshore flow patterns among
different areas along the Maine coast and compared and contrasted different regions whose
flow patterns were potentially governed by different processes.
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2.3 Methods
2.3.1 Numerical Model
We used the Finite Volume Coastal Ocean Model (FVCOM), version 2.7. FVCOM
is a 3-D, free surface, primitive equation, unstructured grid model, making it ideal for high
resolution, nearshore applications [Chen et al., 2003a; Chen et al., 2004b]. The model
domain extends approximately 60 km offshore from west of Penobscot Bay, Maine, to east
of Passamaquoddy Bay, New Brunswick. The unstructured grid has a total of 326,594
elements, 174,612 nodes, and variable horizontal resolution, with the highest resolution of
100 m in nearshore, shallow areas, and lower resolution in deeper, offshore areas and along
the open boundary to reduce computational time (Figure 2). The horizontal resolution of
the grid changes with the depth and was generated using the Aquaveo Surface Water
Modeling System (SMS). Coastline data for the grid were downloaded from NOAA’s
GSHHG (Global, Self-consistent, Hierarchical, High-resolution Geography database)
dataset and then extended onto the shore 6 m above the mean sea level to encompass the
intertidal zone.
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Figure 2. Model mesh and bathymetry. Mesh extends from Penobscot Bay, ME, to
Passamaquoddy Bay, NB. Horizontal resolution ranges from 100 m nearshore to 4 km
along the open boundary. Rivers in the model are marked with squares. Gauged rivers are
shown as red squares (the Penobscot, Narraguagus, and the St. Croix from west to east);
scaled rivers are shown as blue squares.

The majority of the model domain uses the National Geophysical Data Center
(NGDC) Northeast Atlantic 3 arc-second offshore bathymetry and land topography dataset
(https://www.ngdc.noaa.gov/mgg/coastal/crm.html). Gaps in this topography dataset were
supplemented with a 15 arc-second resolution dataset from USGS and a 0.5 arc-minute
dataset from the Digital Bathymetry Data Base from the Naval Oceanographic Office, as
well as data obtained by digitizing navigation charts. Because some islands were missing
from the bathymetric datasets, we created a mask using the coastline data for the missing
islands, which we set to cylindrical columns reaching 5 meters above
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mean sea level. The bathymetry along the open boundary was smoothed to more closely
match the lower resolution bathymetry data of the model that it is nested within to reduce
errors in interpolation.
The model has 20 vertical levels that vary according to the following formula:
𝑘𝑏𝑚1 − 𝑘
tanh *(𝑑𝑙 + 𝑑𝑢) / 𝑘𝑏𝑚1 4 − 𝑑𝑙5 + tanh (𝑑𝑙)
𝑧 (𝑘 ) =
−1
tanh(𝑑𝑙 ) + tanh (𝑑𝑢)
where z is depth in meters, kbm1 is the total number of vertical levels, k is each individual
level, and dl and du are constants set to 1.5. This equation produces layers that are more
closely spaced at the surface and bottom to capture the surface and bottom boundary layers.
In the deepest regions of the model (250 m), vertical layers are 5 to 15 m apart; in nearshore
areas, vertical layers are much more closely spaced. The model uses a bottom drag
coefficient (Cd) of 0.0025, and the drag is calculated using the following formula:
(𝜏bx, 𝜏by) = 𝐶d(𝑢2+𝑣2)1/2(u, v)
where u and v are the bottom velocity in the x and y direction, while 𝜏bx and 𝜏by are the
associated bottom stress, respectively. The model includes wetting and drying to capture
intertidal flow patterns and a minimum depth of 0.15 m is set for wet cells.
This grid was nested within the Northeast Coastal Ocean Forecast System
(NECOFS) Gulf of Maine FVCOM model [Chen et al., 2011] and forced at the open
boundary with hourly sea surface height, temperature, and salinity and also at the surface
with spatially variable heat flux and wind stress interpolated from the NECOFS 2014
hindcast
(http://www.smast.umassd.edu:8080/thredds/catalog/models/fvcom/NECOFS/Archive/Se
aplan_33_Hindcast_v1/catalog.html, circa November 2015). Temperature and salinity
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along the open boundary were calculated following the implicit open boundary condition
of Blumberg and Kantha [1985]. Because the NECOFS hindcast for the simulation period
underestimates salinity in our study region, open boundary salinity was increased
uniformly by 1 PSU to improve the match to observed data. The model also included a
sponge layer along the open boundary with a width of 5 km and was damped with a
weighting factor of 0.0004 per time step, in order to reduce disturbances along the open
boundary.
In addition, the model was forced with the discharge of 26 rivers (red and blue
squares in Figure 2), three of which (the Penobscot, Narraguagus, and St. Croix rivers) are
gauged and discharge data from the USGS (sites 01022500, 01018500, and 01034500,
http://waterdata.usgs.gov/me/nwis/rt) were incorporated into the model. Discharge for the
remaining smaller rivers was scaled to the centrally located Narraguagus River using
relative watershed areas from the USGS (http://viewer.nationalmap.gov/viewer/). All
rivers had a specified salinity of zero with the river discharge positioned in the model grid
as far upstream as possible.
We ran the model from April through the end of September 2014 to coincide with
the spring/summer larval dispersal of many local benthic invertebrates. While the model
time step was 0.6 s for the external mode and 6 s for the internal mode, model output was
saved every 15 m of model time. To allow model spin-up, we analyzed only the model
output from May through September. In addition to the model run with the normal forcing
as described above, we also conducted comparison runs with no atmospheric forcing and
a barotropic run with no variation in temperature and salinity.

21

2.3.2 Observations
Several preexisting datasets were available for the temporal validation.
Temperature and salinity time series data at 1, 20, and 50 meter depths as well as current
velocities were obtained from the NERACOOS (Northeastern Regional Association of
Coastal Ocean Observing Systems) Gulf of Maine buoy I (44.10˚ N, 68.10˚ W) for May
through September 18th; there was a gap in the buoy data for the remainder of that month.
Data were also obtained from three NOAA tide gauges located within the study region;
station numbers 8411060 (Cutler Farris Wharf, ME), 8413320 (Bar Harbor, ME), and
8410140 (Eastport, ME) (blue squares in Figure 1).
For the spatial validation, we collected current profile data (red and blue lines in
Figure 1) between Frenchman and Machias bays on transects oriented both across and
along shelf with a boat-mounted acoustic Doppler current profiler (ADCP; RDI Sentinel
600 kHz) using 1 m depth bins. The majority of these transects were duplicated, for a total
of 23 transects in 2014. We completed current profile transects within a 2-hour window in
the middle of the flood or ebb tide to minimize changes in direction and magnitude of the
tidal currents. We also collected temperature and salinity profiles with a Castaway CTD
(YSI) every two to three kilometers along each transect, for a total of 170 profiles.
2.3.3 Model-Data Comparisons
We compared the collected data with the simulation from the model node or
element closest to the latitude and longitude of the collected data. Time series data were
compared using the mean squared error (MSE):
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B

1
𝑀𝑆𝐸 = >(𝑚? − 𝑜? )A
𝑁
?CD

where m is the model output, o is observed data, and N is the number of observations.
Model skill was estimated with the Willmott Skill (WS) [Willmott, 1981], where a
score of 1 indicates perfect agreement between observations and the model.
𝑆𝑘𝑖𝑙𝑙 = 1 − 𝑀𝑆𝐸/((|𝑚 − 𝑜| + |𝑜 − 𝑜|)A )
The correlation coefficient was used to determine the linear correspondence between two
variables and was calculated using the following formula:
N

1
𝑚? − 𝑚
𝑜? − 𝑜
𝑅=
>I
L∗I
L
𝑁−1
𝑠𝑡𝑑(𝑚)
𝑠𝑡𝑑(𝑜)
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For temperature time series data, we performed analyses on the raw data as well as
detrended data (seasonal trend removed and data centered at zero), to determine how well
the model predicted both the seasonal trend and short-term variability. For the CTD
comparisons, we used target diagrams as outlined in Jolliff et al. [2009] to show the
relationship between bias and Root Mean Squared Difference (RMSD). Following Jolliff
et al. [2009], we calculated normalized bias (B*) and unbiased RMSD*as follows:

𝐵∗ =

𝑚−𝑜
𝑠𝑡𝑑(𝑜)
D/A

B

1
𝑅𝑀𝑆𝐷∗ = Q >[(𝑚 − 𝑚) − (𝑜 − 𝑜)]A T
𝑁

𝑠𝑖𝑔𝑛(𝑠𝑡𝑑(𝑚) − 𝑠𝑡𝑑(𝑜))

NCD

For comparisons using the collected current profile data, we interpolated model
output to 1 m depth bins to match the 1 m depth bins from the ADCP. We also averaged
all current profile data occurring within each model grid element for a direct comparison
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with model output, and used model output from the model time (at 15 min intervals) closest
to the time the current profile data were collected for the comparison. We subtracted model
velocities from observed transect velocities to determine overall bias between model and
observed data. Additionally, we calculated a skill score for each depth along each transect.
These were then averaged to obtain a model skill score for each transect.
2.4. Model-Data Comparison
2.4.1 Temporal Validation
2.4.1.1 Validation at Buoy I
Overall, the seasonal warming rate matched observed data from buoy I well and the
model captured the warming and cooling patterns throughout the run. The sea surface
temperatures (Figure 3a) matched especially well starting in mid-June, with the model
output closely tracking changes in temperature from then until the end of the run. The
model accurately captured sea surface cooling due to Tropical Storm Arthur moving
through the region in July 2014, as shown by the rapid decrease in the surface temperature
early in that month (Figure 3a and Figure 4). During the storm, increased wind enhanced
vertical mixing that mixed warmer surface waters downward to a depth of
approximately 30 m (Figure 4c and 4d), resulting in cooler sea surface temperatures
throughout the model domain, but it was most pronounced within the coastal current and
nearshore areas (Figure 4).
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Figure 3. Temporal validation example. Comparisons of temperature (°C, a and b) and
salinity (PSU, c and d) between observations (red) and model output (black) at 1 m (a and
c) and 50 m (b and d) depths at the NERACOOS Gulf of Maine buoy I (44.10˚ N, 68.10˚
W). Arrows indicate the approximate timing of Tropical Storm Arthur.

The model also closely tracked the surface cooling in mid-August due to movement
of the coastal current during that time (Figure 3). At 20 (not shown) and 50 m (Figure 3b),
the temperature data matched closely for the entire run and tracked the seasonal warming
trend accurately, but modeled daily fluctuations were larger than the observed values. The
only large discrepancy was a modeled increase in temperature at both 20 and 50 m during
the second week of July that was not apparent in the buoy data, due to onshore movement
of a warmer offshore water mass (unpublished analysis). Predicted temperatures were
overall highly correlated with raw data, which includes both seasonal trends and
fluctuations, at 1, 20, and 50 m depths (WS= 0.94, 0.97, and 0.97, respectively). When
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broken up into seasonal trend and hourly temperature fluctuation components, the model
predicted seasonal temperature trends more accurately (WS=0.90, raw data, 1 m depth;
WS=0.95, raw data, 50 m depth) than hourly temperature fluctuations. (Table 1).

Figure 4. Temperature (°C) before (left) and after TS Arthur (right). Surface temperature
before the storm (00:00, July 3rd 2014, a), surface temperature after the storm (00:00,
July 5th, 2014, b), vertical profiles of temperature at buoy I (shown in panels a and b)
before the storm (c), and vertical profiles of temperature at buoy I after the storm (d).

The modeled salinity was less accurate than temperature (Figure 3c and 3d), but
still had an average model skill score of 0.59 across all depths. The deviation was typically
<1 PSU, but the correlation was generally low. The spring freshet began prior to May 1st
in both the model and observed data; maximum discharge occurred April 16th. The
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observed salinity reached its lowest point earlier in the spring (mid to late May) than the
modeled data (around July 1st).
2.4.1.2 Validation at Tide Gauges
The model matched observed sea surface height data well with respect to both
amplitude and phase. At the three tide gauge stations (Bar Harbor, Cutler, and Eastport),
model skill for sea surface height for May through September 2014 ranged from 0.97 to
0.98 (Table 1), and the model and data were highly correlated. Model skill for detided sea
surface height data was lower, ranging from 0.44 to 0.81 (Table 1), suggesting tidal
dominance. Maximum tidal range varied among the three stations, increasing from west to
east (Bar Harbor: 4.3 m, Cutler: 5.7 m, and Eastport: 7.6 m).

Table 1. Mean squared error, correlation, and model skill for temperature, salinity,
sea surface height, and current speed
MSE

Correlation

Skill

Temperature, Buoy I,1 m, Raw Data

0.92

0.94

0.90

Temperature, Buoy I, 1 m, Detrended

0.84

0.43

0.35

Temperature, Buoy I, 20 m, Raw Data

0.27

0.97

0.97

Temperature, Buoy I, 20 m, Detrended

0.28

0.27

0.71

Temperature, Buoy I, 50 m, Raw Data

0.25

0.97

0.95

Temperature, Buoy I, 50 m, Detrended

0.19

0.14

0.42

0.29

0.13

0.55

Table 1, Continued
Salinity, Buoy I, 1 m
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Salinity, Buoy I, 20 m

0.38

0.13

0.49

Salinity, Buoy I, 50 m

0.15

0.45

0.73

SSH- Bar Harbor

0.28

0.99

0.97

SSH-Cutler

0.11

1.00

0.98

SSH- Eastport

0.26

0.98

0.98

SSH- Bar Harbor, Detided

0.01

0.19

0.81

SSH-Cutler, Detided

0.03

0.12

0.51

SSH- Eastport, Detided

0.05

0.19

0.44

Velocity magnitude, Buoy 1, 2 m

0.03

0.41

0.81

Velocity magnitude, Buoy 1, 10 m

0.02

0.46

0.81

Velocity magnitude, Buoy 1, 50 m

0.02

0.45

0.85

Modeled velocity magnitude was in phase with and similar to observed velocity
magnitude at buoy I. Average model and observed velocity were similar over the run (May
through September). At 2 m the model and observed mean values were the same, 0.29 ms1

. At 10 m, model velocity was 0.28 ms-1; observed mean velocity was 0.26 ms-1. For 50

m, observed mean velocity was slightly lower (0.19 ms-1) when compared with model
velocity (0.22 ms-1). Model skill for velocity at buoy I ranged from 0.81 to 0.85 (Table 1).
2.4.1.3 Causes for Discrepancies in Temporal Data
While the model showed good skill scores with respect to the majority of the
observed temporal datasets, we further investigated causes for discrepancies between
model output and the observed data for temperature, salinity, and sea surface height.
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To determine whether inaccuracies in temperature prediction originated in the airsea heat flux or outside the model domain, we performed a heat budget analysis for May
where we calculated the surface heating, horizontal advection of heat, and net temperature
change at buoy I following Wilkin [2006] using the following equations:
_

𝐴𝑖𝑟 − 𝑠𝑒𝑎 ℎ𝑒𝑎𝑡𝑖𝑛𝑔 = \
c

𝑄N^_
𝑑𝑡
𝜌𝑐b ℎ

where 𝑄N^_ is the net heat flux, ρ is the density of seawater, 𝑐b is the specific heat, and h is
the water depth,
_

𝐻𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙 𝑎𝑑𝑣𝑒𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 ℎ𝑒𝑎𝑡 = \
c

1 c
\ ∇ ∙ (𝑢𝑇) 𝑑𝑧 𝑑𝑡
ℎ ij

where ∇ ∙ (𝑢𝑇) is the horizontal temperature divergence, and
_

𝑁𝑒𝑡 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑐ℎ𝑎𝑛𝑔𝑒 = \
c

1 c 𝜕𝑇
\
𝑑𝑧 𝑑𝑡
ℎ ij 𝜕𝑡

mn

where m_ is the temperature storage [Wilkin, 2006]. The results for the month of May can
be seen in Figure 5, which shows the net temperature change as the result of the net gain
of heat due to temperature increase and the cooling due to advection at buoy I (Figure 5).
This also indicates that seasonal trend in temperature is due to the air-sea heating, while
the hourly fluctuations are due to water movement through the area. Therefore, model
discrepancies in the detrended data are likely due to inaccurate forcing at the open
boundary. This interpretation is supported by the relatively short residence time for much
of the model domain. The residence time of water moving through the model domain
varied, ranging from a few days within the coastal current to several months for upper
reaches of the many bays (unpublished analysis). However, at buoy I, the area used for
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model validation, the residence time is quite short. As a result, discrepancies in temperature
there likely originate from outside the model domain rather than from the atmospheric
forcing, as water there typically moves through the region before significant heating can
take place.

Figure 5. Heat budget. Analysis is centered at buoy I and shows divergence (black line),
air/sea heating (red line) and net temperature change (blue line).

Salinity discrepancies were still present in model runs that omitted river discharge.
Consequently, the salinity discrepancies may be mainly due to the amount and timing of
low salinity water entering the model domain at the open boundary, however, this
conclusion is complicated by the fact that the initial conditions used in the model also did
not have the effects of small rivers (the blue squares and the middle red square
(Narraguagus River) in Figure 2), as they are not included in the NECOFS model that
provided the initial and boundary conditions.
To further attempt to correct for salinity discrepancies, we used salinity from buoy
I as a correction factor at the open boundary by adding the salinity difference between

30

model and observed at buoy I along the open boundary. However, this did not give a closer
salinity match at buoy I and did not significantly affect velocity vectors elsewhere in the
model.
We also examined possible reasons for errors in the modeled sea surface height.
There was a good match between model and observed hourly wind magnitude (R=0.85;
p<0.0001, Buoy I, July 2014) and direction (R=0.77; p<0.0001), so errors in sea surface
height are likely not due to incorrect wind forcing. Additionally, we investigated detided
sea surface height at different locations through the model domain during July, the month
with the strongest wind to see if shelf waves are a possible explanation for differences in
sea surface height. However, we saw no evidence of shelf waves propagating through the
study region; there was no phase lag in detided sea surface height for either the model or
observations. As a result, we believe that like the temperature discrepancies, discrepancies
in the modeled sea surface height originate outside the model domain.
2.4.2 Spatial Data Comparisons
2.4.2.1 CTD Validation
Model skill for CTD temperature and salinity was calculated by cast using model
and CTD data interpolated to 1 m depth bins for a direct comparison. As a result, the
number of data points per cast varied between 6 and 102. The average number of vertical
bins across all transects was 33 m. Model skill across all casts (n=170) was variable for
temperature and salinity (average WS=0.69 and WS=0.34, respectively). The normalized
target diagrams for temperature and salinity by transect show different patterns (Figure 6a
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and 6b). In this figure, the closer each point falls to the center of the diagram, the lower the
biases and errors are and the more accurate the model output is.

Figure 6. Temperature, salinity and velocity bias and skill. Panels a and b are target
diagrams of CTD data averaged by transect for temperature (a) and salinity (b) showing
bias and unbiased signed RMSD, color coded in time when the transect was surveyed. Axes
are normalized by the reference observed standard deviation. The thick black line
corresponds to a normalized RMSD and bias of 1.0. Panel c shows bias along the transect
(observed-model) for velocity in the east/west and north/south directions, averaged by
transect and panel d shows model skill scores for velocity along the transects in the
east/west and north/south directions. Cross-shelf transcts are shown with circles, along
shelf transects are shown by triangles, and the example transects (T8 and T11 shown in
Figure 5 below) are circled.
For temperature, the majority of the transects fell within a normalized total RMSD
value of 1.0, indicating that the majority of points match well with observed data (Figure
6a). The target diagram also shows that the majority of the model transects had a smaller
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standard deviation than the observed, and that there was generally a positive bias. Lastly,
comparisons among the colored codes representing time suggest that the model tended to
perform better later in the run, which is consistent with time series temperature
comparisons at buoy I.
For salinity, most transects did not fall within the normalized total RMSD value of
1.0, showing that the model overall performed less well for salinity (Figure 6b). The
model’s standard deviation was consistently less than observed, until later in the summer
when it was centered more closely around zero. Bias was positive in the early part of the
model run (June) and negative towards the later half (July and August). This temporal
pattern was again consistent with the comparisons at buoy I shown in Figure 3.
We calculated thermocline and halocline depths using the gradient criterion
method, by taking the first derivative of the temperature and salinity with depth for each
cast and identifying the depths where a rate of change is greater than 1°C m-1 and 0.5 PSU
m-1, excluding those casts in which a clear thermocline or halocline was not present. The
cutoff values are dependent on the study region; we found the values used here to be
appropriate for this area based on inspection of the CTD data. The model predicted a clear
thermocline or halocline less often than was observed, possibly due to the vertical
resolution of the model, which has layers ranging from less than a centimeter to several
meters in thickness, depending on the overall water depth. Near the edge of the coastal
current, in water around 60 m in depth, the layers at the depth of the thermocline are around
3 m thick. There was a thermocline 70% of the time in the model compared with 94% of
the time in observational data, and a halocline 58% of the time in the model compared with
68% of the time in observational data. Average observed thermocline depth across all casts
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was somewhat deeper (11.0 m ± 0.7 m) than average modeled thermocline depth (6.9 m ±
0.8 m). Halocline depths were 8.9 ± 0.7 m (observed) and 7.1 m ± 0.8 m (model).
2.4.2.2 Current Profile Data Validation
Overall, there was a good agreement between collected and modeled velocity
profiles for both north/south and east/west directions and for transects across and along the
shelf. For both cross and along shelf transects the model and observed data consistently
showed good agreement with modeled transects matching observational data. Current
velocity comparisons were similar whether velocities were oriented with respect to
north/south and east/west or the cross shelf and along shelf directions (rotated 35.6˚, to
roughly follow the shelf edge). As a result, we present north/south and east/west
comparisons only.
The average velocity bias was low across all transects (n=23) in either current
direction (north/south average difference: 0.009 ms-1 east/west average difference: -0.01
ms-1). Visual inspection of plotted biases suggests that model transects later in the summer
were more likely to overestimate the east/west velocities, while model transects from the
beginning of the summer were more likely to overestimate the north/south velocities
(Figure 6c). There was no clear along shelf gradient to ADCP/model bias, however along
shelf transects tended to be more biased when compared with the across shelf transects
(Figure 6c). For transects with greater bias, the model tended to underestimate velocities
along these transects in both north and east directions. However, this discrepancy did not
re-occur on duplicated transects, so the bias is likely due to variation in coastal current
location. On two occasions (T7 on 6-16-14 and T4 on 7-18-14), the model captured a
feature correctly, but shifted its location in space. We determined the magnitude of each
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shift by determining the latitude and longitude of the edge of the feature and calculating
the difference between them. The two shifts were in different directions, with a modeled
shift of 178 m inshore and 445 m offshore, respectively. However, these shifts did not
occur on replicated transects from different days, so shifted features are likely not an effect
of bathymetry.
Among all transects and depths, the average model skill score for velocity was 0.87
± 0.18 in the east/west direction and 0.82 ± 0.17 in the north/south direction. Model skill
score among transects was variable and ranged from 0.99 to 0.60 (transects T2, July 11,
2014 and T11, July 17, 2014, respectively) for the east/west current direction and 0.99 to
0.62 (transects T2, July 11, 2014 and T1, August 12, 2014, respectively) for the north/south
direction (Figure 6d). A K-means cluster analysis did not show a large separation among
groups for skill, indicating that there was no gradient in skill scores along the shelf. Low
model skill scores (WS<0.80) occurred in all months (June through August), however all
four of the highest scoring transects (WS>0.98) occurred in August, suggesting that the
model may have performed better later in the season. This seasonal difference is possibly
due to changes in stratification through the summer, as the modeled temperature matched
the observed temperature more closely in August than May.

Several representative transects illustrate similarities and differences between
model and observational data. In the cross-shelf transect for June 20th, 2014 at Chandler
Bay (transect T11), the model reliably matched the observed cross-shelf location
(approximately 44.49 °N) and magnitude of the coastal current (Figure 7a through 7d).
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However, this transect repeatedly had lower than average skill scores (an average of 0.76
and 0.69, for the north/south and east/west velocity directions) both times it was surveyed.
In this transect, the ridge present at approximately 44.51° N (red rectangles in Figure 7ad) was missing from the model bathymetry, which affected the currents around it (box with
red dotted line, Figure 7c). Neighboring transects did not have similarly low skill scores;
transect T12 in neighboring Machias Bay had higher than average skill scores both times
it was surveyed (an average of 0.92 and 0.93). In the sample along shelf transect (T8), both
the model and observed data show an area of increased velocities towards the eastern
section of the transect (approximately 67.62° W) and slower velocities in the western
section of the transect (Figure 7e through 7h).

Figure 7. Spatial validation example. Comparisons of the observed (a, c, e and g) and
modeled velocity (b, d, f, and h) along transect T11 (a-d) and transect T8 (e-h) showing the
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east/west velocity (ms-1, a, b, e and f) and the north/south velocity (ms-1, c, d, g and h). T11
begins in Chandler Bay and moves from nearshore to offshore from north to south, and T8
is across Pleasant and Western bays and follows the coast from west to east (see Figure 1
for locations of T11 and T8). T11 had one of the lower model skill scores with 0.74 for the
east-west velocity and 0.79 for the north/south velocity, while T8 had a model skill score
of 0.94 for the east-west velocity and 0.82 for the north/south velocity. The solid red box
in a-g highlights a bathymetric discrepancy, while the dashed red box shows the resulting
differences in velocity.

2.5. Nearshore Circulation
Given the extensive temporal and spatial validation, the model result was used to
infer the nearshore circulation along the eastern Maine coast, including both tidal and
seasonal evolution of the residual currents.
2.5.1 Tidal Currents
There was a strong tidal signal in the circulation model output. The dominant tidal
constituent was M2 (semi-major axes at buoy I: M2: 0.24 m/s, S2: 0.10 m/s, K1: 0.07 m/s,
O1: 0.06 m/s), so we present only the M2 constituent here. Surface M2 tidal ellipses rotated
anticyclonically; ellipses located within the coastal current were almost rectilinear and
aligned parallel to shore (Figure 8). Larger ellipses occurred in the eastern part of the model
domain (average semi-major axis of 0.62 m s-1 for areas east of 67.25 °W), near the Bay of
Fundy. To the west, ellipses were approximately 3 times smaller (average semi-major axis
of 0.21 m s-1 for areas west of 67.75 °W). Within individual bays, ellipses were
predominantly oriented along the bathymetric contours of the bay. M2 tidal ellipses located
near the bottom maintain the same pattern, but with lower velocities overall (not shown).
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Figure 8. Surface M2 tidal ellipses from Frenchman Bay to Grand Manan Channel.
Ellipses are plotted for every 50th element of the grid in areas where the water depth
exceeds 5 m.
2.5.2 Residual Flows
Isotherms and isohalines along a transect parallel to the shelf edge from southwest
to northeast sloped upwards in both May (Figure 9a and 9b) and August (Figure 9c and
9d), with surface water cooler in the east when compared with the west due to stronger
tidal mixing in the east. This also resulted in more stratification in the west when compared
with the east.

38

Figure 9. Spatial temperature and salinity comparison. Monthly mean temperature (˚C, a
and c) and salinity (PSU, b and d) along the shelf edge south of Frenchman Bay to south
of Machias Bay (roughly following transects T3, T8, and T12 in figure 1) in May (a and
b) and August (c and d).

In general, net nearshore flow at the surface was to the south or southwest with
lower velocities than within the coastal current (see Figure 7). However, there were also
distinct differences in flow patterns among different areas along the shelf. To illustrate
similarities and differences among months and bays, we chose three different sections of
the coast to compare among months: 1) Frenchman Bay, which is relatively long and
narrow, 2) a broad bay complex from Petit Manan Island to Great Wass Island, which
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includes Pleasant and Western bays and encompasses a relatively wide section of the coast
with many bathymetric features, and 3) Chandler, Englishman, and Machias bays, an area
characterized by stronger tidal currents and a narrower shelf (see Figure 1). We compared
these different areas for May and August, which differ in freshwater discharge, wind, and
stratification, as representative conditions for spring vs. summer. Average wind direction
in nearshore areas was 79.4° clockwise from north (to the ENE) in May and June, shifting
to an average of 54.3° clockwise from north (to the NE) July through August, and 86.6°
clockwise from north (to the ENE) in September.
Each of these regions showed two-layer flow in both May (Figure 10a, 10c, and
10e) and August (similar to May and not shown), with a southward surface flow and a
returning flow at depth. When atmospheric forcing is removed (Figure 10b, 10d, and 10f),
the southward flow is more pronounced with the northward flow reduced. Moreover, the
southward flow was on the western side of the bays, while the returning flow biased
towards the eastern side of the bays. This asymmetry is consistent with a tidal rectification
effect, which is further supported by the flow being the strongest and changed the least in
the experiment without the atmospheric forcing in the eastern most section (Figure 10e and
10f) because of the strong tide there.
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Figure 10. Effect of wind forcing on modeled velocity. North/south velocity in May with
atmospheric forcing (Frenchman bay: a, Pleasant Bay: c, and Chandler: e) and without
atmospheric forcing (b, d, and f), along transects shown in figures 11 though 13.

2.5.2.1. Frenchman Bay
In Frenchman Bay, which is narrow and has very low freshwater input, the
circulation was relatively consistent between spring and summer months (Figure 11a and
11b). River discharge into Frenchman Bay averaged only 5.2 m3 s-1 in May and 1.2 m3 s-1
in August. In both May and August, surface flow inside the bay followed the deepest
channel south, which then left the bay on the western side, close to Mount Desert Island.
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Frenchman Bay had weak two-layer flow throughout the model run (Figure 10a), although
this circulation occurred predominantly on the western side of the bay. The removal of
atmospheric forcing slightly increased the flow magnitude in the spring but did not change
the direction of the surface tidal residuals (Figure 11c and 11d). However, the barotropic
run showed large differences in both spring and summer (Figure 11e and 11f). In the
barotropic run, there was little to no flow within Frenchman Bay. These results indicate
that the two-layer flow patterns within Frenchman Bay are governed by stratification, with
wind enhancing the return flow at depth.
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Figure 11. Surface tidal residuals for Frenchman Bay. Figure shows May (a) and August
(b), surface residuals for the run with no atmospheric forcing in May (c) and August (d),
and surface residuals for the barotropic run in May (e) and August (f). Black lines show
the location of the transect in Figure 10a and 10b.
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2.5.2.2 Pleasant and Western Bays
In the spring, surface flow out of Pleasant and other neighboring bays was to the
southwest (Figure 12a). As the summer progressed, flow shifted directly south into the
coastal current (Figure 12b). Combined river discharge into Pleasant and Western bays
averaged 30.0 m3 s-1 in May and 6.7 m3 s-1 in August. Like Frenchman Bay, several bays
in this region, most notably Pleasant Bay, showed two-layer flow (Figure 9c). The removal
of atmospheric forcing did not visibly affect the direction of the surface residuals but
increased their magnitude slightly in both spring and summer months (Figure 12c and 12d).
A barotropic run of the same time period showed little nearshore flow (Figure 12e and 12f).
The section of the along-shelf temperature and salinity transect that runs across the
mouth of this bay complex from Petit Manan Island to Great Wass Island (see T8 in Figure
1 or the line in Figure 12 for location) showed that the water column was stratified with
isotherms and isohalines sloping upward to the east in May (Figure 12a and 12b). In
August, isotherms and isohalines had less slope, resulting in a reduced horizontal density
gradient across the transect (Figure 9c and 9d), which might account for the reduction in
speed from the spring to the summer in this area (see Figures 12a and 12b)
Additionally, in spring simulations of this region, the inshore edge of the coastal
current turned towards shore in several areas, forming anticyclonic eddies (Black box in
figure 10b). This pattern typically occurred on the southwest side of islands and shoals near
the coastal current, but broke down in summer. Affected areas included southwest of Great
Wass Island and Petit Manan Island. Eddies that were present in the lee of several islands
in the springtime were still present in the barotropic run, indicating that they were due to
the flow around islands and not density differences. To support this interpretation, we
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calculated the surface relative vorticity (𝜔 = mq − ms ) where u and v are the current
velocities in the x and y direction, respectively, following Signel and Geyer [1991]. This
calculation showed an average vorticity over the entire model domain of -4.0 * 10-6 s-1±
0.001 but with an average vorticity in the wake of the headlands (to the southwest) reaching
-0.0013 s-1 ± 0.003 (areas averaged for this analysis include southwest of Schoodic Point,
Petit Manan Island, and Great Wass Island, shown in figure 1).
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Figure 12. Similar to Figure 11 but for the area between Petit Manan and Great Wass
Islands. Black lines show the location of the transect in Figure 10c and 10d.
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2.5.2.3 Chandler, Englishman, and Machias Bays
This section of the coast is located close to the mouth of the Bay of Fundy and in
general has some of the strongest tidal currents on the eastern Maine coast. Flow within
Chandler and Machias bays was relatively steady among spring and summer months as
well as in the barotropic and no atmospheric forcing runs (Figures 10e, 10f and 13).
Average combined river discharge was 29.1 m3 s-1 in May, decreasing to 6.5 m3 s-1 in
August. Nearshore flows tended to be to the south or southwest out of the bays on the
western side in both months, with the Machias Bay outflow going to the west into
Englishman Bay, rather than directly offshore. Tidal residuals showed low velocities inside
Chandler Bay, especially in the mid-bay. On the other hand, there was an eastward flow
south of Chandler Bay but inshore of the coastal current, which converged with the
westward outflow from Machias Bay to push the nearshore water towards the coastal
current. Machias and Chandler bays both had two-layer flow in all months, and similar to
the other two subregions, showed a slight reduction in the northward flow with the removal
of atmospheric forcing.
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Figure 13. Similar to Figure 11 but for Chandler and Machias Bays. Black lines show the
location of the transect in Figure 10c and 10d.
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2.6. Discussion
2.6.1 Spatial and Temporal Model-Data Comparisons
We used a combination of spatial and temporal datasets to validate the model. For
the temporal validation, we compared temperature, salinity, and current velocity from a
data buoy as well as sea surface height from three tide gauges. While the performance of
the model varied at reproducing temperature and salinity, it accurately matched the
warming trend through the season and had very high skill scores for sea surface height. For
the spatial validation, the model showed consistently high skill scores for current velocity
and replicated features seen in both the along and across shelf transects. Analysis of the
transect data showed that for the most part features occurred in the correct location, and
when there were shifts in feature location they were minimal (Figure 7). There was no
along shelf gradient in skill scores, however correlations and skill scores for temperature,
salinity, and velocity improved later (July-September) in the model run (Figure 6), possibly
due to increased stratification and decreased river output. The transect that had the lowest
skill score (T11) had discrepancies in bathymetry, which seemed to create localized effects
as the model performed well on other portions of the transect (Figure 7 a-d) and for
neighboring transects. Lastly, there seemed to be more outliers for both bias and skill for
the along-shelf transects, likely because the velocity variations are greater in the acrossshelf direction than the along shelf (Figure 7).
We found that inaccuracies in model bathymetry can have a large impact on model
output and decrease skill scores, so it is important to use the highest resolution and quality
bathymetric data that are available. Even in the best datasets, however, there may be areas
with little coverage or missing islands, which may produce errors in model output. While
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our current profile data indicated some regions in which discrepancies between model and
observed bathymetry occurred, our transects did not have sufficient horizontal resolution
to locate all discrepancies or provide the 3-dimensional data that would have allowed us to
correct them. Because the effects of the discrepancies are limited to a relatively small area,
the effort of searching for small, localized discrepancies throughout the model domain
would not have significantly improved model accuracy-the effects on the flow appear to
be reasonably localized.
The model re-created realistic velocities despite somewhat weaker performance
with respect to salinity. The model’s stronger performance with respect to currents was
likely due to the large tides and strong tidal currents present along this area of the coast,
and illustrates the importance of including a detailed spatial current validation. As a result,
for problems involving transport (e.g., larvae, red tide cysts, pollutants), the model would
perform far better than would be anticipated if the validation was based only on
temperature and salinity. Unfortunately, because there was only one mooring and no
drifters passed through the study region during the modeled time period we cannot validate
the residual flows, but because we accurately modeled the tidal flows, we are somewhat
confident that the residual flows were credible as they mainly resulted from the tide
interacting with the topography. Additionally, while we did not perform a direct
comparison between residuals and drifter tracks from other years, the model residuals are
consistent with drifter tracks from other years [Manning et al. 2009, Tilburg et al. 2012].
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Our method of using a three-dimensional interpolation to match current profile data
with model output has been used in previous applications [e.g. Tsubaki et al., 2012,
Sentchev and Yaremchuk, 2016], but on a much smaller scale (within a river or single bay).
This method has also been used for assimilating glider data [e.g. Yaremchuck et al, 2011,
Jones et al., 2012] and could be expanded for model validation with gliders. Gliders have
the ability to collect large amounts of spatial data, which would allow for significant
increases in resolution for model validation [Rudnick et al., 2004].
The combination of spatial and temporal validation provided a better understanding
of the strengths of the model in different locations as well as through time. The temporal
datasets provide an excellent look at temporal patterns at specific points in the model
domain, but the spatial extent of these datasets is very limited. The spatial model-data
comparisons gave a clearer and more complete representation of the abilities of the model
and determined the skill of the model in different areas along the shelf especially when the
spatial surveys are repeated during different temporal regimes. For example, when
comparing only the buoy data with model output, the modeled velocity skill was still
reasonably high, but gave no indication of the performance of the model in other locations.
Additionally, Buoy I is located in a particularly challenging location to be modeled
accurately because it is near the frontal boundary of the coastal current, which shifts on
both tidal and seasonal time scales (see chapter 3). This is not an unusual situation, as data
buoys are often located for purposes other than validating models. As a result, if the model
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is incorrect at predicting the coastal current location relative to the buoy by as little as a
few hundred meters, or if the predicted temporal variation in that fluctuation is off even on
the scale of only minutes to hours, the match between model and observed data will be
low. Integrating both spatial and temporal validation methods gave a more complete
overview of the strengths and weaknesses of the model.
2.6.2 Nearshore Flow Patterns
The gradient in tidal strength along the coast may have affected the ability of
different factors to influence flow, which may even be complicated by the variable
freshwater input from rivers across the study region. In Frenchman Bay, which has the
lowest tidal strength, there was a large change in residuals for the barotropic run when
compared with the control run, suggesting that the horizontal density gradient plays more
of a role in determining flow in this location than other factors, although wind plays a role
in setting up the northward flow into the bays found in this bay. In Pleasant Bay, which has
higher river input and medium strength tidal flows (see Figure 8), residuals were more
variable between seasons as the vertical structure of the water column changed
concurrently with a decrease in freshwater input. This interpretation is supported by the
fact that in this section of the coast, the barotropic residuals in May were similar to the
August residuals but not the May residuals from the control run, indicating that horizontal
pressure gradients did not play as large a role in determining flow in August when
compared with May. The easternmost section of the coast shown here has the strongest
tidal currents, which appear to play the largest role in determining flow during any month.
Because we only modeled one year, we analyzed historical wind, temperature, and
river discharge data to understand whether 2014 could be considered a typical year and
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therefore whether the circulation patterns shown here are representative of normal flow
conditions. Average wind speed in 2014 at buoy I (6.0 ± 2.1 m s-1) was close to a five-year
average (2010-2015, 5.8 ± 0.5 m s-1), with the exception of July which was slightly higher
than normal due to Tropical Storm Arthur (4.3 m s-1, compared with a five-year average of
3.7 ± 0.3 m s-1). Average sea surface temperature was slightly cooler in 2014 at buoy I (8.5
± 3.9° C) than during the preceding 5 years (8.9 ± 3.6° C), but monthly temperature
differences did not exceed 1° C in any month of 2014. The Narraguagus River, which we
used to calculate discharge for all the small rivers in the study region, had only slightly
higher annual mean discharge in 2014 (15.5 m3 s-1) than the average from 1948 – 2014
(14.3 m3 s-1) but had quite a bit higher monthly discharge in April than the average (57.7
m3 s-1, compared with 34.3 m3 s-1, http://waterdata.usgs.gov/). The St. Croix River, while
outside of our region of validation, is located upstream of the region of validation and
inside of the model domain. It also had higher than the average monthly discharge for April
in 2014 (109.3 m3 s-1, compared with a 54 year average of 75.9 m3 s-1).
Although the higher than normal river discharge in the spring of 2014 might have
resulted in increased stratification or stronger density gradients, such effects are likely
reduced by the strong tidal currents. Overall, the values for wind speed, temperature, and
discharge in 2014 fall within 1 standard deviation of historical values, with the exception
of wind speed in July and discharge in April. As a result, the circulation patterns shown
here are likely to be broadly representative; however, runs of subsequent years and
additional months (ongoing) will increase our understanding of the annual cycle and
interannual variability in nearshore flow patterns.
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2.7 Summary
This study used a high-resolution circulation model to simulate nearshore flow and
employed a method to quantitatively compare model output with collected current profile
data using a modified Willmott Skill. Consequently, we were able to quantitatively assess
model skill spatially in addition to the more standard temporal comparisons and better
understand the strengths of the model. Our validation indicated that despite discrepancies
in salinity between model data and buoy observations, the model provided a close match
with the observed current velocities in many locations across the study area. We found
higher model skill scores in the spatial comparisons than the temporal.
As a result, the comprehensive spatio-temporal validation gave us a higher level of
confidence in model outputs that can be applied to particle transport problems and
highlighted the importance of conducting model-data comparisons both spatially and
temporally. Overall, the model reproduced observed data well with relatively high
correlations, low biases, and high model skill scores. The spatial current profile data
showed that the model replicated velocities well in nearshore areas and recreated features
shown in observations, despite occasional discrepancies in bathymetric data.

We used the model output to determine nearshore flow patterns along the eastern
Maine coast and how complexities along a coastline affect flow dynamics. There was a
large tidal component to the flow that corresponded to an increase in tidal strength from
west to east. Tidal residuals showed a net southwestern flow for much of the model domain
that was variable among months. Different sections of the nearshore areas were affected
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differently by tides that have more of an influence in the eastern section of the shelf so that
this stretch of the coast transitions from bays driven primarily by density differences on the
western end to ones driven predominately by tides on the eastern end. Wind did not appear
to have much effect on determining the direction of surface flow patterns when averaged
over a month for any section of the coast, but did affect the magnitude of the surface and
subsurface flow. In particular, the inclusion of wind increased the northward subsurface
flow into the bays.
We found eddies present in the wake of headlands and islands as the EMCC flows
by them. Because these eddies are located at the interface between the nearshore area and
the coastal current, they are important for cross-shelf exchange. Additionally, we found
two-layer flows with outflows in the upper western side of the bays and inflows in the
lower part of the water column and biased towards the eastern shore. These results have
important implications for transport of materials such as planktonic larvae of marine
organisms, nutrients or pollutants along the coast, particularly the variations in nearshore
flows demonstrated in this study determine the cross-shelf exchanges both in space and
time, which shall be the focus of the next chapter.
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CHAPTER 3
CROSS-SHELF EXCHANGE
3.1 Chapter Abstract
A better understanding of the processes controlling cross-shelf exchange is crucial
for assessing the movement of marine particulates and dissolved materials, both natural
and anthropogenic. We investigated cross-shelf exchange between nearshore waters and
the strong coastal current along the eastern Maine coast, where exchange is potentially
affected by coastline bathymetry, strong tidal currents, and wind. We created a highresolution model of the region using the Finite Volume Coastal Ocean Model (FVCOM)
coupled with the FVCOM i-state configuration model (FISCM) to examine how particles
moved cross-shelf in and out of the coastal current. Cross-shelf exchange varied both
spatially and temporally. We found that the orientation of isobaths affected spatial variation
in particle transport into the coastal current, while average near-frontal vorticity was
significantly correlated with transport into nearshore areas. Additionally, particles tended
to enter the coastal current near their release location, with bathymetric features acting as
barriers to along shore transport inshore of the coastal current. Tides were the most
important factor controlling temporal variation in cross-shelf exchange, although temporal
variability occurred as the season evolved as well, particularly towards the west, likely as
a result of changes in stratification and presence/absence of eddies through time. Wind had
a smaller effect on particle movement, possibly due to the low occurrence of strong and
sustained wind events during the summer, and primarily affected specific areas of the coast
by increasing exchange when wind was in the along-shelf direction.
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3.2 Introduction
3.2.1 Cross-Shelf Exchange
Spatial and temporal variations in cross-shelf exchange affect the potential
dispersal of marine larvae, pollutants, and harmful algal blooms [e.g, Garland et al., 2002,
Pitcher et al., 1998, Shanks and Brink 2005, Yund et al., 2015]. Additionally, cross-shelf
exchange also plays an important role in the movement of solutes such as nutrients and
dissolved oxygen [e.g. Coachman and Walsh 1981, Liu et al., 2000, Waite et al., 2015].
However, mechanisms for cross-shelf transport are not always well understood as the
cross-shelf flow is typically small compared with flow in the along-shelf direction and
difficult to measure.
In an idealized conceptual model of the coastal ocean, velocities in the nearshore
region are largely affected by bottom drag, with friction due to the sloping bottom close to
shore slowing flows. Where there are river runoffs, low salinity plumes create stratification
in the upper water column close to shore and the flows within the plumes turn to parallel
to shore after they leave the estuaries or river mouths [Nickols et al., 2012]. Additional
factors such as the alongshore pressure gradient, wind and waves are also important in
determining nearshore flows [Zaker et al., 2007, Nickols et al., 2012]. Further offshore, an
along shelf geostrophic flow in the form of a coastal current may be present due to the
pressure gradient. The water column may be well mixed due to tidal action and separated
from stratified areas by tidal mixing fronts both in deeper offshore region [Simpson and
Hunter 1974] and up in bays [e.g., Tilburg et al., 2012].
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While the predominant flow direction is in the along-shelf direction, cross-shelf
flow emerges through a number of different ageostrophic processes that complicate this
conceptual model, such as wind-driven Ekman transport, bathymetry, and tidal mixing [e.g.
Hsueh and O’Brien 1971, Davies and Xing 2001, Noble et al., 2009, Wang et al., 2013].
Tides may create tilted isopycnals and rectified tidal currents [Noble et al., 2009, Ladah et
al 2012]. Additionally, tidal mixing fronts at the interface between mixed and stratified
areas induce baroclinic instabilities [Brink 2012]. All of these processes may increase
cross-shelf transport [Wang et al., 2013, Brink 2016].
However, processes that create cross-shelf transport are often spatially variable, so
the mechanisms of transport and therefore the amount of cross-shelf exchange may vary
by location. In particular, variations in bathymetry along a shelf edge can affect transport.
For example, the orientation of isobaths and the shape of the coastline play an important
role in spatial variations of cross-shelf exchange. Interaction of flow with the bottom
creates Ekman transport in the bottom boundary layer and induces cross-shelf flows to the
left of the current [Hsueh and O’Brien 1971, Xing and Davies 2001]. Additionally, the
curvature of the shelf edge modifies cross-shelf flow by channeling water across the shelf
in specific locations [Dinniman and Klinck 2004]. Changes in shelf width may also
topographically steer alongshore flows offshore [Xing and Davies 2002]. Lastly, location
and width of the shelf edge play a role in eddy generation, which creates vertical as well as
horizontal mixing and may move water onto or off of the shelf [Davies and Xing 2001,
Zhou et al., 2014, Gula et al., 2015].
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A number of processes, particularly wind, create temporal variability in exchange
as well. Along shore winds drive Ekman transport and cross-shelf advection in the surface
Ekman layer [Lentz and Chapman 2004, Combes et al., 2013, Zhou et al., 2014]. Transport
is to the right of the wind in the northern hemisphere, with a balancing return cross-shelf
flow beneath the surface Ekman layer. The strength of the wind-driven cross-shelf transport
is related to strength of the alongshore wind stress, water density, and the Coriolis
parameter. Wind-driven cross-shelf exchange depends also on other factors such as
bathymetry and stratification [Lentz and Chapman 2004].
However, cross-shelf exchange processes are less well understood in real world
situations. Bathymetry, tides, river runoffs, and wind events may all operate simultaneously
and interactively to produce transport patterns that are not easily predicted from idealized
scenarios. Additionally, empirical data are rarely available at the spatial and/or temporal
resolution needed to examine high resolution and high frequency variability in cross-shelf
movement. An alternative approach to empirical data collection is to use a high-resolution
circulation model to analyze different factors that may be affecting exchange. This
approach allows an assessment of the relative importance of different factors and processes,
and is of particular use in complex areas where the mechanisms determining cross-shelf
flow may not be immediately apparent.
3.2.2 Study Location: The Eastern Maine Coast
The eastern Maine coast (Figure 14) is an ideal area to study cross-shelf transport
due to the presence of the strong Eastern Maine Coastal Current (EMCC) that is separated
from the stratified nearshore region by a robust tidal mixing front. However, there are very
few studies of nearshore areas in the eastern Gulf of Maine (e.g. Tilburg et al., 2012,
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Conlon et al., 2018). Furthermore, the exchange between the nearshore and the coastal
current is virtually unknown. While cross-shelf transport between the coastal current and
nearshore areas may be limited, tidal-driven mixing and wind-driven mixing still occur in
nearshore areas (Tilburg et al., 2012). Numerous factors in the region may increase or
decrease cross-shelf exchange, including a high, but variable, tidal range that decreases
from east to west, complex bathymetry and a coastline with many bays, islands, and
numerous small rivers. Movement across the shelf is driven by a combination of these
factors, and exhibits spatial variation within the study area.

Figure 14. Zones used for analyzing cross-shelf exchange analysis. Figure shows
numbered zones (1 through 18), the location of the 55 (red) m isobath, and M2 tidal
ellipses (blue). Shaded area (pink) shows areas with a water depth of less than 40 m.
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To determine which factors are important and examine their spatial variability, we
used a high-resolution nearshore circulation model [see chapter 2, Conlon et al 2018]
coupled with a Lagrangian particle tracking code to determine cross-shelf transport along
the eastern Maine coast. We first determined the location of the modeled coastal current
core and inshore edge, and then defined zones in the along and cross-shelf directions and
quantified how wind, tide, and other factors affect the horizontal movement of particles out
of the nearshore areas into the coastal current and vice versa.
3.3 Methods
3.3.1 Numerical Model
We used a high resolution, unstructured grid, nearshore circulation model of eastern
Maine, implemented using the Finite Volume Coastal Ocean Model (FVCOM) [Conlon et
al. 2018]. The mesh had the highest resolution (100 m) in areas close to shore, increasing
to 4 km along the open boundary. We nested the model within the Northeast Coastal Ocean
Forecast System (NECOFS) [Chen et al., 2011] and forced it with hourly temperature,
salinity, sea surface height, wind, and heat flux from NECOFS. We added discharges form
26 rivers. We ran the model for April through September 2014, and the simulation matched
observational sea surface height, temperature, salinity, and current profile data closely,
with average skill scores for the modeled velocity at 0.87 ± 0.18 out of 1 in the east-west
direction and 0.82 ± 0.17 out of 1 in the north-south direction [Conlon et al. 2018].
Temperature and salinity skill scores were 0.69 and 0.34 out of 1, respectively, across all
casts. Model output was saved every 15 minutes. To allow model spin-up, we only
analyzed and used the model output from May through September to drive a particletracking model.
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3.3.2 Particle Tracking
We coupled the circulation model with a particle-tracking model and used the
movement of modeled particles to study cross shelf exchange. This approach allowed us
to determine when and where cross-shelf exchange occurred. Additionally, it allowed us
to examine associations between the exchange and specific factors, such as bathymetry,
tides, and wind.
We

used

the

FVCOM

i-state

configuration

model

(FISCM,

https://github.com/GeoffCowles/fiscm), an offline 3-D Lagrangian model developed by
Geoff Cowles (Univ. of Massachusetts Dartmouth, e.g. Liu et al., 2015). FISCM was
designed as an individual based model (IBM) in companion to FVCOM, but also has the
capability to perform runs with passive particles and uses a fourth-order Runge-Kutta
advection scheme, as shown in the following equations:
x

𝑥NuD = 𝑥N + > 𝑎vw ∗ 𝜕𝑡 ∗ 𝑢?iD
?CD
x

𝑦NuD = 𝑦N + > 𝑎vw ∗ 𝜕𝑡 ∗ 𝑣?iD
?CD
x

𝑧NuD = 𝑧N + > 𝑎vw ∗ 𝜕𝑡 ∗ 𝑧?iD
?CD

where x, y, and z is the particle position, i is the iteration number (1 through 4), ark is the
weight for each of the four iterations (0, 0.5, 0.5, and 1), ∂t is the time step, and u, v, and
w are the velocities.
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We released particles at every third grid point, with one particle per grid point, for
a total of 11,303 particles, in nearshore areas (depth between zero and 40 m) every week
(May through September) between longitudes of 67.3˚ W and 68.2˚ W and allowed them
to drift for two weeks. This gave us a sufficient number of particles moving through the
study domain at all times despite an exponential decay in number of particles present in
nearshore areas (i.e., inshore of the coastal current) following each individual particle
release. This exponential decay was a result of down-coast transport following the coastal
current and the resultant loss of particles from the system. The total number of particles
released across the summer was approximately 226,000. Particle starting depth was at the
surface to create a uniform release depth, however particles were free to move vertically
as well as horizontally as advection occurred with 3-D velocity vectors. No random walk
was used for this study.
3.3.3 Analyses of the Model Simulation
Because we defined cross shelf exchange to have occurred when particles crossed
the nearshore/coastal current boundary, it was critical that we correctly calculated the
location of the coastal current. To capture the spatially and temporally varying EMCC
location, we divided the shelf break between Mount Desert Island, ME and Machias Bay,
ME into 18 equal-width zones by longitude, each 0.05° (~ 4 km) wide (Figure 14). Because
the EMCC is generally considered a frontal current with distinctively low sea surface
temperature several degrees cooler than the surrounding water [Townsend et al., 1987;
Bisagni et al., 1996; Lynch et al., 1997; Pettigrew et al., 1998], we located the inner edge
of the coastal current by finding the latitude of the maximum temperature decrease in each
zone for each hour of model time (and similarly the
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coastal current core by finding the latitude of the maximum velocity). To determine
exchange, we independently evaluated particles crossing this boundary in two directions;
nearshore to coastal current (NS-to-CC) and coastal current to nearshore (CC-to-NS).
To determine if differences in exchange occurred spatially, we used a Poisson
family Generalized Linear Model (GLM), a regression that provides a maximum likelihood
estimate and does not assume a normal distribution [e.g. Sellers and Shmueli, 2010;
Vandenberg-Rodes et al., 2016]. We performed the analysis by both month and zone to
examine spatial differences as well as how these patterns shift through time. To correct for
differences in the number of particles released per zone, we calculated a particle percentage
by dividing the number of particles leaving each zone in the NS-to-CC direction by the
number that originated in that zone. For particles moving in the CC-to-NS direction, we
calculated percentages by dividing the number of particles re-entering each zone by the
total number of particles that exited nearshore during each month. For particles that exited
the nearshore area more than once, we only analyzed the first exit.
To examine the effect of temporal processes (such as tides and wind) on cross-shelf
transport, we analyzed the number of particles crossing the coastal current edge for all
zones through time. We calculated along- and across-shelf wind stress by rotating the wind
stress vectors by 35.6˚, to roughly follow the shelf edge, using model wind output near the
center of the shelf and at the 55 m isobath (44.33˚ N, 67.65˚ W), as there was little variation
in wind along the shelf edge. We performed this analysis on particles moving in both the
NS-to-CC and CC-to-NS directions.
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We used a k-means cluster analysis to determine spatial patterns in cross-shelf
exchange as well as to observe the effect of wind on timing and magnitude of exchange
[e.g. Cuell and Bonsal, 2009]. We used this cluster analysis due to the lack of repeated
strong wind events, in order to show patterns that otherwise might not be apparent. For
both analyses, we chose the number of clusters that gave the highest silhouette score and
thus maximized the separation distance between clusters. For the wind analysis, the
silhouette scores for 3 clusters and 4 clusters were the same (0.43). The use of 3 clusters
grouped data into the following categories: low transport, high transport early (days 1 and
2 of each release), and high transport later (days 3 and 4 of each release). For the spatial
analysis, four clusters gave the highest silhouette number (0.57) for particles moving in the
NS-to-CC direction; 2 clusters gave the highest silhouette number (0.59) for particles
moving in the CC-to-NS direction.
3.4 Flow Patterns and Particle Movements
Model output had a strong tidal component, which was stronger in the east than in
the west. Tidal ellipses rotated in the clockwise direction; those ellipses close to shore were
primarily oriented along bathymetric contours, while those in the coastal current were
parallel to shore [Conlon et al. 2018]. The gradient in tidal strength along the coast
appeared to change the relative importance of different factors affecting residual flow
patterns seasonally. Towards the western section of the study domain (Frenchman Bay),
tidal currents were weaker, residual flows were dominated by density-driven flow, and the
entire bay showed weak upwelling circulation that was relatively consistent among months.
In the center part of the study domain (between Petit Manan and Great Wass Islands), a
shift in nearshore residual flow patterns from southwestward to southward occurred
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between spring and summer months due to changes in river discharge and stratification.
Further to the east, tidal currents dominated flow patterns, and the residual flows were less
variable among months [Conlon et al. 2018].
3.4.1 Coastal Current Location
The EMCC was a prominent feature throughout the entire model domain and run.
Tidal residuals showed the coastal current moving along the coast from the northeast to the
southwest in all months (Figure 15). The exact positions of the edge and the core of the
coastal current relative to shore varied with tide (Figure 16) such that they were closer to
shore on flood tides and further from shore on ebb tides, moving on average 4.6 ± 1.3 km
for the edge and 2.6 ± 1.8 km for the core between flood and ebb tides when averaged
across the length of the coastal current.
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Figure 15. Mean surface tidal residuals for May through September and monthly
averages of coastal current edge position (May through September). The Eastern Maine
Coastal Current (EMCC) flows from northeast to southwest along the coast. Blue line
marked the transect shown in figure 16.
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Figure 16. Effect of tides on coastal current position. Vertical cross section example
showing temperature (°C) by depth along a north-south transect (44.67°, -67.34° to 44.4°,
-67.34°) of the coastal current from Machias Bay offshore for a May 18th 2014 spring
flood tide (see figure 15) (a) and a spring ebb tide (b) showing vertical structure and
movement of coastal current. Black triangles mark the inner edge of the coastal current
(area of greatest temperature decrease), while white triangles mark the core of the coastal
current (area of greatest velocity).

Moreover, the edge of the EMCC moved seasonally and was closest to shore in
May, but shifted offshore in June and July, then moved back towards shore in August and
September (Figure 15). The coastal current edge position varied the least in the eastern
portion of the domain, whereas in the west the position was somewhat more variable among
months. On average, the modeled inshore edge of the coastal current was located at a depth
of 57 ± 3 m, which agreed with the previously published estimate of the 50 m isobath
[Pettigrew et al., 2005]. Average residual surface velocity magnitude at the edge of the
coastal current was 0.19 ± 0.1 m s-1. Average cross frontal velocity magnitude was smaller
at 0.09 ± 0.03 m s-1. The average
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thermocline depth (28.5 m) along the coastal current edge was somewhat deeper than the
average value corresponding to CTD casts (6.9 m) [Conlon et al. 2018], which were
primarily conducted in nearshore waters.
The modeled position of the core of the coastal current had an average depth for
the entire model run of 114 ± 4 m, which falls within the measured coastal current core
location as determined by drifters (94 ± 23 m over the entire Gulf of Maine [Manning et
al., 2009]). Modeled residual velocity within the coastal current core was 0.24 ± 0.1 m s-1,
averaged among all months (May through September), which agreed with previously
published data that showed subtidal EMCC velocities ranging from 0.15 to 0.3 ms-1
[Pettigrew et al., 2005]. A one-way ANOVA with a post-hoc Tukey HSD test [e.g. Hodson
and Sutton 2008; Aktan 2011] among the 18 zones (see Figure 14 for zone definition)
showed a significant increase in average subtidal coastal current core strength from west
(0.12 m s-1) to east (0.38 m s-1) when averaged among all months (F= 1096, p<0.0001).
3.4.2 Particle Movements
To determine the overall net movement of particles through time, we first evaluated
the location of particles every 12 hours with respect to the division between the nearshore
areas and the coastal current using the edge of the coastal current. Because the edge of the
coastal current moves across the shelf on the tidal time scales, we used a moving boundary
determined from the concurrent model hours to more accurately determine whether a
particle was nearshore or not.
Averaged over all runs, 59.9% of active particles were located nearshore (inshore
of the coastal current) after one week and 48.3% after two weeks (Figure 17a). Particles
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located nearshore were either particles that had never left or those that reentered nearshore
waters after spending some time in the coastal current. On average, 32.2 % of active
particles remained in nearshore areas and never entered the coastal current after one week,
and this number dropped to 11.7 % by two weeks (Figure 17a). A large percentage of
particles left the model domain entirely during the runs; around a third (28.8%) of the
particles had left after 1 week, increasing to 36.6% after two weeks. Even though most
particles (approximately 88%) left the nearshore region at some point, around half of them
eventually returned, while the majority of the other half were transported downstream to
the southwest and left the model domain. Thus the domain-wide retention rate was
approximately 56% after two weeks.
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Figure 17. Particle dispersal. Percentage of particles in nearshore areas (blue), that have
never left nearshore areas (yellow) and that return to nearshore areas after entering the
coastal current (red); blue line is the sum of yellow and red lines. Percentage of particles
is averaged across all particle runs, May through September ± standard deviation (shaded
regions) (a). Straight-line distance travelled by particles in the CC (red) and nearshore
(blue) ± standard deviation (shaded regions) (b).

Particles dispersed across the model domain through time and their location within
the domain affected the distance traveled (Figure 17b). Overall, particles that remained
nearshore moved much shorter distances (8.1 ± 11.9 km after 1 week, 5.5 ± 10.4 km after
2 weeks, straight line distance) when compared with those particles that entered the coastal
current at some point (57.5 ± 29.2 km after 1 week, 75.7 ± 38.1 km after 2 weeks). In
general, particles that entered the coastal current moved approximately 7 times further after
one week and 14 times further after two weeks compared to those that never left nearshore.
The average path distance travelled was much longer than the straight line distance. For
particles nearshore, average path distance was 72.6 ± 7.5 km after one week and 85.4 ± 6.2
km after 2 weeks; for particles outside of the nearshore area this distance was 274.4 ± 19.0
km after one week and 499.2 ± 22.7 km after 2 weeks (not shown).
In addition to horizontal dispersion, particles also experienced vertical movement
from their release point at the surface. Average particle depth in nearshore areas was similar
compared to within the coastal current (nearshore: 16.3 ± 2.0 m, water depth 25.2 ± 12.6
m; coastal current: 16.3 ± 2.6 m, water depth 60.1 ± 18.7 m, evaluated every 12 hours).
Particles moved vertically on tidal time scales; over the entire model domain particles
moved on average 4.2 ± 5.4 m vertically between flood and ebb tides, with maximum
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instantaneous vertical velocities averaging 0.0011 ± 0.001 m s-1 (during maximum
flood/ebb tide) for the middle of the water column.
NS-to-CC and CC-to-NS transport varied both spatially and temporally (Figure 18).
Some areas were characterized by consistently low transport (Figure 18a-18b) and others
exhibited higher transport that varied temporally (Figure 18c-18d). To determine the
effects on transport of different mechanisms such as topographic steering, eddies, and
wind-driven Ekman transport, we first examined spatial, then temporal variability in
exchange in sections 2.4 and 2.5.

Figure 18. Example time series to show variability in transport for different locations
along the shelf and times. Zone with low exchange (zone 10) during Tropical storm
Arthur (a), during calm August wind (b), and zone with high exchange (zone 13) during
Tropical storm Arthur (c), and during calm August wind (d)
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3.5 Spatial Variability in Cross-Shelf Exchange
For both movement directions, the monthly averages of cross-shelf transport
differed significantly among the 18 zones (GLM, p<0.0001, Figure 19). Zones 1, 3, 4, 6,
8, 13, and 14 all exhibited high exchange, with some differences in directionality. For
example, zone 4 only had high transport in the CC-to-NS direction, while zone 3
predominantly showed transport in the NS-to-CC direction. The remainder zones (1, 6, 8,
and 13) showed high transport in both directions.

Figure 19. Spatial variability in CSE. Percentage of particles with NS-to-CC transport (#
leaving nearshore by zone/ # originating in each zone*100) in each zone leaving
nearshore areas by month (a), and percentage of particles with CC-to-NS transport (#
entering nearshore by zone/ # particles in the coastal current for each month entering
nearshore areas by month (b).
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Because particles were released between the 40 m isobath and the coastline (the
shaded areas in pink in Figure 14), zones where the 40 m isobath is close to the edge of the
coastal current (roughly the 55 m isobath, so zones with a very steep slope between 40 and
55 m, Figure 14) could potentially increase NS-to-CC transport artificially. However, if
this were the case, we would have expected to see the highest transport in zones 4, 8, 14,
16, and 17, and the lowest transport in zones 1, 6, and 18. Because our results (Figure 19)
did not conform to this pattern, and because we did not see a correlation between average
NS-to-CC transport and the number of particles released in each bin (R=0.06, p=0.81),we
are confident that the results described here are not an artifact of experimental design.
To understand the underlying causes that created these spatial patterns, we
examined the relationship between exchange and spatial variations in coastal current
location and cross frontal velocity. We then examined how the cross-frontal velocities are
related to tides, bathymetry, and eddies.
3.5.1 Coastal Current Location
There was no significant correlation between average distance from the shore to the
coastal current (average shoreline latitude in each zone to average coastal current latitude
in each zone) and the percentage of particles moving NS-to-CC (R=0.35, p=0.15) or CCto-NS (R=0.24, p=0.33). This pattern indicates that factors other than the monthly mean
coastal current position were more important in determining exchange.
3.5.2 Cross-Frontal Velocity
To examine the relationship between cross-frontal velocity and exchange, we
calculated vertically and temporally averaged cross-frontal velocity at the coastal current
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edge for each of the 18 zones for May through September. This average cross-frontal
velocity was positively correlated with the percentage of particles moving in the NS-to-CC
direction in each zone (R=0.54, p=0.02). Similarly, the CC-to-NS transport was also
significantly related with the cross-frontal velocity (R=0.63, p=0.005). Below we
investigated factors that control the cross-frontal velocity, including bathymetry, eddies,
and tidal ellipses.
3.5.2.1 Bathymetry
The study region has a complex bathymetry and topography that creates complex
flow patterns [Conlon et al. 2018]. The orientation of the 50 and 55 m isobaths (angle of
the isobath between the starting and ending points of each zone), with respect to the x-axis
was correlated with the cross-frontal velocity; (R=-0.54, p=0.02 and R=-0.55. p=0.02,
respectively) with higher than average cross-frontal velocities created by isobaths angled
to the northeast. This effect of isobaths on cross-shelf exchange is consistent with previous
studies that found cross-shelf flow generated by the bathymetry channeling water across
the shelf in specific locations in the Hudson Shelf Valley [Lentz et al. 2014] and the west
Antarctic continental shelf [Dinniman and Klinck 2004], though that channeling occurred
on a smaller spatial scale here in the eastern Maine shelf.
Moreover, the along shelf starting location of particles determined both where the
particles entered the coastal current and the nearshore along shelf transport distance (Figure
20a). Visual inspection suggested that the data in Figure 20a clustered into 4 groups. A kmeans cluster analysis revealed distinct clusters of transport into the coastal current, formed
roughly by zones 1 through 4 (Frenchman Bay), zones 5 to 10, zones 10 to 14, and zones
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15 through 18 (Chandler and Machias Bays). Particles tended to exit nearshore areas within
the cluster in which they originated, a consistent pattern over the duration of the model run.
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Figure 20. Particle cluster analysis. May through September averages for percentages of
particles entering the coastal current (NS-to-CC transport) by release zone, showing
nearshore along shelf transport (a) and particles reentering nearshore (CC-to-NS) by
coastal current entry zone, showing along shelf transport within the coastal current (b)
Colored dots show the result of the k-means cluster analysis. The cluster analysis was only
performed for averages above a threshold level of 5%; shaded boxes with no dots were not
used for this analysis.
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After particles entered the coastal current, their net movement was to the southwest,
following the coastal current downstream (Figure 20b). Visual inspection suggested that
the data were clustered into 2 groups, although the groups were not as distinct as in the NSto-CC analysis. A k-means cluster analysis with 2 groups revealed clusters on either side
of zone 10, approximately dividing the shelf into eastern and western sections.
If particles reentered nearshore areas, their reentry location tended to be
downstream of where they exited the nearshore area (Figure 20b). However, some zones
(e.g. 12 and 13) exhibited a greater degree of upstream transport. This pattern can be
explained by the orientation and size of the tidal ellipses in this area; in zones 12 and 13
(between -67.65° and -67.75°) the tidal ellipses are very elongated and oriented primarily
in the along shore direction [Conlon et al. 2018], creating transport to the northeast.
Additional analyses on tidal ellipses and exchange are presented in section 2.4.2.3.
3.5.2.2 Eddies
The effects of bathymetry and the orientation of the coastline on exchange might
be mediated via eddy generation. The downstream side of headlands had higher than
average vorticity [Conlon et al. 2018] compared to the entire model domain, an indicator
of eddies in those areas. To determine the effect of increased vorticity on exchange, we
calculated vertically averaged vorticity for the middle of the water column (where the
majority of the particles in the coastal current were located) just inshore from the coastal

current (between the coastal current edge and the 40 m isobath) for each of the 18 zones
using the following formula and averaged across all particle runs:
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mp

mr

𝜔 = mq − ms

where u and v are the current velocities in the x and y direction, respectively. This average
near-frontal vorticity in each zone was significantly correlated with the total percentage of
particles entering nearshore in each zone across all runs, with negative vorticities creating
more CC-to-NS transport (R=-0.30, p=0.02, Figure 21). When results were separated by
month, May and June exhibited the most strongly significant relationships (R=-0.3, p=0.02
in May and R=-0.54, p<0.0001 in June), with weaker, non-significant relationships during
the remaining months. This temporal pattern can be explained by the presence of weaker
eddies in July through September [Conlon et al. 2018]. By contrast, the number of particles
leaving nearshore areas was not significantly correlated with the vorticity (R=-0.31,
p=0.20).

Figure 21.Relationship between monthly zone averages of near-frontal vorticity and
percentage of particles with CC-to-NS transport. Values from May are shown in red, June
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in blue, and July through September in black. Black line shows regression line for all
months and bins.

The relationship between higher CC-to-NS transport and areas with higher near
frontal vorticity (areas with eddies, predominately on the western side of headlands and
islands), suggested that particles were entrained in eddies and removed from the coastal
current. This result is similar to that reported by Zhou et al., 2014, who described increased
cross-shelf transport due to a single long lived eddy in the Black Sea. On a much larger
scale, Gulf Stream eddies also have the ability to generate cross shelf transport [Gula et
al., 2015].
3.5.2.3 Tidal Ellipses
Tidal strength in the study domain increases from west to east, with areas closest to
the Bay of Fundy experiencing the largest tides, which may affect spatial variability of the
cross-shelf exchange [Conlon et al. 2018]. Here the spatial analysis used the size and
orientation of tidal ellipses, while shorter-term fluctuations (such as flood/ebb cycles) on
exchange shall be examined in Section 5 below. The total number of particles entering or
leaving nearshore areas in each zone was not significantly correlated with the average size
of M2 tidal ellipses in each zone (R=0.03, p=0.89 and R=-0.15, p=0.56, respectively). The
non-significant effect of the gradient in tidal strength was likely masked by the large spatial
variation in other factors, such as bathymetry, within the study domain. On the other hand,
the average angle of the tidal ellipses (which roughly followed bathymetric contours
[Conlon et al. 2018]) in each zone was significantly correlated with percentages of particles
exiting the nearshore (R=0.55, 0.02), with ellipses orientated in the north/south direction
creating more transport. The significant effect of ellipse orientation indicates that for tidal
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effects, the tidal flow direction rather than the strength plays the dominant role in
determining where particles enter the coastal current. Tidal ellipse orientation was not
significantly correlated with particles reentering nearshore areas (R=0.32, p=0.19). The
significant correlation for NS-to-CC as opposed to CC-to-NS transport may be related to
differences in the orientation of tidal ellipses between nearshore areas and the coastal
current such that tidal ellipses located within the coastal current were oriented in the alongshelf direction, while many of the ellipses nearshore were oriented closer to the cross-shelf
direction [Conlon et al. 2018].
3.5.2.4 Summary of Spatial Factors Affecting Exchange
Overall, we found several different factors that influence the location of cross shelf
exchange, including variations in bathymetry, tides, and eddies. The bathymetry affected
cross shelf exchange by channeling water across the shelf in specific locations, and also by
blocking along shelf flow. Tides affected exchange primarily for particles moving in the
NS-to-CC direction. Specifically, the tidal flow direction rather than the tidal strength was
important. Lastly, there was a relationship between vorticity and particles moving in the
CC-to-NS direction, indicating that eddies, formed as the coastal current passed by the
headlands or islands, were entraining particles from the coastal current and moving them
back inshore.
3.6 Temporal Variability in Cross-Shelf Exchange
In addition to the spatial analyses and the overall trends of particle movement
averaged from all runs (Figure 17), we analyzed the higher frequency time series of particle
movements from individual releases for effects of tide, wind, and other factors on temporal
variability of exchange between the nearshore and the coastal current.
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3.6.1 Tide
Tide was a dominant mechanism affecting shorter-term temporal variation. We did
not examine any longer period (e.g. spring/neap) effects, as visual inspection did not show
variation on that time scale. Because sea surface height (SSH) is highly related to tidal
flows such that flood and ebb tides correspond with rising and falling of SSH, we used
SSH as a proxy for tidal flows. Figure 22 shows that the maximum transport occurred
during flood and ebb tides, with particles moving CC-to-NS on flood tides and NS-to-CC
on ebb tides in all zones. Although the movement of the inshore edge of the coastal current
moved tidally, the tide (SSH) was nevertheless consistently correlated significantly with
total numbers of particles across all zones moving CC-to-NS (average R=-0.37, p=0.001)
and NS-to-CC for all runs (average R=0.23, p=0.001) with lags between particle exchange
and tidal phase ranging from 0 and 6 hr, as run start times were not uniform with respect
to the tidal phase.

82

Figure 22. Effect of SSH and wind on particle timeseries. Particle exchange for all zones
(numbers of particles entering and exiting the coastal current in all zones), wind speed
(m/s), and sea surface height (m) during tropical storm Arthur.

Because the frontal boundary of the coastal current moves tidally (Figure 16), it is
likely that the increased exchange on ebb and flood tides was an effect of interactions
between the flow and bathymetry, especially given the overall shallow depth of the
nearshore region. The effect of tides on exchange may be explained in part by oscillating
currents inducing cross-shelf flow through topographic rectification [Loder 1980],
however a barotropic run [Conlon et al. 2018] did not show significant subtidal cross-shelf
flow, particularly in the west. It therefore seems more likely that bathymetric variation
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induced cross shelf velocities greater than the tidally driven cross-shelf movement of the
coastal current, inducing NS-to-CC transport. Conversely, CC-to-NS may occur when the
coastal current moves closer to shore during flood tides and particles are entrained within
the eddies discussed in section 2.4.2.
3.6.2 Wind
Direct correlations between individual time series of exchange and wind (either
alongshore or cross-shore, or magnitude) were variable, significant for some but not for
others (Table 2). Furthermore, some significant correlations were positive while others
were negative. To illustrate better the effect of wind on relative timing and magnitude of
transport, we performed a k-means cluster analysis with three groups on exchange for all
zones and for the first four days of all runs, using the daily maximum in transport to
eliminate tidal effects (see section 2.2.4). The three groups produced by this analysis were
characterized (respectively) by: low overall transport, high transport early (days 1 and 2)
in the run, and high transport later (days 3 and 4) in the run (Figure 23) and allowed for
comparisons in exchange timing and magnitude.
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Table 2. Correlations between particle movement and wind. Blue (red) shading indicates
significant (P<0.05) negative (positive) relationships.
Run

Along shelf wind
NS-to-CC

Across
shelf
wind

Wind
Magnitude
NS-to-CC

NS-toCC

Along
shelf
wind

Across
shelf
wind

CC-toNS

CC-toNS

Wind
Magnitude
CC-to-NS

1 May

-0.05

0.19

-0.27

-0.08

0.19

-0.24

7 May

0.17

-0.09

0.13

0.11

-0.13

0.09

15 May

0.09

-0.24

-0.24

0.08

-0.25

-0.21

23 May

-0.21

0.17

0.23

-0.21

0.11

0.18

1 June

-0.06

0.49

0.17

-0.14

0.56

0.16

7 June

-0.33

0.21

0.14

-0.33

0.25

0.16

15 June

0.06

0.52

0.15

0.07

0.40

0.12

22 June

-0.34

-0.24

-0.10

-0.40

-0.42

0.19

1 July

-0.25

0.24

-0.24

-0.22

0.15

-0.14

7 July

-0.04

-0.04

-0.05

0.05

0.03

0.03

15 July

-0.19

-0.21

-0.23

-0.18

-0.18

-0.20

23 July

0.35

0.17

0.24

0.37

0.37

0.41

1 August

0.10

-0.10

-0.16

0.15

-0.12

-0.17

7 August

-0.05

-0.05

-0.10

-0.11

0.04

-0.06

15 August

0.57

-0.28

0.52

0.51

-0.20

0.37

23 August

0.10

0.09

-0.03

0.11

0.08

0.07

1 Sep

0.15

0.18

-0.19

0.13

0.11

-0.21

7 Sep

0.03

0.14

-0.19

-0.06

-0.12

-0.16

14 Sep

-0.44

-0.04

-0.41

-0.31

-0.17

-0.25

22 Sep

0.33

0.05

-0.31

0.25

-0.05

-0.27
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Figure 23. Relationship between particle cross-shelf exchange timeseries and wind.
Panels a and c show cluster analysis on particle timeseries for each zone (1-18) during
each particle run (May through Spetember), for particles entering the caostal current (a)
and reentering the nearshore region (c). The k-means cluster analysis grouped runs into
three clusters: those with low overall transport (black) , high transport in days 1-2 of each
run (blue), and high transport in days 3-4 of each run (red). Panel b shows average wind
magnitude and direction during the first 1-2 (blue) and 3-4 (red) days of each run.
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While most of the zones and runs fell into the first category, some zones and runs
showed higher transport. Overall, the most apparent pattern that emerged from the cluster
analysis was a spatial effect. For example, zones 13 and 14 were characterized by high
transport early in the runs, which is consistent with the pattern shown in Figure 19.
However, some zones showed variable transport through time. For May through half of
June, zones 1 and 4 through 8 had low overall transport for particles moving in both
directions, followed by a switch to higher transport in the later months (Figure 23). This
temporal difference was related to the directional change of the wind during the start of
each particle run, with the wind to the north creating less transport in both directions in
May and early June, followed by an increase in transport during summer months when the
wind was to the east, although some exceptions occurred (e.g., early July). Spatially, zones
1 and 4 through 8 had relatively high transport (see Figure 19), so the effect of wind might
be noticeable only with higher numbers of particles moving across the shelf. Additionally,
the effect of wind appeared to be more apparent in the western section of the shelf, so it is
possible that stronger tides in the east suppressed much of the wind-driven variability from
being seen there.
3.6.3 Seasonal Variation
The percentage of particles leaving and entering each of the 18 zones varied from
month to month (Figure 19, GLM, p<0.0001), although these seasonal differences were
less apparent than spatial ones. A post-hoc Tukey HSD test showed a significant difference
between May and August/September averages. Most zones, particularly in the west,
experienced an increase in transport in both directions through time (Figure 19). However,
some zones showed little change or a decrease through the summer, particularly in the east
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(e.g. zones 2, 9, and 13-18). Nearshore, the eastern section of the study domain had less
seasonal variation in flow patterns as a result of strong tides overwhelming the river
discharge and stratification effects [Conlon et al. 2018], which was likely the cause for the
lack of variability among months there.
Monthly variation in exchange was likely due to changing stratification and
nearshore flow patterns such as the magnitude of the cross-frontal velocity along the shelf,
the flow direction, or the presence of eddies [Conlon et al. 2018]. Monthly averaged crossfrontal velocity decreased (became less strong in the CC-to-NS direction) significantly
from spring into summer, with May and September different from each other (F=18.6
p<0.0001; one-way ANOVA and post-hoc Tukey HSD test). This decrease corresponded
to the increase in particles moving in the NS-to-CC direction. A one-way ANOVA and
post-hoc Tukey HSD test showed a significant increase in monthly averaged near-frontal
vorticity (from negative to closer to zero, i.e., anticyclonic eddies became significantly
weaker; Figure 21) from spring into summer (F=20.8, p<0.0001), with May differing
significantly from later months. However, CC-to-NS transport increased in later months,
rather than decreased, despite the significant correlation between eddy strength and
transport. As a result, it seems likely that seasonal changes in CC-to-NS transport are not
due primarily to changing eddy strength, but potentially to other factors such as
stratification.
To check for changes in stratification among months, we used the average
thermocline depth at the moving edge of the coastal current. Thermocline depths along the
edge of the coastal current were significantly shallower in May (24.0 ± 5.6 m) when
compared to July through September (30.2 ± 5.3 m; F=5.2 p=0.0009; one-way ANOVA
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and post-hoc Tukey HSD test). These differences may correspond to the increased NS-toCC transport seen later in the summer.
3.6.4 Summary of Temporal Factors Affecting Exchange
Important temporal factors affecting cross shelf exchange included tides,
stratification, and to a lesser extent, wind. In addition to creating spatial variability in cross
shelf exchange, tides created temporal variability by moving particles across the shelf in
both directions. Additionally, shallower thermocline depths and increased stratification
also appeared to increase transport. Wind had a smaller effect; potential reasons for this are
discussed in section 3.7.1.
3.7 Discussion
Cross-shelf exchange is particularly complex in a highly dynamic coastal
environment such as the eastern Maine coast. In addition to the spatial and temporal
variability and associated driving factors described in sections 3.4 and 3.5 above, several
processes that were less apparent are discussed below. It is likely that our ability to detect
the effects of some factors (e.g., wind) would become greater if not for the large effect of
tide, the tidal vertical movement of particles, and the relatively small wind speeds and
infrequent wind events for the particular location and timing of this study.
3.7.1 Synoptic Wind Events
A possible explanation for the lack of more consistent correlations with wind (Table
2) is the infrequent occurrence of strong wind events (greater than 10 m s-1) and the
relatively short duration of these events (< 6 h). During normal wind conditions, wind
direction was primarily to the northeast (average wind direction for 2014 model runs was
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70.6° clockwise from north) and relatively weak (average wind speed magnitude was 4.3
m s-1; these conditions are typical for the 5 year average examined (2010 through 2015)
Conlon et al. 2018]). Sustained hourly wind speeds greater than 10 m s-1 only occurred 11
times during the 2014 model runs and usually only for several hours. Tropical Storm Arthur
was the strongest wind event during this time period and moved through the study domain
between July 5th and 6th, 2014, resulting in wind speeds up to 17 m s-1 and gusts up to 21
m s-1 at buoy I. During the storm, winds were to the southwest; however the peak wind
speeds occurred over a relatively short period of time (6 h). This short duration likely
limited the impact of the storm on exchange (Figures 9 and 10). We believe experimental
design was not a limiting factor for detecting an effect of wind during Tropical Storm
Arthur. It was 5 d into the particle run (beginning July 1st) when the maximum wind speed
occurred during the storm, but 88.9% of particles were still active in the nearshore area.
Hence a lack of particles nearshore was not likely the cause for the lack of wind response.
Likewise, changes in wind direction during the model runs usually occurred for a
relatively short period of time, which may have limited the variability of the wind response
(averaged continuous time spent outside of the mean wind direction ± 20 ° was 11.7 h per
run). If this system regularly experienced changes in wind direction, or if winds were
stronger for longer periods of time, variability in transport might increase. Additionally,
because our time period of interest was the summer months (to correspond with the summer
spawning of many bivalve species in the area) we ran the model from April through
September, which is a time period with few strong storms other than the tropical storms
that have shorter effective duration of time compared to extratropical cyclones. It is
possible that if the winter months were included, we would see a different response to wind.
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Lastly, because the circulation model used for this study did not contain a wave
module, cross-shelf transport due to wind generated surface gravity waves was not
simulated. This missing component may have some effects on total transport, as several
studies have found an effect of surface gravity waves on cross-shelf flows, for example
during times of weak upwelling in Monterey Bay [Woodson 2013], although these
processes may only affect areas very close to shore. However, the degree to which waves
affect flow patterns in this area is unknown, and a more detailed examination of the effect
of wave-driven transport in areas like this may be warranted.
3.7.2 Effect of Particle Depth on Cross-Shelf Exchange
CC-to-NS transport occurred at shallower depths (average 14.6 ± 13.0 m) than NSto-CC transport (average 21.6 ± 20.4 m). This appeared to be opposite to the general
response to upwelling favorable wind towards ENE, suggesting probably the predominant
tidal effect as particles moved up- and towards nearshore on flood tides and down- and
away from nearshore on ebb tides. Based on the averaged particle cross-shelf exchange
depths and the difference in thermocline depth between nearshore (6.9 m) and the CC edge
(28.5 m), particles moving CC-to-NS were probably above the thermocline, and particles
moving NS-to-CC were more likely below the thermocline. Therefore, it was difficult to
determine the extent to which vertical particle position affected transport independent of
tidal effects without a full examination of particle vertical position history and the vertical
velocity, which warrants a separate future study.
3.7.3 Coupling Between the Alongshore Transport and the Cross-Shelf Exchange
It is likely that the occurrence of cross-shelf exchange interrupted the along shelf
transport. The amount of cross-shelf transport that occurred was spatially variable. NS-to91

CC transport was higher in areas where isobaths are oriented to steer particles in the crossshelf direction, predominately east of headlands and islands or the western edges of bays
(zones 1, 8, 13, and 18, see Figure 19a). An explanation for these patterns is that
topographic barriers to alongshore movement directed particles into the coastal current in
certain areas, preventing longer along-shelf transport in nearshore regions. These barriers
to along-shelf transport form clusters (e.g., Frenchman Bay, zones 1 through 4,
Chandler/Machias Bays, zones 14-18) roughly bounded by headlands or islands that block
along shore flow. As a result of these islands and headlands near Frenchman and
Chandler/Machias bays, particles showed less nearshore transport and did not enter the
coastal current in bays in a different cluster. For example, particles released in zone 15 did
not enter the coastal current any further south than zone 13. This pattern also suggests that
longer distance along shelf transport (more than several bays) happened within the coastal
current rather than the nearshore areas. The cluster of zones surrounding Pleasant Bay was
slightly less well defined, possibly due to changes in nearshore flow among months as well
as the presence of numerous smaller islands or channels oriented in the along-shelf
direction. In general, whether or not there was upstream or downstream transport depended
on where within each transport cluster the zone was located. For example, a zone located
on the eastern edge of a cluster would have more downstream transport, whereas a zone on
a western edge might have more upstream transport (Figure 19a). However, this effect also
depended on the cross-shelf location of the particles; particles in the coastal current did not
show as clear an effect of the different clusters on CC-to-NS transport (Figure 19b) because
the coastal current predominately flows parallel to the isobaths.

92

On the other hand, the amount of along-shelf transport also affected cross shelf
exchange; nearshore along shelf transport from upstream enhanced cross-shelf exchange
further downstream. For example, the zones with higher percentages of particles moving
cross-shelf (zones 1, 8, 13, and 18) all contained particles that originated in other zones
(usually up-shelf, although this was not always the case; see Figure 19a). Additionally,
along shelf transport in the coastal current affected where CC-to-NS transport occurred. In
the coastal current, along shelf transport tended to be down-shelf, however particles
occasionally showed CC-to-NS transport up-shelf from the area in which they first entered
the coastal current (Figure 19b). These transitions occurred more often in zones further to
the east (for example zones 12 and 13), where tidal currents are stronger and the velocities
within the coastal current on flood tides are high enough to transport particles several zones
upstream within one tidal cycle. This upstream, along shelf transport (and the resultant
cross shelf exchange) may have important implications for transport of planktonic larvae
or other marine organisms. For many such organisms, upstream transport increases local
retention and prevents downstream drift of populations [Byers and Pringle 2006], and
therefore the upstream transport described here likely has important ecological
consequences.
Because we only looked at particles that crossed the boundary between the
nearshore and the coastal current, our analyses provide incomplete estimates of the total
amount of along-shelf movement. Particles that stayed within nearshore areas and never
entered the coastal current would have provided additional along-shelf transport.
Additionally, because there are no zones west of zone 1 or east of zone 18, edge effects
may have affected the perceived transport in these areas.
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3.8 Summary
We examined cross-shelf exchange along the eastern Maine coast, an area with
strong tides, a persistent coastal current and complex coastline, using Lagrangian particles
driven by flow fields from a FVCOM based coastal ocean model. We found that the coastal
current was variable in its position following the tidal cycle as well as seasonally. We then
examined the particle records in great detail as they moved across the edge of the coastal
current from nearshore to the coastal current and vice versa. We saw significant variability
in where and when cross-shelf exchange occurred, and we employed various statistical
measures to determine several factors that played an important role in influencing spatial
and temporal variations in the cross-shelf exchange:
1) bathymetry that steered particles offshore;
2) eddies that entrained particles nearshore;
3) tides that moved particles on and off the shelf; and
4) along shelf wind that may have increased exchange via Ekman transport,
although the overall effect was small relative to other factors.
Cross-shelf exchange tends to impact the movement of marine organisms,
pollutants, or solutes through a coastal system, and understanding the mechanisms furthers
our knowledge of ecosystem processes. Increased cross-shelf exchange in the study region
is likely to occur in the lee of islands/headlands where the edge of the coastal current is
entrained by anticyclonic eddies to nearshore areas and on western edges of bays where
nearshore flows are directed into the coastal current. Additionally, maximum exchange
occurs during flood or ebb tides and when wind is in the along shore direction. Because
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the along-shelf flow is limited nearshore due to islands and headlands, particles tend to be
transported offshore into the faster-moving coastal current, meaning that any nearshore
particles (such as plankton or pollution) have the potential to be transported offshore
relatively quickly. However, materials also have the potential to reenter nearshore areas
after downstream transport within the coastal current, which somewhat reduces the impact
of net downstream coastal current movement and its tendency to transport particles far
downstream.
Improving our comprehension of factors that contribute to cross-shelf exchange,
especially in a complex area such as the coast of Maine, can help us better understand how
larvae or harmful algal blooms may move through this area. This knowledge may in turn
assist in making management decisions by enabling better predictions of the movement of
materials through complex nearshore areas.
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CHAPTER 4
POPULATION CONNECTIVITY OF BLUE MUSSELS (MYTILUS EDULIS)
4.1 Chapter Abstract
A better understanding of the physical and biological processes that influence
population connectivity will give us a better insight into meta-population dynamics. In
particular, we examined how temporally and spatially variable cross-shelf exchange
interacts with biology to create dispersal patterns. We also examined how increased ocean
temperatures might affect connectivity. We use blue mussels (M. edulis) as a model species
to examine population connectivity along the Maine coast, an area with a complex coastline
and strong tidal currents, by using a high-resolution ocean circulation model (FVCOM)
coupled with an offline 3-D particle tracking module. We released particles in the model
from mapped mussel bed locations with realistic spawning times, indexed reproductive
output, diel vertical migration, and temperature-dependent growth and survival. We ran the
model from April through September 2014, to coincide with the spawning period of blue
mussels in the region, with spawning beginning in mid-May. We found that physical
factors, including the coastal boundary layer (CBL) width and the cross-shelf transport
played an important role. We also proposed that the narrow shelf width in the eastern Maine
coupled with the flow patterns in the Grand Manan channel appeared to create a barrier to
larval transport from the northeast. In addition to the effects of these physical factors, we
also found a large effect of reproductive output with several highly productive beds seeding
many others, and an increase in settlement in an increased temperature scenario.
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4.2 Introduction
4.2.1 Population Connectivity
Many marine species have a planktonic larval phase during which progeny may be
transported great distances by the prevailing currents. The dispersal of these larvae impacts
the ecology, evolution, and management of the species, and affects both the location and
stability of the adult populations. Better insight into larval dispersal and population
connectivity, or the exchange of individuals among populations [e.g., Cowen et al. 2000,
Cowen et al. 2006, Cowen and Sponaugle 2008] is important for understanding the
distribution of the populations of many marine organisms as well as for making
management decisions. However, connectivity is often complex and factors that affect it
may interact, influencing the underlying processes that shape the structure and dynamics
of adult populations.
4.2.2 Processes Affecting Connectivity of Organisms Nearshore
If we can understand the processes creating connectivity patterns, we can
understand or predict how these patterns will change over time, as well as gain an idea of
the overall sensitivity of the system to changes, aiding conservation efforts. However, the
mechanisms that create these patterns can be spatiotemporally variably and are dependent
on different physical and biological factors. For example, physical processes are extremely
important for driving population connectivity and dispersal in the ocean [e.g. White et al.
2010, Watson et al. 2011]; these may include effects of tides, wind, waves, and turbulence
[Cowen et al. 2009]. The topography of a region can also affect connectivity; populations
in bays or other sheltered regions may act as source populations for those in more exposed
areas [Nicastro et al. 2008]. Nearshore flow patterns are especially important for the
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dispersal of larvae for species whose adult populations are located in nearshore areas. The
coastal boundary layer (CBL), defined as an area along the coast of reduced flow and
bounded offshore by faster moving alongshore flows, may act as a barrier to larval dispersal
and reduce dispersal distance [Largier 2003, Nickols et al. 2012]. To travel significant
distances along shore, larvae originating close to shore first must cross the shelf through
the slower moving CBL, and then reenter it again when ready to settle [Largier 2003]. For
larvae originating in nearshore areas, remaining within the CBL reduces dispersal distance
and tends to favor retention [Nickols et al. 2013].
As a result, small changes in amount or location of cross-shelf exchange (CSE) can
cause significant changes in dispersal distance [Largier 2003]. However, cross-shelf flows
are typically small when compared with along-shelf flows and are therefore difficult to
accurately measure. Cross-shelf flows can be spatially or temporally variable and are
affected by wind, bathymetry, and tidal mixing, among others [e.g. Hsueh and O’Brien
1971, Davies and Xing 2001, Garland et al. 2002, Noble et al., 2009, Wang et al., 2013].
However, there has been little work on how CSE affects connectivity or what role spatial
variability in CSE plays. Many connectivity models have assumed a lack of spatial
variability in CSE [e.g. Drake et al. 2013, Weisberg et al. 2014, Nickols et al. 2015], an
assumption that limits our understanding of why populations are connected or how they
may change under different conditions, as particles do not cross the CBL uniformly
[Conlon et al. 2018].
Biological factors also affect connectivity and interact with physical factors [e.g.
Cowen et al. 2000], although the specific factors of importance depend on the species and

98

location of interest. We chose several factors (spawning time, reproductive output, growth,
survival, and diel vertical migration) as being likely to create variability in connectivity
and investigated them in more detail.
For some populations, spawning time may be more important than hydrodynamics
in determining recruitment [Jolly et al. 2014]. If populations spawn at different time
periods throughout the season, separate cohorts of larvae will be subject to temporally
variable currents, resulting in spatiotemporal variability in connectivity [Watson et al.
2010, Jolly et al. 2014]. However, for many species, it is difficult to know the spawning
time with a high degree of accuracy, so predictions of dispersal and connectivity may vary
depending on the length of the potential spawning window and how much variability in the
prevailing currents occurs during this time. It is important to understand how this limitation
affects our understanding of connectivity; for some species and systems, using an
inaccurate spawning time may produce unrealistic dispersal patterns.
Spatial variation in reproductive output may influence connectivity by determining
broad-scale connectivity patterns [Treml et al. 2012], although for some systems it may be
less important than spawning time [Puckett et al. 2014]. Connectivity measures that ignore
fluctuations in reproductive output in taxa with high variation in reproductive output may
overestimate connectivity [Castorani et al. 2017]. It is also likely that spatial variation in
reproductive output interacts with spatial variation in cross-shelf exchange to produce
spatial variation in connectivity, so looking at reproductive output
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(or cross-shelf exchange) alone may not give an accurate picture of settlement variability.
As a result, studies that do not take into account spatially varying reproductive output may
be limited in their usefulness.
Larval behavior may also play a role in influencing connectivity. Vertical migration
is one such behavior that has been shown to affect dispersal, as changing vertical position
in the water column can change the direction or speed that the larvae travel [e.g. Drake et
al. 2013, Zhang et al. 2015], although this depends on the physical characteristics of the
study region.
Lastly, changes in temperature can have important consequences for connectivity
by affecting growth or by reducing the number of larvae available to settle [e.g. Cowen et
al. 2000, O’Connor et al. 2007, Lett et al. 2010]. Both growth and mortality are influenced
by temperature [e.g. O’Connor et al. 2007, Yund and McCartney 2016]; an increase in
water temperature may result in higher recruitment and shorter dispersal distances due to
faster development [Lett et al. 2010]. Understanding how warming ocean temperatures
affects connectivity may allow for better planning for the future and management
decisions. However, most work has focused on the effect of climate change on larger scale
population connectivity [e.g. Munday et al. 2009], or with average temperatures rather than
the spatiotemporal variations in temperature experienced by individual larvae [e.g.
O’Connor et al. 2007, Ayata et al. 2010]. There has been less work on nearshore, higherresolution scales, and it is important to fully understand how these changes may affect
connectivity.
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4.2.3 Approaches for Understanding Connectivity
There are different approaches for understanding larval dispersal and connectivity,
including genetics [e.g. Weersing and Toonen 2009], tagging [e.g. Jones et al. 1999],
physical transport [e.g. Etter and Bower 2015], and biophysical models [e.g. Ayata et al.
2010, Incze et al. 2010, Wren et al. 2016]. The method used depends in part on the study
organism, region, and questions being addressed, so methods that work well for one
organism (e.g. tagging) may not work for others. On the other hand, methods that can
describe the processes influencing connectivity (e.g. modeling) can be used to describe
how the pattern may change in different scenarios. In a complex physical environment such
as the coast of Maine, models allow us to gain an in depth understanding of the physical
processes affecting connectivity and describe how changes in these processes might affect
the observed patterns. Additionally, models allow us to run many simulations with variable
biological attributes and therefore better understanding of the underlying mechanisms
affecting connectivity. Overall, the modeling approach helps to understand the mechanisms
(either physical or biological) potentially affecting population connectivity, instead of
simply describing the observed patterns.
4.2.4 Population Connectivity in the Gulf of Maine
The Gulf of Maine, and specifically the eastern Maine coast, is a compelling
location to study how biophysical interactions influence population connectivity due to the
strong tidal currents, relatively fast moving coastal current, and complex nearshore flows.
Many species in the Gulf of Maine with a planktonic phase are transported by the Gulf of
Maine Coastal Current (GMCC), a relatively strong current that flows along the shelf from
northeast to southwest. Net transport tends to be along the coast following the GMCC
101

downstream, with populations further northeast seeding populations further southwest
[Huret et al. 2007, Xue et al. 2008]. However, more limited net transport to the northeast
may be possible; range expansion can occur opposite the mean current direction in some
cases [Byers and Pringle 2006].
For intertidal species, connectivity is less understood because it is affected not only
by the complex neashore flows in bays but also by the interaction between the bays and the
GMCC. A large percentage of larvae located within bays with little freshwater input may
be retained, depending on velocities within the bay [Brooks 2009]. CSE likely plays a
major role in population connectivity in this region, because whether larvae cross into the
GMCC and return to nearshore areas affects to what degree larvae are retained or dispersed.
However, CSE varies both spatially and temporally along the eastern Maine coast (Chapter
3). In particular, bathymetry and headland eddies dictate the spatial variability in exchange,
with the nearshore bathymetry channeling water seaward across the shelf and eddies
entraining water from within the coastal current back to nearshore. Additionally, particles
do not travel long distances within the CBL. Temporally, tides influence CSE along the
Maine coast, with exchange occurring on flood and ebb tides (Chapter 3).
For this study, we use blue mussels (Mytilus edulis) as a model species to explore
how physics and biology affect larval dispersal along the eastern Maine coast. Blue mussels
are a common species in the North Atlantic Ocean and Gulf of Maine. They are an ideal
study organism because their population abundance and spawning times are easy to
quantify. Like many other bivalves, mussels broadcast spawn gametes that initially fuse to
form fertilized eggs that develop first into trochophore larvae, then veliger larvae, followed
by settlement [Widdows 1991]. Blue mussels in the Gulf of Maine located inshore of the
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coastal current may be isolated from other populations, due to limited exchange between
inshore wasters and the coastal current [Yund et al. 2015]. However, because this study
area has a complex bathymetry, coastline, flow patterns, especially on the level of
individual bays, and spatiotemporal variability in cross-shelf exchange, it is unknown how
larvae move through such a complex system. Additionally, the degree that variable crossshelf exchange affects connectivity is unknown.
We used a high-resolution ocean circulation model coupled with a Lagrangian
particle tracking code to simulate larval mussel dispersal to test whether 1) spawning time,
2) reproductive output, 3) diel vertical migration, 4) cross-shelf exchange, and 5)
temperature dependent growth and mortality affect population connectivity in the northern
Gulf of Maine. This approach allowed us to perform experiments that would not be
otherwise feasible and to conduct sensitivity experiments to determine the effects of
various factors on dispersal. Because this is a high-resolution model, we were able to
simulate dispersal on a small scale (i.e. between nearby mussel beds) to understand factors
affecting blue mussel dispersal and population connectivity in an area with complex
physical and ecological characteristics. Lastly, because temperature affects both larval
duration and mortality, and because the world’s oceans are becoming increasingly warmer,
perhaps more so for the Gulf of Maine [Pershing et al. 2015, Thomas et al. 2017] we
examine how temperature affects connectivity and settlement. We ignore post-settlement
processes and their influence on connectivity, though this could be expanded upon in future
work.
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4.3 Methods
4.3.1 Model Setup
For the circulation model, we used the Finite Volume Coastal Ocean Model
(FVCOM), version 2.7. FVCOM is a 3-D, free surface, primitive equation, unstructured
grid model, making it ideal for high resolution, nearshore applications [Chen et al. 2003a;
Chen et al. 2004b]. This model is set up with 100 m resolution in nearshore areas to resolve
complex nearshore processes and is forced with hourly temperature, salinity, sea surface
height, heat flux, wind stress, and the discharge of 26 rivers [Conlon et al. 2018]. It
reproduced nearshore and coastal current flow velocity and magnitude accurately and also
correctly resolved flow patterns, temperature fluctuations, and sea surface heights. The
model was run for 2014, a year that we considered typical in terms of flow fields [Conlon
et al. 2018] for summer months only, to coincide with the spawning of blue mussels.
Because the flow fields described in Conlon et al. [2018] did not extend as far east as our
easternmost mussel bed, we compared the standard model circulation in the east with that
from a barotropic run and with a run with no atmospheric forcing the eastern portion of the
model domain, to determine if the flow patterns there are due to temperature, salinity,
atmospheric conditions, or bathymetry.
To simulate larval mussel dispersal, we used the FVCOM i-state configuration
model (FISCM, https://github.com/GeoffCowles/fiscm), an offline Lagrangian model [e.g.
Liu et al, 2015], coupled with the circulation model. This model uses a 3-D, fourth-order
Runge-Kutta advection scheme with a horizontal and vertical random walk. The horizontal
random walk was spatially variable with magnitudes defined by the horizontal mixing
coefficient from the circulation model; the vertical random walk was set based on a
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constant vertical mixing coefficient of 0.01 m2/s, the average vertical mixing coefficient in
the circulation model, because vertically variable random walks have not yet been
implemented for this particle tracking model.
Because we ran offline particle tracking experiments that interpolated the velocity
vectors from the circulation output through time, we conducted sensitivity analyses to
ensure that circulation output was saved at sufficiently frequent intervals to give accurate
particle tracking results. To do this, we compared saved circulation output at intervals of 1
hour, 15 minutes, and 2 minutes and found that circulation data saved every hour were
different enough from data saved every 15 minutes that the higher resolution data would
likely give a better estimate of dispersal, given the strong tidal currents in the area that may
change direction on relatively short time frames (less than one hour). Visual inspection
showed that the particle tracking results were not different when using circulation output
with a higher temporal resolution (2 m compared with 15 m) after 5 days and was
computationally cumbersome.
Mapped locations of major mussel beds (not shown, but within the larger red
settlement areas in Figure 24. Settlement areas extend to the widths of the bays; bed
locations are smaller and do not) within the study region provided starting and ending
points for simulated larvae. We quantified the spatial extent of each mussel bed using GPS,
cartography, industry data, or notes with Google Earth. The industry technique had local
mussel fishermen denote the extents of mussel beds on NOAA nautical charts, and was
used only for sub-tidal mussel beds, which are quite a bit less common than intertidal
beds. The notes and Google Earth technique used detailed notes of geographic features and
distances measured with a transect tape, which was then used to mark the extent of the
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mussel bed on Google Earth. For settlement locations (shaded in red, Figure 24), the bed
areas were extended slightly, usually to cover the width of the river or bay where the bed
is located in to account for attraction of larvae to beds via adult chemical cues [Commito
et al. 2014, Morello and Yund 2016]. If a particle passed through a settlement location
when the particle was competent to settle, we assumed it settled there and did not evaluate
its position further; we ignore post-settlement processes and their influence on
connectivity. To determine the effect of unmapped beds to the northeast, we created a
hypothetical bed (Figure 24) and released 10,000 simulated larvae at the time of spawning
of the nearest bed (bed 15, July 24th 2014). While actual mussel beds exist in the vicinity
of the hypothetical bed (Passamaquoddy Bay), we did not survey them because they were
outside US waters. We determined connectivity by comparing starting bed location to
ending location using connectivity matrices. For this analysis, adjacent settlement locations
were grouped into settlement areas (shaded in blue, Figure 24).
Several factors can affect the length of larval development and time in the water
column. Eggs released during spawning are around 65 microns in diameter [Widdows
1991]; when settlement occurs, the larvae have reached a length of approximately 300-350
microns [Chipperfield 1953]. Temperature is an important factor in larval growth in M.
edulis [e.g. Filgueira et al. 2015]. Because metabolic processes are temperature dependent,
warmer temperatures speed up development and decrease the time spent as larvae
[Widdows 1991, Filgueira et al. 2015]. We calculated particle growth based on Yund and
McCartney [2016] by regressing growth functions to the three temperature
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treatments (10°, 13°, and 17° C). We made these calculations using the data from that study
of the M. edulis families and a high food treatment. Simulated larvae in the model had a
daily change in length (in microns) of:
∆𝐿𝑒𝑛𝑔𝑡ℎ = −0.645704 + 𝑇 ∗ 0.3995143
where T is the instantaneous temperature in degrees Celsius at each particle. We
constrained the growth function in the model between 10 and 17 °C; if the temperature fell
above or below this range the change in length for 10 or 17°C was used. We defined
simulated larvae as being competent to settle after they reach 300 microns in length (larval
duration and temperature are discussed more in depth in section 4.3.4).
Simulated larvae sometimes had a diel vertical migration [Chia et al. 1984] and
migrated downwards at a speed of 10-4 m s-1 during daylight hours (roughly between 05:00
and 21:00 for the duration of the model run) and upwards at the same speed during the
night. We did not induce a tidally-driven vertical migration, as tidal shifts in larval depth
can be explained by vertical movement of water, rather than a behavior, in our study region
[Weinstock et al. 2018]. While there was variation in the sunrise and sunset times through
the spring and summer months, these times most closely corresponded with the daylight
hours for the majority of the model run. This difference gave a net downward movement,
as the daylight hours were longer than the night hours.
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Figure 24. Study area. Blue mussel settlement locations (red) are grouped into bed regions
(blue) and numbered 1-15. Spawning locations are located within the red polygons and are
not shown. Shaded tan areas indicate the CBL, which extends to the average location of
the coastal current edge. The blue dot indicates the location of the hypothetical mussel bed
in section 4.3.4.

We estimated realistic spawning windows using a Gonadal Somatic Index (GSI,
figure 25). GSI time series are a common method of measuring spawning time and
magnitude in broadcast spawning marine bivalves [e.g. Cardoso et al. 2007, Santos et al.
2011]. We monitored GSI in mussel populations at 15-30 day intervals through the spring,
summer, and fall during 2014 in eastern Maine. For each sample period during the study
year (2014), we sampled 25 mussels at random from each mussel bed. To determine
spawning time for each mussel bed, we ran individual ANOVAs for each population using
GSI data collected from our standard sampling locations in each population, and sampling
date (day of year) as a fixed factor. We detected significant decreases in population-level
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GSI by comparing 95% confidence intervals among adjacent sampling intervals. We
defined spawning times as the midpoint in time between sampling intervals with the first
significant decrease in GSI. Instances where GSI significantly dropped, rose, and then
dropped again were interpreted as two independent spawning events, which occurred in
beds 2, 5, and 12.

Figure 25. Spawning windows in 2014 for the 15 mussel bed regions.

Reproductive output integrated over density, size frequency, proportion of female
mussels in a population, oocytes per unit mass, bed area, and GSI data. For each mussel
bed, we assigned a density (count/m2). We then applied densities to station and year
specific size frequency distributions. For some of the beds (1, 5, 7, 13, and 15) there was
no size frequency data for the study year (2014), so we extrapolated size frequencies from
other local frequencies and from similar habitats (i.e., sub-tidal vs. intertidal, rocky
substrate vs. mud) by shifting the overall distribution based on mean shifts in distributions
from 2015, the year subsequent to the one of the study. Next, we constrained the
populations by sex ratios calculated across 6 beds (4, 6, 11, 12, 13, and 14) in 2014
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(between 5/20/14 and 7/2/14), yielding ~51% female mussels. Next, we used a size range
specific (≤45mm vs. >45mm) function to calculate the reproductive output (number of
oocytes/eggs) of each size class of each population in each year. We summed the
reproductive output across size classes to yield a maximum possible reproductive output
for a bed in a given year. Finally, we determined the total number of simulated larvae to be
released from each bed by dividing the total number of simulated larvae per run (50,000)
by the reproductive output for each bed to obtain the indexed reproductive output (Figure
26). To estimate the extent that stochasticity from the horizontally variable random walk
in the particle tracking model altered connectivity and for use in the sensitivity
PERMANOVAs (section 4.2.2), each run was replicated three times for a total of 150,000
simulated larvae per experiment.

Figure 26. Indexed reproductive output for each of the 15 bed regions per run.

Several factors affect larval M. edulis mortality. Because M. edulis larvae are
planktonic, mortality rates are high [Widdows 1991]. Any process that increases
development time results in higher mortality, because larvae will spend more time in the
plankton [Widdows 1991]. Additionally, water parameters such as temperature can affect
larval survival, with increased temperatures resulting in decreased larval survival
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[Widdows 1991]. To simulate larval mussel survival, we added a temperature dependent
survival function using the temperature output from the circulation model at each particle.
Percent survival was based on the same subset of data from Yund and McCartney [2016].
It was evaluated daily in the model and is estimated at:
% 𝑆𝑢𝑟𝑣𝑖𝑣𝑎𝑙 = (−0.5535𝑇 + 108.28) ∗ 𝑒‡ˆs(ic.Dc‰ Š‹(n)uc.DxAŒ)
where T is the temperature in ° C at each particle and Day is the time in days after spawning.
Similar to the growth function, the temperature range in the model was constrained
between 10 and 17 °C.
4.3.2 Sensitivity Analyses
We performed a variety of experiments to test how connectivity matrices varied
under different conditions (Table 3). Each experiment of 150,000 simulated larvae was
comprised of three replicate runs of 50,000 simulated larvae each. We compared
connectivity matrices across experiments and determined if settlement was significantly
different using permutational multivariate analysis of variance tests (PERMANOVA). To
see how connectivity matrices varied, we calculated a structural similarity index (SSIM)
on each of the runs, used for measuring the similarity between two images [e.g. Dosselman
and Yang 2011].
Because of the windows in timing of potential spawning (see Figure 25), we
selected an early, mid, and late spawning time within the spawning window for each bed
region (first day, midpoint, and last day of each spawning window, respectively) to better
understand how timing influences dispersal. We released all simulated larvae for each bed
simultaneously during each spawning event; note that some bed regions (2, 5, and 12) have
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two spawning events (see Figure 25). For each of these spawning times, we released larvae
on both flood and ebb tides. Because each of these experiments still staggered spawning
among beds throughout the summer, we also conducted an experiment with all simulated
larvae from all beds released at the time of earliest spawning (May 18th) to study how the
temporal patterns in spawning throughout the study area (see figure 25) affect connectivity.
Because variation in reproductive output may also affect connectivity, we conducted
experiments with the same number of simulated larvae released per bed region (a total of
10,000 per bed).
Table 3. All experiments used for sensitivity analysis. Each run had 50,000 simulated
larvae and was replicated three times for a total of 150,000 particles per experiment.
Experiment Tide Timing Realistic reproductive output? Realistic spawning
time?
1
ebb
early
yes
Yes
2

flood

early

yes

Yes

3

ebb

mid

yes

Yes

4

flood

mid

yes

Yes

5

ebb

late

yes

Yes

6

flood

late

yes

yes

7

ebb

mid

yes

8

flood

mid

9

ebb

mid

Same number of simulated
larvae per bed region (10,000)
Same number of simulated
larvae per
bed region (10,000)
yes

10

flood

mid

yes
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yes
Spawned on same
date (May 18th)
Spawned on same
date (May 18th)

4.4 Results
4.4.1 Potential Settlement
To determine the potential settlement pattern, we divided the model domain into a
grid of bins measuring 0.01° on each side averaged for all realistic experiments
(experiments 1-6) and examined the locations at which simulated larvae first entered
intertidal areas (depth <5 m) once they were competent to settle (size > 300 microns). There
was a large degree of variability in potential settlement along the coast (Figure 27, showing
the mean of all realistic experiments), with higher settlement occurring in the west when
compared with the east, likely as a combination of reproductive output, the number of
potential source populations, and the hydrodynamics of each bay. While there was some
overlap among potential and historical bed locations (within bed regions 4 and 5), there
were also many differences. This exercise only bases predicted settlement locations on
2014 data, while historical bed locations are a product of previous years’ reproductive
output and hydrodynamics, so any discrepancies between bed locations could be partly due
to interannual variability and post-settlement forces. Additionally, this approximation does
not take into account habitat availability, for which we currently have no data.
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Figure 27. Potential settlement within the study region and comparison between potential
settlement and historical bed locations. Existing bed locations are shown in red and the
overlap between the two in pink.

4.4.2 Connectivity Overview
Overall, connectivity matrices showed southwestward transport (from higher to
lower numbered regions) with exchange among neighboring bays and some self-seeding
(Figure 28, showing the mean of the realistic experiments 1-6. Experiments 7 through 10
are sensitivity experiments and are explored more in detail in the next section.) We also
saw some localized transport to the northeast, depending on the localized currents near
each region. Along shelf differences in connectivity resulted in the formation of clusters
(e.g. bed regions 1-5, Frenchman Bay, Figure 24), with simulated larvae moving among
beds within each cluster. Additionally, some areas along the shelf showed more transport
to the southwest (e.g. bed regions 9 and 10).
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Figure 28 Connectivity matrix. Figure shows the mean of all realistic experiments (1-6,
see table 3. Bed regions are numbered from 1 to 15, from west to east (see Figure 24)).
Boxes marked Exited and Mortality are numbers of simulated larvae that left the model
domain and that were lost due to mortality, respectively.

The percent of all simulated larvae released from each bed region that settled ranged
from 0% (areas 14-15) to 8.2% (area 4); settlement (post-mortality) across all beds was
2.1%. Most larvae that settled did so within 20 km (75.1%) of their release bed; 42.6%
settled within 10 km of their release bed. The larvae released from some bed regions
consistently failed to settle within the model domain (bed regions 14 and 15); larvae that
did not settle were either lost from the model domain (8.5%, post mortality) or were lost
due to mortality (average mortality rate at settlement size was 85.8%). The number of
simulated larvae that left the model domain from each bed was strongly correlated (R=0.94;
p<0.0001) with the number released from each bed region (see Figure 26).
We calculated percent retention in each bed as:
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% 𝑟𝑒𝑡𝑒𝑛𝑡𝑖𝑜𝑛 =

# 𝑠𝑒𝑡𝑡𝑙𝑒𝑑 𝑖𝑛 𝑒𝑎𝑐ℎ 𝑏𝑒𝑑
∗ 100
# 𝑟𝑒𝑙𝑒𝑎𝑠𝑒𝑑 𝑓𝑟𝑜𝑚 𝑒𝑎𝑐ℎ 𝑏𝑒𝑑

Similarly, we calculated percent export from each bed as:

% 𝑒𝑥𝑝𝑜𝑟𝑡 =

# 𝑠𝑒𝑡𝑡𝑙𝑒𝑑 𝑖𝑛 𝑜𝑡ℎ𝑒𝑟 𝑏𝑒𝑑𝑠
∗ 100
# 𝑟𝑒𝑙𝑒𝑎𝑠𝑒𝑑 𝑓𝑟𝑜𝑚 𝑒𝑎𝑐ℎ 𝑏𝑒𝑑

Bed regions 4, 7, and 10 had the highest percent retention, ranging from 2.7% to 5.0%,
while percent export was highest in beds 2, 3, 4, 5, and 9 (1.5% to 5.1%, Figure 29). Beds
in the eastern section of the model (bed regions 11 through 14) had low levels of both
retention and export (Figure 29). We also calculated percent retention (1.9%) and export
(2.7%) for Frenchman Bay as a whole as a comparison, as beds there are relatively close
together.

Figure 29. Percent retention (blue) and percent export (red) for each of the 15 bed
regions.

To gain a better understanding of how populations from different beds are
connected, we calculated the number of beds each bed seeded and the number of beds from
which each bed received larvae. Populations to the west (bed regions 1-8) tended to receive
simulated larvae from many other bed regions, while those in the east received simulated
larvae from fewer locations. Several beds in the center of the model domain (bed regions
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9-10) tended to seed many other bed locations (Figure 30). The number of other beds each
bed region seeded was significantly correlated with the number of simulated larvae
released from that bed (Figure 26, R=0.55; p=0.03).

Figure 30. The number of bed regions each bed region received simulated larvae from
(blue) and the number of bed regions each seeded (red)

4.4.3 Sensitivity Experiments: Effect of Biological Factors on Connectivity
Our sensitivity experiments investigated the effects of different biological factors,
including spawning time and indexed reproductive output on settlement magnitude and
patterns; these factors are coupled with the physical effects in the next section. Diel vertical
migration did not significantly affect the settlement magnitude (F=30.1, p=0.12), so it was
not investigated further. For difference in spawning time, neither the settlement between
the flood and ebb experiments (Figure 31a-c, F=0.08, p=0.64) nor differences in spawning
timing (early/mid/late) within the spawning window significantly affected the settlement
magnitude (Figure 31d-f, F=1.14, p=0.32), with the highest settlement occurring late in the
spawning window. However, the experiments in which simulated larvae were released all
at once early on in the season (May 18th) had significantly different settlement from the
control experiments with realistic spawning timing (Figure 31g-i, F=16.94, p=0.02), with
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the control experiments having higher settlement. The structure of these matrices varied as
well, with flood/ebb matrices more similar (0.92 out of 1 from the SSIM analysis) than
early/late spawning matrices (0.85 out of 1). The all at once spawning matrix was the least
similar to the control (0.40 out of 1) and showed less dispersal to the southwest from beds
9 and 10.

Figure 31. Comparison of population connectivity during different spawning times.
Spawning during ebb tides (a), spawning during flood tides (b), and a - b (c), spawning
early in each spawning period (d) spawning late in each spawning period (e), the
difference between d and e (f), the control experiment (mid spawning time) with the
standard biophysical conditions (g), and spawning all at once early in the season (h), and
the difference between g and h (i). For the difference matrices, a (o) indicates a decrease
in settlement while a (+) indicates an increase.

We also investigated whether settlement magnitude was influenced by variation in
indexed reproductive output by comparing connectivity between experiments with the
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same physical conditions but with realistic indexed reproductive output (see Figure 26) vs.
an equal number of simulated larvae released per bed (Table 1, experiments 3-4 and 7-8).
Indexed reproductive output affected settlement magnitude (Figure 32, F=8.00, p=0.04)
and played a role in determining connectivity patterns (similarity: 0.29 out of 1). In
particular, in the run with equal numbers of simulated larvae, there was more settlement
from beds that have low reproductive output, and less settlement from those with higher
output. This pattern resulted in more self-seeding among bed regions, though simulated
larvae still moved between bed regions within Frenchman Bay (bed regions 1-5, see Figure
24).

Figure 32. Effect of reproductive output on population connectivity. Connectivity matrix
for the control experiment (mid spawning, ebb tide, realistic spawning output, a),
compared with the experiment with the same number of simulated larvae released per bed
(b), and a-b (c).
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4.4.4 Effect of Physical Factors on Connectivity
Because larvae are subject to the prevailing currents, physical factors play a large
role in influencing connectivity and creating variation in transport through the model
domain. We investigated how spatial variability in physical factors (e.g. CBL width and
along shelf variation in cross-shelf transport) affected connectivity. Based on the results
from the sensitivity analyses (section 4.3.3) which showed little difference in connectivity
between the 6 realistic experiments, we conducted these analyses using the sum of these
experiments.
We used the oceanic distance from each bed region to the mean location of the edge
of the coastal current (based on data from chapter 3) as a way to describe the width of CBL
for each bed region. The percentage of successfully settled simulated larvae released from
each region that remained within the CBL for the entire larval duration was significantly
correlated with the thickness of the CBL (Figure 33, R=0.65, p=0.01), with a wider CBL
resulting in more settled simulated larvae and fewer simulated larvae entering the coastal
current.
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Figure 33. The percentage of successfully settled simulated larvae from each bed region
vs. the CBL width. The number next to each point indicate bed region number.

We examined whether cross-shelf exchange occurred and how it affected
connectivity by first comparing the connectivity matrix for simulated larvae that remained
in the CBL for the entire larval duration with the matrix for simulated larvae that entered
the coastal current and subsequently returned to nearshore areas (Figure 34). Overall, crossshelf exchange is important for settlement (F=4.7e5, p=0.02) with much of the settlement
in the control matrix occurring after simulated larvae return to nearshore areas; the structure
of the matrices were also fairly different (similarity: 0.50 out of 1). There was also less
downstream transport, particularly from bed regions 9 and 10. While settlement in
Frenchman Bay was reduced (bed regions 1-5, see figure 24), it still showed the greatest
amount of exchange among beds. Simulated larvae that entered the coastal current either
subsequently returned to nearshore areas or were transported to the southwest. (see chapter
3).
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Figure 34. Effect of CSE on connectivity matrix. Connectivity for all simulated larvae (a)
for simulated larvae that remained nearshore for the entire experiment (b), and the
difference (a-b) (c).

However, the amount of cross-shelf exchange in this study region varied spatially
(see chapter 3). We examined the amount of cross-shelf exchange at the point along the
edge of the coastal current nearest each bed region (based on data from chapter 3) to
determine how spatial variation in cross-shelf exchange affects connectivity (Figure 35a).
We found a significant correlation between the amount of CSE in the CC-to-NS direction
and the number of bed regions that each received simulated larvae from (red bars in Figure
30; Figure 35b, R=0.62, p=0.02). The amount of CSE in the NS-to-CC direction was not
significantly correlated with the number of other beds that each bed region seeded. This
effect was due to the experimental setup, as Frenchman Bay had relatively high levels of
CSE in that direction, but no bed regions further downstream for those larvae to settle in.
As a result, they appeared to seed relatively few bed regions.
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Figure 35. Effect of CSE on settlement. Amount of CSE in the offshore to nearshore
direction at the point along the coastal current that is nearest to each bed region (a)
Comparison between the amount of CSE in the offshore to onshore direction and the
number of bed regions that each bed received larvae from (b).

Due to the low connectivity between bed regions 14 and 15, we examined flow
patterns in that area. Flow patterns for the rest of the model domain are explored in depth
in Conlon et al. [2018]. Tidal residuals in the area between bed regions 14 and 15 (in the
Grand Manan Channel) were seasonally variable. In the spring, there was some flow to the
southwest (along the Maine coast), along with flow to the northeast close to Grand Manan
(Figure 36a and 37a). While surface residuals along the Maine coast were to the southwest,
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flow towards the bottom was to the northeast (Figure 37 a). In the summer, almost all flow
in the Grand Manan Channel was to the northeast (Figure 36b and 37b); flow was stronger
at the surface and closer to zero towards the bottom (Figure 37 b). Atmospheric forcing
had little effect on the monthly residuals in neither the spring (Figure 36c) nor summer
(Figure 36d), suggesting this pattern is not wind-driven. In the barotropic run, the flow was
to the northeast in both months, with flow to the southwest along the Maine coast in spring
(Figure 36e and 36f), circling Grand Manan, indicating that flow to the southwest may be
driven in part by density differences. The model output is supported by observed drifter
movement of Chevrier and Trites [1960], which showed similar flow patterns in that area.
In particular, they showed flow to the southwest in the winter, which switched to the
northeast in the summer. However, they dynamics of this system are not fully understood
and more investigation is warranted.
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Figure 36. Seasonal changes in flow in the Grand Manan Channel. Residual surface
velocity in the Grand Manan Channel in May (a) and August (b), surface residuals for the
run with no atmospheric forcing in May (c) and August (d), and surface residuals for the
barotropic run in May (e) and August (f).
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Figure 37. Vertical slice of along-shelf current velocity in the Grand Manan Channel for
May (a) and August (b). Red indicates flow to the northeast, while blue indicates flow to
the southwest.

Of the 10,000 simulated larvae released for the theoretical mussel bed experiment,
23.26% left the model domain to the west of Grand Manan (west of 66.9° W), 74.68 % left
the model domain to the east of Grand Manan (east of 66.9° W), 0.23% remained in
Passamaquoddy Bay, and the remainder (1.83%) were located elsewhere in the model
domain. Once simulated larvae were competent to settle, only 0.15% (15 simulated larvae)
returned to intertidal areas within the study region along the Maine coast once they were
settlement size and no simulated larvae passed through any of the settlement locations once
they were competent to settle, as most were transported out of the model domain before
they reached settlement size.
4.4.5 Effect of Temperature
Temperature affects both growth rate (and therefore PLD) as well as mortality. To
better understand how it affects connectivity and settlement, we first examined growth and
PLD of simulated larvae under the standard temperature conditions, and then compared
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these results to those in an increased temperature experiment (Figure 38). For the latter
experiment, we increased the temperature in the entire domain by 2° C but did not change
the output velocity. The average time to reach settlement size for simulated larvae under
the standard temperature conditions was 9.7 ± 0.3 weeks. In the increased temperature
scenario, the average time to settlement size decreased by approximately 2 weeks, to 8.0 ±
0.2 weeks.

Figure 38. Effect of temperature on growth and survival. Survival (dashed line) and size
(solid line) of simulated larvae by week in the control (black) and warm (red) runs. Grey
lines indicate the settlement time and survival at settlement.

We compared the standard connectivity matrix with a connectivity matrix for the
increased temperature scenario (Figure 39a and 39b). Settlement was significantly
increased due to the shorter larval duration in the warmer temperature scenario (F=55,886,
p=0.02, Figures 38 and 39c); the matrices were also dissimilar (0.01 out of 1). The average
survival rate for settled simulated larvae in the standard temperature
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experiment was 15.8% at settlement time; this low survival rate likely played a large role
in creating the low (0.05%) settlement rate of simulated larvae. The survival rate increased
to 40.4% at settlement time in the increased temperature scenario.

Figure 39. Effect of temperature on connectivity matrix. Population connectivity for all
simulated larvae (a) for all simulated larvae with warmer ocean temperature (b), and the
difference between a and b (c).

4.5 Discussion
4.5.1 Mussel Connectivity in Eastern Maine
Based on the connectivity matrices, we predict that settlement in Frenchman Bay
may be less variable than in populations further east, because bed regions within
Frenchman Bay received simulated larvae from many others to the east. Regions within
Frenchman Bay may also receive larvae from a nearby bed without simulated larvae first
entering the coastal current and also had higher levels of retention and export (primarily to
other beds within Frenchman Bay). On the other hand, settlement further east may be more
variable, due to the relatively low number of simulated larvae arriving from other
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beds. Some of these populations in the middle section of the model (e.g. bed regions 9, 10,
and 11) also produced large numbers of larvae, so they are likely important to population
stability further to the southwest, meaning that it is of particular importance to protect these
beds.
4.5.2 Sensitivity to Biological Processes
We did not see a large effect of diel vertical migration, similar to Drake et al
[2013]. Likewise, short-term variations in spawning timing (within a tidal cycle and within
the spawning window) did not play a large role in connectivity, although longer term
variations (seasonal) did. The effect of longer-term variation in spawning time was
expected, due to the seasonal variations in flow throughout the model domain [Conlon et
al. 2018] and is similar to Watson et al. [2010], who showed that spawning time played an
important role in connectivity. Additionally, shorter term variations in spawning timing
(from one tidal cycle to up to two weeks) may not play a large role in connectivity due to
the strong tidal currents in the region, which create similar flow patterns from one tidal
cycle to the next [Conlon et al. 2018]. As a result of these spawning time analyses, we are
confident that our estimates of connectivity are robust to the inaccuracies inherent in our
estimates of population-specific spawning times.
Indexed reproductive output was an important factor in connectivity. Beds that
were an important source of larvae for many other beds produced large numbers of larvae;
the two clusters of connectivity in Figure 28 (e.g. bed regions 1-5 and 9-11) correspond
closely with reproductive output (Figure 26). This grouping contrasts with the presence of
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three clusters shown in chapter 3, which was driven only by the physical transport of the
study region. The number of simulated larvae that left the model domain from a particular
bed (see figure 28) was strongly correlated with the number of larvae produced by each
bed (R=0.94; p<0.0001), suggesting that beds that produce large numbers of larvae may be
ecologically important for beds elsewhere in the Gulf of Maine (e.g. western Maine).
Changes in reproductive output among years could have a large impact on connectivity and
therefore mussel populations within the study area as well, and beds that produced large
numbers of larvae (e.g. bed regions 5 and 11) likely play an important role in population
stability. While a previous study found reproductive output to be less important than
spawning time [Puckett et al. 2014], it is possible that the strong effect of reproductive
output here is driven by the large inter-bed variability in output.
We were not able to include several biological processes. For example, the growth
rate and survival of larvae depends on the type and quantity of food available [e.g.
Widdows 1991], which was not included in the model due to a lack of information on the
type and abundance of phytoplankton in the area. As a result, it is unknown to what degree
diet may affect connectivity via larval growth and mortality. Likewise, the mortality
function is only a factor of temperature and not of predation, salinity, pH, or other factors.
Additionally, we did not include processes affecting settlement such as habitat suitability
and the ability to delay settlement if suitable habitat is not found. Some of these factors
(e.g. habitat suitability) are impractical to implement on such a large scale; however, others
(such as food availability) could possibly be expanded upon in future studies using a NPZ
(nutrient-phytoplankton-zooplankton) model coupled with this or a similar circulation
model.
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4.5.3 Sensitivity to Physical Factors
Variability in CBL width played an important role in influencing connectivity
patterns. Larvae from beds with a wider CBL to cross (greater than 20 km, e.g. Frenchman
Bay) tended to remain nearshore. Conversely, larvae from the beds with a very short CBL
width (10 km or less) were very quickly transported offshore into the coastal current. The
effect of CBL width on dispersal and connectivity that we saw here has been previously
described [e.g. Largier 2003, Nickols et al. 2013, 2015], who showed that the CBL width
plays a role in determining transport distance and the amount of retention.
We build on these studies by showing that a narrow CBL, in addition to increasing
dispersal and decreasing retention, can play a role in creating barriers between populations.
This narrow CBL width in the eastern section of the model domain in combination with
circulation patterns may have created a barrier to southwestward transport between bed
regions 14 and 15. Flow to the northeast around Grand Manan is likely related to tidal
rectification, similar to the clockwise circulation around Georges Bank [Loder 1980]; the
flow reversal from spring to summer is likely due to the interaction between tidal
rectification and changes in density differences in the area. As a result of this reversal, the
connectivity between the eastern Maine and western New Brunswick coasts may be limited
if larvae from the New Brunswick coast are transported away from the beds along the
Maine coast. The particle experiment from the theoretical bed within Passamaquoddy Bay,
New Brunswick (section 4.3.4) supported this interpretation, as none of the simulated
larvae from that bed were transported to settlement areas along the Maine coast. However,
because we only looked at one hypothetical bed, it is possible that beds elsewhere in
Canada or the Bay of Fundy could contribute to settlement in eastern Maine, though
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unpublished experiments with release points elsewhere in Canada show similar
trajectories.
The problem of flow direction through the Grand Manan Channel is compounded
by the fact that populations in the north spawn later in the summer than those in the south
due to temperature differences between the two regions. This later spawning occurs when
the flow through the Grand Manan Channel turns to the northeast, away from the Maine
coast. These flow patterns may have ecological impacts by limiting gene flow between
different populations. Specifically for blue mussels, it may contribute to the fact that M.
edulis species are typically found along the Maine coast, while M. trossulus, a similar
species, are less frequent (but occur further north in Canadian waters) [Rawson et al. 2001].
This work builds on the study by Hayhurst and Rawson [2009], who suggested that the
EMCC may form a thermal boundary to southwestward transport of M. trossulus. We
propose that in addition to the thermal barrier, the flow within the Grand Manan Channel
may transport larvae to the northeast, away from the Maine coast in summer. However,
flow patterns around Grand Manan Island are complex and not thoroughly examined, so
future efforts are needed to understand how larvae are transported in this area.
While a narrower coastal boundary layer increased the likelihood of simulated
larvae travelling from the beds to the coastal current and decreased retention similar to
other studies [e.g. Largier 2003, Nickols et al. 2013, 2015], the amount of CSE between
the coastal current and coastal boundary layer was also crucial in determining if simulated
larvae crossed into the coastal current or returned to nearshore areas. CSE affected
connectivity, with much of the southwestward transport occurring within the coastal
current. If simulated larvae did not enter the coastal current, their dispersal was mostly
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among neighboring beds. As a result, if cross-shelf transport was reduced, self-seeding
tended to occur, rather than longer distance transport to other locations along the coast. It
is likely that these factors (CBL thickness and CSE) interact to create variability in
transport; high CSE can make up for a large CBL and result in larvae leaving nearshore
areas.
In the study region, CSE was primarily affected by tides and bathymetry for water
moving from the coastal boundary layer into the coastal current, and eddies for particles
moving back into nearshore areas (see chapter 3). Additionally, CSE tends to occur when
there are barriers to along shore flow, such as islands or headlands (see chapter 3). Previous
studies have found that reduced flow in vicinity of headlands may increase retention [e.g.
Graham and Largier 1997]. We found a relationship between CSE (related to headland
eddies, see chapter 3) and the number of other beds each bed received larvae from,
indicating that headlands may also increase settlement by creating transport of larvae from
other beds into nearshore areas. This relationship between settlement and eddies is also
similar to Sponaugle et al. [2005], who found increased retention due to submesoscale
eddies.
4.5.4 Effect of Temperature
The Gulf of Maine is currently experiencing a warming trend [e.g. Pershing et al.
2015], so a better understanding of how warmer ocean temperatures affect M. edulis larval
dispersal and connectivity is crucial to understanding how the adult populations may
change. Our results are in agreement with Yund and McCartney [2016], who found the
higher mortality of blue mussels at warmer temperatures offset by faster growth. This
estimate does not take into account the effect of temperature on egg production, spawning
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time, food availability, or settler survival, so we would expect some variation in settlement
numbers. Temperature in 2014 was close to average (mean 2014 temperature at buoy I
(8.6± 0.03 °C; average value 2002-2016: 8.3± 0.03 °C). The highest average annual
temperature during this time period was 2012 (9.7± 0.03 °C) in the last decade, on average
1.4 °C warmer than 2014, so it is possible that recruitment in 2012 was more similar to the
increased temperature scenario than the control scenario. However, Petraitis and Dudgeon
[2015] found lower recruitment in 2011-2012 than in previous years, so it is likely that
other factors (e.g. interannual variability in reproductive output) are affecting these results.
Our results do not take into account any changes in hydrodynamics, spawning time,
reproductive output, or food availability due to temperature change. This model can be
expanded in future studies to make more realistic predictions of interannual variability as
well as the warming effect on population connectivity.
Previous studies have shown that larval durations of many species are shortened
with increased temperature [e.g. O’Connor et al. 2007, Lett et al. 2010], or suggest that
changes in temperature may increase recruitment [O’Connor et al. 2007]. We show here
the amount of variation in settlement possible using a realistic ocean temperature increase
coupled with our high-resolution circulation model. It is possible that increased settlement
will occur under warming ocean conditions. Additionally, more connections are made
among bed regions, which may decrease variability of the adult populations. However,
these results do not take into account the thermal tolerance of the adults or survival of
larvae post-settlement, so it is difficult to predict how the adult populations would change.
Our study region is located in the mid-range of the thermal envelope for M. edulis, so
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results may vary for warmer areas further south that may exceed the thermal tolerance of
larvae.
4.5.5 Caveats
Better understanding the limitations of the physics and biology of our model can
help direct our interpretation of the results. One potential limitation concerns the model
time frame. While we believe that 2014 is a typical year in terms of flow fields [Conlon et
al. 2018], there may be variation in current velocities or temperature among years that
could cause variation in connectivity, so we will run the model for subsequent years in the
future to gain a better understanding of interannual variability. Additionally, we have no
way of knowing where simulated larvae go once they leave the model domain. While we
explored the effect of including a mussel bed outside of our study region to the northeast,
it becomes more difficult to study what happens to simulated larvae exiting the model
domain on the southwest side. Based on the shape of the coastal current, which is variable,
simulated larvae likely either continue west along the coast or turn south to circle Jordan
Basin. Additionally, we do not have data for mussel beds further west than Frenchman
Bay, so it is possible that the beds in Frenchman Bay are important sources for locations
outside of the model domain. Lastly, as mentioned in section 4.4.3, we did not include
many biological factors including predation, habitat availability, or food availability, all of
which will impact connectivity.
4.6 Summary
We used a high-resolution biophysical model to study population connectivity in
an area with a complex coastline, strong tidal currents, and variable cross-shelf exchange.
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Our model allowed us to examine how changes in topography and cross-shelf flow affected
connectivity and it allowed us to perform different experiments for different biological
scenarios and under different temperature conditions.
The complex topography found within the study region played a large role in
determining connectivity by creating cross-shelf transport, which significantly increased
settlement in some areas of the coast. Additionally, flow fields within the Grand Manan
channel may be creating a barrier to southwestward transport of larvae from further to the
northwest, which is likely limiting larval transport to the Maine coast from the Bay of
Fundy.
In addition to these physical effects, there were several biological processes that
were important. In particular, reproductive output was important for determining
connectivity, meaning that some beds are probably very important for the stability of other
populations and may explain interannual variability in settlement if flow fields remain
similar among years. Lastly, higher temperature (+2°C) tends to increase settlement by
reducing the larval duration, so it’s possible that ocean warming will result in increased
recruitment, at least in this part of the range of M. edulis.
These results provide a compelling look at how complex topography and flow
fields, including cross-shelf exchange, interact with different biological factors to
determine population connectivity. We also show how temperature increases may affect
settlement and propose a mechanism for how flow fields in this region create a boundary
between populations. Improving our understanding of how biology and physics interact in
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complex environments can assist in making management decisions and can help us
understand how larvae or plankton are affected by the physical environment.

137

CHAPTER 5
CONCLUSION
5.1 Overview
In order to fully understand population connectivity for any region or species, it is
critical to understand both the circulation patterns as well as the biology of the species in
question. However, these factors may be complicated and interact, making it difficult to
understand the underlying dynamics of the system. For example, flow along the Maine
coast is complex and the topography contains many bays and islands. Additionally, the
cross-shelf exchange between the nearshore region and the coastal current has not been
examined until now, despite playing an important role in the dispersal of many marine
organisms. In order to better understand circulation and in a strongly tidal environment
with a complex coastline, I used a high-resolution circulation model. To examine how this
spatiotemporally variable circulation and cross-shelf exchange affected population
connectivity, I coupled the circulation model with a particle tracking model. In order to
investigate how biological factors interact with these physical factors, I added simulated
growth, survival, and other factors to the particle tracking model. This coupled biophysical
approach allowed me to obtain large amounts of data as well as perform experiments under
different scenarios.
5.2 Circulation Summary
While the Eastern Maine Coastal Current, which flowed along the coast to the
southwest and moved on and off the shelf with tides, has been studied extensively there
has been little work on nearshore flow along this section of the coast until now. My model
138

matched up with observed data and accurately reproduced flow patterns and the
combination of the spatial and temporal validation improved confidence of the ability of
the model to simulate these flow patterns. Flow was dominated by tides, and residuals
generally tended to the southwest out of the bays into the coastal current, although this was
somewhat variable among months. Density differences played the largest role in
influencing monthly residuals, although this effect was less strong in the east where tides
are stronger. Inshore from the coastal current there was two-layer flow modulated by winddriven upwelling. Additionally, headland eddies formed in the lee of islands, especially in
the spring.
There was interaction between the nearshore region and the costal current. Crossshelf exchange was spatially and temporally variable, occurring during flood and ebb tides
as well as in locations where water was directed across the shelf by bathymetry or entrained
nearshore by eddies. It was less affected by wind, although this was likely due in part to
the lack of strong wind events during the study period. Overall, it appears that in this
strongly tidal system with a complex topography, these factors control the majority of the
spatiotemporal variability in cross-shelf exchange.
5.3 Population Connectivity Summary
There was both local exchange of simulated larvae among beds and longer distance
southwestward transport. Connectivity was influenced heavily by physical factors,
including shelf width and cross-shelf exchange. The narrow shelf width in the Grand
Manan Channel combined with the northeastward flow in that area likely act as a barrier
between mussel populations in the Bay of Fundy and those along the Maine coast, with
larvae there being transported quickly offshore to the northeast, rather than to the
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southwest. This may help to explain the range boundaries between M. edulis and M.
trossulus in the region. Connectivity was also affected by cross-shelf exchange, which was
in turn affected by topography. Additionally, increased CC-to-NS transport resulted in
more settlement from different beds, which may decrease settlement variability. Simulated
larvae that remained nearshore did not travel as far and settled closer to their release beds.
These were also effects of biological factors on connectivity; seasonal progression of
spawning time and reproductive output affected the connectivity patterns the most. Lastly,
increases in temperature of several degrees had a large impact on the larval duration and
increased settlement.
5.4 Management Implications
Because there was a large difference in transport of simulated larvae from different
beds, some beds supply larvae to more beds than others. This indicates that some
populations may be more important for the long-term success of others, and care should be
taken to protect the long-term viability of such beds. Conversely, beds that are primarily
self-seeding may not receive larvae from other sources, and therefore may be more variable
than beds that receive larvae from multiple sources. Beds in the west received larvae from
a greater number of beds than those in the east, meaning those populations may be less
variable. Additionally, some beds were relatively close to one another (e.g. beds within
Frenchman Bay), so beds there exchanged larvae without the larvae first entering the
coastal current, which also reduced variability. Overall, I predict less variability in the
Frenchman Bay beds, more variability in self seeding beds, and that the Pleasant Bay bed
is important for overall success of many other beds.
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There are different factors that could modulate these predictions. While settlement
is likely variable among years, we expect to see more settlement in warmer years and less
in cooler years. While factors controlling cross-shelf exchange are relatively constant (e.g.
bathymetry, tides), the eddies that resulted in transport to nearshore areas are somewhat
variable and may account for settlement variability among years. Lastly, any changes to
reproductive output among years will also change these predictions.
5.5 Applications
These results could potentially be expanded upon to other situations. For example,
while the biological factors used in chapter 4 (e.g. mussel bed location, spawning timing,
reproductive output) are specific to those mussel populations, the underlying physical
patterns described in chapters 2 and 3 can still be used to infer how circulation might affect
other organisms. For example, the cross-shelf exchange shown in chapter 3 could be used
to examine how paralytic shellfish poisoning (Alexandrium fundyense) moves from the
coastal current into nearshore areas. Additionally, other species whose larvae originate in
nearshore areas likely have similar patterns of cross-shelf exchange, although this is likely
modulated by biological factors specific to the species. These results could be applied to
other areas of the world with similar physical properties, such as a complex coastline or
strong tides.
Because the western Maine coast has different physical properties, it is unknown
how many of these circulation patterns and cross-shelf exchange mechanisms can be
applied to that area. Unlike the eastern Maine coastal current, the western Maine coastal
current is a surface trapped current and the tidal velocities are much lower [e.g. Hetland
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and Signell 2005]. Additional work will need to be done in that section of the coast to see
if cross-shelf exchange and connectivity are similar there.
5.6 Future work
Because this work focuses on the eastern Maine coast, much is still unknown
concerning flow patterns outside of this region. For example, flow patterns around Grand
Manan Island, specifically in the Grand Manan Channel, are complex and appear to change
seasonally. However, little is known about what drives these changes or exactly when the
changes occur. Unfortunately, this area is also a key linkage between mussel beds in eastern
Maine and western New Brunswick, so how these populations are linked is not well
understood. This area warrants closer study so that the mechanisms of exchange between
eastern Maine and the Bay of Fundy can be better understood. Additionally, the population
connectivity section of this project did not include many biological factors that may play a
role in overall settlement. For example, factors such as habitat suitability, predation, and
feeding were not included due to insufficient data. It is not known if or to what degree these
factors may influence connectivity. Lastly, the time period covered by this time period is
relatively short. While we believe that the conditions shown here are representative of a
typical year, it is unknown how much interannual variability may affect flow patterns or
connectivity. Nevertheless, I believe this study to be a good foundation for future work.
5.7 Conclusion
The coupled biophysical model allowed me to obtain data with a high
spatiotemporal resolution and perform experiments concerning flow patterns and
connectivity that would not otherwise be feasible. This model is a good step towards
understanding nearshore circulation and cross-shelf exchange in a complex system,
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which was previously not well understood and greatly affects the transport of larvae
through that system. Additionally, I was able to examine various biological factors that
affect connectivity.
Overall, I have shown that flow nearshore circulation and cross-shelf exchange in
a complex system are spatiotemporally variable. In this study region, circulation is strongly
tidally driven, and residuals tend to flow to the southwest out of the bays into the coastal
current with the density differences creating variability on monthly time scales. There was
interaction between the coastal current and nearshore areas, with cross-shelf exchange also
spatiotemporally variable. Flow into the coastal current from nearshore areas occurred
when the bathymetry channeled water into the coastal current, and flow from the coastal
current to nearshore occurred when eddies formed in the wake of headlands entrained water
into nearshore areas. Additionally, more transport occurred during flood or ebb tides.
This variability in cross-shelf exchange, in addition to variations in topography,
drove physical differences in population connectivity. Overall connectivity showed some
exchange among neighboring beds, some self seeding, and some transport of simulated
larvae downstream. In addition to variation as a result of physical factors, there were
several biological factors, such as long-term timing of spawning, vertical migration, and
reproductive output that modulated connectivity. Lastly, higher temperature increased
settlement.

While I have made progress towards a better understanding of blue mussel
population connectivity in the area, these results can be more broadly applied towards a
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better understanding of many other marine species in the region. It will provide a good
starting point for future work and will form the basis for additional work concerning flow
patterns and connectivity.
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