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a b s t r a c t
It is well-known that a conditional independence statement for discrete variables is
equivalent to constraining to zero a suitable set of log–linear interactions. In this paper we
show that this is also equivalent to zero constraints on suitable sets of marginal log–linear
interactions, that can be formulated within a class of smooth marginal log–linear models.
This result allows much more flexibility than known until now in combining several
conditional independencies into a smooth marginal model. This result is the basis for a
procedure that can search for such a marginal parameterization, so that, if one exists, the
model is smooth.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The main purpose of the paper is to set up a criterion to verify if a set of conditional independencies, for a set of discrete
variables, defines a smooth model. When the collection of conditional independencies of interest can be coded into some
type of graphical model, like a directed acyclic graph (DAG), a covariance graph or certain types of chain graph (see [4,7]), it
is known that the resulting model is smooth and its properties are well understood.
However, the smoothness of the model defined by an arbitrary collection of conditional independencies cannot be taken
for granted and a general solution is still an open problem. Our approach exploits the properties of the class of marginal
link functions introduced by Bergsma and Rudas [3], which are invertible and differentiable mappings between the joint
distribution of amulti-way contingency table and a suitable vector of log–linear interactions definedwithin certainmarginal
distributions of interest. We propose a procedure that verifies if the collection of independencies can be defined within a
marginal log–linearmodel; if the procedure ends upwith at least one solution, themodel is smooth based on general results
for this class of models.
The straightforwardway of imposing a conditional independence is by constraining to zero a set of log–linear parameters
all defined in the same joint distribution of the variables involved. This is somewhat limited, when one needs to combine
several independencies defined in differentmarginal distributions. In fact, a naïve implementation ofmodels defined by two
or more conditional independencies may lead to conflicting constraints, like when the same log–linear interaction has to
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be set to zero in two or more different marginals. To overcome this limitation we use a more flexible rule for defining each
independence, by combining constraints on log–linear parameters of different marginal tables. In some sense this rule can
be seen as the reverse of collapsibility results. For example, the independence {X1, X2}yX3 | X4 is equivalent to X1yX3 | X4
and X2yX3 | X4 plus the zero restrictions on the {X1, X2, X3} and {X1, X2, X3, X4} log–linear interactions in the distribution of
{X1, X2, X3, X4}.
The proposed procedure scans a larger range of possible marginal log–linear models by exploring the structure of all
possible collections of non-redundant marginal constraints that are necessary and sufficient for each original statement of
conditional independence to hold. The algorithm explores the full collection of alternative equivalent allocations of zero
constrained log–linear interactions across marginals and determines whether these are compatible, so that the correct size
of themodel can also be computed, or instead there are substantially conflicting restrictions leading to possibly non-smooth
models.
After highlighting certain fairly unknown features of marginal parameterizations and the issue of compatible marginal
constraints in Section 3, in Section 4 we show that certain general collections of non-redundant constraints on marginal
interactions are equivalent to the corresponding statement of conditional independence. This property is exploited in
Section 5 to develop a procedure which, given a collection of conditional independence statements, searches for a smooth
marginal model satisfying exactly such independencies. The procedure is then illustrated by several examples in Section 6.
2. Notation
Let X1, . . . , Xd denote d discrete random variables with Xj taking values in (1, . . . , rj). For conciseness, variables will be
denoted by their indices, capitalswill denote non-empty subsets of V = {1, . . . , d} and determine the variables involved in a
marginal distribution or in an interaction term. The collection of all non-empty subsets of a setM ⊆ V will bewrittenP (M).
The distribution of variables in V is determined by the vector of joint probabilities p, of dimension t = ∏d1 rj, its entries,
in lexicographic order, correspond to cell probabilities and are assumed to be strictly positive. For any M ∈ P (V ), let pM
denote the vector of probabilities for the marginal distribution of the variables Xj for j ∈ M , with entries in lexicographic
order.
We shall define a log–linear parameterization for the joint distribution p using adjacent contrasts. Specifically, a
log–linear interaction parameter vector λI , indexed by a nonempty subset of variables I ⊆ V , is defined by
λI = HI log p, HI =
⊗
j∈V
HI,j (1)
where
HI,j =
{(
0rj−1 Irj−1
)− (Irj−1 0rj−1) if j ∈ I(
1 0′rj−1
)
otherwise,
(2)
where Ik, 1k and 0k are, respectively, an identity matrix, a column vector of ones and a column vector of zeros, of size k. The
whole vector of log–linear parameters is defined by λ = H log p where H is the matrix obtained by stacking the matrices
HI for all I ∈ P (V).
Log-linear interaction parameters may also be defined for a marginal distribution pM . In this case they will be denoted
by ηI(M) and defined by
ηI(M) = HMI log pM , where HMI =
⊗
j∈M
HI,j (3)
where HI,j is given by (2).
Within the exponential family representation of themultinomial distribution,λ defines a vector of variation independent
canonical parameters. The inversemapping fromλ topmaybe explicitly computed as log p = Gλ−1 log[1′ exp(Gλ)], where
G is any right inverse of H . Given a random sample of n independent observations from a distribution with probabilities p,
with the joint frequencies organized into the vector y, the log-likelihood may be written as
l(y;λ) = λ′G ′y − n log[1′ exp(Gλ)] (4)
where G ′y is the vector of sufficient statistics for λ. The vector of mean parametersµ = G ′p is proportional to the expected
value of the vector of sufficient statistics; we recall that the mapping betweenµ and λ is one-to-one and differentiable ([1],
p. 121).
When λ is based on adjacent contrasts, a convenient choice for the matrix G is the one for which the elements ofµ have
the simple form, µ = (µI , I ∈ P (V )), where µI has elements
µI(xI) = P(Xj > xj, j ∈ I), for all I ∈ P (V ), (5)
where xI = (xj, j ∈ I) for xj = 1, . . . , rj−1, is a combination of the levels of the variables in I except the last (see [2], p. 699).
With this option, which we adopt in the following, the elements of µI may be interpreted as the multivariate survival
function for the variables in I . Clearly the interpretation of the mean parameters depends on the design matrix G; Drton [4],
for instance, used baseline contrasts, and call the resulting parametersMöbius parameters.
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A useful result on exponential families, known asmixed parameterization Barndorff-Nielsen ([1], p. 121–122) states that:
for an arbitrary partition of the collection of interactionsP (V ) intoA and A¯ = P (V )\A, there is a diffeomorphismbetween
the log–linear parameters λ, or the mean parameter µ, and the pair of vectors (λ(A),µ(A¯)) where λ(A) = (λI , I ∈ A)
is composed by canonical parameters, and µ(A¯) = (µI , I ∈ A¯) is composed by mean parameters. The same result holds
within any marginal distributionM with λ(A) replaced by η(A).
3. Complete and hierarchical marginal parameterizations
The marginal parameterization proposed by Bergsma and Rudas [3] defines a transformation between the joint
distribution p and a vector of parameters η obtained by stacking together a suitable subset of the marginal log–linear
parameters ηI(M). This subset is uniquely defined by choosing a sequence of marginal distributions of interest, sayM =
(Mm,m = 1, . . . , s), which is non-decreasing (i.e. Mj 6⊆ Mi, whenever i < j). Given such a sequence, set A0 = ∅ and,
for each margin Mm, select all ηI(Mm), I ∈ Am, where Am = P (Mm) \ ∪m−10 Aj. In words, define within Mm all marginal
log–linear parameters ηI(Mm) for I ⊆ Mm which have not been defined within previous margins.
Let η(Am) denote the vector composed of the sub-vectors ηI(Mm) for all I ∈ Am. Then, the whole vector η of marginal
parameters is obtained by stacking the vectors η(Am), form = 1, . . . , s.
Definition 1. A sequence ofmarginsM, determines a hierarchical and completemarginal parameterization, HCMP for short
from now on, if it has the following properties:
(i) for all I ∈ P (V ), η contains exactly one ηI(Mm) for somem;
(ii) Am, the collection of interactions defined within Mm, for all m = 1, . . . , s, is an ascending class, i.e. I ∈ Am and
I ⊂ J ⊆ Mm implies J ∈ Am.
Condition (i) means that the parameterization is complete, that is each interaction is defined in one and only onemargin,
while (ii) implies that the interactions are assigned to the different margins according to a hierarchical rule and that the last
margin in the collectionM must beMs = V . Moreover the sets of interactionsAm are pairwise disjoint and nonempty and
they define a partition of the set P (V ).
Bergsma and Rudas [3] show that if η is HCMP, the mapping between the joint probabilities p (or the mean parameters
µ) and the marginal parameters η is a diffeomorphism; they also show that the elements of η are not, in general, variation
independent. To understand why variation independence can fail, we recall the recursive algorithm used by Bartolucci,
Colombi and Forcina [2] to prove that there is a diffeomorphism between µ and the marginal parameters η. A special case
of this has been described also by Qaqish and Ivanova [8]. Within each margin Mm, the algorithm is based on the property
of the mixed parameterizations, discussed at the end of Section 2,
1. Ifm = 1, setA1 = P (M1) and A¯1 = ∅. Then the mapping between η(A1) and µ(A1) is a diffeomorphism.
2. For m = 2, . . . , s, let Dm = ⋃m−1h=1 P (Mh) and suppose that there is a diffeomorphism between η(Dm) and µ(Dm).
Because A¯m ⊆ Dm and there is a diffeomorphism between themixed parameterization (η(Am),µ(A¯m)) andµ(Mm) (see
[1], p. 121–122), the mapping between η(Dm+1) and µ(Dm+1)must be a diffeomorphism.
Each step of the previous algorithm can be implemented using iterative proportional fitting orNewton–Raphson procedures.
This algorithm implies that there is a one-to-one mapping between the vector of joint probabilities p and the marginal
parameters η; however, for m > 2, the elements of µ(A¯m) may come from two or more different margins, thus may not
be compatible. More precisely, we say that a set of mean parameters µ(M1), . . . ,µ(Mm−1) are compatible if there exists
a joint distribution for Jm = ⋃m−11 Mn which has those mean parameters on the corresponding marginals. We say that
a vector of marginal parameters η is compatible if the corresponding mean parameters which can be derived from it are
compatible for allm = 3, . . . , s. The simplest instance of incompatible mean parameters arises when we try to combine the
marginals {1, 2}, {1, 3} and {2, 3} into {1, 2, 3}, see ([3], p. 140) for a numerical example; Wang [11] derived conditions for
compatibility with non-decomposable marginals. A different notion is that of weak compatibility which defines a property,
holding in this case, according to which, if I ⊆ Mm and J ⊆ Mm′ , then µI∩J is always common toMm andMm′ .
Bergsma and Rudas ([3], Th. 3, p. 149) also show that if a marginal parameterization is not complete, it is not smooth, an
important result which we exploit in the following.
4. Marginal parameterization of a conditional independence
Let CI denote the independence statement AyB | C where A, B, C is a partition of V , and define the collection of
interactions
C = {I : I = a ∪ b ∪ c,∅ 6= a ⊆ A,∅ 6= b ⊆ B, c ⊆ C}. (6)
Then the statement CI is equivalent to the constraints λI = 0, for all I inC, in the overall log–linear parameterization (see
[12], p. 207). In this sectionweprove that the same statement is equivalent to the constraintsηI(M) = 0 for all I inC imposed
within a very large class of HCMP. This class, which we denote byHCI , is the family of HCMP whose elements are generated
by a sequence of marginsM that is constructed as follows:
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1. select a collection of pairs of subsets (Am, Bm), with Am ⊆ A and Bm ⊆ B, and add the pair (A, B);
2. for each pair, define the marginal distribution
Mm = Am ∪ Bm ∪ C, (7)
3. order these margins into a non-decreasing sequenceM = (Mm) form = 1, . . . , s.
Remark 1. The dimension of the class HCI may be determined as follows. Let P (A, B) be the set of all possible pairs
of nonempty subsets of A, B. If |A|, |B| are the cardinalities of A, B, respectively, the size of the collection P (A, B) is
s˜ = (2|A|−1)(2|B|−1). Apart from the pair (A, B)whichmust always be included, each other pair may be or not be selected;
thusHCI has 2(2
|A|−1)(2|B|−1)−1 elements, each providing a different implementation of CI . For instance, with |A| = |B| = 2,
HCI would have 256 elements.
For a given element ofHCI , consider the conditional independence statements CIm: Am yBm|C , m = 1, . . . , s, all implied by
CI and the corresponding sets of interactions Cm defined as in (6), with A, B replaced by Am, Bm. Then defineK1 = C1 and
Km = Cm \
m−1⋃
1
Cj, m = 2, . . . , s. (8)
The classesK , being disjoint and such that C = ⋃sm=1Km provide a partition of C. The finest amongst these partitions is
obtained when we consider all possible subsets of A and B so that in this case s = s˜, the cardinality of P (A, B).
Example 1. For the independence 1y{2, 3}|4 we have the set
C = {{1, 2}, {1, 3}, {1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {1, 2, 3, 4}}
of constrained interactions. Two possible elements ofHCI would be the HCMPs generated by the sequences of margins
M1 = ({1, 2, 4}, {1, 3, 4}, {1, 2, 3, 4}), M2 = ({1, 3, 4}, {1, 2, 3, 4}).
ForM1 the sets Cm andKm,m = 1, 2, 3 are, respectively:
C1 = {{1, 2}, {1, 2, 4}}, C2 = {{1, 3}, {1, 3, 4}}, C3 = C;
K1 = {{1, 2}, {1, 2, 4}}, K2 = {{1, 3}, {1, 3, 4}}, K3 = {{1, 2, 3}, {1, 2, 3, 4}}.
Then we have the following Theorem.
Theorem 1. Within the family of hierarchical and complete marginal log–linear parameterizations HCI , the condition that
η(Km) = 0 for all m = 1, . . . , s is necessary and sufficient for AyB | C to hold.
The basic idea of the proof, which is given in the Appendix, is that, at each step m = 1, . . . , s, the constraints
η(K1) = 0, . . . , η(Km) = 0 can be used to reconstruct the independence CIm: Am yBm | C . Theorem 1 indicates that
the statement AyB | C may be implemented in many different ways by selecting the collection of pairs of subsets of A and
B of interest (or, equivalently, a given element ofHCI ); these determine the marginal log–linear interactions to be set to 0.
Lemma 1 by Kauermann ([6], p. 271) is a special case of Theorem 1 above in the extreme case when all possible pairs of
subsets of A, B are used, and C is empty.
Remark 2. Rudas et al. ([9], Theorem 1) provide an alternative, more complex proof of the sufficiency part of our Theorem 1.
They also specify the conditions that a HCMP should satisfy in order to implement a model defined by a collection of
statements of conditional independence. The relation between their results and those contained in this paper are discussed
in the next section.
For each interaction that is constrained to 0 by CI , Theorem 1 provides, so to speak, a list of optional margins where the
constraint can be allocated.
Example 2. Consider again the margins M1 in Example 1. Then CI1 = 1y2 | 4 is equivalent to η(K1) = 0, where
K1 = {{1, 2}, {1, 2, 4}}. Let K2 = {{1, 3}, {1, 3, 4}}, so that η(K2) = 0 is also equivalent to CI2 = 1y3 | 4. Therefore,
setting CI1 and CI2 as above andK3 = {{1, 2, 3}, {1, 2, 3, 4}}, then η(Km) = 0 for m = 1, 2, 3, by Theorem 1, implies CI , a
result which is not a straightforward consequence of the usual rules of conditional independence.
Given the conditional independence CI: AyB|C , for each Am ∪ Bm ∈ P (A, B), we define the corresponding class of
interactions
Jm = {I ∈ C : (Am ∪ Bm) ⊆ I ⊆ (Am ∪ Bm ∪ C)}, m = 1, . . . , s˜. (9)
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Table 1
Jm classes with minimal and maximal admissible margins for Example 1.
m Jm Admissible margins
Min Max
1 {{1, 2}, {1, 2, 4}} {1, 2, 4} {1, 2, 3, 4}
2 {{1, 3}, {1, 3, 4}} {1, 3, 4} {1, 2, 3, 4}
3 {{1, 2, 3}, {1, 2, 3, 4}} {1, 2, 3, 4} {1, 2, 3, 4}
According to Theorem 1, this is the finest partition allowed for the Km classes in the sense that, for m = 1, . . . , s, the
elements of Jm must be constrained to 0 in the same margin in order for CI to hold. Let
M(Jm) = {M : (Am ∪ Bm ∪ C) ⊆ M ⊆ V }, (10)
denote the set of admissible margins for the interactions I ∈ Jm;M(Jm) is an ascending class where the maximal element
is V and the minimal element is the maximal element of Jm.
Corollary 1. Theorem 1 implies that, within the familyHCI , CI holds if and only if, for each Jm for m = 1, . . . , s˜,
ηI(M) = 0 for all I ∈ Jm, with M ∈M(Jm). (11)
Example 3. For Example 1, the collection of Jm classes and the corresponding admissible margins are given in Table 1.
5. Smoothness of models defined by a set of independencies
The results of Section 4 can be used to verify whether several independencies can be embedded in a smooth marginal
log–linear model. Suppose that S = {CI(1), . . . , CI(K)} is a set of conditional independence statements, possibly involving
different sets V1, . . . , VK of discrete variables; our aim is to verify that the resulting model for V = ⋃Kk=1 Vk is smooth. We
provide an efficient algorithmwhich can establishwhether the intersection of the familiesHCI(k) , k = 1, . . . , K is not empty;
if so, S can be translated into a HCMP and thus is smooth.
In some cases the solution is trivial, for instance when the class S defines a set of nested conditional independencies like
{1, 2}y3|4 and 1y3|4, or when the sets Vk are pairwise disjoint. In both cases the resultingmodel for V is obviously smooth.
However, there are many examples of non-smooth models of conditional independence; see for instance ([4], Sections 5,
6) in the graphical modeling context. Apparently, in any known instance of a non-smooth model, it is impossible to find an
allocation of the constraints which does not violate completeness. The simplest example of a non-smooth model, discussed
in [3], is the model defined by
CI(1) : 1y2 and CI(2) : 1y2 | 3.
This model requires both η{1,2}({1, 2}) = 0 and η{1,2}({1, 2, 3}) = 0 and it may be verified that there is no HCMP that
accommodates both constraints.
Now consider the model defined by
CI(1) : 4y{2, 3} | 1 and CI(2) : {1, 2}y{3, 5} | 4.
A naive implementation of the constraints would violate completeness because CI(1) requires η{2,3,4}({1, 2, 3, 4}) = 0,
whereas CI(2) requires η{2,3,4}({1, 2, 3, 4, 5}) = 0. However, Theorem 1 implies that CI(2) may be obtained also by
constraining η{2,3,4}({1, 2, 3, 4}) = 0; because there exists a HMCP that accommodates all the independence constraints,
the model is smooth.
Given the class S of independence statements, letC(S) =⋃Kk=1 C(k) denote the set of all interactions to be constrained to
zero, whereC(k) is defined as in equation (6) for the variables Vk under the independence CI(k) andJ
(k)
m , withm nestedwithin
k, denotes the collections of interactions defined in (9). Because interactions belonging to a given J(k)m must be constrained
within the samemargin, wemust combine into an overall union any pair of overlapping collections. These overall collections
may be arranged first according to the maximal admissible marginsMmax(p), p = 1, . . . , P and, within those who share the
same Mmax(p), in a non-increasing order of the minimal admissible margin Mmin(p, q), q = 1, . . . ,Qp; formally they are
defined as follows
Jˆp,q =
⋃
k∈K(p,q)
J(k)m (12)
where the set K(p, q) either contains a single element or is such that, for any k ∈ K(p, q), there is at least a k′ ∈ K(p, q) such
that J(k)m
⋂
J
(k′)
m 6= ∅. The Jˆp,q collections have several interesting properties:
• they define a partition of C(S);
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Table 2
Sets of interactions and admissible margins for the independence statements of Example 4.
p q Jˆp,q Admissible margins p q Jˆp,q Admissible margins
Mmin(p, q) Mmax(p) Mmin(p, q) Mmax(p)
1 1 14 124 124 124 3 2 134 1234 1234 12345
1 2 24 24 124 3 3 145 1245 1245 12345
2 1 15 25 125 135 235 1235 1235 1235 3 4 13 123 123 12345
3 1 1345 12345 12345 12345
• if the intersection
M(Jˆp,q) =
⋂
k∈K(p,q)
M(J(k)m ) (13)
is nonempty, then all the interactions belonging to Jˆp,q share a common set of admissible marginsM(Jˆp,q);
• each nonemptyM(Jˆp,q) is an ascending class whose minimal elementMmin(p, q) is the maximal element of Jˆp,q;
• while different sets Jˆp,q may share a common maximal Mmax(p), the Mmin(p, q) is specific to each class and we assume
that, for a given p the Jˆp,q are arranged in non-decreasing order of their maximal element; this implies thatMmin(p, 1) =
Mmax(p).
Example 4. Consider the following three conditional independencies:
CI(1) : {1, 2}y4, CI(2) : 2y5 | {1, 3}, CI(3) : 1y{3, 4, 5} | 2. (14)
This model can be represented by a maximal ancestral graph; see, for details, ([5], Fig. 2). Note that the constraints on
{1, 4}, {1, 2, 4} are common to CI(1) and CI(3) on different margins while constraints on {1, 2, 5}, {1, 2, 3, 5} are common
to CI(2) and CI(3) again in different margins. The full list of Jˆp,q sets is given in Table 2. Notice that Jˆ2,1 is the union of
interactions coming from different CI(k) and that the collections of admissible margins for each Jˆp,q sets are nonempty.
The three independencies in (14) imply CI(4) : 1y4 | {2, 5} and the equivalent model, defined by CI(k), for k = 1, . . . , 4,
produces the additional Jˆ4,1 which shares elements with Jˆ1,1 and Jˆ3,3, however the intersection of the corresponding sets
of admissible margins is empty. This is to show that, when the independencies are expressed in a redundant formulation,
the number of overlapping collections J(k)m increases and so empty sets of admissible margins may occur for the resulting
classes Jˆp,q of interactions; in this example, due to a redundant formulation, there is not any margin which is admissible for
Jˆ1,1 ∪ Jˆ3,3 ∪ Jˆ4,1.
Starting from a class S of independence statements, which we assume to be non-redundant, i.e., such that no statement
is implied by the others, we propose a method to verify if there is at least one non-decreasing sequenceM(S) of margins of
V generating a HCMP such that the independencies are satisfied by the constraints
ηI(M) = 0 : for all I ∈ Jˆp,q,withM ∈M(Jˆp,q). (15)
This provides a sufficient condition for smoothness of the conditional independencemodel S in the sense that, our algorithm
can detect whether S: (i) violates completeness and thus is non-smooth, (ii) satisfies both completeness and hierarchy and
thus is smooth or (iii) satisfies completeness but not hierarchy, in which case we are unable to reach a conclusion. The
method is based on the following three steps.
Step 1: verify the completeness. We first check whether there exists at least one allocation of the interactions in C(S) to be
constrained to 0 which is compatible with the admissible range determined by Theorem 1 so that completeness can be
satisfied. This is equivalent to checking whether
M(Jˆp,q) 6= ∅, for all p, q. (16)
This condition is violated when there is at least a class of interactions which is constrained to 0 by two or more elements of
S and the corresponding sets of admissible margins are disjoint. If (16) is satisfied, go to Step 2, otherwise the model is not
smooth (see [3], Th. 3) and the procedure stops here.
Step 2: define a sequence of margins. From now on, we may assume that the collections of admissible marginsM(Jˆp,q) are
nonempty for all p, q. Then
(i) start by setting the maximal margins in a non-decreasing order and setM(S) equal to {Mmax(1), . . . ,Mmax(P)}; add V
if not already included;
(ii) for any pair p, p′ which are not ordered, check whether there is any I such that I ⊆ Mmax(p, q) and I ∈ Jˆp′,q′ for some
q′, if so, we say thatMmax(p′) ≺ Mmax(p), meaning thatMmax(p′)must come beforeMmax(p); letB denote the collection
of these binary relations;
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Table 3
Sets of interactions and admissible margins for the independence statements of Example 5.
p q Jˆp,q Admissible margins p q Jˆp,q Admissible margins
Mmin(p, q) Mmax(p) Mmin(p, q) Mmax(p)
1 1 245, 1245 1245 1245 2 3 45, 345 345 1345
1 2 24, 124 124 1245 3 1 123, 1234 1234 1234
1 3 25, 125 125 1245 3 2 13, 134 134 1234
2 1 145, 1345 1345 1345 3 3 23, 234 234 1234
2 2 15, 135 135 1345
(iii) if there is no ordering of the margins consistent with B, check whether, for some Mmax(p′) ≺ Mmax(p), the inclusion
I ∈ Jˆp′,q′ holds only for some q′ > 1, then addMmin(p′, q′) to the list of margins and replaceMmax(p′) ≺ Mmax(p) with
Mmin(p′, q′) ≺ Mmax(p), otherwise stop because no hierarchical allocation is possible;
(iv) add toB all possible binary relations between eachnewelement included intoM(S) and the others and find an ordering
compatible withB; if none exists, check, as in (iii) above, if new margins have to be added or stop because no solution
exists.
Step 3: verify the hierarchy. Given a non-decreasing sequence of margins, say M¯1, . . . M¯s = V , which are non-decreasing and
are consistent with the partial order defined in Step 2, each element of C(S) must be allocated to the first margin within
which it is contained. So, the algorithm checks that, for each I ∈ Jˆp,q allocated to M¯m (m = 1, . . . , s), M¯m ∈ M(Jˆp,q),
implying that the allocation is consistent with the set of admissible margins, and the model defined by S is a HCMP.
Remark 3. The condition for the existence of a HCMP that implements the set of conditional independencies in S stated by
Rudas et al. ([9], Theorem 1), requires that, given a non-decreasing sequence of margins, if I ∈ C(S) is allocated to, say, the
marginMI , thenMI must belong to all the sets of admissible margins involving I for different elements of S. This condition is
obviously equivalent to the one used in this paper, however, without an efficient algorithm, itmay be very hard to determine
a valid sequence of suitable margins.
The following example is intended to clarify some features of the algorithm.
Example 5. CI(1) = {4, 5}y2 | 1, CI(2) = {1, 4}y5 | 3 and CI(3) = {1, 2}y3 | 4. The collection of Jˆ sets are given in Table 3.
Note that, if we start withM(S) composed by {1, 2, 4, 5}, {1, 3, 4, 5}, {1, 2, 3, 4} and {1, 2, 3, 4, 5},Mmax(1) absorbs inter-
actions from Jˆ2,1,Mmax(2) absorbs interactions from Jˆ3,2 andMmax(3) absorbs interactions from Jˆ1,2. Thus no HCMP based
on the three maximal margins exists and Step(iii) prescribes to addMmin(1, 2) andMmin(3, 2) to the sequence of margins.
6. Some applications
The procedure of Section 5 is illustrated in few examples. In some of them we are able to prove the smoothness of the
model, by providing at the same time a marginal parameterization. Consider the example of a graphical model for which
the procedure verifies the smoothness.
Example 6. Consider the following four conditional independencies:
CI(1) : 4y5, CI(2) : {1, 2}y5 | 4, CI(3) : {2, 3}y4 | 5, CI(4) : 1y3 | {4, 5}.
This model can be represented by a chain graph model of multivariate regression type; see, for details, [7]. In this set of
independencies the constraints on {2, 4, 5} are common to CI(2) and CI(3). To apply the procedure, start with the set of
maximal margins defined at Step 2(i)
M(S) = {{4, 5}, {2, 4, 5}, {1, 2, 4, 5}, {2, 3, 4, 5}, {1, 3, 4, 5}, {1, 2, 3, 4, 5}}.
Because the only binary relation to be satisfied is {2, 3, 4, 5} ≺ {1, 3, 4, 5}, the hierarchy condition of Step 3 is easily verified.
The next application provides an example where only one ordering of the margins is suitable.
Example 7. For the set of independencies
CI(1) : {1, 2}y3 | 4, CI(2) : {1, 4}y2 | 5, CI(3) : {2, 4}y5 | 1
condition (16) of Step 1 is satisfied with a set of maximal margins
M(S) = {{1, 2, 3, 4}, {1, 2, 4, 5}, {1, 2, 3, 4, 5}}.
In this case, the only binary relation detected in Step 2 (ii) is {1, 2, 4, 5} ≺ {1, 2, 3, 4}, thus (15) is satisfied and the model is
smooth.
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The next two examples concern non-smoothmodels. In both cases the procedure fails to find a HCMP and ends after Step
1. In the first case the model is known to be non-smooth, while in the second we prove the non-smoothness by a simple
argument.
Example 8. The model defined by the two independencies
CI(1) : 2y4 | 1, CI(2) : 1y{2, 4} | 3
is a type III chain graph model which is known for being non-smooth (see [4], p. 751). The constraints on I = {1, 2, 4} are
common to CI(1) and CI(2); this interaction belongs to Jˆ2,1 = {{2, 4}, {1, 2, 4}, {1, 2, 3, 4}}, but the corresponding set of
admissible margins is empty and the procedure ends at Step 1.
Example 9. Suppose that
CI(1) : {1, 2}y3 | 4, CI(2) : 1y3 | 2 (17)
and that the variables are binary. These independencies violate completeness because the interactions {1, 3} and {1, 2, 3}
must be constrained in two different margins, i.e. {1, 2, 3} and {1, 2, 3, 4}. Thus, our procedure ends at Step 1 because the
set of admissible margins for these interactions is empty. To use a different argument, decompose CI(1) into CI(1a) : 2y3 | 4,
and CI(1b) : 1y3 | {2, 4}, and notice that CI(1b) and CI(2) imply that, for any fixed value of 2, 1 and 3 must be both marginally
and conditionally independent on 4 which is the simplest instance of a non-smooth model.
The last example shows a casewhere the procedure ends in Step 3without an answer, even if the completeness condition
(16) of Step 1 is satisfied.
Example 10. The model for four variables defined by the following statements:
CI(1) : 1y2 | 3, CI(2) : 2y3 | 4, CI(3) : 2y4 | 1.
has been studied, among others, by Šimeček [10]. The completeness is clearly satisfied becauseM(Jˆp,q) 6= ∅ for every pair
(p, q). Thus, Step (i) leads to consider the set of maximal margins
M(S) = {{1, 2, 3}, {2, 3, 4}, {1, 2, 4}, {1, 2, 3, 4}}
and the procedure in Step 2(ii) indicates that {1, 2, 3} contains elements of Jˆ2,1, {2, 3, 4} contains elements of Jˆ3,1 and
{1, 2, 4} contains elements of Jˆ1,1; because these binary relations are circular, there is no ordering that can satisfy them all
and no HCMP exists.
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Appendix. Proofs
The proof of Theorem 1 is based on the properties of mixed parameterizations and uses the results of the following
Lemma.
Lemma 1. Given a HCMP in HCI , defined by a sequence M of margins, and suppose that for a pair Mm,Mj ∈ M, the set
Cmj = Cm ∩ Cj is not empty. Then for all I ∈ Cmj, the mean parameter µI(xI) is the same irrespective of whether CIm, CIj or
both hold.
Proof. GivenMm = Am ∪ Bm ∪ C andMj = Aj ∪ Bj ∪ C , letMmj = Amj ∪ Bmj ∪ C , with Amj = Am ∩ Aj and Bmj = Bm ∩ Bj; then
CImj: Amj yBmj | C when CIm, CIj or both hold. Under CImj, it follows from (5) that µI(xI), for all I ∈ Cmj, may be written as a
rational function of µU(xU),U ∈ U, whereU = P (Amj ∪ C) ∪ P (Bmj ∪ C), i.e. the set of interactions defined in Mm or Mj
which are not affected by CIm or CIj. 
Example 11. For instance, let {1, 2}y{3, 4} | 5 be the CI statement for a set V = {1, 2, 3, 4, 5} of five binary variables.
Consider a parameterization in HCI such that Mm = {1, 2, 3, 5} and Mj = {2, 3, 4, 5} are inM. For every margin, the CI
implies CIm = {1, 2}y3 | 5 and CIj = 2y{3, 4} | 5, with Cmj = Cm ∩ Cj = {{2, 3}, {2, 3, 5}}. The mean parameter µI(xI),
for all I ∈ Cmj can be obtained from direct calculations
µ{2,3,5} = µ{2,5}µ{3,5}
µ{5}
, µ{2,3} = µ{2,3,5} + (µ{2} − µ{2,5})(µ{3} − µ{3,5})1− µ{5} .
Notice that µ{2,3,5} and µ{2,3} are real functions of mean parameters µ{2,5}, µ{3,5}, µ{2}, µ{3} and µ{5} which are not affected
by CI . Then, µ{2,3,5} and µ{2,3} are the same irrespective of whether CIm, CIj or both hold.
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Proof of Theorem 1. Necessity. By collapsing onto Mm, for m = 1, . . . , s, CI implies CIm which, in turn, implies that
η(Cm) = 0; the result follows becauseKm ⊆ Cm.
Sufficiency. Because C1 = K1, η(K1) = 0 implies CI1. For m > 1, suppose that η(Km) = 0 and that CIj, j = 1, . . . ,m − 1
hold. BecauseCm \Km = Cm∩⋃m−11 Cj, ifKm is strictly smaller thanCm, by Lemma 1, themean parameters corresponding
to the interactions in Cm \ Km must satisfy the constraints implied by CIm which are shared by at least one CIj, j < m. The
following two mappings, being mixed parameterizations, are one to one and differentiable:
(i) µm ⇔ [µ(P (Mm) \ Cm),µ(Cm \ Km), η(Km)]
(ii) µm ⇔ [µ(P (Mm) \ Cm), η(Cm)];
the assumptions imply that in (i) η(Km) = 0 and µ(Cm \ Km) satisfy the constraints of CIm non-included in Km so that,
together they imply that in (ii) η(Cm) = 0, that is CIm hold. The result follows by induction onm. 
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