Abstract. Yoshida's Conjecture formulated by H. Yoshida in 1989 states that in C 2N equipped with the canonical symplectic form dp ∧ dq, the Hamiltonian flow corresponding to the Hamiltonian function
Introduction
General Hamiltonian dynamical systems are traditionally of great interest for both mathematicians and physicists simply because they describe the evolution of many physical systems like a planetary system, electron in an electromagnetic field etc. Over the last years, Hamiltonian systems in the complex domain (the phase space is a subspace of C 2N and the time variable is complex) are given a great amount of attention both in mathematics and physics as seen for example in the theory of complex mechanics and other fields. Since the number of independent first integrals determines the dimension of the space that the trajectories fill and therefore provides some information about the possible onset of chaos in the phase space, it is no surprise that one of the basic problems concerning these systems is to decide whether a given system is integrable or not in the sense of Liouville theorem (c.f. [1] ), which means to decide whether there are sufficiently many functionally independent first integrals in involution that are of a given class or not. In the 80's, Ziglin's theory of nonintegrability, in which the necessary conditions of integrability are expressed in terms of certain monodromy matrices of the solutions of the corresponding variational equations along a suitably chosen particular solution of the original Hamiltonian system started to develop [24] , [25] . This theory was further extended by H. Yoshida [21] , [22] . A later improvement on Ziglin's theory was achieved by Morales-Ruiz and Ramis in [13] , [14] , [15] and [17] using the differential Galois theory relating the integrability of Hamiltonian systems to the solvability of their variational equations around a particular solution. The necessary conditions of partial integrability of Hamiltonian systems by means of differential Galois theory have been recently studied by Maciejewski, Przybylska and Yoshida [10] , [11] . Although the theory of (non)integrability is developing, there are still systems that seem not to be amenable to analysis using this theory. One of these systems is the N-degrees-of-freedom Hamiltonian system dq dt = ∂H ∂p , dp dt = − ∂H ∂q , q = (q 1 , . . . , q N ) ∈ C N , p = (p 1 , . . . , p N ) ∈ C N ,
whose dynamics being given by the Hamiltonian function
where the potential is the following homogeneous function
To the best of our knowledge, this system was first considered by H. Yoshida in [22] where it was shown it does not admit a single additional first integral for k = 4 and N = 3, 5. In this paper Yoshida formulated the following conjecture Yoshida's Conjecture. For an arbitrary odd N ≥ 3, and for arbitrary even k ≥ 4, the Hamiltonian system with N degrees of freedom, given by the Hamiltonian (2) with the potential (3) does not admit an additional meromorphic first integral.
Yoshida himself actually proved that the conjecture is in fact a corollary to another conjecture of him which he also stated in [22] in the following form:
For an arbitrary odd N ≥ 3 and even k ≥ 4, the numbers ∆ 1 , . . . , ∆ N given by
where λ j := 2(k − 1) sin 2 ((πj)/(2(N + 1))), are independent over Q.
However, in 2007 K. Yoshimura proved that this latter conjecture is not true when he found a counterexample to the case N = 5, k = 16 (for details see [23, 11] ), so that the question whether Yoshida's Conjecture is true or not remained open. In 2012, Maciejewski, Przybylska and Yoshida [11] proved that Yoshida's Conjecture is true for N = 3, 5 and arbitrary even k ≥ 4 using the results obtained in [11] that are based on an application of differential Galois theory to variational equations along a particular solution, and they strongly conjectured that Yoshida's Conjecture is true for an arbitrary odd N ≥ 3 and even k ≥ 4. Unfortunately, the approach through differential Galois theory seems to be virtually impossible to be applied to systems that contain parameters, so that the problem of finding the general proof of Yoshida's Conjecture is still open.
The principal aim of this paper is to give a proof of Yoshida's Conjecture for infinitely many values of N, more precisely for those N ≥ 3 such that N ≡ 1 mod 6 or N ≡ 3 mod 6 with an arbitrary even k ≥ 4. To this end we employ results due to R. D. Costin which are of slightly different nature than the results discussed above. They are based on the ideas of Martin D. Kruskal's poly-Painlevé method [6] , [7] , [8] , [9] which, although at times somewhat heuristic in spirit, finds its completely satisfactory and rigorous counterpart in the work of Costin's. These results first appeared in [2] and their generalization was later given in the Ph.D. thesis of Costin's (see [4] ).
The present paper is organized in the following way: the main ideas and results pertaining to the proof are described in Section 2. To streamline the proof, we briefly recall several basic facts about Chebyshev polynomials in Section 3; these will be later used in the proof. The very proof of Yoshida's Conjecture for the special values of N cited above occupies the rest of the paper and is to be found in Section 4.
2.
The poly-Painlevé test: a review of results due to R. Costin
In this section, we give a short account of the results connected with polynomial homogeneous systems of second-order ordinary differential equations introduced in [4] that are a generalization of similar results obtained in [2] in the case of the homogeneous Hénon-Heiles system and at the same time they are elaboration of the poly-Painlevé method devised by M. D. Kruskal. Consider the system of second-order differential equations
with P m homogeneous polynomials of degree k − 1. Particular solutions q m (t) of (5) that are of the form q m (t) = α m φ(t), m = 1, . . . , N, α m ∈ C, satisfy the conditions
for every m = 1, . . . , N. Let α α α = (α 1 , . . . , α N ) be a nonzero solution of (6) such that α N = 0. If we introduce new variables u 1 , . . . , u N −1 and Q, a small parameter ǫ by the formulas
and if we Taylor expand the polynomials P m , then using homogeneity, the system (5) takes the form
where u = (u 1 , . . . , u N −1 ), R is a vector of polynomials, R N is a polynomial and M P is a matrix, given by the formula
If the matrix M P has N − 1 distinct eigenvalues λ 1 , . . . , λ N −1 , then the reduced system (i.e. the system corresponding to equations (7), (8) with ε = 0) can be converted, after integrating once the reduced form of equation (8) and eliminating time by treating Q as an independent variable and rescaling Q, into the decoupled system of N − 1 generalized Lamé equations of the form
for m = 1, . . . , N − 1.
In [4] , it is proved that r functionally independent first integrals F 1 , . . . , F r of the system (5) defined
closed paths around the roots of the polynomial
(as a polynomial in q) for some constant C ∈ C and 2) all F r 's are meromorphic along the linear manifold
. . , N − 1, give rise to r independent first integrals of the system (10) that are moreover holomorphic on a domain Ω whose projection on the x-coordinate contains closed paths around all the k-th roots of unity.
At this point, employing the results concerning such first integrals of the system (10), Costin was able to prove the following theorem:
Theorem 1 (R. Costin, [4] ). Suppose the matrix M P has N − 1 distinct eigenvalues λ 1 , . . . , λ N −1 . Let n numbers among the numbers
be irrational. Then the system (5) has at most 2N − 1 − 2n independent first integrals which are meromorphic near the linear manifold
3. Chebyshev polynomials of first and second kind: a short review
In this section, we briefly recall several rudimentary facts concerning the Chebyshev polynomials of the first and second kind. These technical preliminaries will be used in Section 4 where the certain cases of Yoshida's Conjecture are proved. A general reference for this section is [12] or [19] . If not specified otherwise, every occurrence of the symbols n, m in this section refers to arbitrary nonnegative integers n and m.
One of the possibilities to define the Chebyshev polynomial of the first kind T n (x) is to require that it is the unique solution of the recurrence relation
with initial conditions T 0 (x) = 1, T 1 (x) = x. The Chebyshev polynomials of the first kind satisfy the following functional equation, called the nesting property:
The Chebyshev polynomial of the second kind U n (x) may be uniquely defined as solutions of the recurrence relation
with initial conditions U 0 (x) = 1, U 1 (x) = 2x. The following representation for the Chebyshev polynomial of the second kind is standard:
Next we list a handful of properties that show the mutual connection between the Chebyshev polynomials of the first and second kind and that will turn out to be useful in the sequel:
Finally, we shall later need the following transformation property between the Chebyshev polynomials of the first and second kind:
Another important sort of problems, especially when dealing with polynomials, is the question of the location and nature of their roots. The Chebyshev polynomials of either kind are a well-explored area in this respect, since both T n (x) and U n (x) have exactly n distinct roots lying in the interval (−1, 1) that are given by the formulas
for k = 1, . . . , n.
Main results
Consider the Hamiltonian system given by (2) . It can be shown that the system (2) can be equivalently written as a second-order system of the following form:
(here ∇ stands for the usual gradient operator in cartesian coordinates). We note that −∇V N,k (q) is a homogeneous polynomial of degree k − 1, since V N,k is a homogeneous polynomial of degree k in q = (q 1 , . . . , q N ). Hence the results from Section 2 are applicable in this case. The corresponding point α α α = (α 1 , . . . , α N ) that describes the particular solutions of the form q m (t) = α m φ(t) for the system (21) is any solution of the algebraic system
. . .
Using the ansatz α α α = (α 1 , . . . , α N ) = (α, 0, −α, 0, . . . , (−1)
, we obtain one particular solution α α α of the system (22) with α = (−1) In this particular case, the (N − 1) × (N − 1) matrix M P from (9) corresponding to P = −∇V N,k takes the following form:
where the numbers a i read like this:
We have the following Lemma 1. The characteristic polynomial χ P (λ) of the matrix M P from (23) is equal to
where
Proof. Clearly, the characteristic polynomial χ P of the matrix M P in (23) is given by the determinant of the matrix
The polynomial χ P (λ) = det (M P − λE) can be computed by the Laplace expansion along the (N − 1)st column:
where f j denotes the determinant of the j × j sub-matrix
for j = 0, 1, . . . , N − 2 with f 0 = 1. This is a Toeplitz tridiagonal matrix whose determinant is the so called continuant with both the minor diagonals consisting solely of (−1)'s and with the diagonal consisting of x's. It is a well known fact (cf. [18] ) that the continuant satisfies the following three term recurrence relation f j+1 = xf j − f j−1 (28) which in our case moreover satisfies the initial conditions f 0 = 1 and f 1 = x. This is exactly the recurrence relation satisfied by U j (
)'s from (14) . Thus χ P (λ) is equal to the following linear combination of Chebyshev polynomials of the second kind:
the first equality follows upon substituting U k
for f k into (26), the second one results from plugging the corresponding b k 's into (29) (the resulting sum with the upper index
is to be interpreted as void for N = 3) and the last equality is just a consequence of the definition (14) . At this point we split the proof in two parts depending on whether the number of summands of the sum from (30) is even (the first case) or odd (the second case).
First case. This case is equivalent to the fact that N ≡ 3 mod 4. Then the sum from (30) can be rewritten in the form
where we used (16) in the second equality. Since N is odd, thus N − 1 is even, we have N − 1 = 2r for certain r ∈ N, r odd, and we can use (13) to recast the expression (31) in the following way:
Second case. This case is in turn equivalent to the fact that N ≡ 1 mod 4. The sum from (30) now takes the form
where again the property (16) was employed. Since N is odd, thus N − 1 is even, so that N − 1 = 2r for certain r ∈ N, r ≥ 2, r even, and using the property (13) we obtain
where in the second and third equality we respectively used the property (18) and the fact that T 0 (x) = 1 and U 0 (x) = 1 for all x.
Remark 1. Note that the transformation property (19) implies that, upon writing
the characteristic polynomial χ P (λ) can be written as
To be able to apply Theorem 1, we have to show that the matrix M P corresponding to P = −∇V N,k (q) has N − 1 distinct eigenvalues. This task is achieved in the following result. Proposition 1. The matrix M P from (23) has precisely N − 1 distinct eigenvalues for every odd N ≥ 3 and every even k ≥ 4.
Proof. The claim follows from Lemma 1 and the last remark since U N (x/2) has precisely N distinct roots, whence we can infer that the polynomial
x has precisely N − 1 distinct roots.
The next matter of interest that we heavily rely on later is the number of (ir)rational eigenvalues. This is treated in Proposition 2. The only possible rational eigenvalues of the matrix M P from (23) are equal to 1 2 (k −1) or Proof. First we note that the characteristic polynomial χ P (λ) of M P can be written in the form
In particular, if we normalize the polynomial χ P as a polynomial in x (which does not affect the roots anyway), the leading coefficient of χ P as a polynomial of the variable x is equal to 1 and the constant term of the same polynomial (of the variable x) is (−1)
which is always nonzero. Therefore, according to the standard result on the rational roots of a polynomial with integer coefficients, we conclude that the only rational roots of the polynomial χ P in x are the divisors of
(which is always integer, since N is odd). In fact, from Remark 1 we can see that all the roots of χ P in x are also the roots of the polynomial U N (x/2) and therefore they must belong to the interval (−2, 2). Hence the only rational roots of χ P as a polynomial of the variable x are the numbers −1, 0, 1. Using Remark 1 again, we can easily see that 0 is in fact not a root of χ P as a polynomial in x, since x = 0 is the only root of U 1 (x/2) = x and therefore, all roots of U N (x/2) being simple, it cannot be the root of
is rational if and only if the number λ is rational, we can infer that the only rational roots of the polynomial χ P (λ) are those numbers λ satisfying the relations ±1 = 2 − (2λ)/(k − 1), which means that λ = (k − 1)/2 or λ = 3(k − 1)/2 as claimed.
The fact that all eigenvalues λ belong to the interval (0, 2k − 2) clearly follows as x = 2 − (2λ)/(k − 1) and x ∈ (−2, 2) in view of the considerations made above. Proof. First note that all the numbers ν m are in fact real (this follows from the previous proposition). Then, clearly, if some of the eigenvalues λ m of the matrix M P is irrational for certain m = 1, . . . , N − 1, then the corresponding number ν m is also irrational. This means that the only possibility for ν m to be rational is when the corresponding number λ m is rational. This situation occurs, due to Proposition 2, only if λ = (k −1)/2 or λ = 3(k −1)/2. The fact that these two values of λ are roots of the characteristic polynomial χ P is equivalent to the fact that
This last condition is in turn satisfied only if there is an integer j = 1, . . . ,
according to formula (1) . This happens precisely when N is such that N + 1 is divisible by 3 which means, since N is odd, that N ≡ 5 mod 6. Proof. The claim follows from Proposition 3 and Theorem 1.
This last theorem shows that Yoshida's Conjecture is true for every N such that N ≡ 1 mod 6 or N ≡ 3 mod 6 with k ≥ 4 an arbitrary even number. The case N ≡ 5 mod 6 still leaves certain possibility for four additional meromorphic first integrals to exist. However, it is clear that the only ν m 's that are possibly rational (and for which the criterion of Costin's is not decisive) are the numbers
But these numbers are clearly rational if and only if the corresponding expressions under the square-root sign, 5k 2 − 8k + 4 and 13k 2 − 16k + 4, are perfect squares, respectively. Although the task to determine precisely those k's for which this situation occurs is quite cumbersome (if not impossible), reducing our ability to prove Yoshida's Conjecture in its full generality to a seemingly simple number-theoretic problem, the computer-aided numerical experiments that we made suggest that at least among the first 10 8 k's the only even ones, for which the corresponding ν's are rational, are quite rare (there are in fact only 3 of them in each case). Moreover, it turns out that in neither of these cases both ν's are rational simultaneously. This actually seizes the space left for possible additional meromorphic first integrals of the system in question from 4 to 2 within the range k = 4, . . . , 10 8 . 
for every j = 1, . . . , N − 1. Therefore, we can see that instead of independence of ∆ j 's over Q we can require their irrationality as the sufficient condition for non-integrability of the system (2), which can be sometimes (especially if some parameters are present in the system) easier to decide.
Concluding remarks
To sum up, we have proved that, for k ≥ 4 an arbitrary even number, the system (1) with Hamiltonian (2) does not admit an additional meromorphic first integral for all N ≥ 3 odd such that N ≡ 1 mod 6 or N ≡ 3 mod 6, and that the same system admits at most four additional meromorphic first integrals for N ≥ 11 odd such that N ≡ 5 mod 6 (the case N = 5 with k ≥ 4 was resolved by Maciejewski, Przybylska and Yoshida in [11] ). Moreover, computer-aided numerical experiments suggest that even in this case (i.e. N ≡ 5 mod 6, N ≥ 11), the system has no additional meromorphic first integral for "most" of the values of k ≥ 4 even. To give a more decisive answer, we have to resolve two different problems: first, find all k ≥ 4 even such that 5k 2 − 8k + 4 and 13k 2 − 16k + 4, are perfect squares, respectively, and second, even if for infinitely many k's the corresponding values of the expressions 5k 2 − 8k + 4 and 13k 2 − 16k + 4 are perfect squares, it could well happen that the original system does not admit an additional meromorphic first integral as well, the poly-Painlevé test being simply indecisive here, so that still different tests are needed. Both these last two problems deserve to be studied separately. Last but not least, a natural question arises: what happens if we consider different values of N and k than those considered above. It turns out that for k = 0, 1, 2 (with N arbitrary) the corresponding system is linear and therefore integrable in any reasonable sense. For N ≥ 0 even (with an arbitrary k ≥ 3) we weren't able to find any nonzero point α α α in a closed form for which the procedure would work. For N ≥ 5 odd that is congruent to 2 mod 3 (with k ≥ 3 odd) we found a point α α α = (α, −α, 0, α, −α, 0, . . . , α, −α) , where α = (k(1 − 2 k−1 )) 1/(2−k) . However, in this case we weren't able to say too much about the eigenvalues of the associated matrix M P in general. We made some numerical experiments for N = 5 and k ≥ 3 odd and it seems that for k ≥ 21 all the four numbers ν m could be irrational so that the system (2) seems to possess no additional meromorphic first integral in this case. In other cases of N and k remaining, we weren't again able to find the point α α α.
The results used in this paper rest essentially on the so called poly-Painlevé method which was proposed at the beginning of 90's by M. Kruskal. This method is based on asymptotic expansions of the unknown solutions, an idea which is close to the so called Painlevé α-method. It seems that Kruskal himself in fact conjectured that if dense branching of a truncated asymptotic series to a certain order occurs, the actual solutions also have a dense branching and therefore there are no continuous first integrals of the corresponding equation. Although this conjecture is still not proved in its full generality, there are some partial results where this method is rigorously justified [2] , [3] , [4] , [5] , one of which was used in our proof.
Since the poly-Painlevé method is in fact a nonlinear extension of the theory of Ziglin's to higher orders and since, on the other hand, the theory of higher variational equations due to Morales-Ruiz et al. [16] may be viewed as an improvement on the theory of Ziglin's, it is a natural question whether there is any connection between the two.
