Exploiting the residual redundancy in a source coder output stream during the decoding process has been proven to be a bandwidth efficient way to combat the noisy channel degradations. In this paper, we consider soft reconstmction of LSF parameters in IS-641 CELP coder transmitted over a noisy channel. We propose two schemes. The first scheme attempts to exploit the interframe residual redundancies in the sequence of received parameters. The second approach exploits both interframe and intraframe residual redundancies. Simulation results are provided which demonstrates the efficiency of the algorithms. Another issue addressed here, is a methodology to efficiently approximate and store the residual redundancies or the a priori transition probabilities. For quantizers with high rates calculating these probabilities require a huge number of source samples. As well, storing them require a large amount of memory. These issues can well make the decoder design process an impractical task. The proposed method is based on the classification of the signal domain. The presented schemes provide high quality error concealment solutions for CELP coders.
INTRODUCTION
An important result of the Shannon's celebrated paper [l] , is that the source and channel coding operations can be separated without any loss of optimality. This has been the basic idea of enormous research endeavors in separate treatment of source and channel coders. However, Shannon's work does not put any constraints on the complexity of the systems involved. In practise, there is redundancy in the output of the source coders which is due to their suboptimality caused by e.g. a constraint on complexity or delay.
As Shannon stated, this redundancy can be used at the recciver to enhance the performance of the system [l]. Sayood and Bmkenhagen [2] , showed that there is always a residual redundurzcy in the output of a DPCM source coder. It was demonstrated that, this is due to certain assumptions need to be made about the data source for system design as well as the structure of the coder itself. They proposed a MAP decoder which showed substantial gains can be achieved when this redundancy is exploited at the rcceiver. Phamdo and Farvardin [3] , suggested MAP decoders as well as an instantaneous MMSE decoder which uses the residual redundancy. Along the same direction, Miller and Park, proposed The recent literature clearly demonstrated the benefit of exploiting the residual redundancies in the sequence of noisy data at the receiver. However, beside the redundancy in the sequence of data (in time), the redundancy can exist between different parameters represcnting a source as well. For example, in speech coding applications using CELP, each frame of speech is represented by a number of parameters. The residual redundancy can both exist in the sequence of certain parameter in time (intcrframe) and among different parameters representing the speech in one frame (intraframe). In this work, wc propose two schemes to exploit the residual redundancies for efficient reconstruction of LSF parameters in IS-641 CELP coder [6] over a noisy channel. The proposed schemes attempt to exploit both intraframe and interframe residual redundancies.
Another issue, for decoders that exploit the residual redundancies is the calculation of a priori transition probabilities. As indicated in [4], specifically for higher quantizer bitrates this will require huge amounts of data. As well, storing them require a large amount of mem0ry.h fact, for practical applications like speech and image coding this can well make the decoder design process an impractical task. In this work, we suggest a method to approximate and store these transition probabilities. Our simulation rcsults prove the accuracy of these approximations.
The organization of this paper is as follows. In section 2, an overview of the system and the channel model used is dcscribed. In section 3, the MMSE decoding schemes exploiting the residual redundancies are presented. Also, a methodology to approximate the a priori transition probabilities is proposed. In Section 4, the reconstruction of LSF parameters in IS-641 CELP coder over a noisy channel is studied and numerical results are presented.
SYSTEM OVERVIEW
The block diagram of the system is shown in Figure 1 generator is a mapping from the code-book C to the index set J .
The bitrate of the quantizer r is given by [(log, M)] bitdsymbol (or [(log, M) 1 / N bitddimension). At the receiver, for each trans- 
Channel Model
The noisy channel together with the channel encoder and decoder is replaced by a channel model. We assume that the equivalent channel between I and J is memoryless, i.e.,
( 1) where im,jm, m = 1 , . . . , r are the bit components of i and j respectively. For a sequence of transmitted symbols, I , = [I1 , I 2 , . . . , I,] over a memoryless channel, we havc,
The Binary Symmetric Channel Model is based on a hard decision on the transmitted bits resulting in a bit error probability of E . In this case, the relationship between the transmitted and the received symbols is given by,
whcre j is the received binary codeword in J and / a; . ; is the Hamming distance between indices i and j.
In a system with soft output channel decoding, the channel decoder produces a reliability information vcctor J = j composed
[7]). In the same direction, the Soft Output Channel Model is characterized by using the instantaneous value of p(j" li"') calculated for each bit and cquation (I). In this work we use a soft output channcl model for an AWGN channel with BPSK modulation.
MMSE DECODING EXPLOITING THE RESIDUAL REDUNDANCIES
Based on the fundamental theorem of Estimation Theory, the Min- 
where, R, = X, -Xrh. The equation (4), is simplified to
which describes the MMSE estimate in terms of the weighted average of LBG codewords. The weights are the probability of receiving the corresponding indcx givcn the received sequence 2, . If we assume that the only elcmcnt in J , which provides information about I, is J,, i.e., there is no residual redundancy, the equation ( 6 ) collapses to the basic MMSE reconstruction rule,
i * € J where the probability P( i , lj,) contain information about channel condition and the source a priori probabilities P(i,). We refer to this reconstruction method as MS 1 in the following sections. If we assume that the source coder produces equally probable symbols, the term P(i,ljn) in equation (7) will be replaced with F'(j,lin). We refer to this scenario as MSO.
Assuming the encoded sequence contain residual redundancy [2] in the form of a first order Markov model and a memoryless channel (see Equations (1) and (2)), the probabilities in equation (6) are recursively calculated by,
where C is anormalizing constant and P(i,li,-~) is the M x M a priori transition probability characterizing the first order Markov residual redundancy. The last term in the above equation is calculated from the same equation in the previous time instant. We refer to this technique as MS2 in the following sections.
The MS2 reconstruction technique, reconstructs a parameter, X while it exploits the residual redundancy in the sequence of this parameter received over time. However, it neglects any other information that might be available in other received parameters about X. Consider the scen@o where the source coder produces two output symbols I and I at a time. Let's assume that due to complexity constraints, there is some level of correlation between the two symbols. At the receiver, this information can be exploited to enhance the reconstruction performance. The MMSE reconstruction (4) is now given by,
--
which can be approximated to
The probabilities in this cquation can bc calculated using the forwardhackward algorithm [SI (see also 141). The forward recursions, here IS from J1 to J,, and the backward recursions from J , to j , and from there to j l . To keep the complexity at a managcable level, we approximate these probabilities with the following,
i n € J which can be calculated with only one round of backward recursion. We refer to this technique as MS3 in the following sections.
Employing the derived equations to calculate the instantaneous MMSE estimate require thc apriori transition probabilities P ( i,l inand P(;,liVz), These are matrices of size M x M and A4 x Kf, For the encoders with h g h rates, this can be a challenging task since a very large source database is required. In the next section, we propose a method to approximate these transition probabilities.
Approximating the A Priori Transition Probabilities
Consider the codebook of the encoder E consisting of M elements.
We are interested to find the probability of occurring a certain codeword i,, given that the previous codeword is i,-~. has m k memhers (E,=, ' r n k = M j . We have,
which shows that the codeword transition probabilities can be approximated as a scaled version of the class transition probabilities.
The last result is derived using the assumption mentioned above, i.e.
P(1,
In order to classify the codebook in a way such that the equation (13) gions. Subsequently, we can classify the codewords of the siLe A I codebook. Therefore, the problem now collapses lo that of determining a transition probability matrix of size M' x M'. which can be found with much less data. As well, since the equation (12) provides a simple way to calculate these probabilities from class transition probability, we can store the class transition probabilities instead. This will reduce the memory size needed by a factor of (s)'. The transition probabilities P(fnll,) in equation (11) can be approximated in a similar fashion.
FtECONSTRUCTION OF LSF PARAMETERS
In this section, we study thc application of the proposed MMSE decoding schemes for reconstruction of LSF 191 parameters in IS-641 CELP coder [6] over a noisy channel. In t h s coder, first order Moving Average scalar linear prediction is employed to exploit the redundancies between the adjacent frames. Although. there exists interframe dependencies beyond the adjacent frames, the prediction is limited to one frame to keep the propagation of channel errors at a low level of one frame. Therefore, one can see that there will remain a residual redundancy between the prediction residues which is mainly due to the low prediction order. We refer to these dependencies as the interframe residual redundancies. The LSF prediction residues in 1s-641 is quantized using a 3-split Split-VQ [lo] of dimensions [3,3,4] with bitrates [8, 9, 9] with an overall rate of 26 bits/frame. Although the encoder attempts to exploit the intraframe dependencies of LSF parameters, due to its suboptimality, there will remain some level of dependency between the quantizer's 3 output symbols. We refer to these dependencies as the intraframe residual redundancies.
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Experimentation Setup
In this work, we use a training database of 175, 726 LSF vectors derived from a 58.57 minute long recorded speech (20111s frame).
Another outside test database of 30,000 LSF vectors is used to test the performance of the system2. The spectral distortion measure [lo] (mcasured in frequency range of 60 Hz to 3500 Hz) is employed to measure the objective distortion introduced in the LPC coefficients reconstructed over a noisy channel.
The required a priori transition probabilities are described with one 2' x 2' matrix for the first split and two 29 x 29 probability transition matrices for the other two splits. One can see that finding these values requires a very large speech database which can make the task impractical. As well, the memory required to store these matrices is more than 2 Megabytes. Therefore, approximation of these values is inevitable. Using the method described in section 3. I with a class size of Ad' = 32 for each of the splits, the problem is reduced to calculating three 2" x 25 transition probability matrices and only 12 kilobytes of memory requirement which is perfectly manageable.
As well, we use the same technique to approximate the transition probabilities between splits. In the following sections, we will use these approximate values wherever the residual redundancy transition probabilities are required and we will study the performance of the system.
Performance Evaluation
Five decoding schemes are considered here. First a basic Maximum Likelihood (Hard Decision Decoding) algorithm is considered for reference. The methods MSO and MS1 are the basic MMSE reconstruction algorithms neglecting all the residual redundancies with MSl exploiting the symbol a priori information P(in) (equation (7)). The method MS2 cxploit only interframc redundancies for reconstruction (equations (6) and (8)). We employ 'These databases were provided by Noriel Networks the method MS3 to exploit both intraframe and interframe residual redundancies at the receiver (equations (10) and (1 1)). In this scheme, to reconstruct the LSF parameters of the first split the information about the received symbol of the second split is used and vice versa. To reconstruct the LSF parameters of the third split thc information about the received symbol of the second split is used. This selection is due to the fact that the intraframe correlations of LSF parameters are higher between the neighboring parameters.
Tables I, 2 and 3 depict the performance of the above mentioned schemes, for reconstruction of IS-641 encoded LSF parameters in various channel conditions. It is clear from the tables that employing the a priori information, interframe and intraframc residual rcdundancies constantly improves the reconstruction quality. The method, MS3 is constantly better than MS2, MS2 is constantly better than MSI and MSI is constantly better than MSO even in good channel conditions. In poor channel conditions, the MMSE decoders, rely more on the source a priori information rather than the information received from the channel. Therefore, the performance advantage of MS 1, MS2 and MS3 is highcr in thesc channel conditions. The advantage of exploiting the intraframe residual redundancies are hgher compared to that of interframe redundancics and this is due to the fact that source encoder contains first order MA prediction which exploits the interframe correlation and reduces the residual information. The provided results validate the approximate method proposed for calculation of the a priori transition probabilities. receiver. These methods were applied to reconstruction of LSF parametcrs in IS-641 CELP coder transmitted over noisy channel with soft output decoding. An efficient method for approximation and storing the residual redundancics based on classification of the source signal is presented.
