Callocation methods for volterra integrodifferential equations with singular kernels  by Papatheodorou, T.S. & Jesanis, M.E.
Collocation methods for Volterra integrodifferential equations 
with singular kernels 
T. S. Papatheodorou and M. E. Jesanis (*) 
ABSTRACT 
A collocation method which uses Hermite cubic elements is proposed for the solution of  Volterra 
integrodifferential equations with singular kernels. Opt imum error estimates in the uniform norm 
are obtained by means of  interpolat ion operators. We also report on results of  numerical compari- 
sons with one well established method  and another new "modif ied col location" scheme. 
1. INTRODUCTION 
Collocation methods using Hermite cubic or bicubic 
elements have been recently developed for differen- 
tial equations and Fredholm integral equations of the 
second kind. A partial ist of articles for details on the 
analysis and efficiency of these methods i [3], [6], 
[7] and [8]. For a survey of other methods for integral 
equations see [1], [5]. 
In this article we propose acollocation method for 
the approximate solution of Volterra integrodiffer- 
ential equations of the type 
t 
Lu(t)-- f ( t ) -  f0 k(t, s) Dmu(s)ds, t ~ [0, T], (1.1) 
m D j is a linear differential operator whereL= ~ cj 
j--0 
of order m and f, k, DJu(0), j =0 ..... m-1, are given. 
The emphasis directed into some cases of interest 
to applications ([10], [11], [1317 where k is an un- 
bounded ifference kernel. Such cases include kernels 
of the Abel type 
k(t, s)= 1/x/t-s,  (1.2) 
or the Bessel type 
e-( t -s)r2 
dr. (1.3) 
O0 
2 (r)] k(t,s) 3'fO r [ j  2(r)+YO 
These kernels give rise to compact integral operators, 
thus compactness i  assumed in the mathematical 
analysis of the method (section 3). Our effort in the 
evaluation of the numerical performance of the collo- 
cation method (section 4) is also concentrated to 
numerical tests using kernels uch as (1.2) and (1.3). 
A popular method for such singular kernels was in- 
troduced by Linz [12]. 
Consequently, comparison with Linz's method is also 
included. Moreover, we report on preliminary results 
of a new modified collocation scheme still under devel- 
opment by the authors. 
2. FORMULATION OF THE COLLOCATION METHOD 
Upon setting 
Dmu=z,  (2.1) 
solving for u and its derivatives in terms of z, and using 
the initial conditions, equation (1.1) is transformed to
(I - K) z = g, (2 .2 )  
where K is an integral operator. This is a standard 
procedure (cf [9]). We demonstrate i  for the case of 
interest to most applications, namely 
Lu (t) = u" (t) + ClU'(t ) + c0u (t). (2.3) 
In this case 
t s 
Kz(t)-=-f0 {co f0 z (r) dr + [c I + k(t,s)]z(s)) ds, 
(2.4) 
g (t) --- f(t) - u'(0) (c I + Cot ) - c0u(0), (2.5) 
and u can be recovered from z by use of 
t s 
u ( t )=f  f z(r) d rds+u(0)+u ' (0 ) t .  (2.6) 
0 0 
We now turn to the description of the Hermite cubic 
finite element spaces, denoted here by H n. Let 
A --- (0 -- t, < ... < t N + 1 -- T) be a partition of 
[0, T] into N subintervals ofequal ength h = T/N. 
Let n = 2 (N + 1). Then, H n is the n-dimensional linear 
space of all continuously dffferentiable piecewise cubic 
polynomials with respect to A. That is, v ~ H n if and 
only ifv ~ C 1 [0, T] and v reduces to a cubic poly- 
nomial over every subinterval of the partition A. A 
standard basis (B 1 ..... Bn) for H n is given by 
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t - t  i t - t  i 
B2i_l  (t) = 4 ( - -~- - ) ,  B2i =h~ (-~---), 
where 
~ l -3x2_2x 3 
4(t) =41-3x  2+ 2x 3 
Lo 
l~ i~N+l ,  
-1~ x~0,  [x+2x2+ x3 - l~x~0 
0¢ x¢  1, @(t)=[x-2x2+x 3 | 0~<x¢1. 
! 
otherwise, Lo otherwise 
We seek an approximate solution zn of (2.2) in the 
space H n. Consequently, we seek to determine the n 
coefficients {ct i } n 1 of the approximate solution 
n 
z n (t) = i~=lai B i (t), (2.7) 
by a system of n linear algebraic equations. The re- 
quired equations are obtained by forcing satisfaction 
of the exact equation (2.2) at a set of n collocation 
points S n =- {oj } ~. We choose 01 = 0, o n = T and 
the Gaussian points in each subinterval, i.e. 
o2i = ti+ h(1-  V~'/3), o2i + 1 = ti+ h( l+  x/~-/3), 
i=1  ..... N. 
Then the collocation equations are 
(I - K)  z n (o)  = g (o) ,  o e S n (2 .8 )  
Turning to the special case of interest (2.3), ffwe 
def'me 
t t 
Pj(t)-~ f0 Bj (r)dr, Aj(t)=- f0 Ps ( r )d r '  
the system of the n collocation equations i
Aa = b (2.9) 
where a = [a I ..... Ctn]T is the vector of the unknown 
coefficients in (2.7), the fight, side b = [b 1 .... bn]T is 
given by b i = g(oi) and the n x n matrix A is computed 
by 
A=G+F+A+E,  
G-  (Bij) = [Bj (oi)], F ~ (Fij) -= [ClFj(oi) ] (2.10 7 
A - (Aij) ~ [c0A j (oi) 1, 
oi 
E -= (Eij) - [  O f k (oi,.s) Bj (s) ds]. 
3. CONVERGENCE 
The purpose of this section is to show that the ap- 
proximate solutions Zn, provided by the collocation 
method, converge to the exact solution z of (2:2), as 
n -~ oo, uniformly and with optimum speed. This is 
done by reformulating the collocation problem in 
terms of interpolation operators. 
Given N and a continuous function 4 (i.e. 4 e C o [0, T]), 
recall that n = 2 (N + 1), h = l/N, and let Qn 4 be an 
element of H n which interpolates 4 at all the colloca- 
tion points i.e. 
Qn 4 (o) = 4 (o), o ~ S n. 
It is shown in [8] that Qn 4 is unique in H n so that the 
linear projector 
Qn : C0[0 'T ]~H n 
¢ -~Qn 4 
is well def'med on C0[0, T] with range H n. In particular, 
this is true if C0[0, T] is replaced by the (smaller) 
Sobolev spaces wP, oo (0, T), 1 ~ p ¢ 4. The follow- 
ing lemma is proved in [8]. 
Lemma 3.1 
(i) There exists a constant c1' independent of N, 
such that for all N > 1 
[[Qn[[ 6 e 1 
(ii 7 There exists a constant c2' independent of N, such 
that 
[[¢ -Qn4[ [~ _~ e 2 in f  [[4-vl[~ 
ve  H n 
for all 4e  C0[0, T], N_~ 1. 
(iii) For each 4 e wP '~(0 ,  t) there exists a c 4, in- 
dependent of h, such that 
[[4 -Qn4[ [~ _-< c4ha, ct= min (4, p7, 
for all N = > 1. 
Now observe that the collocation equations (2.8) may 
be written as 
(I - Qn K) z n = Qng" (3.1) 
For the proof of the main theorem we need a result 
which is part of theorem 15.3 in [9]. 
Lemma 3.2 
Let (I - K) -1 be continuous on W p' °°(0, T) and 
lim I[(I-Qn) KII = 0. Then for sufficiently large n 
n- -~.  oo  
the system (3.17 has unique solution z n and there 
exists a constant c such that 
][Z-Znl[ < cllQnl[ in f  [[z-vlloo 
v~H n 
The following theorem provides the required conver- 
gence and optimum (in the sense of C~a [4]) error 
estimation. 
Theorem 3. I 
If K is compact, if (I - K) -1 is continuous on wP, °°(0, T 7 
and z e wP, oo (0, T 7 then for sufficiently large n the 
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collocation equations have unique solution z n ~ H n 
and l im z n = z, uniformly on [0, T]. In addition, 
n- -+ oo  
there exists a constant cz, independent of  N (and 
h, n) such that 
Ilz n - zlloo < czha, a = rain (4, p). (3.2) 
Proof 
By lemma 3.1, by compactness of K and by lemma 
15.4 of [9] we get lira [I (I - Qn) KII = 0. Hence, by 
n .-~ oo  
lemma 3.2 and the fact ([2]) that 
in f  Ilz-vlloo < czha 
vEH 
n 
inequality (3.2) is proved. Moreover, the collocation 
equations are uniquely solvable by 1emma 3.2 and by 
inequality (3.2) l im z n = z uniformly on [0, T], 
n--~o 
which completes the proof. 
Remark I
The same error estimates hold for the error u - u n, ff 
u n is determined by Dmun = z n and the initial condi- 
tions. 
Remark 2 
The constant c2 can be explicitely calculated [14]. 
4. COMPUTATIONAL CONSIDERATIONS 
As it can be seen from equations (2.9), (2.10) the com- 
putational effort is concentrated in the construction 
of the matrix A and the solution of system (2.9). 
n 
Since the basis {Bj } 1 is known, for each ftxed h the 
entries of the matrices G, F, A are calculated exactly, 
beforehand and once for all problems. For the Gram 
matrix G we find 
100  0 
a f3 ~ -i~ 
G= 
O 
where 
a= (9 + 4 ~/3) /18  
~-= (9 -  4%/3) /18 
O 
~ ¢ ~-_¢  
af3a  -~ 
0 0 1 0 
= h (3 + X/3)/36 
if= h (3 - X/3-) / 36. 
The structure of the matrices F and A is slightly more 
complicated. The major effort lies in the construction 
of the matrix E where, in the presence of unbounded 
kernels, special quadrature rules are needed. However, 
our method ignores this fact since we found that any- 
thing more than a 4 or 8-point composite Gauss qua& 
rature rule does not yield significant improvement of 
the error. In the examples of section 5 we use a 4-point 
rule. However, in the case N = 32 in problem 5 the 
quadrature rror took over, therefore an 8-point rule 
was necessary. 
5. NUMERICAL RESULTS 
We report on the results of three methods. The first 
two are new and the third is the effective method of 
Linz [ i2] designed specifically for problems with 
singular kernels such as the ones used here. The first 
method is the collocation scheme analyzed in this 
article. The second is a modified collocation method 
which proceeds from interval to interval solving a 
smaller system at each step. This modified scheme is 
still at an early stage of development by the authors. 
Consequently the results of this scheme have neither 
the range nor the accuracy that we hope to achieve in 
the future. 
The problems considered here are described by the 
integrodifferential equation on [0, 1] 
t 
u"( t )  + Cu(t) = f(t) -7  f0 k (t,s) u"(s) ds, (5.1) 
where k is a singular kernel. In the following tables, we 
give k = K and u = U, while f is determined so that 
equation (5.1) is satisfied. R denotes the actual rate of 
convergence calculated by 
g = log [e (N)/e (N/2)] / log2,  
where e (k) denotes the maximum error for k subinter- 
vals. 
PROBLEM 1 
K(T,S) = 1 .D0/DSQRT(T -S)  U (T)= T**6  
COLLOCATION MOD COLLOC.: LINZ 
N MAX ERROR R MAX ERROR R MAX ERROR R 
4 1.9E-04 1.8E-03 1.6E-02 
8 1.1E-05 4.1 1.0E-04 4.1 1.1E-03 3.9 
16 6.5E-07 4.1 5.5E-06 4.2 5.6E-05 4.2 
32 3.9E-08 4.1 3.1E-07 4.2 3.0E-06 4.2 
PROBLEM 2 
K (T, S) = D S QRT(T -  S) U (T) = T*  * 6 
COLLOCATION MODCOLLOC.[ LINE 
N MAX ERROR R MAX ERROR R~ MAX ERROR R 
4 2.6E-04 1.7E-03 2.5E-02 
8 1.6E-05 4.0 1.0E-04 4.1 1.7E-03 3.8 
16 1.0E-06 4.0 6.1E-06 4.0 1.1E-04 4.0 
32 6.3E-08 4.0 3.8E-07 4.0 6.7E-06 4.0 
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same N. Plots of accuracy vs. time suggest that the 
three methods are competitive. The typical behavior 
is described in figures I to 6, in which E denotes the 
maximum error and T denotes the time in CPU seconds. 
All computations were performed using the Clarkson 
IBM 360/65. 
4 
8 
16 
32 
2.0E-04 
1.3E-05 4.0 
8.0E-07 4.0 
5.0E-08 4.0 
1.8E-03 
1.0E-04 4.1 
5.9E-06 4.1 
3.4E-07 4.1 
1.7E-02 
1.1E-03 3.9 
6.0E-05 4.2 
3.3E-06 4.2 
LLI 
PROBLEM 5 
K(T ,S /= 1.D0/(T-S)**(1/4)  U(T)-- T**6 
COLLOCATION MOD COLLOC. LINZ 
N MAX ERROR R MAX ERROR R MAX ERROR R 
4 2.0E-04 1.1E-03 1.7E-02 
8 1.2E-05 4.0 7.7E-05 3.9 1.1E-03 3.9 
16 7.6E-07 4.0 4.8E-06 4.0 6.2E-05 4.2 
32 4.7E-08 4.0 2.9E-07 4.0 3.4E-06 4.2 
PROBLEM 
÷ COLLOCATION 
o L INZ 
0-= 
(3 
.J 
i 0  -I 
10-3. 
i0  -= 
i 0  "4 
i0 "$ 
I0"* 
10" 
i 0 -= '  
i0  -'~ 
I0 " "  
I0""  
LOG T 
COLLOCATION MODCOLLOC. t LINZ 
N MAX ERROR R MAX ERROR R MAX ERROR R 
4 3.9E-07 3.8E-06 5.9E-05 
8 2.3E-08 4.1 2.1E-07 4.1 3.9E-06 3.9 
16 1.3E-09 4.1 1.2E-08 4.2 2.3E-07 4.1 
32 8.2E-11 4.1 6.5E-10 4.2 1.3E-08 4.1 
PROBLEM 4 
K(T,S) = 1 .D0/ (T -S)**  (1/3) U(T) = T**6 
COLLOCATION MOD COLLOC.[ LINZ 
J 
N MAX ERROR R MAX ERROR K MAX ERROR R 
I I I I J ; I  I I I I I l i l l  I I I I i I I I  I I 
I0 "  IO" I0 '  
PROBLEM Z 
PROBLEM 6 
K (T, S) = 1.D0/DSORT (T- S) U(T) = T* *3.5 
.,I. COLLOCATION 
0 L~NZ 
N 
4 
8 
16 
32 
COLLOCATION 
MAX ERROR R 
1.7E-04 
2.8E-05 2.6 
4.8E-06 2.6 
8.2E-07 2.6 
MOD COLLOC. LINZ 
MAX ERROR ~ MAX ERROR R 
9.3E-04 9.1E-04 
1.4E-04 2.8 3.5E-04 1.4 
2.1E-05 2.7 7.2E-05 2.3 
3.3E-06 2.7 1.2E-05 2.5 
6. CONCLUSIONS 
The actual rates of convergence R are in agreement 
with those predicted by theorem 3.1. In general, the 
two collocation methods achieve agiven accuracy us- 
ing about half as many subintervals N required by the 
method of Linz. On the other hand the method of 
Linz was found slightly faster than collocation for the 
Ld 
(:3 
._1 
IO" 
i0 "= 
iO -~ 
I0"  
i 0  -~, 
i0  -= 
I0"  
i0 -= 
i0-'~ 
I0"" 
I0"" 
PROBLEM 3 
K(T, S) = 1 .D0/DSQRT(T-S)  U(T) = DEXP([') 
IO"  
, ,~ , , i , [  i i i ,111 ,}  i i ' ' ' " ' l  
IO"  IO ° I0 '  
LOG T 
Journal of Computational nd Applied Mathematics, volume 6, no 1, 1980. 6 
PROBLEM 3 PROBLEM 4- 
-t- COLLOCATION 
o L I~ iZ  
L~ 
0 
_J 
IO  "a 
IG  = 
iO-= 
iO  -4 
IO  -= 
IO ' *  
I O "~ 
IC3 -= 
IO'* 
I O "'° 
I O"  
LLI 
4- COLLOCATION IO" 
0 L INZ 
I0"= 
tO  "4 
LIJ I° '~ 
L.~ IO'" 
(~  IO'" 
._1 
iO  -t  
IO-" 
iO  "° 
. . . . . . . .  I . . . . . . . .  I . . . . . . . .  I i o "  
IO"  IO" IO '  
LOG T 
iO-a  
. . . . . . .  I . . . . . . . .  I . . . . . . . .  I 
IO"  IO" IO' 
LOG T 
P R O B L E M  5 P I~OBLEM G 
LU 
L~ 
(3 
_ J  
IO "1 
IO'= 
IO't 
IO'* 
IO'= 
IO'" 
IO'7 
I O "s 
i 0  -4 
IO"  
IO'" 
÷ COLLOCATION I0"  
0 L INZ 
IO-t 
I O "t 
i0  "4 
. . . . . . . .  I . . . . . . .  I . . . . . . . .  I 
IO "= IO" IO" IO'  
LOG T 
ELI IO'* 
IO'* L~ 
IO"  
_J 
iO -s  
i o -~ 
io  -,o 
IO"  
iO -= 
+ COLLOCATION 
o L INZ 
I O °' I O '  IO '  
LOG T 
Journal of Computational nd Applied Mathematics, volume 6, no I, 1980. 7 
REFERENCES 
1. ATKISON K. E. : "A survey of numerical methods for the 
solution of Fredholm integral equations of the second 
kind", Dept. of Math., Univ. of Iowa publication. 
2. BIRKHOFF G., SCHULTZ M. H. and VAKGA R. S. : 
"Piecewise Hermite interpolation i one and two 
variables with applications to partial differential equa- 
tions", Numer. Math., Vol. 11, 1968, pp. 232-256. 
3. de BOOR C. and SWARTZ B. : "Collocation at Gaussian 
points", SIAM J. Numer. Anal., Vol. 10, 1968, pp. 582- 
606. 
4. CI~A S. : "Approximation variationnelte d s probl~mes 
aux limites", Ann. Inst. Fourier (Grenoble), Vol. 14, 1964, 
pp. 245-444. 
5. DELVES L. M. and WALSH J. : Numerical solution of in- 
tegral equations, Clarendon Press, Oxford, 1974. 
6. HOUSTIS E. N., LYNCH R. E., PAPATHEODOROU T. S. 
and RICE J~ R. : "Development, evaluation and selection 
of methods for elliptic partial differential equations", 
Annales Assoc. lnternat. Calc. Analog.,Vol. 2, 1975, pp. 
98-103. 
7. HOUSTIS E. N., LYNCH R. E., PAPATHEODOROU T. S. 
and RICE J. R. : "Evaluation of numerical methods for 
elliptic partial differential equations", J. Comp. Physics, 
Vol. 27, 1978, pp. 323-350. 
8. HOUSTIS E. N. and PAPATHEODOROU T. S. : "A col- 
location method for Fredholm integral equations of the 
second kind", Math. Comp., Vol. 32, 1978, pp. 159-173. 
9. KRASNOSELSKII M. A., VAINIKO G. M., ZABREIKO 
P. P., RUTITSKII Ya. B. and STETSENKO V. Ya. : The 
approximate solution of operator equations, Izdat. Nauka, 
Moscow 1969. 
10. LEVINSON N.  : "A nonlinear Volterra equation arising 
in the theory of superfluidity", J. Math. Anal. Appl., 
Vol. 1, 1960, pp. 1-11. 
11. LIN S. P. : "Damped vibration of a string", J. Fluid Mech., 
Vol. 72, 1975, pp. 78%797. 
12. LINZ P. : "Numerical methods for Volterra integral equa- 
tions with singular kernels", SIAM J. Numer. Anal., Vol. 
6, 1969, pp. 365-374. 
13. MANN W. R. and WOLF F. : "Heat transfer between 
solids and gases under nonlinear boundary conditions", 
Quart. Appl. Math., Vol. 9, 1951, pp. 163-184. 
14. PAPATHEODOROU T. S. : "Sharp error bounds using 
inverses of collocation matrices", to appear. 
Journal  o f  Computat iona l  and Appl ied Mathematics,  vo lume 6, no 1, 1980. 8 
