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Abstrakt
Tato práce se zab˝vá zavedením metodik a nástroj  postupné integrace do reálného projektu
k-Wave. V nuji se p edevöím verzi psané v jazyce C/C++ s vyuûitím knihovny OpenMP,
která je ur ená pro b h na superpo íta ích. Projekt, díky sv˝m vlastnostem a pot ebám, ne-
zapadá mezi b ûné projekty, do kter˝ch se postupná integrace zavádí. Z toho d vodu musela
b˝t  ada b ûn˝ch postup  upravena a bylo nutné vymyslet n které vlastní. Práce popisuje
kompletní sestavení prakticky pouûitelného  eöení. Pokr˝vá jeho návrh, v˝b r pot ebn˝ch
nástroj , zprovozn ní b hového prost edí, konfiguraci a nastavení sluûeb, ze kter˝ch se  e-
öení skládá a softwarovou implementaci frameworku pro b h test  na superpo íta ích v etn 
realizace n kter˝ch regresních a unit test . Realizace je postavena na sluûbách Gitlab a Jen-
kins, které b ûí v odd len˝ch Docker kontejnerech.
Abstract
The main goal of this thesis is to describe the implementation of continuous integration
into the k-Wave project. The thesis focuses primarily on the version written in the C/C++
language with the usage of the OpenMP library which typically runs on supercomputers.
Accordingly, many of popular workflows and approaches ought to be adapted, a few more
created. The outcome of the thesis is a complete solution with real and practical usage. The
author provides design, tools selection, runtime environment administration and configu-
ration for each one of the used services. Software implementation of the basic framework is
used in order to utilize running tests on the supercomputers. Furthermore, the implemen-
tation of chosen types of regression and unit tests are performed. Realisation is based on
Gitlab and Jenkis services that are running on separated Docker containers.
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Úvod
Dneöní software, je  ím dál sofistikovan jöí a rozsáhlejöí. Vytvá í jej t˝my s desítkami
 len , kte í mohou b˝t rozmíst ny r zn  po sv t . V˝voj softwaru sebou navíc nese specifika,
která znemoû ují pouûívat klasické metody pro  ízení projekt . Jde o vlastnosti jako öpat-
nou m  itelnost a kontrolu práce jednotliv˝ch  len  t˝mu nebo neustálé zm ny poûadavk 
zákazníka. Díky t mto a mnoha jin˝m vlastnostem spousta projekt  kon ila neúsp chem.
Vzniklo tedy mnoho podn t  ke zdokonalování procesu v˝voje softwaru a jeho  ízení. Jed-
ním z nich jsou agilní metodiky a techniky v˝voje softwaru. K dosaûení jejich princip  jsou
doporu ovány r zné konkrétní postupy a nástroje, mezi které pat í i kontinuální integrace,
která je hlavním tématem následujících kapitol.
V této práci se zam  ím na vysv tlení základních princip  kontinuální integrace, jejího
zavedení a nástroj , které jsou pro ni pot ebné. Seznámím  tená e s moûnostmi, které
jim kontinuální integrace m ûe nabídnout a d vody, pro  by ji mohli chtít pouûít. Popíöi
b ûnou workflow p i jejím pouûívání. Dále popisuji integraci do projektu k-Wave, kter˝ b ûí
na superpo íta ích a pro kter˝ jsem musel navrhnout novou workflow. Poûadavky na tento
projekt a práci t˝mu se liöí od t ch b ûn˝ch, pro které se kontinuální integrace zavádí. Práce
tím ukazuje variabilitu popisovan˝ch nástroj  a postup  v etn  moûnosti jejich pouûití
pro nestandardní projekty. Nedílnou sou ástí je popis z ízení a správa serveru na kterém
pob ûí vybrané nástroje prost ednictvím Docker kontejner . Praktick˝m v˝stupem práce
je sestavení prost edí a programového frameworku pro zajiöt ní a b h kontinuální integrace
projektu k-Wave.
V první kapitole se seznámíme s pojmy z oblasti agilního v˝voje, automatického testo-
vání, správy zdrojov˝ch kód  a kontinuální integrace. Popíöeme si pozici t chto nástroj 
a jejich v˝znam i d leûitost v procesu v˝voje softwaru na kterém se podílí v töí po et v˝-
vojá  . Tyto informace budou obecné bez ohledu na pouûité nástroje, techniky a oblast
vytvá eného softwaru a budou základem pro v˝klad v dalöích kapitolách.
Druhá kapitola jiû popisuje konkrétní nástroje a sluûby z dané oblasti s vysv tlením
základních princip  jejich vyuûití. Bude zde krátce uvedeno porovnání nejpouûívan jöích na
trhu. Uvedu zde v˝b r konkrétních nástroj  a zd vodn ní pro  jsem se je rozhodl vyuûít.
T etí kapitola popíöe projekt k-Wave a principy p id lování prost edk  pouûívan˝ch na
superpo íta ích. Vybrané nástroje z p edchozí kapitoly slou íme do jednoho  eöení a popí-
öeme si b ûnou workflow práce s nimi. Poté si popíöeme pro  tuto b ûnou workflow vyuûít
nem ûeme a navrhneme moûná  eöení konkrétních problém . Vybereme vhodná  eöení a se-
stavíme kompletní workflow pro projekt k-Wave.
 tvrtá kapitola je ryze praktická a implementa ní. Zab˝vá se vytvo ením a správou
serverového prost edí na kterém b ûí pouûívané nástroje. Popisuji v ní konfiguraci nástroj 
a  eöení potíûí se kter˝mi jsem se b hem realizace projektu setkal. Konec kapitoly je v -
nován programové  ásti  eöení a popisuje vytvo ení programového frameworku a realizaci
regresních test  a test  jednotek, které ukazují zp sob práce s vytvo en˝m frameworkem
a lze je pouûít pro testování projektu.
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Poslední pátá kapitola obsahuje zhodnocení práce a p ínos  pro projekt k-Wave s ohle-
dem na budoucí moûná rozöí ení.
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Kapitola 1
Techniky a nástroje pro
automatizaci v˝voje
Tato úvodní kapitola se zam  uje na základní pojmy z oblasti agilního v˝voje, auto-
matického testování a kontinuální integrace. Agilnímu v˝voji se v této práci v nuji velmi
zb ûn  a to p edevöím z d vodu zasazení dalöích informací do kontextu v˝voje softwaru.
1.1 Agilní v˝voj softwaru
Obecn  lze agilní p ístupy pouûít i v jiné oblasti neû v˝voj softwaru. Nás ale bude
zajímat p esn  tato oblast. Popis si rozd líme na dv   ásti agilní metodyky a agilní techniky
[5].
Agilní metodyky popisují principy, které by se m li p i v˝voji dodrûovat. Zab˝vají se
spíöe správou ûivotního cyklu softwaru,  ízením projektu, jeho plánováním, d lení práce,
zp sobem reakce na zm ny zadání atd. Vycházejí z manifestu agilního v˝voje softwaru 1.
• Jednotlivci a interakce p ed procesy a nástroji.
• Fungující software p ed vy erpávající dokumentací.
• Spolupráce se zákazníkem p ed vyjednáváním o smlouv .
• Reagování na zm ny p ed dodrûováním plánu.
Agilní techniky se naproti tomu p ímo zab˝vají konkrétními technologiemi, postupy
a nástroji pouûívan˝mi p i v˝voji softwaru. Jsou mnohem blíûe v˝vojá  m, kte í se s nimi
setkávají denn  p i svoji práci. Pat í sem nap . extrémní programování, automatické testo-
vání, refaktorizace  i postupná integrace a vydávání [5].
Základním cílem agilního p ístupu je rychlá reakce na zm ny poûadavk . Proto probíhá
v˝voj v krátk˝ch iteracích. Na konci kaûdé iterace je k dispozici prototyp, kter˝ se m ûe
p edvést zákazníkovi. Zákazník se aktivn  ú astní v˝voje a pr b ûn  vyhodnocuje vytvá en˝
produkt a up es uje své poûadavky [6].
V˝voj je  ízen˝ hodnotou pro zákazníka (value-driven development). Kaûdá nov  im-
plementovaná funkce nebo opravená chyba by pro n j m la mít jasn˝ p ínos. Tento fakt
ovliv uje jak fázi dekompozice problému, tak plánování implementace do jednotliv˝ch ite-
rací. P i návrhu se pouûívají vertikální  ezy systému. P i tomto postupu m ûe nová funkce
zasahovat do vöech vrstev softwaru [6].
1Zdroj: http://www.agilemanifesto.org/iso/cs/.
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1.2 Pr b ûná integrace
Tento pojem v sob  zahrnuje metodiky, postupy a nástroje slouûící pro zrychlení a zkva-
litn ní v˝voje softwaru a jeho  ízení, zjednoduöení práce v t˝mu a zefektivn ní práce jed-
notliv˝ch programátor . P i dodrûování této metodiky se snaûí v˝vojá  postupn  integrovat
svoji práci s prací ostatních  len  t˝mu. Snahou je maximální moûné vyuûití softwarov˝ch
nástroj  a automatizace vöech proces  souvisejících s v˝vojem softwaru a správou jeho
ûivotního cyklu. V r zn˝ch zdrojích lze najít i alternativní názvy jako postupná integrace
nebo kontinuální integrace. V angli tin  se ustálil název Continuous Integration (CI).
Hlavními cíli této techniky je zkvalitn ní a urychlení v˝voje softwaru, sníûení chybo-
vosti, zjednoduöení a zefektivn ní práce v t˝mu a zv˝öení p ehlednosti pr b hu v˝voje
a aktuálního stavu projektu.
Sestavení jednotliv˝ch  ástí projektu do v˝sledného celku je sloûit˝ proces náchyln˝
na chyby. Zdrojové kódy musí b˝t zkompilovány, musí se zkopírovat a instalovat r zné
knihovny a dalöí pomocné nástroje, upravovat r zná konfigura ní nastavení apod. P i se-
stavování vzniká tzv. build. Kaûd˝ build musí p ed integrací projít sadou automatick˝ch
test . Stejn˝m zp sobem se testuje integrovan˝ celek. Do procesu se  asto za azuje m  ení
kvality kódu, p i kterém se sledují r zné metriky kódu jako nap . pokrytí projektu auto-
matick˝mi testy, dostate né komentování kódu, dodrûování pravidel psaní kódu aj. Proces
b˝vá  asto integrován s nástroji pro  ízení projektu, jako systém pro správu úkol  a dalöí.
CI klade velk˝ d raz na vizualizaci v˝sledk . V töina nástroj  nabízí p ehledn˝ dashboard,
kde jsou rychle k dispozici informace o stavu a pr b hu vytvá eného produktu.
CI poskytuje jednotné testovací prost edí, které se m ûe dynamicky m nit dle pot eb
testování. Tento koncept je d leûit˝ pro práci v töího t˝mu. Vyhneme se situacím, kdy jed-
nomu v˝vojá i build funguje a projdou mu vöechny testy, kdeûto ostatní si jej ani nep eloûí
v d sledk  odliöností b hového prost edí (r zné knihovny, verze opera ního systému, atd.).
B hem integrace se mnohdy spouötí tisícovky r zn˝ch test . Proto umoû ují CI nástroje
distribuovat tento proces na dalöí stroje principem master-slave. Master je v töinou jeden
a  ídí cel˝ build. Slave uzly se starají o b h jednotliv˝ch test  a dalöích pomocn˝ch v˝-
po t . V˝sledky poté zasílají master uzlu, kter˝ je zobrazuje uûivateli. Tento princip se
 asto vyuûívá i pro testování program  na r zn˝ch b hov˝ch prost edí. Slave uzly poté pro-
vádí ty stejné operace, ale na r zn˝ch opera ních systémech, s r zn˝mi verzemi knihoven,
konfiguracemi apod.
Z popisu vypl˝vá, ûe proces je pom rn  sloûit˝ a vyûaduje komplikované  ízení a spolu-
práci  ady r zn˝ch nástroj , o kter˝ch se zmíním v dalöích kapitolách.
1.3 Správa zdrojov˝ch kódu
Dneöní software se skládá z tisíc  n kdy i milion   ádk  kódu, které vytvá í desítky
programátor , kte í mohou pracovat nap í  cel˝m sv tem 2. P i správ  takhle rozsáhlého
softwaru se musíme vypo ádat s problémy správy zdrojov˝ch kód , mezi které pat í nap í-
klad:
• Vöichni  lenové t˝mu musí mít okamûit  k dispozici aktuální verzi kódu.
• Kaûd˝ v˝vojá  musí mít moûnost nov˝ kód ihned zp ístupnit ostatním  len m t˝mu.
• Musí b˝t odd lena stabilní (distribu ní) verze kódu od v˝vojové.
2Zdroj: http://www.informationisbeautiful.net/visualizations/million-lines-of-code/
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• Pokud jeden z programátor  zavede do kódu chybu, tak by tato chyba nem la zastavit
práci ostatním  len m t˝mu.
• Moûnost snadného návratu k p edchozí verzi kódu.
• Minimalizace moûnosti ztráty kódu, zamezení získání kódu neoprávn n˝mi osobami
a dalöí.
Pro zajiöt ní t chto a dalöích podmínek existují systémy pro správu verzí kódu (version
control system - VCS). Na trhu se vyskytuje  ada nástroj , které spl ují v˝öe uvedené
poûadavky. N které z nich popíöu v kapitole 2.2.
Systémy ukládají soubory projektu a jejich metadata do tzv. repozitá  . Dle zp sob 
práce s repozitá i si je m ûeme rozd lit do dvou základních skupin
• Centralizované VCS - Existuje jeden centrální repozitá . Uloûení kódu do systému
znamená automatické sdílení kódu s ostatními uûivateli, coû m ûe b˝t nev˝hodné p i
provád ní experiment  s kódem. Centrální repozitá  je v töinou umíst n na serveru.
Uûivatelé u sebe mají pouze pracovní kopie. P i jakékoliv práci s VCS musí uûivatelé
komunikovat se serverem. Pokud není server dostupn˝ nem ûe uûivatel provád t ûádné
operace. Centralizované  eöení je taky h  e ökálovatelné s rostoucí velikostí t˝mu.
Tyto systémy jsou vhodné spíöe pro organizace s menöím po tem v˝vojá  , sídlících
na jedné pobo ce, kde jsou  asto v p ímém kontaktu a nejsou kladeny tak vysoké
nároky na nezávislost jednotliv˝ch  len  t˝mu.
• Distribuované VCS (DVCS) - Kaûd˝ uûivatel má lokální kopii repozitá e. Existuje
centrální repozitá , kter˝ slouûí pro synchronizaci a integraci práce mezi uûivateli.
Pokud není centrální repozitá  k dispozici, tak m ûe uûivatel stále pracovat lokáln ,
pouze nem ûe práci sdílet ostatním  len m t˝mu. Toto  eöení je komplikovan jöí neû
p edchozí. Musí se  eöit r zné synchroniza ní konflikty p i integraci do centrálního
repozitá e. Tyto systémy jsou vhodné i pro velké t˝my, kde jsou jednotliv˝  lenové
rozmíst ni r zn  po sv t  a je kladen velk˝ d raz na nezávislost jejich práce. Proto
jsou  asto pouûívány pro open-source projekty. V töina nov˝ch VCS se vydává touto
cestou.
1.4 Automatické testování
V agilních metodách má kaûd˝  len t˝mu (programátor, tester i zákazník) ur itou zod-
pov dnost za kvalitu v˝sledného produktu.  asté provád ní test  je jednou z technik, které
pomáhají tuto kvalitu zajistit a udrûet ji b hem budoucích úprav a rozöí ení kódu. Prová-
d ní test  je  asto opakovaná, rutinní  innost, která zabírá spoustu zdroj  t˝mu. Proto je
v dneöní dob  snahou tuto  innost maximáln  automatizovat.
Existují r zné typy test , které lze automatizovat r znou mírou:
• Unit testy - Testování základních jednotek je základní a nej ast ji pouûívaná metoda.
Základní jednotkou se zde myslí nejmenöí jednotka kódu, jejíû testování dává smysl
(funkce, metoda, atd). Pro tento typ test  existuje  ada knihoven  i framework  a jsou
nedílnou sou ástí metod CI. Jdou velmi dob e automatizovat. Více v 1.4.1.
• Integra ní testy - Jde o testování v töích jednotek kódu a jejich integrace. Typické
pro testy tohoto typu je vyuûití komponent, nad kter˝mi nemáme plnou kontrolu
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a skute n˝ch závislostí jako nap . p ipojení k sítí, databáze, náhodné generátory,
atd. Tyto testy se v töinou provádí stejn˝mi nástroji jako unit testy, ale obtíûn ji se
automatizují. N kdy je obtíûné ur it hranici mezi unit testy a integra ními testy.
• Regresní testy - P i tomto zp sobu testování jde o odhalení softwarov˝ch chyb p i
úpravách kódu a regresí. Regrese je situace, kdy program stále funguje, ale b ûí po-
maleji  i vyuûívá více pam ti atd. Pro tyto testy se uûívá opakované spouöt ní unit
a integra ních test , p ípadn  se spouötí programy s r zn˝mi parametry  i nasta-
veními a vyhodnocují se v˝kony jednotliv˝ch b h .  asto se p i regresních testech
kontrolují v˝stupy r zn˝ch verzí  i nastavení programu.
• UI testy - Testování grafického uûivatelského rozhraní lze také velmi dob e auto-
matizovat. Existuje  ada nástroj  pro UI testy web   i desktopov˝ch aplikací. Tyto
testy se zam  ují na chování uûivatelsk˝ch rozhraní program , tedy r zná zobrazo-
vání, p echody mezi obrazovkami atd. V tomto projektu jsem se tímto testováním
nezab˝val.
Existuje  ada dalöích typ  test , které lze automatizovat jako nap íklad zát ûové testy,
bezpe nostní testy a jiné. V této práci se jimi ale nebudu zab˝vat.
1.4.1 Unit testy
Provád ní tohoto zp sobu testování je tak  astou a d leûitou sou ástí tvorby softwaru, ûe
vedlo aû k zavedení metodiky programování  ízené testy(Test Driven Development, TDD).
P i tomto zp sobu testování se nejd íve píöou testy a aû poté programuje. Na za átku
v˝voje vöechny testy selûou a programátor p i vytvá ení kódu postupn  dosahuje pln ní
jednotliv˝ch test . TDD se v dneöní dob  dále rozvijí a vznikají z n j dalöí postupy jako
Programování  ízené chováním (Behaviour Driven Development, BDD), aj [7].
Vytvá ení Unit test  zjednoduöují knihovny, které jsou k dispozici pro vöechny b ûn  po-
uûívané jazyky. Pro tvorbu kvalitních test  je d leûit˝ kvalitní návrh, kter˝ by m l spl ovat
tyto principy [7]
• M l by b˝t pln  automatick˝ a opakovateln .˝ Proto tyto testy nevytvá í textové  i jiné
v˝stupy, ale typicky obsahují assert instrukce, které v p ípad  neúsp chu test ,
jeho b h ukon í s chybou.
• M l by b˝t pln  izolovan .˝ Kaûd˝ test m ûe b˝t spuöt n kdykoliv a k˝mkoliv. Nem lo
by tety záleûet na po adí jednotliv˝ch test   i nastavení prost edí (test by si jej m l
p ípadn  nastavit sám).
• Kaûd˝ test by m l b˝t jednoduch˝ a p ehledn .˝ Up ednost uje se tvorba více mal˝ch
test  p ed jedním velk˝m. Test by m l také dávat jednozna nou zp tnou vazbu po-
chopitelnou i po delöí dob  nepouûívání testu. M l by b˝t jednozna n  pojmenovan˝
a kaûdá chyba, odhalená testem, by m la b˝t jednozna n  identifikovaná a popsaná.
Testování v töích celk  kódu probíhá typicky zdola-nahoru. Nejd íve se testují úpln 
nejzákladn jöí jednotky, poté aû vyööí komponenty, které tyto základní pouûívají ke své
 innosti. Typické je pouûití faleön˝ch komponent, které simulují chování t ch základních
a podávají p edem jasn  definované v˝sledky, ur ené pro pot eby testování vyööí kompo-
nenty. T mto komponentám se  íká fake nebo mock. Tato technika je velmi  asto pouûívaná,
proto existuje  ada r zn˝ch knihoven, které tzv. mockování zjednoduöují [7].
8
D leûité je také si uv domit, ûe kaûd˝ software není dob e testovateln .˝ Je pot eba uzp -
sobit architekturu softwaru tak, aby byl lépe testovateln˝ a öel dob e pokr˝t testy. Uplat ují
se r zné principy návrhov˝ch vzor . Dob e testovateln˝ kód b˝vá v töinou i dob e rozöi-
 iteln˝ a robustní. Zvyöuje se tedy hodnota softwaru z pohledu softwarového inûen˝rství.
V dneöní dob  pot eby dobré testovatelnosti zna n  ovliv ují návrh softwaru [7].
9
Kapitola 2
Softwarové nástroje
V p edchozí kapitole jsem se snaûil vysv tlit d leûitost pouûití softwarov˝ch nástroj 
p i pouûívání technik kontinuální integrace a agilních metodikách obecn . Popsal jsem t ídy
t chto systém  a jejich pozici v procesu v˝voje softwaru. V této kapitole popíöi n které
z t chto nástroj  a jejich základní principy. P edevöím se zam  ím na ty, které jsem pouûil
prakticky pro tento projekt. Také zde popíöi nástroje, které jsem pouûil pro vytvo ení
b hového prost edí projektu.
2.1 Správa serveru
V této  ásti stru n  popíöi Docker, hlavní nástroj, kter˝ jsem pouûil pro vytvo ení
a správu prost edí kontinuální integrace.
2.1.1 Docker
Docker je otev ená platforma pro v˝voj, distribuci a b h aplikací. Hlavním cílem jeho
tv rc  bylo odd lení aplikace od infrastruktury a schopnost zacházet s infrastrukturou jako
spravovatelnou aplikací. Díky tomu lze snadno vytvá et r zná aplika ní prost edí, která
lze bez problém  p enáöet s celou jejich konfigurací, a lze je snadno rozöi ovat,  i jin˝m
zp sobem modifikovat. V t chto prost edích, poté b ûí vaöe aplikace, kter˝m je zajiöt n˝
bezpe n˝ a izolovan˝ b h na hostující stanici - po íta i, kde b ûí Docker jako takov .˝
Lze jej pouûít i pro tvorbu distribu ních prost edí,  ehoû jsem vyuûil v tomto projektu.
Docker je zaloûen na klient-server architektu e, kterou m ûete vid t na obrázku 2.1
Architektura se skládá z t chto komponent:
• Klient (client) - Poskytuje uûivatelské rozhraní, p es které uûivatel zadává p íkazy
a skrze které se mu zobrazují v˝sledky. Poûadované operace neprovádí sám, ale de-
leguje je na Docker deamona, se kter˝m komunikuje skrze sockety nebo RESTFull
API.
• Docker deamon - B ûí na hostující stanici, kde sestavuje, spouötí a distribuuje
Docker kontejnery.
• Docker obrazy(images) - Jde v podstat  o öablonu prost edí, ur enou pouze ke
 tení (nap . Ubuntu distribuce s Gitlab serverem).Tyto image jsou  asto voln  öí-
 ené komunitou prost ednictvím Docker hubu. Docker nabízí sadu nástroj , pomocí
kter˝ch lze vytvá et nové image, upravovat stávající, publikovat image do hubu, atd.
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Obrázek 2.1: Architektura Dockeru
• Docker registry - Ve ejná  i soukromá uloûiöt  Docker image. Existuje tzv.Docker
hub, oficiální úloûiöt  se spoustou image, voln  ke staûení.
• Docker kontejner - Podobají se klasick˝m adresá  m nebo b hov˝m prost edím.
Obsahují vöe pot ebné pro b h aplikací. Kaûd˝ kontejner je tvo en z Docker image, dá
se tedy  íct, ûe je její instancí. Tvo í bezpe nou a izolovanou platformu, ve které m ûe
image b ûet. Kontejnery mohou b˝t spuöt ny, zastaveny, p esunuty nebo smazány.
Kontejner v töinou obsahuje opera ní systém, uûivatelské aplikace a dalöí nastavení.
Narozdíl od virtuálních po íta   jsou kontejnery mnohem leh ím prost edím. N kdy se
práce s kontejnery naz˝vá virtualizací na úrovni opera ního systému. Kontejnery nemusí
virtualizovat opera ní systém a mohou mezi sebou sdílet r zné knihovny, jak je vid t na
obrázku 2.2. Docker vyuûívá komponent jádra opera ního systému Linux. Nelze jej tedy
p ímo spustit na opera ních systémech jiného typu. Stejn  tak nem ûete vytvo it image
s jin˝m neû Linuxov˝m prost edím. Pro b h na jin˝ch opera ních systémech je pot eba na-
instalovat virtuální po íta  s Linuxov˝m opera ním systémem, a v n m provozovat Docker.
Docker vyuûívá t chto komponent jádra opera ního systému Linux:
• namespaces - Pomocí nich zajiö uje izolované prost edí kontejner .
• cgroups - Slouûí pro správu p id lování prost edk  kontejner m (CPU, pam  , ...).
• unionFS - Jednotn˝ souborov˝ systém s vrstvovou architekturou. Sjednocuje soubo-
rové systémy kontejner . Umoû uje snadné rozöi ování existujících image.
2.2 Nástroje pro správu zdrojov˝ch kód 
Nejvíce se v této  ásti budu v novat nástroji Git, kter˝ jsem zvolil pro tento projekt.
Ostatní nástroje popíöi spíöe p ehledov  s jejich vlastnostmi v porovnání s Gitem.
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Obrázek 2.2: Rozdíl mezi kontejnerem a virtuálním po íta em
2.2.1 Git
V dneöní dob  jeden z nejpouûívan jöích nástroj  pro správu zdrojov˝ch kód . Nástroj
zaloûila v roce 2005 komunita v˝voje Linuxového jádra v  ele s Linusem Torvaldsem tv rcem
Linuxu. Mezi základní principy tohoto nástroje pat í rychlost, jednoduch˝ design, silná
podpora pro nelineární v˝voj (tisíce paralelních v tví kódu) a schopnost zvládnout velké
projekty jako nap . Linuxové jádro. Na nástroji lze rozpoznat linuxovou filozofii v tom, ûe
obsahuje sadu základních jednoduch˝ch instrukcí, pomocí kter˝ch si uûivatel m ûe sestavit
komplexn jöí nástroj p esn  dle sv˝ch poûadavk .
Systém je pln  distribuovan ,˝ kaûdá zm na se ukládá ve form  snímk  (snapshot ) v lo-
kálním repozitá i, uloûiöti na po íta i, kde git uchovává data a metadata soubor . Lokální
repozitá  m ûe b˝t snadno synchronizován se vzdálen˝m, sdílen˝m repozitá em,  asto zva-
n˝m origin nebo centrální repozitá . Existuje i moûnost mít více origin repozitá  .
Uloûení snímku do lokálního repozitá e se  íká commit. Kaûd˝ commit je jednozna n 
identifikován pomocí svého hashe. Jednotlivé commity si Git uchovává v acyklickém grafu,
kde kaûd˝ uzel (commit) zná svého p ímého p edch dce a m ûe mít jednoho  i více násled-
ník  (více v p ípad  v tví, viz dále). Na poslední, aktuáln  uûivatelem vyuûívan ,˝ commit
ukazuje ukazatel zvan˝ head.
Systém umoû uje vytvá ení v tví. Jde v podstat  o paralelní nezávislou linii kódu. Vûdy
existuje alespo  jedna v˝chozí v tev, tzv. master. Vytvo ení v tve je velmi jednoduché.
V podstat  se vytvo í pouze nov˝ nezávisl˝ ukazatel, sm  ující vûdy na poslední commit
v dané v tvi. P i p epínání uûivatele mezi v tvemi se pouze jeho head ukazatel p epíná
na ukazatele jednotliv˝ch v tví. Práce s v tvemi je znázorn na na obrázku 2.2.1. Díky
popisovanému principu je práce s v tvemi velmi jednoduchá a flexibilní. Coû je jedna z v cí,
kter˝mi se Git liöí od ostatních nástroj . V tve jsou  asto vyuûívány p i práci v töího t˝mu.
Kaûd˝ v˝vojá  si vytvo í svoji v tev ve které provádí pot ebné zm ny. Po dokon ení své
práce svoji v tev slou í s hlavní v tví [10].
Uûivatel m ûe procházet historii stav  projektu, pozorovat jaké zm ny se provád li,
vracet se k p edchozím verzím kódu a provád t nad nimi úpravy. Tyto zm ny pak m ûe
uloûit jako aktuální verzi kódu, p ípadn  jako separátní v tev. P i provád ní takov˝chto
úprav, nebo p i práci s více v tvemi, musí uûivatel  asto provád t tzv. merge neboli slou-
 ení úprav (v tví) do jedné. P i tomto procesu se Git musí vypo ádat s  adou problém 
mezi verzemi kódu, jako nap . existence r zn˝ch soubor  nebo rozdíln˝ obsah jednotliv˝ch
soubor . Merge tvo í  asto problém, p edevöím pokud více v˝vojá   upravuje stejn˝ soubor.
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cxb4 60ac a8d8
HEADmaster
Obrázek 2.3: Git s v˝chozí master v tví
cxb4 60ac a8d8
HEADmaster
větev 1
Obrázek 2.4: Git vytvo ení nové v tve
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master
větev 1
4b61 ab16
Obrázek 2.5: Git práce v nové v tvi
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Mohou vzniknout situace kdy jednotlivé v tve kódu fungují, ale po jejich mergi v˝sledn˝
kód nefunguje. Pro minimalizaci tohoto problému je vhodné, pokud kaûd˝ v˝vojá  upravuje
jinou sadu soubor , za kterou je poté zodpov dn˝). Toto není mnohdy v praxi moûné, proto
se nasazují pokro ilejöí techniky pro  eöení t chto problém , které se jej snaûí automaticky
 eöit, p ípadn  alespo  minimalizovat jeho dopad [10].
Git je pouûíván jako VCS pro Github. Webovou sluûbu pro správu zdrojov˝ch kód .
Github je jeden z nejpouûívan jöích ve ejn˝ch repozitá   a stává se v podstat  standardem
pro uchovávání open-source projekt .
Nej ast ji jsou Gitu vyt˝kány vlastnosti jako delöí u ící k ivka, komplikovan jöí a mén 
intuitivní ovládání skrze p íkazovou  ádku nebo nutnost pracovat s hashem pro identifikaci
konkrétních commit .
2.2.2 Mercurial
Tento nástroj vznikal sou asn  s Gitem v roce 2005. Jde op t o distribuovan˝ systém pro
správu kódu. Vlastnostmi a mnoûinou funkcí tém   totoûn˝ s Gitem. Narozdíl od n j je ale
navrûen jako jeden monolitick˝ software se striktn ji p eddefinovan˝mi funkcemi a postupy
pouûití. Dle uûivatel  a tv rc  se dá Mercurial rychleji nau it a uûivatelé jsou schopni d íve
vyuûít vöech jeho moûností, v etn  r zn˝ch workflow. Zastánci jin˝ch nástroj , p edevöím
Gitu, kritizují jeho princip práce s v tvemi, kdy není moûné pln  smazat pojmenovanou
v tev. To je problematické p i práci více uûivatel , nap . p i tvorb  open-source projekt ,
kdy si jednotliv˝ uûivatelé cht jí vytvá et v tve pro experimenty. Tyto v tve poté nejdou
ze systému vymazat a zbyte n  v n m z stávají a sniûují tak p ehlednost ve verzích kódu.
Neexistuje navíc ûádná webová sluûba podobná Githubu, která by tento nástroj tak masivn 
podporovala [8].
2.2.3 Apache Subversion (SVN)
Jde o jeden z d ív jöích VCS. Vznikal jiû od roku 2000, jako náhrada populárního ná-
stroje CSV. V mnohém tento nástroj vylepöila. Dle kritik  jsou ale n které operace, jako
nap . vytvá ení v tví, komplikovan jöí, pomalejöí a t ûkopádn jöí neû u d íve popsan˝ch
nástroj . Zve ejn ní práce probíhá automaticky vûdy p i kaûdém commitu, coû vûdy ne-
vyhovuje zp sobu práce v t˝mu. Centralizovan˝ p ístup sebou nese horöí ökálovatelnost.
P edevöím u v töích t˝m , mohou vznikat problémy s dostupností serveru(u Git a Mercu-
rial m ûete provád t tém   cokoliv o ine a vöe uloûit aû je server k dispozici) atd. V˝hodou
je jednoduchost tohoto nástroje. Na trhu se také vyskytuje delöí dobu, takûe jej mohou mít
n které t˝my více zaûit˝ [1].
2.2.4 Veracity
1 Pom rn  mlad˝ projekt, kter˝ vznikl v roce 2011. Op t jde o distribuovan˝ systém se
schopnostmi velmi podobn˝mi Gitu a Mercurialu. Navíc ale p idává n které nové vlastnosti
jako nap .:
• P ímá integrace distribuované správy chyb a úkol .
• P íma integrace distribuované wiki.
1Domovská stránka: http://veracity-scm.com
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• Zavedení uûivatelsk˝ch ú tu pro projekt. Díky této vlastnosti lze nap íklad zamykat
soubory jen pro konkrétní uûivatele apod.
• Nové hashovací algoritmy, integrovan˝ skriptovací jazyk (Javascript), podpora mobil-
ních za ízení, aj.
Nástroj není prozatím p íliö populární. P ináöí ale  adu zajímav˝ch nápad  a rozöí ení.
2.2.5 Záv r
Krom  popsan˝ch existuje i  ada jin˝ch, dnes  asto pouûívan˝ch nástroj . Za zmínku
stojí nap íklad Team Foundation Server od Microsoft, Bazaar, Fossil, aj. V töina nabízí
velmi podobnou  adu funkcí. Objektivn  nelze ur it, kter˝ z nich je lepöí. V töinou p i
v˝b ru záleûí na zkuöenostech jednotliv˝ch  len  t˝mu s konkrétním VCS, na prost edí ve
kterém je projekt vytvá en nebo na tom, zda je dané VCS podporované dalöím softwarem,
kter˝ t˝m pouûívá. Já jsem pro projekt zvolil Git, kv li jeho rozöí enosti, öiroké komunit 
a rozsáhlé podpo e nástroj  t etích stran.
2.3 Hostování Git repozitá  
Jeden z prvních problém , které musíte p i správ  zdrojov˝ch kód  pomocí Git  eöit, je
kam umístit origin repozitá . P i tomto úkolu musíte zajistit zp sob komunikace s klienty,
správu a  ízení p ístupu jednotliv˝ch uûivatel  a úkoly spojené s bezpe ností. Na webu
existuje  ada sluûeb a produkt , které za vás tento problém vy eöí. Navíc obsahují spoustu
dodate n˝ch funkcí jako nap íklad správa úkol , wiki stránky, fórum pro v˝vojá e i uûivatele
softwaru, aj.
P i v˝b ru vhodného  eöení musíte brát v potaz otázky:
• Rozhodnutí mezi ve ejn˝m  i soukrom˝m repozitá em. Moûnost uchovávání dat na
ve ejném serveru.
• Nabízené sluûby, jako bezpe nost systému, správa uûivatel , vedení úkol  aj.
• Finan ní náro nost. Existuje  ada placen˝ch sluûeb. Spousta hosting  nabízí placená
 eöení.
2.3.1 Hosting jako sluûba
Jde o nejjednoduööí a nejrychlejöí  eöení. Sta í vytvo it ú et, projekt, p idat jednotlivé
uûivatele, pop ípad  provést základní konfiguraci prost edí a m ûete vöe za ít pouûívat.
Vöechnu dalöí práci od hardwaru po správu prost edí a zajiöt ní bezpe nosti pro vás zajistí
poskytovatel.
Existují sluûby zdarma i placená  eöení. N která  eöení zdarma umoû ují vytvá ení
soukrom˝ch repozitá  . Hlavní otázkou tedy z stává, zda si m ûete dovolit umístit data na
cizí server.
Nejznám jöí sluûbou je Github s více jak 10 miliony aktivních repozitá  . Tato sluûba se
v dneöní dob  stává v podstat  standardem pro uloûení open source projekt . Dalöí známé
sluûby jsou nap íklad Bitbucket, SourceForge, CodePlex, Visual Studio Online, aj. V töina
nabízí velmi podobnou sadu funkcí s moûností placen˝ch rozöí ení.
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2.3.2 Vlastní hosting
Pokud chcete ukládat data na vlastním serveru je pot eba si zajistit vlastní hosting.
Nejznám jöím nástrojem této oblasti je Gitlab, kter˝ má k dispozici Community edici (CE)
zdarma. Dále nabízí Enterprise edici (EE) s rozöí en˝mi moûnostmi, pop ípad  i hosting
jako sluûbu na jejich serveru [3]. Konfigurace vlastního hostingu je popsána v kapitole 4.2.
Gitlab od verze CE nabízí sluûbu Gitlab CI, která poskytuje základní moûnosti pro
zajiöt ní kontinuální integrace. Více k t mto moûnostem bude popsáno v kapitole 2.5.1.
2.4 Nástroje pro automatické testování
V této kapitole stru n  popíöi nástroje pro unit testy program  psan˝ch v jazyce C/C++.
Stru n  uvedu dalöí nástroje související s automatick˝m testováním.
2.4.1 xUnit
Unit testy se nej ast ji provád jí v jazyce, jakém je psaná samotná aplikace. V töina
populárních jazyk  má své knihovny. Java má JUnit, Python pyUnit, C# NUnit, aj. Sou-
hrnn  se tyto knihovny naz˝vají termínem xUnit. Jelikoû je projekt k-Wave psán v C/C++,
tak jsem experimentoval s knihovnami CUnit, CppUnit a GoogleTest.
Práce s unit testy je v C/C++ náro n jöí neû v moderních jazycích jako Java  i Python.
C ani C++ nemá konstrukce pro reflexivní programování  i anotace kódu. Je tedy pot eba
napsat více kódu neû jinde. Tyto nev˝hody se snaûí minimalizovat knihovna GoogleTest.
Ta vyuûívá jazyk Python pro automatizaci n kter˝ch úkol  jako nap . zavád ní test .
Jednotlivé knihovny se od sebe samoz ejm  liöí, ale základní princip pouûití z stává
velmi podobn .˝  asto se pouûívá i podobné názvosloví, které obsahuje pojmy jako:
• Test Fixture - Zabaluje jednotlivé testovací a dalöí pomocné metody (funkce). Umoû-
 uje pouûít stejná data i nastavení nap í  vöemi test case.
• Test Case - Testovací metoda (funkce). Testování se provádí pomocí assert p íkaz .
• Assert instrukce - Podmín né instrukce, které v p ípad  nespln ní podmínky ukon í
test case s chybou a p ípadnou (nepovinnou) chybovou hláökou. Knihovny obsahují
sadu t chto instrukcí. Lze porovnávat logické hodnoty,  ísla, adresy do pam tí, objekty
atd.
• setUp() a tearDown() metody - inicializa ní a úklidová metoda. Volan˝ vûdy
p ed/po spuöt ním kaûdého test case.
• Test Suite - T ída, která zabalí více Test Case, které mají b˝t volány sou asn .
• Test Runner - T ída, která spouötí jednotlivé test case. Nastavují se pomocí ní
i objekty, které definují v˝stup test .
Knihovna GoogleTest nepouûívá komponenty Test Suite ani Test Runnery, respektive
je p ed uûivateli skr˝vá. Více o implementaci unit test  pomocí této knihovny naleznete
v kapitole 4.4.2.
V˝sledky test  se b ûn  vypisují na standardní v˝stup. Pro pot eby tohoto projektu,
bylo d leûitou vlastností schopnost knihovny vypisovat v˝sledky test  do souboru. Pomocí
v˝stupních XML soubor  je zajiöt no p edání v˝sledk  do nástroj   ízení kontinuální inte-
grace, které poté reagují na v˝sledky test  a poskytují p ehledné reporty.
16
2.4.2 Dalöí nástroje pomocné p i automatickém testování
Existují r zné dalöí nástroje, které usnad ují automatické testování.  asté jsou nap í-
klad r znémockovací knihovny nebo knihovny pro dependency injection. V˝vojová prost edí
 asto obsahují nástroje pro snadné spouöt ní test , zobrazení jejich v˝sledk   i m  ení po-
krytí kódu testy. Existují i pokro ilejöí frameworky slouûící pro testování  ízené chováním
(BDD). Ty obsahují prost edky, jak formáln  popsat chování testované jednotky a p i adit
ji sadu test , která by m la toto chování potvrdit. P íkladem m ûe b˝t nap íklad SpecFlow
v kombinaci s WatiN a NUnit pro jazyk C#. UI testování lze automatizovat nap íklad pomocí
nástroj  Selenium (web)  i TestStack.White (desktopové aplikace Windows).
2.5 Nástroje pro postupnou integraci
Postupná integrace (CI) je dnes velmi populární technikou. Díky tomu existuje  ada
nástroj  pro její zajiöt ní od komer ních (placen˝ch) po open source projekty. Nástroje
poskytují zna n  pokro ilé funkce a sou asn  kladou velk˝ d raz na uûivatelskou p ív tivost.
Hlavní podpora leûí v oblasti mainstreamov˝ch jazyk  jako Java nebo C#. Podpora jazyk 
C/C++ není tak velká. V töina nástroj  umoû uje  ídit projekty t chto jazyk , ale nenabízí
pro n  takové moûnosti jako pro d íve zmín né.
Nástroje jsou v töinou koncipované jako webové servery ovládané p es webové stránky,
p ípadn  konfigura ní soubory.  ada z nich navíc poskytuje ve ejné API, pomocí kterého
lze s nástroji komunikovat vzdálen  z jin˝ch systém . Pro pot eby tohoto projektu bylo
d leûité, aby nástroje spl ovali tyto podmínky:
• Podpora jazyk  C/C++, make, cmake, automake, bash skript , python skript 
atd.
• Distribuce build  na více v˝po etních stanic, podpora r zn˝ch konfigurací pro jed-
notlivá prost edí.
• Podpora pro Git, moûnosti pokro ilejöí práce s v tvemi Gitu (merge v tví po úsp öném
buildu s testy).
• Podpora automatick˝ch a regresních test  (nástroje Cunit, CppUnit) v etn  report .
• Podpora dalöích nástroj  nap . kontrola dodrûování struktury kódu (style guide, co-
ding rules), upozorn ní a v˝pisy p eklada e, jednoduché statické kontroly kódu, ge-
nerování dokumentace (Doxygen).
• Upozorn ní na email (nap . neúsp ön˝ build). Vhodná je i moûnost integrace se sys-
témem pro správu úkol .
• Moûnosti rozöí ení - nap . moûnost doprogramovat vlastní modul p idávající funk -
nost, moûnosti vlastní komunikace s CI serverem (nap . p es API).
• Dobrá dokumentace, velká komunita.
V této kapitole popíöu p edevöím nástroj Jenkins a Gitlab, které jsem zvolil pro tento
projekt. Ostatní nástroje uvedu pouze p ehledov  s porovnáním jejich vlastností.
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2.5.1 Gitlab CI
Jde o rozöí ení, které je p ímo sou ástí Gitlabu o kterém jsem se zmínil jiû v kapi-
tole 2.3.2. Toto  eöení je v˝hodné pokud jiû pouûíváte Gitlab pro hostování zdrojov˝ch
kód . V takovém p ípad  vám posta í správa jednoho prost edí skrze jedno webové rozhraní
a jedna sada uûivatelsk˝ch ú t . Budete mít k dispozici základní funkce jako nap íklad dis-
tribuovan˝ build, automatické spouöt ní test , mergování kódu atd. Chybí ale pokro ilejöí
podpora jazyka C/C++ a moûností skriptování.
Gitlab CI je v töinou pot eba doinstalovat, pop ípad  jej povolit b hem instalace. Skládá
se ze dvou základních komponent [3]:
• Koordinátor - Zobrazuje vöechny v˝sledky na webovém rozhraní a  ídí samotn˝
build.
• Runner - Gitlab CI je tvo eno tak, ûe veöker˝ build distribuuje. Build samotn˝ vûdy
provádí jeden nebo více runner . Ty mohou b ûet na více strojích nebo na jednom
lokálním serveru spole n  s koordinátorem.
Základní nastavení se provádí p es webové rozhraní Gitlabu. Pro nastavení buildu se ale
nevyhnete psaní Yaml skript . Pro pot eby tohoto projekty byly nabízené moûnosti ne-
dostate né [3].
2.5.2 Jenkins
Z ejm  nejpouûívan jöí open source  eöení pro kontinuální integraci, psané v jazyce
Java. Je uûíváno t˝my r zn˝ch velikostí pro projekty r znorod˝ch jazyk  a prost edí jako
nap . Java, .NET, Ruby, Python, Groovy, Grails, PHP, C/C++ a jiné. Mezi základní
v˝hody tohoto prost edí pat í jednoduchost pouûití, öiroká podpora jazyk   i technologií
a velká popularita, která sebou nese öirokou komunitu a dobrou dokumentovanost. Velk˝
d raz je kladen na rozöi itelnost a moûnost upravit si chování dle vlastních pot eb. K tomuto
ú elu je k dispozici öiroká  ada existujících plugin  s moûností dopsat si své vlastní.
Veökerou konfiguraci lze provést z webového rozhraní, p es které je k dispozici i repozi-
tá  plugin . V základní verzi nabízí Jenkins pouze omezenou ökálu funkcí. Instalaci plugin 
se tedy nevyhnete tém   v ûádném projektu. Webové rozhraní také zobrazuje veökeré in-
formace o stavu projektu a pr b hu jednotliv˝ch build . Konfigurace Jenkins serveru pro
tento projekt je popsána v kapitole 4.3.
Struktura Jenkins projektu
V této  ásti budou popsány základní komponenty Jenkins serveru a jednotlivé kroky
tzv. buildu.
Základními komponentami pro práci s Jenkins jsou:
• Jenkins projekt - Projekt v rámci kterého konfigurujete nastavení a zobrazujete
informace na Jenkins serveru. Slovo Jenkins je uvedeno explicitn  aby nedoölo ke
zmatení s projektem, kter˝ jako t˝m vytvá íte (naz˝vám jej v˝vojov˝ projekt). Jedna
instance Jenkins serveru m ûe zpracovávat více v˝vojov˝ch projekt , stejn  tak m -
ûete mít pro váö v˝vojov˝ projekt vytvo eno více Jenkins projekt  nap . z d vod 
r znorodé konfigurace  i pot eb buildu.
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• Pohledy (View) - Jednotlivé Jenkins projekty jsou slu ovány pro p ehlednost do
pohled . Pohledy mohou mít vlastní konfiguraci jako zobrazování ve form  seznamu,
základní zobrazované informace atd.
• Build proces - Pro kaûd˝ projekt je definován build proces, kter˝ bude blíûe popsán
dále. P i práci s Jenkins je d leûité uv domit si rozdíl mezi nastavením Jenkins serveru
a jeho prost edí, a konfigurací jednotliv˝ch projekt , p i kterém je definován build
proces.
Build proces
Build proces je srdcem práce s Jenkins. V n m jsou definovány nejd leûit jöí aspekty
práce jako propojení s Git  i jin˝m VCS, nastavení zp sobu kooperace VCS, nastavení tes-
tovacího prost edí, sestavení programu, spouöt ní, vyhodnocení a zobrazení test , spouöt ní
dalöích pomocn˝ch nástroj  a napojení na externí systémy a mnoho dalöích. Proces probíhá
v t chto základním krocích:
1. Pre-build - Tuto fázi lze doinstalovat pomocí pluginu. Slouûí v töinou k dodate né
konfiguraci testovacího prost edí. Tento krok b˝vá ale mnohdy automatickou sou ástí
následujícího, proto tato fáze není  asto pot eba a není ve v˝chozí instalaci obsaûena.
2. Build - Hlavní fáze, ve které se provádí kroky jako sestavení, p eklad, testování,
vyhodnocení a anal˝zy projektu. Sama se tedy skládá z mnoha krok , které jsou  ízeny
konfigurací Jenkins. Nejd leûit jöím a  asov  nejnáro n jöím krokem b˝vá spuöt ní
build skriptu. Tento skript si sám definuje n kolik fází. Jenkins podporuje spoustu
populárních build nástroj  (jazyk ) jako nap . Ant, Maven, Gradle, Rake, Visual
Build a mnoho jin˝ch. Pro projekt k-Wave jsem pouûil nástroj Make, kter˝ je stále
 asto pouûívan˝ v prost edí nativních jazyk  C/C++. V tomto kroku lze také spouöt t
klasické Shelové  i Python skripty.
3. Post-build - Tato fáze slouûí p edevöím k sesbírání v˝sledk  p edchozího kroku a je-
jich zobrazení ve webovém rozhraní. M ûou se zde provád t dalöí akce jako merge
v tví kódu (pokud byl p edchozí build úsp ön˝), notifikace v p ípad  neúsp chu, úklid
prost edí, aj.
Typy Jenkins projekt 
Projekt je základní jednoutkou práce s Jenkins. Po instalaci jsou k dispozici základní
typy projekt . Mnoho dalöích lze doinstalovat formou plugin . Po instalaci jsou k dispozici
tyto projekty:
• Freestyle projekt - Základní typ projektu s kompletní moûností konfigurace, slouûící
pro pot eby  ízení CI. Pomocí plugin  lze nainstalovat i projekty pro dalöí populární
build nástroje.
• External job - Tento projekt pouûijete pokud chcete pouûít Jenkins jen pro jeho
Dashboard a zobrazování v˝sledk  build . Cel˝ proces je  ízen a proveden jin˝m
systémem, kter˝ pouze zaöle Jenkins data k zobrazení.
• Multi-configuration projekt - Slouûí pro projekty, kde pot ebujete spouöt t build
vícekrát s r znou konfigurací prost edí  i podmínek. Nabízí stejnou funkcionalitu jako
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Freestyle projekt. Navíc umoû uje definovat konfigura ní matici. Tu si lze p edstavit
jako n-rozm rnou matici, kde kaûdá dimenze udává prom nou. Velikost této dimenze
udává po et hodnot, kter˝ch bude prom nná nab˝vat, hodnoty v daném rozm ru
pak konkrétní hodnoty prom nné. Jenkins spustí buildy pro vöechny kombinace pro-
m nn˝ch. Buildy mohou b˝t spouöt ny paraleln  nebo sériov  dle pot eb projektu.
Typické uûití je nap . spuöt ní stejného projektu na r zn˝ch slave uzlech, s jinou
verzí p eklada e  i knihoven nebo r zn˝mi prom nn˝mi pro build skript [9].
Distribuovan˝ build
Jenkins umoû uje distribuovan˝ build postaven na principu master-slave popsan˝m
v kapitole 1.2. Velmi  asto se pouûívá pro multi-configuration projekty k distribuci velké
zát ûe a zajiöt ní r zn˝ch prost edí. Jenkins umoû uje více strategií, jak konfigurovat dis-
tribuovan˝ build v závislosti na opera ním systému  i sí ové architektu e [9].
• Master spouötí slave agenty vzdálen  p es ssh.
• Spuöt ní slave agent  manuáln  na slave uzlu p es Java Web Start.
• Instalovat slave agenty jako Windows sluûby.
• Spouöt ní slave agent  manuáln  z p íkazové  ádky ze slave uzlu.
Pro linuxové slave uzly se nej ast ji volí moûnost spouöt ní p es ssh. Pro Windows se
 asto volí varianta sluûby. Manuální spouöt ní jsou spíöe dopl kov˝m  eöením pouûívan˝m
pro testování pop ípad  velmi krátké projekty [4].
Napojení na externí systémy a dalöí moûnosti Jenkins
Jenkins poskytuje v töinu sv˝ch funkcí jako webovou sluûbu prost ednictvím Rest API.
P es n j lze spouöt t jednotlivé buildy, získávat jejich v˝sledky nebo naopak v˝sledky na
Jenkins zasílat pro zobrazení (vyuûíváno v External job projektech). Obdobn˝ zp sob ko-
munikace umoû uje i  ada jin˝ch webov˝ch sluûeb. O n kter˝ch z nich se zmíním v násle-
dující kapitole. Komunikace mezi sluûbami poté probíhá prost ednictvím jejich API. Díky
velkému rozöí ení a komunit  Jenkins nástroje je napojení na spoustu sluûeb nachystané
ve form  plugin . Uûivateli pouze sta í nakonfigurovat vlastnosti pluginu, kter˝ se postará
o veökerou komunikaci a dalöí operace.
Pluginy umoû ují implementovat spoustu dalöích funkcí p ímo do Jenkins build .  asto
se pouûívají r zné statické anal˝zy, kontrola kvality kódu, tvorba dokumentace, notifikace
na email nebo prost ednictvím IM zpráv, aj.
2.5.3 Dalöí CI nástroje
Jenkins samoz ejm  není jedin˝m nástrojem na trhu. Existuje spousta dalöích v töinou
komer ních nástroj  se stejn˝m mnoûství funkcí jako Jenkins. Jejich v˝hodou je p edevöím
nabízení t chto funkcí formou sluûby. Uûivatelé se poté nemusí starat o zajiöt ní hardwaru
a vytvá ení  i správu prost edí. Tato moûnost je obzvláö  v˝hodná v p ípad  vyuûití více
slave uzl . Dalöím d vodem m ûe b˝t lepöí spolupráce s produkty stejné spole nosti, v töí
podpora a zam  ení na konkrétní technologii, pop ípad  jednoduööí konfigurace na základ 
p eddefinovan˝ch profil  uûití.
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CruiseControl
Open source projekt s podobnou sadou základních funkcí jako Jenkins. Konfigurace pro-
bíhá prost ednictvím xml soubor . Není k dispozici webové konfigura ní rozhraní, coû  iní
konfiguraci projekt  mén  pohodlnou. XML lze tvo it a upravovat ve speciálních nástrojích
upraven˝ch pro CruiseControl. Podporuje p edevöím jazyky Java a C#, pro které existují
speciální verze projektu. Obsahuje velmi jednoduch˝ dashboard, u ící k ivka je delöí neû
u Jenkins. Díky menöí popularit  a komunit  nejsou k dispozici takové mnoûství plugin ,
které poskytují rozöí ené funkce a komfortn jöí ovládání.
Apache Continuum
Obdobné  eöení jako Jenkins. Op t omezení vznikající z menöí komunity aktivních uûi-
vatel .
Buildbot
Velmi zajímav   eöení nabízející jin˝ p ístup neû ostatní nástroje, které zde popisuji.
Funguje jako správce úloh. Ukládá úlohy do fronty, spouötí je kdyû jsou k dispozici vöechny
zdroje a reportuje v˝sledky. Nabízí distribuovan˝ build  ízen˝ pomocí Python skript .
V nich se dá vyuûít vöech moûností jazyka,  ímû jsou umoûn ny sloûité dynamicky gene-
rované konfigurace, p esn  zam  ené na poûadavky projektu a situace. Lze na n j nahlíûet
jako na framework se sadou p edchystan˝ch komponent.
Hlavním cílem je poskytnout nástroj bez jak˝chkoliv p edsudk  ohledn  struktury
a workflow procesu kontinuální integrace. Uûivatel si m ûe vytvo it nástroj p esn  zam  en˝
a p izp soben˝ jeho konkrétním poûadavk m.
O ekávanou nev˝hodou je samoz ejm  mnohem delöí u ící k ivka a zna né prodlouûení
zavedení systému do existujícího t˝mu. Moûnosti report  jsou také mnohem menöí neû
u jin˝ch nástroj . Kaûdou pokro ilejöí funkci si musí uûivatel naprogramovat sám.
Github CI, Gitlab CI
Nástroje Github a Gitlab jsem jiû popisoval d íve. Oba nabízejí svá rozöí ení pro kon-
tinuální integraci, které jsou ale omezen jöí neû u konkrétn  zam  en˝ch nástroj . To lze
p edevöím cítit v podpo e projekt  jazyk  C/C++, které nejsou tak masov  rozöí ené.
Atlassian Bamboo, Jetbrains TeamCity
Jde o ukázku komer ních  eöení. V˝hodou je nabídka  eöení formou sluûby a siln jöí
vazba na dalöí produkty dan˝ch firem. Pro náö projekt by ale vyuûití t chto nástroj  ne-
p ineslo ûádn˝ zisk.
2.5.4 Záv r
V této kapitole jsem popsal základní nástroje nutné pro pouûití technik kontinuální
integrace. D raz jsem kladl p edevöím na Git a Jenkins, které jsem zvolil pro tento pro-
jekt. Hostování bude probíhat na Gitlab serveru, realizovaném pomocí nástroje Docker.
Unit testy budou realizovány pomocí GoogleTest. Popisované principy jsou pouûitelné i u
dalöích nástroj  dané oblasti s mírn˝mi úpravami. Dalöí nástroje jsem spíöe p irovnával ke
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zvolen˝m, abych objasnil co m  vedlo k dan˝m volbám a poskytl  tená i základní p ehled
v dané problematice.
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Kapitola 3
Návrh  eöení pro projekt k-Wave
Nejd íve vás v této kapitole velmi stru n  seznámím s projektem k-Wave a zp sobem
správy b hu úloh na superpo íta ích. Poté budou uvedeny r zné techniky kolaborace s vyu-
ûitím nástroje Git a typická workflow procesu spojité integrace. V poslední kapitole vöechny
tyto  ásti spojíme dohromady a uvedu návrh  eöení projektu k-Wave.
3.1 k-Wave nástroj b ûící na superpo íta ích
V této  ásti vás stru n  seznámím s projektem k-Wave a superpo íta i. Komplexní popis
by p esahoval rozsah této práce, proto se zam  ím p eváûn  na nejpodstatn jöí vlastnosti,
které ovlivnili návrh, zavedení a zp sob pouûití nástroj  kontinuální integrace.
3.1.1 k-Wave
K-Wave je sada open source nástroj  pro akustickou a ultrazvukovou simulaci. Z pohledu
kontinuální integrace jsou d leûité tyto vlastnosti projektu a t˝mu:
• Existuje  ada r zn˝ch verzí produktu mezi které pat í verze pro MATLAB, C++, imple-
mentace s vyuûitím OpenMP nebo MPI, CUDA verze a dalöí.
• N které verze produktu jsou optimalizované pro b h velk˝ch simulací, které jsou pro-
vád ny na superpo íta ích.
• V sou asné dob  na projektu spolupracuje kolem patnácti  len  t˝mu, kte í plní r zné
role.  lenové pochází z r zn˝ch zemí. V töina spolupráce a komunikace tedy probíhá
vzdálen .
• Je snaha zapojit do projektu studenty. Jejich práce musí b˝t více kontrolována a ov -
 ena.
V sou asné dob  není v projektu zaveden ûádn˝ zp sob kontinuální integrace  i auto-
matického testování. Existují r zné testovací skripty, psané p edevöím v jazyku Matlab,
které poskytují textové v˝stupy, které musí projít manuální kontrolou. Testy jsou  asto
zaloûeny na porovnávání v˝sledk  více verzí projektu. Referen ními v˝sledky, tedy t mi
povaûovan˝mi za správné, jsou v˝stupy matlabovské verze. R zné verze projektu jsou ucho-
vávány v r zn˝ch repozitá ích, v töinou s vyuûitím Gitu. U verzí, které jsou ur eny pro b h
na superpo íta ích je pot eba testovat öirokou  adu r zn˝ch konfigurací, verzí p eklada e
a knihoven, b hov˝ch prost edí apod.
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3.1.2 Superpo íta  Anselm
V této práci jsem zam  il na verzi projektu k-Wave, která je optimalizovaná pro b h
velk˝ch simulací na superpo íta ích. Jako vzorov˝ superpo íta mi slouûil Anselm 1. Cluster
se skládá z 209 v˝po etních uzl  s 15 TB RAM a teoretick˝m v˝konem kolem 9.3 4Tflops/s.
Uzly jsou propojeny Infiniband sítí, vybaveny Intel Sandy Bridge procesory. N které uzly
jsou vybaveny NVIDIA Kepler GPU nebo Intel Xeon Phi MIC akcelerátory. Cluster b ûí
na linuxovém opera ním systému [2].
Nebudu zde popisovat architekturu superpo íta e a zp sob práce s ním. Spíöe se zam -
 ím na aspekty, které ovliv ují návrh a zp sob pouûití nástroj  postupného v˝voje.
Typy uzl 
Existují dva základní typy uzl  [2]:
• Login uzly - Pouze tento typ uzl  má povolen externí p ístup, v töinou p es ssh.
Nejsou ur eny primárn  pro v˝po et, ale menöí v˝po ty se na nich provádí. Na tyto
uzly se p ihlaöují uûivatelé, kte í spravují a spouötí svoje úlohy (joby), nastavují pro
n  prost edí a sbírají získané v˝sledky.
• V˝po etní uzly - Na t chto uzlech probíhá samotn˝ v˝po et. Nemají umoûn nou
ûádnou externí komunikaci. S t mito uzly tedy nelze komunikovat, ani sestavit pro-
gram, kter˝ by p ímo z nich zasílal data na externí server.
Plánování úloh
Uûivatelé nem ûou p ímo spouöt t svoje úlohy. O tuto operaci si ûádají systémov˝ plá-
nova  úloh, kter˝ za adí poûadavek do n které ze sv˝ch front. Existuje více typ  front
s r znou prioritou. Jakmile je úloha na  ele fronty a jsou k dispozici pot ebné prost edky,
je systémem spuöt na. Úloha b ûí dokud neskon í nebo dokud nevypröí poûadovan˝  as.
Na Anselmu plní tuto roli PBSPro manaûer [2].
Nastavení prost edí a komunikace s okolím
Uûivatel si m ûe upravovat prost edí pomocí konfigura ních soubor . K instalaci po-
t ebn˝ch nástroj  slouûí rozhraní aplika ních balí k . Pomocí n j si lze dynamicky nahrát
pot ebné programy v konkrétních verzích. Uûivatel si m ûe vytvá et vlastní balí ky, tzv.
moduly [2].
P ipojení na Anslem je zajiöt né pomocí SSH. Data lze zasílat p es scp, p ípadn  sftp
Superpo íta  bohuûel neumoû uje ûádné zp soby komunikace s externími systémy jako
nap íklad pokro ilejöí notifikace o stavech úloh nebo ve ejné API. Uûivatel m ûe zjistit stav
úlohy skrze p íkaz zadan˝ na login uzlu, pop ípad  je mu p i dokon ení úlohy zaslán email.
Doru ení emailu ale není zaru ené [2].
3.2 Git workflow
Pod Git workflow zde myslím organizaci práce s Git v tvemi. Postupn  zde vysv tlím
n které populární moûnosti od nejjednoduööích zp sobu po sloûit jöí.
Vöechny postupy v této  ásti v etn  obrázk  jsou p evzaty z [11].
1https://www.it4i.cz
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Obrázek 3.1: Centralizovaná workflow
3.2.1 Centralizovaná workflow
Tento zp sob pouûití napodobuje chování centralizovan˝ch systém  jako nap . Subver-
sion. V tomto p ípad  existuje pouze jedna v tev v origin repozitá i - master. Uûivatel
provádí zm ny u sebe na lokální stanici a jakmile uzná za vhodné uloûí zm ny do master
v tve v origin repozitá i. Princip je znázorn n na obrázku 3.1. Existuje pouze jedna v tev,
která sdruûuje verze kódu ur ené pro v˝voj, testování i distribuci. Odliöení t chto verzí je
moûné pouze s vyuûitím tag .
Tento koncept je vhodn˝ pro malé t˝my, obzvláöt  takové, které jiû mají zkuöenosti
s centralizovan˝mi VCS a necht jí p echázet na novou workflow. V˝hodou je jednoduchost
tohoto  eöení. Nev˝hodou tohoto p ístupu je  asté vznikání konflikt  p i mergování kódu. S
rostoucí velikostí t˝mu pravd podobnost vzniku takov˝ch chyb rapidn  roste. Tento systém
také není vhodn˝ pokud pomocí n j chceme zajistit distribuci v˝sledného softwaru.
3.2.2 Feature Branch workflow
Tato workflow obsahuje krom  master v tve jeöt  tzv. feature v tev. P i implemen-
tování nové funkce, pop ípad  opravy kódu, se vytvo í nová feature v tev. Kaûdá funkce
má tedy svoji vlastní nezávislou v tev kódu. Tuto funkci  asto implementuje jeden v˝vojá .
V tev je v takovém p ípad  ur ena pouze jemu. Není to ale pravidlem a záleûí hlavn  na
zvyklostech a praktikách t˝mu a zp sobu dekompozice problému.
Tento zp sob práce pomáha sniûovat vznik situací, kdy si jednotliv˝  lenové t˝mu pod
rukama p episují kód a zmenöuje dopady  eöení konflikt  p i mergování kódu. K této fázi
dochází totiû aû na konci v˝voje nové funkce/opravy. Nová v tev  asto vzniká i pro r zné
experimenty, p ípadn  alternativní zp soby implementace. Jakmile je ale jedna z alternativ
vybrána, dochází ke slou ení v tve. Feature v tve by se tedy nem ly pouûívat pro trvalé
alternativy programu ani r zné odliöné  ásti projektu (nap . dokumentace a kód v r zn˝ch
v tvích).
Princip je znázorn n na obrázku 3.2. Jde o velmi flexibilní zp sob práce na projektu,
kter˝ navíc uchovává jasn  odd lené záznamy o práci na jednotliv˝ch funkcích. Zanechává
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Obrázek 3.2: Featured based workflow
t˝m  spoustu prostoru pro p izp sobení ke sv˝m pot ebám a pracovním návyk m. U v töích
projekt  ale b˝vá vhodné p ísn ji definovat v˝znam jednotliv˝ch v tví a práce s nimi.
3.2.3 Gitflow workflow
Toto  eöení definuje více typ  v tví a striktn  p edepisuje jejich vyuûití. Systém slouûí
sou asn  pro spojitou distribuci kódu a je znázorn n na obrázku 3.3.
Existují tyto typy v tví:
• Develop - Obsahuje vûdy aktuální verzi kódu ur enou pro v˝voj. Kaûd˝ projekt
obsahuje práv  jednu develop v tev. Malé úpravy kódu jsou povoleny p ímo v této
v tvi bez nutnosti vytvo ení feature v tve. Snahou je udrûet tuto v tev stále stabilní
a aktuální, aby m li v˝vojá i k dispozici  erstvou verzi funk ního kódu.
• Feature - Plní podobnou funkci jako ve Feature Branch workflow. Kaûd˝ v˝vojá 
si p i implementaci nové funkce, pop ípad  v töí opravy, vytvo í svoji feature v tev
z develop v tve. V systému tedy m ûe existovat více takov˝chto v tví. Jakmile je
práce ve v tvi dokon ena je snaha ji co nejd íve mergovat do develop v tve, aby se
udrûovala develop v tev co nejvíce aktuální. P ed tímto mergem se  asto provádí sada
automatick˝ch test , coû napomáhá udrûení stabilní develop v tve.
• Release - Jakmile je kód v develop v tvi ve stavu vhodné pro vydání nové verze,
vytvo í se tato v tev, která je mezikrokem mezi develop a master v tví. Tento krok je
do systému p idán aby se p ed vydáním mohla provést zvláötní sada automatizovan˝ch
pop ípad  ru ní test  a revizí kódu p ed vydáním ostré verze. Jsou v ní povoleny rychlé
opravy chyb. U v töích chyb by m la realease v tev zaniknout a z develop v tve by
m la vzniknout feature v tev pro opravu. P i jejím dokon ení dochází k mergi do
master i develop v tve sou asn .
• Master - Tato v tev obsahuje jednotlivé verze programu ur ené k distribuci. S kaû-
d˝m zápisem do této v tve by m l vzniknout tag, udávající verzi. V této v tvi nesmí
vznikat ûádné úpravy kódu ani z ní nesmí vznikat jiné v tve krom  hotfix v tví. Tato
v tev slouûí striktn  k p ehlednému uchování vydan˝ch verzí softwaru. Projekt m ûe
obsahovat maximáln  jednu master v tev. Je také hlavní v tví p i pouûití spojité dis-
tribuce kódu. Kaûdá verze v této v tvi se m ûe automaticky distribuovat. Jednotlivé
commity do ní mohou slouûit jako spuöt  e t chto automatick˝ch událostí.
• Hotfix - Slouûí pro rychlou opravu chyb, které se odhalili aû v master v tvi a také je
jedin˝m zp sobem jak upravit kód p ímo z ní. Po dokon ení v tve se její kód merguje
do master i do develop v tve, stejn  jako v release v tvi.
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Obrázek 3.3: Gitflow workflow
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Jak jde vid t systém je zna n  komplikovan jöí neû p edchozí a má p esn  specifikované
zp soby vyuûití jednotliv˝ch v tví. Tato vlastnost mu b˝vá mnohdy vy ítána obzvláöt 
u menöích t˝mu. Zachovává ale velmi dobrou a p ehlednou organizaci kódu a je v˝hodn˝
pro automatické testování, které se provádí typicky p ed mergem feature v tve a v release
v tvi.
3.2.4 Workflow pro k-Wave
Projekt po ítá s vyuûitím Gitflow workflow. Do budoucna se po ítá s p idáním dalöí
v tve, kterou jsem nazval pre-develop. Bude slouûít k manuální kontrole jednotliv˝ch
feature neû dojde k jejich slou ení s develop v tví. Tento merge bude provád n manuáln ,
vybran˝m  lenem t˝mu. Na projektu se totiû mohou podílet  lenové, kter˝m jeöt  nebyla
p i azena dostate ná d v ra k tomu, aby mohli ovlivnit stabilní v˝vojovou v tev, ze které
 erpají kód dalöí  lenové t˝mu (nap íklad studenti).
3.3 Typická workflow procesu kontinuální integrace
V této  ásti popíöi typickou workflow pro postupnou integraci s vyuûitím popisovan˝ch
nástroj  Git, Gitlab a Jenkins, která je znázorn na na obrázku 3.4.
Z obrázku je princip jasn ,˝ zam  ím se zde na pár d leûit˝ch bod  této workflow. Pro
Git je pouûita Gitflow workflow. Scéná  popisuje b ûné vytvo ení nové funkce ve feature
v tvi. Jenkins je schopn˝ automaticky rozpoznat zm ny této v tve v centrálním repozitá i.
Jakmile se o této zm n  dozví, stáhne si p ísluönou feature v tev do svého workspace a cel˝
build probíhá nad touto lokální kopií. Proto lze bez starostí p ed vlastním buildem provést
merge do develop v tve (op t v lokálním workspace). Aû nad takto slou en˝m kódem se
provádí testy a dalöí operace. Pokud v procesu dojde k jakékoliv chyb , je ukon en s chybou.
Notifikují se p ísluöní uûivatelé a k uloûení do centrálního repozitá e nedojde. Pokud je cel˝
proces v po ádku, uloûení prob hne a v˝sledky se zobrazí uûivateli.
Tato workflow je nep eruöitelná. Spousta krok  musí b˝t provád na sekven n  za sebou.
Nelze ji tedy v pr b hu pozastavit a pokra ovat v ní na základ  externí notifikace. Toto je
jeden ze základních problém  p i b hu program  na superpo íta ích.
3.4 Návrh workflow pro k-Wave
Z popisu d ív jöích kapitol lze vy íst, ûe pro b h projektu k-Wave na superpo íta ích
podobn˝ch Anselmu, nelze pouûít b ûnou workflow popisovanou v p edchozí kapitole. Pro
p ehled zde shrnu vöechny kritické body:
• Správa job  na superpo íta ích (nelze jednoduöe spustit skript na v˝po etním uzlu a
 ekat aû dob hne).
• Není moûná p ímá komunikace v˝po etních uzl  prost ednictvím internetu.
• Omezené moûnosti notifikace o dokon ení jobu superpo íta e.
• Omezení login uzlu jako nap íklad omezené hardwarové a v˝po etní prost edky. Navíc
existuje moûnost, ûe náö proces bude po dlouhém b hu násiln  ukon en b hov˝m
prost edím. Na druhou stranu je to jedin˝ uzel, kter˝ nám je schopn˝ zaslat data p es
internet.
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Obrázek 3.4: B ûná workflow procesu CI
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• Softwarové prost edky a nastavení prost edí na superpo íta i. Na superpo íta i máme
omezená oprávn ní. Nem ûeme provád t systémová nastavení a instalovat m ûeme
pouze do lokálních adresá  .
3.4.1 Moûná  eöení problém  s workflow
V této  ásti uvedu moûná  eöení jednotliv˝ch problém , které jsem navrhl na základ 
uvedené literatury a experimentování s nástroji.
Testování na login uzlu
Malé úlohy lze spouöt t p ímo na login uzlu bez plánova e job . Vhodné pouze pro
základní a jednoduché projekty. Neotestujeme totiû b h v paralelním prost edí s pot ebnou
v˝po etní silou ani specifické hardwarové poûadavky jako GPU procesory atd. M ûeme ale
otestovat nastavení prost edí, komunikaci se serverem a provést jednoduché testy.
Sekven ní test jedním Jenkins projektem
Jde o náro n jöí  eöení, které probíhá v t chto krocích.
1. Konfigurace prost edí na superpo íta i.
2. Zaûádání o provedení testu na v˝po etních uzlech. Test bude za azen do fronty.
3. Spuöt ní kontrolního skriptu. Ten má za úkol monitorovat zda test, o jehoû spuöt ní
se ûádalo v p edchozím kroku, jiû dob hl.
4. Jakmile dojde k ukon ení testu, skript se ukon í a m ûe se p ejít do post build fáze.
5. Vyhodnocení a zaslání v˝sledk  Jenkins serveru.
 eöení je znázorn né na obrázku 3.5. Hlavní nev˝hodou je, ûe nemáme jistotu, kdy se
skute n  test spustí a build díky tomu m ûe trvat opravdu dlouho (klidn  hodiny). V takové
situaci m ûe dojít k násilnému ukon ení buildu ze strany Jenkins serveru nebo prost edí
superpo íta e.
Paralelní test s více Jenkins projekty
Tento p ístup jiû vyûaduje nakonfigurování dvou Jenkins projekt . Postupn  se provádí:
1. Spuöt ní prvního Jenkins projektu.
2. Konfigurace prost edí na superpo íta i.
3. Zaûádání o provedení testu na v˝po etních uzlech. Test bude za azen do fronty.
4. Spuöt ní kontrolního skriptu v paralelním vlákn . První Jenkins projekt sv j build
kon í. Skript na superpo íta i stále b ûí.
5. Ukon ení testu. Skript notifikuje Jenkins server, kter˝ spustí paralelní Jenkins projekt.
Moûnost více zp sobu notifikací. Nejjednoduööí je notifikace p es Jenkins Rest API.
6. Tento druh˝ Jenkins projekt vyhodnotí a zobrazí v˝sledky uûivateli.
Tento p ístup je sloûit jöí na konfiguraci a mén  p íjemn˝ a p ehledn˝ pro uûivatele. Stále
hrozí ukon ení kontrolního skriptu na superpo íta i. P ístup je znázorn n˝ na obrázku
 eöení je znázorn né na obrázku 3.6.
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1. Zaslání jobu na slave uzel
2. Provedení Jenkins buildu
● Nastavení prostředí
● Překlad a sestavení programu
● Zažádíní o provedení jobu
● Pooling – dotazování zda job skončil
3. Job jde do fronty
4. Job jde ke zpracování 
na výpočetní uzly
5. Provedení 
výpočtu
Jenkins projekt
6. Pool se dozví o dokončení 
jobu, Jenkins build končí
Obrázek 3.5: Sekven ní build s jedním Jenkins projektem
1. Zaslání jobu na slave uzel
2. Provedení Jenkins buildu
● Nastavení prostředí
● Překlad a sestavení programu
● Zažádíní o provedení jobu
● Konec buildu
3. Job jde do fronty
4. Job jde ke zpracování 
na výpočetní uzly
5. Provedení 
výpočtu
6. Notifikace o dokončení
Jenkins projekt A
Jenkins projekt B
Obrázek 3.6: Build s více Jenkins projekty a notifikací
Paralelní test s notifikací emailem
Obdobné  eöení jako p edchozí, které ale vyuûívá moûností Anselmu zaslat upozorn ní
o dokon ení jobu emailem. Je moûnost toto upozorn ní odchytnout a spustit jim druh˝
Jenkins projekt. Zaslání emailu ale není zaru eno.
3.5 Návrh  eöení pro k-Wave
V této  ásti shrnu údaje, které byly popsány v jednotliv˝ch p edchozích kapitolách. Pro
projekt k-Wave jsem zvolil tyto nástroje a postupy:
• Git pro správu verzí zdrojov˝ch kód  s Gitflow workflow. Centrální repozitá  bude
hostovan˝ na Gitlabu nasazeném na soukromém serveru.
• GoogleTest pro tvorbu automatick˝ch test  jednotek.
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• Jenkins pro  ízení procesu kontinuálního v˝voje a zobrazování v˝sledk .
• Jenkins buildy budou spouöt ny manuáln  p es web nebo automaticky p i commitu do
feature nebo release v tve v origin repozitá i (push událost). P i dokon ení n kter˝ch
test  m ûe b˝t proveden automatick˝ merge do develop v tve.
• Testování k-Wave bude probíhat na superpo íta i Anselm. Pouûije se test na login
uzlu a sekven ní test s jedním Jenkins projektem.
• Bude vyuûito více typ  Jenkins projekt . Pro jednoduööí testy klasick˝ Freestyle pro-
jekt. Pro testy s r znou verzí konfigurace Multiconfiguration projekt.
• Buildy budou distribuované, spouöt né p es ssh.
• Do budoucna se po ítá s vyuûitím r zn˝ch nástroj  pro generování dokumentace
a kontrolu kvality kódu.
• Jenkins a Gitlab pob ûí jako Docker kontejnery.
Potencionálním rizikem zavedení metodik a postup , popsan˝ch v této práci, je do asné
sníûení efektivity jednotliv˝ch  len  t˝mu, kte í se budou muset nau it novému stylu práce.
Proto bude kontinuální integrace zavád na inkrementáln  po menöích krocích, které budou
v˝vojá i snadn ji zavád t do své práce. Tento projekt poskytuje první kroky této integrace.
P i návrhu a implementaci jednotliv˝ch  ástí  eöení jsem se snaûil co nejmén  vzdalovat za-
veden˝m praktikám t˝mu. Proto jsem pouûil n které stávající testovací skripty a postupy.
N která  eöení jsou proto komplikovan jöí, mén  p ív tivé, pop ípad  není jejich architek-
tura tak robustní jak by mohla b˝t. Budou ale mnohem lépe zapadat do práce t˝mu, coû je
na za átku zavedení nové metodiky mnohem d leûit jöí.  eöení je navrûeno s ohledem na
budoucí rozöí ení a vylepöení.
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Kapitola 4
Implementace postupné integrace
do projektu k-Wave
V této kapitole uvedu postup implementace postup  a nástroj  postupné integrace
do projektu k-Wave. Nejd íve popíöi zavedení a správu prost edí pro kontinuální integraci,
dále instalaci a konfiguraci jednotliv˝ch nástroj . Popíöi zde i realizaci n kter˝ch regresních
a unit test , která byla sou ástí mého zadání.
4.1 Prost edí kontinální integrace
Pod pojmem prost edí kontinuální integrace mám na mysli hardwarové a softwarové
komponenty, nezbytné pro hladk˝ b h kontinuální integrace projektu. Schéma lze vid t na
obrázku 4.1. Automatické buildy se provádí vzdálen  s vyuûitím master-slave architektury.
Obrázek 4.1: Architektura  eöení
V této  ásti budu popisovat administraci serveru na kterém b ûí pouûívané sluûby,
konfiguraci sluûeb samotn˝ch a nastavení kooperace mezi nimi. V p íloze B je myölenková
mapa zobrazující nastavení, provád ná na jednotliv˝ch sluûbách. Sluûby, v etn  komunikace
mezi nimi, jsou také znázorn ny na diagramu 4.2. Obrázek také znázor uje obecn˝ pohled
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Obrázek 4.2: Komunikace sluûeb b hem Jenkins buildu
na kroky, které se p i kontinuální integraci provádí. Pro nastavení znázorn ného chování je
pot eba nakonfigurovat:
• Samotn˝ server na kterém sluûby b ûí. Toto nastavení je v kapitole 4.1.1.
• Nastavení Gitlab sluûby. Tato konfigurace zahrnuje zp ístupn ní Git repozítá e, správu
wiki a tzv. issues. Pro n které scéná e je t eba zajistit web hook, kter˝ inicializuje
spuöt ní Jenkins buildu. Více v kapitole 4.2.
• Nastavení Jenkins sluûby, která pokr˝vá konfiguraci celého build procesu, komunikaci
se slave uzly, kde se build provádí, vyhodnocení v˝sledk  a vytvá ení report , no-
tifikace uûivatel  p i úsp öném  i neúsp öném buildu a mnoho dalöích. Také je zde
nastavena komunikace s Gitlab serverem, odkud si m ûe Jenkins stahovat zdrojové
soubory a p ípadn  uloûit slou ené verze kódu z r zn˝ch v tví. Tomuto nastavení se
v nuje kapitola 4.3.
• Dále je pot eba provést uûivatelské nastavení pro p ístup ke Git repozitá i a umoûnit
vzdálené p ipojení na slave uzlu. Tomuto nastavení se v této práci v novat nebudu.
4.1.1 Server
Veökeré sluûby b ûí na jediném serveru, na obrázku popsaném jako UPSY NAS Server.
Sluûby navíc nejsou p ímo instalované na stanici, ale b ûí jako Docker kontejnery. Toto
 eöení sebou p ináöí jednu velkou v˝hodu. Docker se stává pom rn  populárním nástrojem,
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kter˝ je podporován na r zn˝ch architekturách. Nám to umoûnilo zprovoznit celé prost edí
na NAS serveru od firmy Synology.
Zkratka NAS znamená Network-attached storage, tedy datové uloûiöt  na síti. Nejd íve
se NAS pouûíval pouze ke sdílení dat.  asem se ale za al pouûívat i pro poskytování dalöích
sluûeb, nej ast ji jednoduch˝ch HTTP server . Zavedením podpory Dockeru ale moûnosti
pouûití zna n  rostou, coû dokazuje i tato práce. M ûete na n m v podstat  zprovoznit
jakoukoliv sluûbu, pro kterou je k dispozici Docker image, pop ípad  si vytvo it image
vlastní. Omezují vás pouze hardwarové moûnosti NAS serveru [12].
S hardwarov˝m omezením jsem se musel vypo ádat i v tomto projektu. V töina sluûeb
je psaná v jazyce Java a p íliö neöet í zdroji, p edevöím opera ní pam tí. Tento problém se
projevoval velmi pomal˝m b hem sluûeb. Po  ad  test  a anal˝z jsme se s vedoucím práce
rozhodli nav˝öit RAM pam  , coû náö problém vy eöilo.
4.1.2 Nastavení prost edí
Synology NAS server lze ovládat p es webové rozhraní Disk Station Manager (DSM)
nebo pomocí ssh. Instalace balí k  se provádí prost ednictvím Centra balí k . P es n j
lze nainstalovat Docker a dalöí aplikace. V töina aplikací se instaluje jako p edkonfiguro-
van˝ Docker kontejner. Tento p ístup jsem ale rad ji nepouûíval, jelikoû zp ístup uje pouze
minimum moûn˝ch nastavení.
Správu Dockeru jsem provád l t mito dv ma zp soby
• Ssh p ipojení - Docker poskytuje sadu nástroj , pomocí kter˝ch se dá ovládat p es
p íkazovou  ádku. Na NAS serveru to ale  asto zp sobovalo nestabilitu prost edí.
Proto jsem tento zp sob pouûíval spíöe p i  eöení potíûí.
• Grafická aplikace - DSM obsahuje grafického správce, p es kterého lze stahovat
jednotlivé image, ty poté spravovat a vytvá et kontejnery s jejich konfigurací. Uti-
lita poskytuje veökerá pot ebná nastavení, ale pot˝ká se s nestabilitou obzvláöt  p i
p ipojení konzole do Docker kontejneru. Obecn  ale byla stabiln jöí neû správa p es
ssh.
Na kaûdém kontejneru se dají konfigurovat tyto poloûky:
• Porty - Ur uje jak se budou mapovat porty kontejneru na ve ejné porty hostující
stanice.
• Svazky - Soubory a adresá e uvnit  kontejneru lze mapovat na svazky hostující sta-
nice. Data jsou poté k dispozici i kdyû kontejner neb ûí a dají se snadno zálohovat  i
p enáöet na jiné stanice.
• Odkazy - Pomocí odkaz  lze propojovat jednotlivé kontejnery mezi sebou. Já tak
propojoval nap íklad MySQL databázi s Gitlab kontejnerem. Vûdy kdyû se uvnit 
Gitlab kontejneru zavolá p íkaz mysql, spustí se p ímo p íkaz kontejneru MySQL.
• Prom nné prost edí - Pomocí nich se provádí konfigurace prost edí kontejneru.
Kaûdá image má v töinou Github stránku s návodem jaké prom nné prost edí se
mohou nastavovat a jak˝m zp sobem.
Detailní popis nastavení naleznete v p íloze A. Nastavení prom nn˝ch prost edí je po-
tencionálním rizikem. N které prom nné uchovávají citlivá data jako nap íklad p ístupové
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údaje. Nastavení kontejner  lze vûdy p e íst z Grafické konzole Dockeru. Proto je pot eba
zabezpe it p ístup na Docker DSM, p ípadn  vytvo it nové image, které budou mít tyto
údaje v sob  p ednastavené.
4.2 Nastavení Gitlabu
Následující podkapitoly obsahují popis nastavení Gitlab serveru. Spolu s vyuûitím od-
kazovan˝ch zdroj  lze kapitolu pouûít jako uûivatelskou p íru ku správce serveru.
4.2.1 Nastaveni Docker kontejneru pro Gitlab
Vytvo ení a nastavení Gitlabu bylo nejsloûit jöí z pouûit˝ch Docker kontejner . Oficiální
Docker image se mi v bec nepoda ilo na NAS serveru zprovoznit. Z pr zkumu a testování
dostupn˝ch image mi nejvíce vyhovovala sameersbn:gitlab, která nabízí pokro ilé moû-
nosti nastavení prost ednictvím prom nn˝ch prost edí, dobrou dokumentaci a stabilní b h.
V této image se mi nepoda ilo nastavit SMTP server, aby p ijímal certifikát podepsan˝
vlastní certifika ní autoritou, kter˝ pouûívá email na fakult  informa ních technologií. Je
tedy pot eba pouûít emailovou sluûbu s uznávan˝m certifikátem. V tomto projektu jsem po-
uûil Gmail. Tento emailov˝ ú et bude slouûit pro zasílání upozorn ní a p ístup  uûivatel m
Gitlabu.
Problémy s nastavením image jsem zkouöel obejít i vyuûitím kontejner  s Linuxovou
distribucí, do které bych si nainstaloval pot ebné sluûby. Vyzkouöel jsem r zné distribuce.
Hlavním problémem byla sloûitá konfigurace a problémov˝ b h komponent. Tyto image
jsou velmi omezené oproti klasick˝m instalacím. V töina b ûn˝ch instala ních postup  pro
m  nebyla pouûitelná, pot ebné sluûby a jejich  ásti necht ly startovat nebo se samovoln 
ukon ovaly. V˝kon tohoto  eöení také nebyl vyhovující. Proto jsme se rozhodli vést sluûby
v samostatn˝ch kontejnerech, coû odpovídá doporu ovan˝m koncept m práce s Dockerem.
4.2.2 Nastavení sluûby
Veökerou konfiguraci jsem provád l p es webové rozhraní. P ístup ke Git repozítá i byl
zajiöt n˝ p es HTTP, kv li problém m se sm rováním SSH p ístupu. D leûit˝m krokem
bylo nastavení portu. Login uzel na Anselmu umoû uje komunikovat pouze p es povolené
porty. Z nabízen˝ch moûností se dal pouûít pouze port 9418. K autentizaci bylo vyuûito
uûivatelské jméno a heslo. Gitlab CI jsem pro projekt nepouûíval, proto jej nebylo pot eba
konfigurovat. Dále se nastavení obeölo pouze s menöími úpravami, které zde nebudu popi-
sovat.
Práce s issues
V sou asném  eöení p edpokládám pouze základní práci s Gitlab issues. Ty budou vy-
tvá eny p es webové rozhraní, p es které mohou b˝t i ru n  dokon eny. Implementace pod-
poruje i automatické doko ení issue na základ  commitu  i poûadavku na merge v origin
repozitá i. Pro vyuûití této moûnosti se pouûívá speciální formát zprávy, která se p ipojí
ke commitu. Pokud tedy bude chtít v˝vojá  s commitem automaticky dokon it issue, musí
p idat vhodn˝ komentá . Komentá  musí obsahovat anglick˝ text, odpovídající následují-
címu regulárnímu v˝razu:
((?:[Cc]los(?:e[sd]?|ing)|[Ff]ix(?:e[sd]|ing)?) +(?:(?:issues? +)?%issue_ref
(?:(?:, *| +and +)?))+).
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Obrázek 4.3: Nastevení web hook pro Gitlab
Takûe nap íklad p íkaz: git commit -m "My commit (Fix #20, Fixes #21 and
Closes group/otherproject#22). This commit is also related to #17 and fixes
#18, #19 and https://gitlab.example.com/group/otherproject/issues/23." ukon í
issues 18, 19, 20 a 21 projektu, do kterého byl commit proveden a issues 22 a 23 v odpoví-
dajícím projektu group/other/otherproject. Issue s  íslem 17 z stane neovlivn na, protoûe
neodpovídá v˝razu.
Automatické dokon ení issue s vyuûitím v˝öe popsan˝ch komentá   je k dispozici v zá-
kladní konfiguraci Gitlab serveru. Není teda pot eba ûádné zvláötní nastavení. V p ípad 
pot eby lze upravit regulární v˝raz dle vlastních pot eb. V˝chozí nastavení je ale pom rn 
intuitivní, proto jsem úpravy neprovád l.
Propojení s Jenkins
Dle návrhu  eöení je pot eba zajistit, aby commit do feature  i release v tve automaticky
spustil odpovídající Jenkins buildy, které provedou sadu test  a dalöích operací. Pokud vöe
projde v po ádku dojde v p ípad  feature v tve k automatickému mergi do develop v tve.
Pro zajiöt ní takového chování je pot eba provést konfiguraci jak na stran  Gitlabu, tak na
stran  Jenkins serveru. Nastavení Jenkins serveru bude probráno v kapitole 4.3.2.
Aktivním prvkem je p i této spolupráci Gitlab. Ten inicializuje build na Jenkins serveru.
K tomu vyuûívá tzv. web hook. Jde o automaticky spouöt nou událost, která se postará
o zaslání http zprávy ur enému cíly. Zpráva sebou nese  adu r zn˝ch informací ve formátu
json, kter˝ je k vid ní v p íloze C.
Konfigurace web hooku je velmi jednoduchá. Provádí se v nastavení Gitlab projektu,
kart  Web Hooks, která jde vid t na obrázku 4.3. Sta í zadat cílovou URL adresu a spouöt  
akce (trigger). V naöem p ípad  pouûijeme adresu Jenkins serveru (ve tvaru http://jenkins-
url/gitlab/build_now - viz. kap. 4.3.2) a jako trigger pouûijeme push událost (Push events).
Jenkins se jiû postará o zbytek.
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Obrázek 4.4: Jenkins dasboard
4.3 Nastavení Jenkins serveru
Nastavení Docker kontejneru pro Jenkins bylo bezproblémové. Proto jej zde popisovat
nebudu a zam  ím se na nastavení sluûby jako takové. Toto nastavení jsem provád l p es
webové rozhraní.
Jenkins web pouûívá jednotnou öablonu, s hlavním obsahem, lev˝m bo ním panelem,
záhlavím a zápatím. V˝chozí stránka se naz˝vá Dasboard a obsahuje základní informace o
vöech projektech. Hlavní  ást stránky zabírá tabulka s tzv. pohledy, které sdruûují projekty
do skupin a u kaûdého zobrazuje základní informace. Dashboard lze vid t na obrázku 4.4.
V Jenkins lze provád t tyto kategorie nastavení:
• Globální nastavení Jenkins serveru, které obsahuje obecná nastavení vyuûita serverem
a nap í  vöemi buildy. Toto nastavení je p ístupné z bo ního panelu dashboardu .
• Nastavení Jenkins projekt , které je p ístupné z bo ního panelu stránky konkrétního
projektu, která je zobrazena na obrázku 4.6. Na tuto stránku se lze dostat kliknutím
na název projektu v pohledu Jenkins dashboardu.
• Nastavení pohled , které slouûí k lepöímu uspo ádání projekt . Toto nastavení budu
popisovat pouze v  ásti zab˝vající se pipeline buildy (kapitola 4.3.2).
4.3.1 Globální nastavení Jenkins serveru
Toto nastavení obsahuje obecné vlastnosti platné pro sluûbu samotnou nebo nap í 
vöemi Jenkins projekty. Provádí se ze sekce Administrace, která je k dispozici z bo ního
panelu dashboardu (viz obr. 4.4). Obsahuje vlastnosti jako Nastavení zabezpe ení, správu
plugin , monitorování zát ûe a mnoho dalöích. Já zde popíöi pouze nastavení, která byla
pro tento projekt nejd leûit jöí.
Zabezpe ení
Zabezpe ení serveru se t˝kají tyto poloûky:
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• Globální nastavení - Umoû ují nastavit metodu zabezpe ení serveru. Je rozd -
lena do dvou  ástí Security Realm a Autorizace (Authorization). Realm udává,
jak˝m zp sobem budou k dispozici uûivatelské údaje. Nejzajímav jöí varianty jsou
autentizace pomocí vlastní Jenkins databáze uûivatel  a autentizace pomocí LDAP
serveru. Já pouûil metodu vlastní Jenkins databáze uûivatel . Autorizace poté ur uje
jak budou uûivatelé autorizování. Zde jsou vhodné varianty p ihláöení uûivatelé mo-
hou provád t vöe nebo vyuûití zabezpe ovací matice, kde nastavíte kaûdému uûivateli
konkrétní oprávn ní (lze rozöí it i o moûnost up esn ní projektu).
• Správa oprávn ní - Zde se nastavují ov  ení, která pouûije Jenkins p i práci s dalöími
systémy. Moûné je pouûití uûivatelského jména a hesla, uûivatelského jméno a SSH
klí e,  i certifikát . Pro projekt jsem pouûil r zné varianty dle moûností externího
systému. Autentizace pro Anselm slave uzel probíhala pomocí uûivatelského jména
a SSH klí e, komunikace s Gitlabem pomocí uûivatelského jména a hesla.
• Správa uûivatel  - Zde m ûete spravovat uûivatele, p i azovat jim SSH klí e, API
tokeny p ístupová hesla atd.
Moûnosti zabezpe ení se dají dále rozöi ovat pomocí r zn˝ch plugin .
Správa uzl 
V tomto nastavení lze spravovat vzdálené uzly, které se pouûívají p i distribuovan˝ch
buildech (viz. 2.5.2). P i vytvá ení nového uzlu lze provést sadu nastavení, které poté ovlivní
moûnosti dalöí správy. Já pouûíval jednoduché uzly, které jsem udrûoval online jak bylo
moûné a nebo je spouöt l online aû p i spuöt ní buildu, kter˝ je pouûíval, a po jeho skon ení
odpojil (spouöt ní a odpojení je automatické). D leûitou vlastností je moûnost p i azovat
uzl m label. Pomocí n j m ûete sdruûovat uzly do skupin. Ukázkovou skupinou m ûe b˝t
skupina uzl  s opera ním systémem Windows a dalöí skupina s Linuxem. P i konfiguraci
buildu se poté udává práv  tento label. M ûete tedy s jedním buildem spustit naráz 10
uzl  s Linuxem, ale r znou konfigurací. V tomto projektu jsem nem l k dispozici tolik
v˝po etních stanic, proto jsem vûdy m l nastaven˝ zvláötní label pro kaûd˝ uzel. V praxi
b˝vá ale tato moûnost velmi  asto vyuûívaná.
Z tohoto nastavení lze uzly i monitorovat, spouöt t na nich vzdálen  p íkazy, vypisovat
jejich konfigurace, zjiö ovat jejich historii atd.
Správa plugin 
Práce s pluginy je jednou z hlavních v˝hod Jenkins serveru. Samotná instalace obsahuje
pouze základní sadu moûností. Veökeré pokro ilejöí funkce se systému dodávají formou
plugin . Jelikoû jde o velmi rozöí en˝ open source projekt, existuje opravdu mnoho plugin ,
poskytující r zné funkce od jednoduch˝ch moûností úpravy zobrazení informací po velmi
pokro ilé pluginy, které umoû ují a  ídí spolupráci s externími systémy.
D leûité pluginy pro tento projekt jsou sepsány v p íloze D. Jenkins obsahuje správce
plugin , kter˝ umoû uje jejich snadné vyhledávání, instalaci, aktualizaci  i mazání. Správce
lze vid t na obrázku 4.5. Vlastnosti konkrétních plugin  se pak nastavují dle jejich typu.
Pluginy, které ovliv ují p ímo jednotlivé buildy se nastavují v nastavení build , globální
pluginy v globálním nastavení atd.
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Obrázek 4.5: Jenkins správce plugin 
Monitorování zát ûe
Monitorování zát ûe je d leûitou sou ástí správy kaûdého serveru. Pro Jenkins lze toto
monitorování rozd lit do dvou kategorií:
• Obecné monitorování zát ûe. Pro tento projekt bylo velmi d leûit˝ kv li omezen˝m
v˝po etním moûnostem platformy (Docker kontejner na NAS serveru). Provád l jsem
jej s vyuûitím pluginu Monitoring, kter˝ umoû uje sbírat  adu charakteristik a pre-
zentovat je formou tabulek  i graf .
• Vytíûení disku. To je velmi d leûitou charakteristikou. Moderní agilní p ístupy provádí
 adu velmi rozsáhl˝ch automatick˝ch test  a dalöích operací. Kaûdá z nich m ûe
ukládat velké mnoûství dat. Snadno poté m ûe dojít k vy erpání kapacity disku. Pro
toto monitorování je vhodn˝ plugin disk-usage. Ten umí zobrazit trendy vytíûení
disku celého serveru i pro jednotlivé projekty.
4.3.2 Nastavení Jenkins projekt 
V této  ásti popíöi nejpodstatn jöí nastavení Jenkins projekt . Tato nastavení jsou p í-
stupná p es poloûku Nastavit z bo ního panelu stránky projektu, která je zobrazena na
obrázku 4.6.
Mezi d leûité poloûky nastavení  adím
• Správa zdrojového kódu (Git)
• Spouöt ní build  (Manuální nebo automatické p i uloûení kódu)
• Build akce
• Post-build akce
Dále lze nastavovat název  i popis projektu, uchovávání historie build  a  adu dalöích
vlastností, které lze rozöi ovat pomocí plugin .
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Obrázek 4.6: Stránka Jenkins projektu
Git a Gitlab
Poûadavky na práci s Gitem jsou popsány v kapitole 3.5, pot ebná nastavení na stran 
Gitlabu pak v kapitole 4.2.2. Práce s Gitem je odliöná pro feature a release v tve.
Konfigurace Jenkins serveru je jiû obtíûn jöí. Celá se provádí v nastavení konkrétního
Jenkins projektu a skládá se z t chto krok :
• V  ásti Source Code Managment zaökrtneme moûnost Git a nastavíme URL adresu
repozitá e s pot ebn˝mi oprávn ními viz 4.7. Udáme jaká v tev repozitá e nás zajímá
(feature nebo release). Toto nastavení umí pracovat se zástupn˝mi znaky. Vyuûijeme
zde konvence pro pojmenovávání v tví, kterou pouûívá gitflow (podobá se cestám
adresá  ). Nap íklad up esn ním v tve ve tvaru */feature/* zajistíme, ûe nás zajímá
libovolná feature v tev.
• Pro feature v tve pot ebujeme zajistit, ûe p ed samotn˝m buildem dojde ke slou-
 ení s develop v tví. Tohoto docílíme p idáním rozöí eného nastavení (Additional
Behaviours) s názvem Merge before build. Vytvo í se tím nová sekce nastavení,
která je také k vid ní na obr. 4.7. Doplníme cílov˝ repozitá  a v tev se kterou se bude
merge provád t. Plugin umoû uje slu ovat data z r zn˝ch repozitá   a v tví, coû
zp ístup uje moûnost realizovat rozli né scéná e. Automatické testy v release v tvích
slou ení kódu nevyuûívají.
• Zajiöt ní automatického spuöt ní se b ûn  provádí v  ásti Build Triggers, kterou
ale necháme nevypln nou. Lze v ní nastavit pouze postupy jako nap íklad periodické
spouöt ní buildu, opakované dotazování do git repozitá e apod. V projektu ale pot e-
bujeme automatické spouöt ní, které je vyvoláno git repozitá em, respektive Gitla-
bem. K tomu jsem vyuûil Gitlab Hook Plugin. Ten vyuûije Gitlab Web hook, kter˝
je vyvolán vûdy, kdyû dojde uloûení do origin repozitá e. Hook je zaslán na adresu ve
tvaru: http://jenkins-server/gitlab/notify_commit. Jak jde vid t není v adrese
v bec uveden konkrétní Jenkins projekt. Ten se ur í aû dle obsahu hooku, kter˝ ob-
sahuje sadu informací, mezi které pat í o jakou událost se jedná (commit), jaké Git
v tve se událost t˝ká, kdo ji provedl a spousta dalöích. Ukázka zprávy je v p íloze
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Obrázek 4.7: Nastavení správy soubor  na Jenkins
C. Jenkins projde tento obsah a spustí ty projekty, které zajímá odpovídající v tev.
Pokud tedy na Gitlabu dojde k uloûení dat do konkrétní v tve, vûdy se na Jenkins
spustí vöechny buildy, které se o v tev zajímají. Pokud pot ebujete konkrétn jöí iden-
tifikaci build , je pot eba pouûít jin˝ postup. V projektu jsem vyuûil dalöího pluginu
s názvem Commit Message Trigger Plugin. Ten zajistí to, ûe kdyû zpráva commitu
nebude obsahovat specifikovan˝ text, nedojde provedení build akcí a projekt bude
ozna en jako NOT BUILD, NOT FAILED nebo SUCCESS. Nastavení se provádí
v sekci Build Environment a jde vid  také na obrázku 4.7.
• U testování feature v tve chceme mít k dispozici i moûnost automatického uloûení
slou eného kódu do develop v tve v origin repozitá i. Toto nastavení se provádí v sekci
Post-build actions pomocí nástroje Git Publisher, kter˝ je sou ástí Git pluginu.
V nástroji je op t t eba nastavit název repozitá e a v tve, kam se bude kód ukládat.
Je moûnost p iloûit i vlastní poznámku. V naöem p ípad  ale sta í zaökrtnou polí ko
Merge Results, protoûe pouûíváme slou ení kódu p ed buildem. Nastavení lze vid t
na obrázku 4.7, více informací o nastavení post-build akcí je v kapitole 4.3.2.
Dalöí plugin pro spolupráci Jenkins - Gitlab je gitlab-plugin. Ten umoû uje spouöt ní
p ímo konkrétních Jenkins projekt . P i jejich v töím po tu, ale m ûe docházet ke zna n˝m
prodlevám spuöt ní buildu (desítky minut).
Pro práci s Gitem je pot eba nainstalovat Git plugin a nastavit cesty ke spouöt cím
soubor m. U vzdálen˝ch uzl  se dá nastavení specifikovat pro kaûd˝ uzel zvláö . U An-
selmu byla situace troöku komplikovan jöí. V˝chozí verze Gitu, která je na superpo íta i
nainstalovaná nepodporuje autentiza ní metody, které pouûívá Jenkins. Bylo nutné dohod-
nout instalaci nov jöí verze na server. Nová verze je ale k dispozici formou modulu, kter˝
se musí zavést. To je v klasickém scéná i Jenkins buildu problém, protoûe modul pro Git
musí b˝t zaveden pouze pokud se pouûije Anselm uzel a musí b˝t zaveden jeöt  p ed tím,
neû se za ne stahovat kód. Zavedení tedy nem ûe b˝t sou ástí skriptu pro build, ale musí
b˝t provedeno d íve. V projektu jsem vyzkouöel více  eöení, ale nakonec jsem se rozhodl
pro pouûití pluginu pre-scm-buildstep. Ten p idá moûnost provedení krok  jeöt  p ed
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Obrázek 4.8: Jenkins spuöt ní bash skriptu
staûením kódu. Nastavuje se v  ásti Build Environment.
Konfigurace build akcí
Tato  ást je jádrem práce s Jenkins. Existuje celá  ada plugin , které umoû ují správc m
provést velmi rychlé nastavení b ûn˝ch úloh. Jak jsem ale uvád l v kapitole 3.4 tento projekt
je pom rn  atypick ,˝ proto jsem tyto nástroje nemohl pouûít a v töinu funkcí jsem musel
obstarat pomocí shell skript , které popíöi blíûe v kapitole 4.4. Z pohledu nastavení Jenkins
serveru byla tato  ást tedy velmi jednoduchá. Obsahovala pouze jeden krok a to spuöt ní
pot ebného bash skriptu. Nastavení lze vid t na obr. 4.8. Shell skripty  ídily v töinu  ásti
build flow popsané v kapitole 3.3. Blíûe je popíöi v kapitole 4.4.
Konfigurace post build akcí
V této sekci se nastavují kroky, které se provedou aû po prob hnutí buildu samotného.
Typicky se zde provádí vytvá ení r zn˝ch report , záloha artefaktu  i automatick˝ deploy-
ment. V této práci jsem vytvá el reporty pro unit testy a poté vlastní reporty pro regresní,
p ípadn  v˝konnostní testy. N které z pouûit˝ch technik vyûadovali zálohování artefakt .
P i pouûití vhodné knihovny pro unit testování je vytvo ení report  velmi jednoduché
a lze vid t na obrázku 4.9. Vyuûijeme pluginu JUnit. V n m nastavíme adresá  s xml
v˝stupy test  a tzv. health faktor. Ten udává jak moc bude vyhodnocení v˝sledk  test 
p ísné. V˝chozí nastavení s hodnotou 1.0 znamená, ûe pokud selûe 10% test , bude celková
úsp önost test  90%. Nejp ísn jöí hodnota 10.0  íká, ûe jiû p i selhání 10% test  bude brán
cel˝ test jako neúsp ch.
Nejd leûit jöí aspektem je ale vytvo ení v˝stupního XML souboru v odpovídajícím for-
mátu. Knihovna GoogleTest tento formát dodrûuje. V töina jin˝ch xUnit testovacích fra-
mework  ale pouûívá vlastní formát. Pro n j je nutné provést transformaci XML do od-
povídajícího formátu. Tento krok lze naprogramovat vlastnoru n , p ípadn  pouûít plugin
xUnit plugin, kter˝ umí v˝stupy vybran˝ch knihoven (nap . CppUnit) provést automa-
ticky. V˝öe popsané knihovny automaticky stáhnou v˝stupní XML ze slave uzl  a vypíöí
p ísluön˝ report.
Zajímav jöí  ástí je tvorba vlastních report , které jsem cht l zobrazovat na stránce
projektu. Existuje více zp sob  jak t chto report  dosáhnout. Já zvolil  eöení s vyuûitím
pluginu Summary Display. Vytvo ení report  se poté skládá z t chto krok :
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Obrázek 4.9: Report unit test 
1. Na slave uzlu se vytvo í v˝stupní XML soubory v poûadovaném formátu. Tento soubor
jsem vytvá el pomocí vlastní Python knihovny, kterou popíöi v kapitole 4.4.1.
2. Po úsp öném dokon ení test  se musí XML soubory dopravit na master uzel. K tomu
lze pouûít archivaci artefakt . Já si vysta il se základní moûností, která je v Jenkins
p ístupná. Pro komplikovan jöí scéná e lze ale vyuûít pluginu ArtifactDeployer.
Pomocí artifakt  jsem distribuoval i dalöí textové v˝stupy z regresních test , pot ebné
pro manuální vyhodnocení.
3. Na master uzlu se ze soubor  vytvo í pot ebn˝ report.
V nastavení Jenkins projektu je pot eba ur it reportovací soubory a lze nastavit, zda se
mají reporty zobrazit i na stránce projektu, ne jen v˝sledk  buildu, jak lze vid t na obr.
4.10. Na obrázku lze vid t chybová hláöka, která  íká, ûe dan˝ adresá  není na serveru
k nalezení. To je na za átku tvo ení projektu u podobn˝ch konfigurací typické. V˝stupní
adresá  se na serveru vytvo í aû po prvním spuöt ní buildu.
Multikonfigura ní projekty
Tento typ projekt  bude v dalöích fázích pro projekt k-wave velmi d leûit .˝ Pro za átek
by mohla mít konfigura ní matice dv  dimenze
• Slave uzel - Základní scéná  bude po ítat s tím, ûe testy pob ûí na superpo íta ích
Anselm a Solomon. Do budoucna mohou p ib˝t dalöí.
• P eklada  - V sou asné dob  se testuje p eklada  gcc a icpc od firmy Intel. Kaûd˝
vyûaduje troöku jiné nastavení a jiné verze pomocn˝ch knihoven. Ohled na r zné volby
p eklada   byl brán i p i volb  frameworku pro unit testy. GoogleTest funguje bez
problém  s ob ma p eklada i.
 asem mohou p ib˝t dalöí dimenze matice jako nap íklad verze knihoven, optimalizace
p ekladu, atd.
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Obrázek 4.10: Vlastní reporty v Post build sekci
Obrázek 4.11: Nov˝ multikonfigura ní projekt
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Obrázek 4.12: Nastavení multikonfigura ního projektu
Toto nastavení vyûaduje vytvo ení zvláötního typu projektu, tzv. Multi-configuration
project. Tato volba se vybírá v prvním kroku tvorby nového projektu a lze vid t na obrázku
4.11. V nastavení projektu, poté p ibude nová sekce Configuration Matrix. Ta umoû uje
provád t tyto akce:
• P idání dimenze matice (Add axis) - Umoûní p idat dalöí prom nnou, která
ovlivní build a nastavit její povolené hodnoty. V základní instalaci jsou k dispozici
moûnosti JDK (verze Javy), Label expression (Combination Filter) (zm na la-
belu, kter˝ ur uje nap . jaká skupina slave uzl  se pouûije), Slaves (p ímé ur ení
slave uzlu) a User-defined axis (uûivatelsky definovaná prom nná).
• Nastavení kombina ních filtr  - Ve v˝chozím stavu tento typ projektu automa-
ticky spustí vöechny moûné kombinace hodnot jednotliv˝ch dimenzí konfigura ní ma-
tice. Ne vöechny kombinace ale musejí dávat smysl. V tomto nastavení lze pomocí
filtr  nastavit, které kombinace nechceme pouûít.
• Sekven ní b h konfigurací (Run each configuration sequentially) - Pokud
je tato volba zaökrtnutá bude Jenkins spouöt t konfigurace sekven n  za sebou. Ve
v˝chozím nastavení je provádí paraleln  vûdy pokud je to moûné. Tato volba se hodí
nap íklad kdyû jednotlivé kombinace p istupují ke sdílenému zdroji atd.
• Up ednostn ní konfigurací (Execute touchstone builds first) - Umoû uje po-
mocí filtr  nastavit sadu konfigurací, které se mají spustit jako první. Pokud jejich
v˝sledek splní nastavenou podmínku, dojde ke spuöt ní zbyl˝ch konfigurací.
P i testování moûností jsem p idával dimenze pro Label expression (ur ovali slave uzel)
a User-defined axis, pomocí které jsem si nastavoval hodnoty prom nn˝ch shellu. Na zá-
klad  t chto prom nn˝ch se zvolil vhodn˝ p eklada  a celková konfigurace p ekladu. Ostatní
moûnosti nastavení jsem nepouûíval. Nastavení prom nn˝ch pro shell lze vid t na obrázku
4.12.
Multikonfigura ní projekt poskytuje i upravenou verzi report  v˝sledk  build . Ukázka
report  v töí konfigura ní matice je na obrázku 4.13 1.
Multikonfigura ní projekt jsem v této první fázi kontinuální integrace pro k-wave neza-
 adil. P edevöím z d vod   asové náro nosti  eöení. To by vyûadovalo získání p ístup  na
1P evzato z webové stránky https://root.cern.ch/how/how-use-root-jenkins.
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Obrázek 4.13: Ukázka reportu multikonfigura ního projektu
více superpo íta   a sjednocení nastavení p ekladu projektu pro více r zn˝ch p eklada  .
Vytvo il jsem ale testovací projekty, které tuto moûnost ov  ovali a popsal zp sob pou-
ûití. Pomocné skripty (více v kapitole 4.4) jiû obsahují konstrukce pro práci s tímto typem
projekt . Tím jsem poskytl základy pro jejich za azení v dalöích fázích.
Kooperace Jenkins projekt 
U jednoduch˝ch build  si vysta íte s jedním Jenkins projektem. Pro sloûit jöí scéná e
uû je vhodné rozd lit práci do více projekt . Toto  eöení sebou nese lepöí p ehlednost a öká-
lovatelnost  eöení. Musíme ale za ít  eöit kooperaci projekt , která se  asto popisuje jako
workflow více Jenkins projekt .
Pro p ehlednost p ipomenu, ûe se jedná jiû o t etí typ workflow popisovan˝ v této
práci. První byla Git workflow, která popisovala práci s Gitem a jeho v tvemi. Druhá
pak Jenkins workflow, která popisovala b h konkrétního Jenkins projektu. Workflow více
Jenkins projekt  popisuje b h a spolupráci Jenkins projekt , z nichû kaûd˝ implementuje
Jenkins workflow, a které se vzájemn  ovliv ují. Pokud nap íklad jeden projekt selûe uû
nemá smysl spouöt t dalöí. Projekty si berou data z Git repozitá e a jsou automaticky
spouöt ny na základ  commit  do konkrétních v tví (feature nebo release), coû je ur eno
na základ  Git workflow. Jak jde tedy vid t jednotlivé workflow se navzájem ovliv ují a p i
návrhu  eöení je t eba brát ohled na kaûdou z nich. Pokud budu dále v této kapitole mluvit
o workflow budu mít na mysli práv  workflow nad více Jenkins projekty.
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Obrázek 4.14: Jenkins pipeline view
Na Jenkins serveru lze implementovat r zné workflow, od jednoduch˝ch po sloûité. Pro
jejich vyuûití je v töinou pot eba nainstalovat pot ebn˝ plugin. Já jsem si zvolil  eöení
pomocí Build Pipeline Pluginu. Jde o jednoduööí typ workflow, která umoû uje vytvo it
sekvenci z et zen˝ch Jenkins projekt . P i spuöt ní této pipeline se v  ad  za sebou spouötí
nejd íve první projekt, po n m druh ,˝ atd. aû do konce pipeline, jak je znázorn no na
obrázku 4.14.
Vytvo ení pipeline vyûaduje tyto kroky:
• Vytvo ení Pipeline View - Jde o zvláötní typ pohledu, kter˝ se zobrazuje na v˝-
chozím dashboardu Jenkins webu. Po nainstalování pluginu p ibude do seznamu pro
vytvo ení nov˝ch pohled  poloûka s názvem Build Pipeline View. Po jejím v˝b ru
je k dispozici nastavení, které lze vid t na obrázku 4.15. Na této stránce sta í zadat
název pipeline a zvolit v˝chozí projekt. Ostatní poloûky sta í ponechat ve v˝chozím
nastavení. V tomto pohledu poté bude zobrazena p ehledná grafická prezentace pi-
peline s moûností p echodu na detailní informace konkrétního jobu. V˝sledn˝ pohled
lze vid t na obrázku 4.14.
• Zvolení v˝chozího projektu - V˝b r se provádí na stránce s nastavením Pipeline
View (viz p edchozí bod) pod poloûkou Select Initial Job. Jde o v˝chozí projekt,
kter˝ se bude v pipeline spouöt t jako první.
• Propojení projekt  v pipeline - Tato konfigurace se musí provést v nastavení
Jenkins projektu v sekci Post-build Actions. V ní se zaökrtne poloûka Build other
projects a zadá se název projektu, kter˝ bude v pipeline následovat za projektem,
kter˝ práv  konfigurujete. Takto je t eba provázat vöechny projekty v pipeline aû na
poslední, za kter˝m uû ûádn˝ není. Nastavení lze vid t na obrázku 4.16. V nastavení
lze zvolit, za jak˝ch podmínek se má dalöí projekt spustit (pokud aktuální projekt
projde/selûe/vûdy). Lze zvolit i více projekt .
V této fázi zavedení kontinuální integrace jsem vytvo il pouze jednoduchou pipeline
sestavenou z unit test  a regresních test . Ta se bude spouöt t vûdy kdyû dojde ke commitu
do release v tve origin repozitá e. Do budoucna m ûou do pipeline p ib˝vat dalöí poloûky,
pop ípad  lze zvolit komplikovan jöí workflow.
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Obrázek 4.15: Nastavení Jenkins pipeline view
Obrázek 4.16: Propojení projekt  v Jenkins pipeline
4.3.3  eöení potíûí s Jenkins serverem
V této  ásti velmi stru n  popíöi nástroje a postupy, které lze pouûít p i  eöení potíûí
s Jenkins serverem (master uzlem) a distribuovan˝m buildem na slave uzlech, pop ípad  pro
monitorování stavu systému. Veökeré nástroje a postupy lze provád t z webového rozhraní
Jenkins serveru.
Potíûe na master uzlu
Pro  eöení potíûí na master uzlu lze pouûít níûe popsané nástroje, které jsou k dispozici
z nastavení Jenkins serveru.
• System Log - Tento nástroje umoû uje zobrazit vöechny systémové logy Jenkins
serveru.
• Disk Usage - Tento nástroje je k dispozici jako plugin stejného názvu. Po jeho insta-
laci p ibude v nastavení Jenkins serveru poloûka Disk Usage. Ta zobrazuje vyuûití
disku v rámci jednotliv˝ch projekt .
• Monitor of Jenkins master - Tato poloûka poskytuje velmi rozsáhlé reporty ohledn 
vytíûení master uzlu. Data jsou k prezentovaná formou tabulek i graf . K dispozici
jsou statistiky t˝kající se pouûívání vláken, mnoûství dotaz  na server, vytíûení pro-
cesoru, pam ti a mnoho dalöích. K aktivaci poloûky je pot eba nainstalovat plugin
Monitoring.
Tyto nástroje jsem pouûil p i  eöení potíûí s v˝konem Jenkins serveru.
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Potíûe na slave uzlu
Problémy na slave uzlech se  eöí obtíûn ji, jelikoû  asto nemáme k dispozici pot ebné
nástroje a oprávn ní pro jejich monitorování. Moûnosti r zn˝ch v˝pis  jsou taky pom rn 
omezené. P i  eöení potíûí v tomto projektu jsem pouûíval tyto nástroje
• Nastavení uzl  - V nastavení Jenkins serveru je k dispozici poloûka Manage Nodes,
která slouûí pro správu slave uzl . P i v˝b ru konkrétního uzlu jsou poté k dispozici
nástroje pro správu uzlu jako nap íklad zobrazení systémov˝ch informací o prost edí
slave uzlu, Groovy konzole pro spouöt ní jednoduch˝ch p íkaz  na slave uzlu, log
a monitorování slave uzlu, které je sou ástí pluginu Monitoring o kterém jsem mluvil
v p edchozí  ásti.
• V˝stup konzole buildu - P i p epnutí na stránku s konkrétním buildem je v bo ním
menu k dispozici poloûka Console Output. V této konzoli lze ûiv  vid t v˝pisy vöech
akcí provád n˝ch na slave uzlu. Záznamy z stávají zachované i pro zp tné prohlíûení.
• Pracovní prostor projektu - Umoû uje nahlédnutí do adresá e projektu. Na slave
uzlu si m ûete vytvo it vlastní mechanizmus logování do souboru, kter˝ zde lze pro-
hlíûet.
Existuje  ada dalöích nástroj , které usnad ují  eöení potíûí s b hem na slave uzlech.
Pro tento projekt ale byli v töinou nevhodné. Nej ast ji jsem vyuûíval moûnosti zobrazení
slave konzole a pracovního prostoru, do kterého jsem si zapisoval vlastní logy.
4.4 Pomocné skripty
Jádrem kaûdého Jenkins automatického buildu je samotná definice krok , které se mají
provést na testujícím prost edí. Poûadované zp soby testování projektu, jeho b hového
prost edí a pouûité platformy znemoû ovalo pouûití v töiny nástroj  pro automatizaci  ízení
b hu a dalöích  inností, které se zde provádí. V töinu úkon  jsem tedy realizoval pomocí
skript . Jelikoû budou testy b ûet na linuxovém serveru zvolil jsem jako základní jazyk Bash
skript. Pro díl í kroky jsem ale pouûil i jiné jazyky jako Python  i Awk.
4.4.1 Regresní testy
Vlivem úpravy kódu, aktualizací knihoven  i b hového prost edí, m ûe docházet k r z-
n˝m nep esnostem ve v˝po tu. P i takov˝chto chybách je nutné provést novou konfiguraci,
pouûít jinou verzi knihovny, p ípadn  upravit v˝po etní kód. K nep esnostem dochází i p i
p echodu na stanice s rozdíln˝mi architekturami. Takovéto regrese v kódu má odhalit tento
typ automatick˝ch test . Testy porovnávají v˝sledky omp verze oproti Matlab verzi a kon-
trolují, zda odchylka nep ekro í ur itou mez.
Návrh a implementace test 
Tento typ test  vyûaduje b h na v˝po etních uzlech superpo íta e. Pouûil jsem návrh
sekven ního testu s jedním Jenkins projektem, kter˝ je popsan˝ v kapitole 3.4.1. Cel˝ b h
je ovládan˝ bash scriptem a je znázorn n˝ na schématu 4.17.
Jednotlivé kroky jsou ze schématu pom rn  jasné. Zopakuji zde pouze práci s joby na
Anselmu, kterou jsem jiû popsal v kapitole 3.4. éádostí o spuöt ní jobu vznikne poûada-
vek, kter˝ se za adí do n které ze systémov˝ch front. Jelikoû systém nemá sofistikovan jöí
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Obrázek 4.17: Diagram aktivit regresního testu
moûnosti notifikace o ukon ení jobu, je nutné kontrolovat stav opakovan˝m dotazováním.
Jakmile se zjistí, ûe je job ukon en, je pot eba zjistit stav jeho ukon ení, tzn. zda dob hl
v po ádku nebo nastala chyba. Nakonec se m ûou vyhodnotit v˝sledky, ve form  report ,
které vznikly na login uzlu a systém je automaticky uloûil do svazku, odkud byl kód testu
spuöt n.
Jednotlivé komponenty  eöení jsou k vid ní na obrázku 4.18. Krom  verzí projektu
pro OMP a Matlab je na schématu k vid ní komponenta kwt, která se skládá z dalöích
komponent, které provádí testy. Barevné odliöení znázor uje pouûité technologie.
Uvedu zde stru n˝ popis komponent:
• jenkins_run_coordinator - Bash skript, kter˝  ídí cel˝ b h test , provádí n které
kroky a sdruûuje v töinu nastavení testu. Tato komponenta vyuûívá a  ídí vöechny
ostatní.
• kwtJobScript - Bash skript s konfiguracemi a p íkazy pro b h na v˝po etních uzlech.
V podstat  jen spustí matlab skript, ve kterém je definovan˝ samotn˝ test.
• kwtTestConfigurationAndRunner - Jde o Matlab skript, kter˝ nakonfiguruje tes-
tovací prost edí a spustí skript s testy. P evzal jsem jej ze stávajícího  eöení projektu
a pouze upravil pro pot eby automatického testování. Konfigurace je pom rn  roz-
sáhlá, proto její popis neza azuji do této práce.
• kwaveTester - Matlab skript, kter˝ provádí samotné testování dle konfigurace, kte-
rou nastaví kwtTestConfigurationAndRunner. Skript byl op t p evzat .˝ Pouze jsem
upravil tvorbu v˝stupních dat, pro vhodn jöí automatickou anal˝zu v˝stupu.
• kwtOutputValidatorWithReport - Tato komponenta se stará o anal˝zu v˝stup 
kwaveTesteru. Na jejím základ , a s vyuûitím p edané konfigurace, poté vytvo í v˝-
stupní XML reporty ve formátu vhodném pro Summary Display plugin Jenkins ser-
veru. Ten na základ  t chto soubor  vytvo í vlastní reporty na stránce projektu.
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Obrázek 4.18: Komponenty kódu regresních test 
Obrázek 4.19: Diagram t íd komponenty kwtOutputValidatorWithReport
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Obrázek 4.20: Diagram t íd balí ku JenkinsSummaryPluginXmlGenerator
kwtOutputValidatorWithReport je komponenta psaná v jazyce Python 3 s vyuûitím
objektov  orientovaného programování. Jednotlivé t ídy lze vid t na obrázku 4.19. T ída
KwtReportGenerator  ídí cel˝ proces. Pomocí t ídy KwtOutputParser analyzuje v˝stup
test  a porovnává jej dle konfigurace zadané pomocí KwtParserConfiguration. Pokud jsou
odchylky v zadan˝ch mezích, jsou pouûity t ídy z balí ku JenkinsSummaryPluginXmlGene-
rator pro generování XML report , na základ  kter˝ch Summary Plugin vytvo í report na
stránce Jenkins projektu. T ídy tohoto balí ku jsou k vid ní na diagramu 4.20.
T ída SummaryGenerator  ídí cel˝ b h vytvá ení v˝stupních XML soubor . K tomu
vyuûívá zbylé t ídy. Název t íd odpovídá komponentám pro Summary Plugin. Jejich kom-
pletní seznam lze najít v dokumentaci k pluginu. Odkaz na stránku s dokumentací je uveden
v p íloze D. Sou asná implementace vyuûívá pouze dv  z nich a to Section a Field. Report
se zobrazí na stránce s v˝stupem buildu a lze vid t ve spodní  ástí obrázku 4.21.
V jednoduchosti lze  íct, ûe report se skládá ze dvou sekcí (Section) - identifikace po íta e
a v˝sledku testu. Ty obsahují dalöí komponenty. V reportu pouûívám pouze jednu z nich,
tzv. pole (Field), které obsahuje dvojici název a hodnota. Pro kaûdou sekci musí vzniknout
zvláötní XML soubor, kter˝ obsahuje jednotlivé pole sekce. Implementace není nijak sloûitá
a pro její pochopení doporu uji nahlédnout do zdrojov˝ch kód .
Testování dokon ení jobu na v˝po etních uzlech je sou ástí komponenty jenkins_run_-
coordinator. Skript v cyklu testuje stav b hu jobu pomocí p íkazu qstat, kter˝ umoû uje
získat informace o jobech p ihláöeného uûivatele. V˝stup tohoto p íkazu se vyhodnotí po-
mocí skriptu psaném v jazyce awk. V˝stup p íkazu a moûné stavy jsou popsány v p íloze
F. Nev˝hodou tohoto  eöení je to, ûe v˝stup p íkazu qstat není pln  standardizovan˝ a na
n kter˝ch stanicích se m ûe liöit. Bude potom nutné upravit toto testování a zajistit me-
chanismus p epínání jeho verzí.
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Obrázek 4.21: Report nástroje Summary Plugin
Konfigurace test 
Z p edchozí kapitoly lze vy íst, ûe jsem se snaûil pouûít co nejvíce komponent, které uû
t˝m projektu kwave pouûívá. älo mi p edevöím o to, abych t˝mu co nejvíce zjednoduöil p e-
chod na pouûití systému kontinuální integrace. Pouûívání a nastavení existujících nástroj 
jim v prvním kroku m ûe tento p echod zp íjemnit.
Tento p ístup zna n  ovlivnil návrh a implementaci regresních test , spole n  s pot e-
bami nastavení prost edí na superpo íta ích. D sledkem je komplikované nastavení test ,
které je pot eba provést ve více zdrojov˝ch souborech a které v bec nepouûívá moûnost
konfigurace Jenkins projektu. Tuto vlastnost beru jako nejv töí negativum tohoto  eöení
a v dalöích fázích nasazení kontinuální integrace jej doporu uji upravit. Po konzultaci s ve-
doucím projektu jsem ale usoudili, ûe v˝hody pouûití znám˝ch nástroj  v této fázi p evaûují
v˝öe popsané nev˝hody.
Nastavení test  se d lí do t chto  ástí:
• Nejv töí  ást konfigrace jsem slou il do komponenty jenkins_run_coordinator. V ní
lze nastavit cesty k jednotliv˝m skript m a nástroj m, nastavit parametry porovnání
v˝sledk  (akceptované odchylky), nastavit v˝stupní soubory a nakonfigurovat pro-
st edí pro login uzel.
• Nastavení PBS jobu je pot eba provést v komponent  kwtJobScript. Jde o nastavení
jako nap . ur ení fronty do které se job za adí, identifikace projektu pro pot eby ú to-
vání, maximální doba, po kterou m ûe job b ûet, po et v˝po etních uzl , atd. Toto
nastavení probíhá pomocí speciáln  formátovan˝ch komentá   na za átku skriptu.
Tento p ístup je b ûn  pouûíván p i práci s PBS. Dále komponenta obsahuje na tení
modul  pro v˝po etní uzly.
• Nastavení regresních test  je provád no uvnit  kwtTestConfigurationAndRunner. Je
opravdu velmi komplexní a obsahuje celé konfigura ní matice s desítkami r zn˝ch p í-
znak . Moûnosti konfigurace jsou dob e popsány v komentá ích zdrojového souboru.
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Kv li velkému rozsahu je nebudu v této práci popisovat. Tento zp sob nastavení je
t˝m  dob e znám ,˝ protoûe jej vyuûívá ve svém stávajícím  eöení.
Kompletní export nastavení regresních test  z posledního bodu nelze kv li velkému
rozsahu vy adit do konfigurace Jenkins projektu. Moûn˝m  eöením je ur it mnohem uûöí
mnoûinu moûn˝ch konfigurací. Její hodnoty reprezentovat v˝ tem, kter˝ uû lze konfigurovat
v Jenkins projektu nap íklad prost ednictvím konfigura ní matice.
4.4.2 Unit testy
P i realizaci tohoto úkolu mi ölo p edevöím o navrûení a vytvo ení metod pro auto-
matické testování. Také jsem vytvo il systém  ízení b hu test  na superpo íta i a základní
strukturu kódu pro testování s vyuûitím frameworku GoogleTest. Cílem nebylo poskytnout
pokrytí velké  ásti kódu, ale vytvo it základní prost edí do kterého se budou jednotlivé testy
komponovat a ukázat cestu po které se mohou v˝vojá i p i implementaci test  vydat.
Popis b hu testu
Návrh a implementace t chto test  je velmi podobná regresním test m. Jenkins build
se op t vykonává vzdálen  na slave uzlu, kter˝m je superpo íta . Zde se testy naplánují
pro provedení na v˝po etních uzlech. Na login uzlu dochází k opakovanému dotazování na
stav jobu. Jakmile je job na v˝po etních uzlech hotov ,˝ dozví se to skript na login uzlu,
kter˝ vytvo í pot ebné reporty, které jsou zaslány zp t na Jenkins master uzel. Jedin˝m
v˝znamn˝m rozdílem je to, ûe místo regresních test  se na v˝po etních uzlech vykonávají
unit testy. Taky není pot eba starat se o vytvo ení report  pro Jenkins server. Pot ebné
XML soubory na slave uzlu vytvo í knihovna pro unit testy, v p ípad  tohoto projektu
GoogleTest. Formát t chto soubor  p ímo odpovídá poûadavk m Jenkins serveru není
tedy pot eba  eöit XML transformace jako u jin˝ch framework .
Implementace
Veökeré soubory pot ebné pro testy jsou k dispozici v adresá i unit-tests projektu
k-wave-fluid-omp. Zde se krom  frameworku samotného nachází i adresá  src, kter˝ ob-
sahuje veöker˝ zdrojov˝ kód test . Jde o zdrojové kódy v jazyce C++. Pro kaûdou testovanou
komponentu kódu by m l kv li p ehlednosti vzniknout nov˝ zdrojov˝ soubor.
V následujícím popisu o ekávám, ûe je  tená  seznámen s pojmy popsan˝mi v kapitole
2.4.1. Kaûd˝ zdrojov˝ soubor m ûe obsahovat t ídu, která definuje Test Fixture a slouûí
pro sdílení dat mezi více Test Case. Také umoû uje volání inicializa ních a úklidov˝ch me-
tod SetUp() a TearDown(), které jsou volány p ed a po kaûdém Test Case. Tato t ída musí
d dit od ::testing::Test a  leny t ídy musí b˝t public  i protected. Krom  SetUp()
a TearDown() metod lze provést inicializaci a úklid nastavení test  i v konstruktoru a de-
struktoru t ídy. Tato moûnost je preferovan˝m zp sobem. Jednotlivé Test Case se vytvá í
pomocí makra ve tvaru znázorn ném na následujícím kódu.
TEST_F( test_case_name , test_name ) {
. . . t e s t body . . .
}
Zde musí platit, ûe test_case_name musí odpovídat názvu t ídy, která definuje p í-
sluönou Test Fixture. V t le tohoto makra jsou poté k dispozici vöechny  lenské objekty
a metody Test Fixture. Makro se sou asn  postará o zaregistrování vöech Test Case.
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Není tedy nutné provád t tuto registraci manuáln  jako u ostatních framework . P i regis-
trování dochází ke slou ení Test Case pro stejnou Test Fixture, coû zp ehled uje v˝stup
test . Názvy parametr  musí b˝t platné identifikátory jazyka C++ bez podtrûítek. V˝sledn˝
název testu se sestaví z obou parametr . P ístup práce s Test Fixture je pom rn  neob-
vykl ,˝ protoûe jednotlivé Test Case nejsou implementovány jako metody t ídy, ale jako
makra volaná mimo t ídu a k vazb  s t ídou dochází p es první parametr makra.
Pokud není pot eba vyuûít moûností Test Fixture, lze definovat testy pomocí násle-
dujícího makra, které se od p edchozího liöí pouze v názvu:
TEST( test_case_name , test_name ) {
. . . t e s t body . . .
}
Spuöt ní vöech registrovan˝ch test  se provádí zavoláním makra RUN_ALL_TESTS(),
které vrací hodnotu 0 v p ípad  úsp chu, jinak vrací 1. Tuto hodnotu lze p ímo pouûít
jako návratovou hodnotu funkce main. Volání tohoto makra, dokonce ani vytvá ení main
funkce není pot eba provád t manuáln . Framework obsahuje knihovnu gtest_main.a, kte-
rou sta í p ilinkovat k projektu. Knihovna poskytuje velmi jednoduchou implementaci main
funkce s následujícím kódem
GTEST_API_ in t main ( i n t argc , char úú argv ) {
p r i n t f ( " Running main ( ) from gtest_main . cc \n " ) ;
t e s t i n g : : In i tGoog leTest (&argc , argv ) ;
r e turn RUN_ALL_TESTS( ) ;
}
Kompletní ukázku velmi jednoduchého testu lze vid t v p íloze E.
Pro zajiöt ní spolupráce s Jenkins bylo nutné nastavit v˝stup do XML souboru. Toto na-
stavení zajistíme spuöt ním testu s p epína em –gtest_output="xml:${TEST_REPORT_DIR}",
kde ${TEST_REPORT_DIR}" udává cestu do adresá e, kam budou reporty umíst ny.
Knihovna GoogleTest je distribuována sou asn  s unit testy a je nutné zajistit její
p eloûení na cílovém po íta i. P eklad a spouöt ní test  jsem  ídil s vyuûitím nástroje GNU
Make. Knihovna öla bez problému p eloûit pomocí gcc i icpc p eklada e.
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Kapitola 5
Zhodnocení v˝sledk  práce
Hlavní p ínos práce vidím ve vytvo ení základní kostry  eöení, na které m ûe t˝m dále
rozvíjet kontinuální integraci a automatizaci opakovan˝ch úkon . Zprovoznil a nakonfiguro-
val jsem serverové prost edí v etn  nástroj  a jejich kooperace. Z pom rn  rozsáhlé oblasti
r zn˝ch nástroj , postup  a metodik jsem vybral vhodné kandidáty a pomocí nich vy-
ty il cestu kterou se m ûe t˝m vydat. Poda ilo se mi navrhnout a implementovat  eöení
atypick˝ch problém  projektu, které m ûe b˝t dále pouûíváno a m ûou na n m b˝t vysta-
v ny rozsáhlejöí konstrukce. Vytvo il jsem základní sadu regresních, unit test  a Jenkins
projekt , která m ûe b˝t pouûita pro testování projektu a ukazuje, jak by se m lo s vytvo-
 en˝m  eöením pracovat.
Dále je ukázáno jak lze automaticky spouöt t r zné testy na r zn˝ch stanicích s r zn˝mi
konfiguracemi, coû je pro projekt velmi d leûité, protoûe to b˝vá velmi  ast˝m zdrojem
chyb. Navíc díky velkému mnoûství r zn˝ch kombinací jde o  asov  náro nou práci, která
se musí opakovan  provád t nejlépe p i kaûdé úprav  kódu nebo zm n  b hového prost edí
 i konfigurace. To by m lo v˝vojá  m uöet it spoustu  asu, kter˝ mohou v novat dalöí práci
na projektu. M lo by tedy dojít ke zv˝öení efektivity práce.
Dalöí v˝hodu vidím ve zkvalitn ní zp sobu správy zdrojov˝ch kód . Ta umoûní lepöí
sdílení kódu v töími t˝my, moûnost automatického spouöt ní test  a dalöích úkon , sníûení
vzniku kolizí p i slu ování kódu a zkvalitní procesu vydávání nov˝ch verzí. Navíc lze beze
strachu o poruöení kódu projekt zp ístupnit dalöím v˝vojá  m ve které není kladena taková
d v ra. Mohou se na n m tedy snadn ji podílet nap íklad studenti fakulty. Tato vlastnost
by se op t m la projevit na zv˝öení efektivity práce.
Návrh  eöení p edpokládá inkrementální zavád ní kontinuální integrace. Je implemen-
tována pouze první fáze, p i které je brán velk˝ ohled na jiû pouûívané nástroje a postupy
t˝mu, aby se dal proces snadn ji integrovat do jejich kaûdodenní práce. Do budoucna by
m la práce p inést projektu k-Wave p edevöím jiû zmi ované zv˝öení efektivity, rychlejöí
proces v˝voje nov˝ch funkcí a oprav chyb. Zjednoduöí se rozöi ování projektu pro b h na
nov˝ch stanicích s r zn˝mi architekturami, knihovnami, p eklada i a jejich verzemi. P i
dostate ném pokrytí projektu automatick˝mi testy se budou lépe  eöit refaktorizace a opti-
malizace kódu, coû je pro projekt tohoto typu velmi d leûité. Je moûné zavést nástroje pro
m  ení kvality kódu a zajistit propojení se systémy pro správu  ízení projektu. Díky tomu
by se dosáhlo mnohem v töí p ehlednosti o stavu projektu, pr b hu jeho v˝voje a celkové
kvalit  kódu. Dosáhlo by se efektivn jöího a p ehledn jöího  ízení t˝mu. Obecn  se projektu
zp ístupní moûnosti provázání s  adu externích systém , které p ináöí zv˝öení kvality práce
t˝mu.
Práce má  adu p ínos  i mimo projekt k-Wave. Z nich bych cht l zmínit p edevöím to, ûe
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ukazuje, jak lze i pro pom rn  nestandardní projekty a b hová prost edí  eöit problematiku
kontinuální integrace, a ûe je tato metodika pro podobné projekty  eöitelná. Navíc kompletn 
s vyuûitím open source technologií, b ûících na NAS serveru v Docker kontejnerech. Jde
tedy o technologicky zajímavé a finan n  nenákladné  eöení. Také práce poskytuje p ehled
v dané oblasti a p ísluön˝ch technologiích, coû m ûe b˝t vyuûito pro studijní ú ely.
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Záv r
V této práci jsem  tená e seznámil s technikami pouûívan˝mi v agilních metodykách
v˝voje softwaru. Zam  il jsem se na praktické nástroje pouûívané ve v˝voji, p edevöím na
kontinuální integraci, zp soby správy verzí zdrojov˝ch kód , automatického testování a kon-
trolu kvality kódu. Uvedli jsme si nejpouûívan jöí nástroje na dneöních trhu se stru n˝m
porovnání jejich schopností. U vybran˝ch nástroj  jsme se blíûe seznámili s principy jejich
funkce a zp soby vyuûití. Byla p edvedena workflow pouûití t chto nástroj , kterou lze
aplikovat na v töinu mainstreamov˝ch projekt , pop ípad  ji pouûít jako odrazov˝ m stek
pro navrûení vlastní.
Seznámili jsme se s projektem k-Wave a zp sobem správy zdroj  a úloh na superpo íta-
 ích. P edstavil jsem problémy se kter˝mi jsem se musel vypo ádat p i zavedení kontinuální
integrace. Obdobné problémy mohou vznikat u vöech projekt  této kategorie, tedy tako-
v˝ch, které jsou zam  eny na v˝kon a b ûí na superpo íta ích. Uvedl jsem moûná  eöení
t chto problém  a vybral vhodné kandidáty pro tento projekt.
Práce popisuje z ízení kontinuální integrace pro reáln˝ projekt v celém rozsahu její
implementace. Od návrhu  eöení, v˝b ru vhodn˝ch nástroj , z ízení a správy b hového
serveru, konfiguraci jednotliv˝ch nástroj  a zajiöt ní jejich spolupráce, po programovou
 ást. Ta obsahuje vytvo ení frameworku pro b h test  na superpo íta i a ukázku prakticky
pouûiteln˝ch regresních a unit test .
Návrh  eöení je tvo en s ohledem na praktické zapojení do reálného projektu k-Wave,
kter˝ spravuje více jak deseti lenn˝ t˝m. Proto byla integrace postup  a nástroj  rozd lena
do více fází. Programová  ást implementace se snaûí maximáln  vyuûít existující nástroje
a postupy t˝mu. Coû by m lo také zp íjemnit její praktické zavedení. Práce pokr˝vá první
fázi integrace. Poskytuje základní kostru  eöení a sadu ukázkov˝ch test  a konfigurací, které
m ûou b˝t prakticky pouûity. Byl kladen d raz na dobrou dokumentaci  eöení formou této
práce a wiki stránek projektu. Ta by m la usnadnit pouûití  eöení a realizaci dalöích fází.
Hlavní p ínosy práce jsou pospány v kapitole 5. Práce se dá rozöí it v mnoha sm rech.
Postupn  by m lo docházet k lepöímu pokrytí kódy unit testy, p edevöím v oblasti v˝po et-
ních kernel . Po ítá se zavedením v˝konnostních test , které budou sou ástí build pipeline
pro release v tev. Do projektu se zapojí více slave uzl  (superpo íta  ) a vyuûijí se mul-
tikonfigura ní projekty, které budou spouöt t testy na r zn˝ch superpo íta ích s r zn˝mi
kombinacemi konfigurací. Dále lze p em˝ölet o zavedení metodyk pro kontinuální distribuci
v˝sledného softwaru.
Vlastní skupinu rozöí ení tvo í propojení Jenkins serveru s externími nástroji. Pro lepöí
monitorování kvality kódu lze zajistit integraci s nástrojem SonarQube, jehoû pouûití jsem
testoval v rámci této práce. Kvalitn jöího vedení projektu a monitorování stavu práce lze
dosáhnout spojením se sofistikovan jöími nástroji  ízení projekt  (nap . Jira). Lepöí komu-
nikaci  len  t˝mu a rychlejöí notifikace na chyby jednotliv˝ch build  lze realizovat propo-
jením s nástroji jako Slack  i HipChat.
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V neposlední  ad  lze upravovat a optimalizovat stávající  eöení. D leûit˝m krokem je
sjednocení konfigurací, které by vy eöilo rozt íöt nost sou asného  eöení. Bylo by vhodné
zkvalitnit workflow Jenkins buildu b ûícího na superpo íta i. K tomu ale bude zapot ebí
zajistit podporu na stran  správc  superpo íta e, nap íklad zprovozn ním API pro správu
job  na v˝po etních uzlech. V budoucnu by bylo vhodné zprovoznit sluûby na b ûném ser-
veru místo Docker kontejner , p edevöím s ohledem na bezpe nost, v˝konost a pam  ovou
náro nost  eöení.
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P íloha A
Nastavení Docker kontejner 
Tato p íloha obsahuje popis nastavení docker kontejner .
Obrázek A.1: Nastavení docker kontejner 
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P íloha B
Nastavení sluûeb
Tato p íloha obsahuje myölenkovou mapu, která znázor uje nastavení provedená na
jednotliv˝ch sluûbách.
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Obrázek B.1: Nastavení sluûeb
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P íloha C
Gitlab push events hook formát
Tato p íloha ukazuje formát Gitlab web hook zprávy, která vzniká p i kaûdém push do
repozitá e. Gitlab obsahuje  adu jin˝ch web hooks, které zde nejsou ukázány. Ukázkov˝
v˝pis byl zkrácen pro p ehledn jöí zobrazení na stránkách této práce.
{
" object_kind " : " push " ,
" b e f o r e " : " 9 5790 bf891e76 fee5e1747ab589903a6a1 f80 f22 " ,
" a f t e r " : " da1560886d4f094c3e6c9ef40349f7d38b5d27d7 " ,
" r e f " : " r e f s /heads/master " ,
" checkout_sha " : " da1560886d4f094c3e6c9ef40349f7d38b5d27d7 " ,
" user_id " : 4 ,
" user_name " : " John Smith " ,
" user_email " : " john@example . com" ,
" user_avatar " : " https : // s . gravatar . com/ avatar /d4c74594d840 " ,
" pro j ec t_id " : 1 5 ,
" p r o j e c t " : {
"name " : " Diaspora " ,
" d e s c r i p t i o n " : " " ,
" web_url " : " http :// example . com/mike/ d iaspora " ,
" avatar_url " : nu l l ,
" g i t_ssh_url " : " git@example . com : mike/ d iaspora . g i t " ,
" g it_http_url " : " http :// example . com/mike/ d iaspora . g i t " ,
" namespace " : " Mike " ,
" v i s i b i l i t y _ l e v e l " : 0 ,
" path_with_namespace " : " mike/ d iaspora " ,
" default_branch " : " master " ,
" homepage " : " http :// example . com/mike/ d iaspora " ,
" u r l " : " git@example . com : mike/ d iaspora . g i t " ,
" ssh_url " : " git@example . com : mike/ d iaspora . g i t " ,
" http_url " : " http :// example . com/mike/ d iaspora . g i t "
} ,
" r e p o s i t o r y " : {
"name " : " Diaspora " ,
" u r l " : " git@example . com : mike/ d iaspora . g i t " ,
" d e s c r i p t i o n " : " " ,
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" homepage " : " http :// example . com/mike/ d iaspora " ,
" g it_http_url " : " http :// example . com/mike/ d iaspora . g i t " ,
" g i t_ssh_url " : " git@example . com : mike/ d iaspora . g i t " ,
" v i s i b i l i t y _ l e v e l " : 0
} ,
" commits " : [
{
" id " : " b6568db1bc1dcd7f8b4d5a946b0b91f9dacd7327 " ,
" message " : " Update Catalan t r a n s l a t i o n to e38cb41 . " ,
" timestamp ":"2011 12 12T14 :27 : 31+02 :00 " ,
" u r l " : " http :// example . com/mike/ d iaspora /commit/b65687 " ,
" author " : {
"name " : " Jord i Mallach " ,
" emai l " : " j o r d i@ s o f t c a t a l a . org "
} ,
" added " : [
"CHANGELOG"
] ,
" modi f i ed " : [
" app/ c o n t r o l l e r / app l i c a t i on . rb "
] ,
" removed " : [
]
} ,
{
" id " : " da1560886d4f094c3e6c9ef40349f7d38b5d27d7 " ,
" message " : " f i x e d readme " ,
" timestamp ":"2012 01 03T23 :36 : 29+02 :00 " ,
" u r l " : " http :// example . com/mike/ d iaspora /commit/da1567 " ,
" author " : {
"name " : " GitLab dev user " ,
" emai l " : " git labdev@dv6700 . ( none ) "
} ,
" added " : [
"CHANGELOG"
] ,
" modi f i ed " : [
" app/ c o n t r o l l e r / app l i c a t i on . rb "
] ,
" removed " : [
]
}
] ,
" total_commits_count " : 4
}
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P íloha D
Pouûité Jenkins pluginy
V této p íloze je uveden seznam n kter˝ch zajímav˝ch plugin , které nejsou ve v˝chozím
stavu nainstalované.
Název pluginu Zdroj Popis
Build Pipeline Plugin https://wiki.jenkins-
ci.org/display/JENKINS/
Build+Pipeline+Plugin
Vytvo ení pipeline z více Jen-
kins projekt 
Commit Message Trigger Plu-
gin
https://wiki.jenkins-
ci.org/display/JENKINS/
Com-
mit+Message+Trigger+Plugin
Kroky buildu se provedou
pouze pokud commit zpráva
obsahuje specifikovan˝ test.
Cppcheck Plug-in https://wiki.jenkins-
ci.org/display/JENKINS/
Cppcheck+Plugin
Moûnost jednoduché statické
anal˝zy kódu
Custom Tools Plugin https://wiki.jenkins-
ci.org/display/JENKINS/
Custom+Tools+Plugin
Instalace vlastních nástroj 
p ed spuöt ním buildu.
disk-usage plugin https://wiki.jenkins-
ci.org/display/JENKINS/
Disk+Usage+Plugin
Monituruje spot ebu místa
build .
Doxygen Plug-in https://wiki.jenkins-
ci.org/display/JENKINS/
Doxygen+Plugin
Automatické generování do-
kumentace.
Email Extension Plugin https://wiki.jenkins-
ci.org/display/JENKINS/
Email-ext+plugin
Pokro ilé moûnosti nastavení
notifika ních email .
Git plugin https://wiki.jenkins-
ci.org/display/JENKINS/
Git+Plugin
Moûnost pouûít Git jako VCS.
Gitlab Hook Plugin https://wiki.jenkins-
ci.org/display/JENKINS/
Gitlab+Hook+Plugin
Zajiö uje spolupráci s Gitla-
bem tím, ûe napodobuje cho-
vání Gitlab CI.
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Green Balls https://wiki.jenkins-
ci.org/display/JENKINS/
Green+Balls
V˝chozí indikátory pro
úsp ön˝ b h jsou modré.
Tento plugin je zm ní na
intuitivn jöí zelené.
Mailer Plugin https://wiki.jenkins-
ci.org/display/JENKINS/
Mailer
Dalöí rozöí ení notifika ních
email .
Monitoring https://wiki.jenkins-
ci.org/display/JENKINS/
Monitoring
Monitorování zát ûe Jenkins
serveru
pre-scm-buildstep https://wiki.jenkins-
ci.org/display/JENKINS/
pre-scm-buildstep
Provedení krok  p ed spuöt -
ním SCM
SSH Slaves plugin https://wiki.jenkins-
ci.org/display/JENKINS/
SSH+Slaves+plugin
Správa slave uzl  p es ssh.
Analysis Collector Plugin https://wiki.jenkins-
ci.org/display/JENKINS/
Analysis+Collector+Plugin
R zné statické anal˝zy
kódu.Závisl˝ na dalöích
pluginech Checkstyle, Dry,
FindBugs, PMD, Task Scan-
ner a Warnings.
Summary Display Plugin https://wiki.jenkins-
ci.org/display/JENKINS/
Summary+Display+Plugin
Umoû uje vytvá et vlastní re-
porty na stránkách build .
Reporty jsou popsány v XML
souborech, které mohou vy-
tvá et slave uzly.
xUnit plugin https://wiki.jenkins-
ci.org/display/JENKINS/
xUnit+Plugin
Moûnost získávání report  z
r zn˝ch xUnit testovacích fra-
mework  (pat í mezi n  i Cp-
pUnit)
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P íloha E
Ukázka unit testu
Tato p íloha obsahuje ukázku velmi jednoduchého testu vytvo eného pomocí frameworku
GoogleTest.
namespace {
// The f i x t u r e c l a s s
class FFTWComplexMatrixTest : public : : t e s t i n g : : Test {
protected :
FFTWComplexMatrixTest ( )
: realOnes4x4 ( TDimensionSizes ( 5 , 1 1 , 7 ) ) ,
realOnes4x4_2 ( TDimensionSizes ( 5 , 1 1 , 7 ) ) ,
fftwComplex ( TDimensionSizes ( 3 , 1 1 , 7 ) )
{
for ( s i z e_t i =0; i < realOnes4x4 . GetTotalElementCount ( ) ;
i++)
{
realOnes4x4 [ i ] = 1 .0 f ;
realOnes4x4_2 [ i ] = 1 .0 f ;
}
}
virtual ~FFTWComplexMatrixTest ( ) {
// You can do clean up work t ha t doesn ’ t throw
// excep t i on s here .
}
// I f the cons t ruc t o r and d e s t r u c t o r are not enough f o r
// s e t t i n g up
// and c l ean ing up each t e s t , you can de f i n e the f o l l ow i n g
// methods :
virtual void SetUp ( ) {
// Code here w i l l be c a l l e d immediate ly a f t e r the
// cons t ruc t o r ( r i g h t b e f o r e each t e s t ) .
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}virtual void TearDown ( ) {
// Code here w i l l be c a l l e d immediate ly a f t e r each
// t e s t ( r i g h t
// b e f o r e the d e s t r u c t o r ) .
}
// Objec t s dec l a r ed here can be used by a l l t e s t s in the
// t e s t case f o r Foo .
TRealMatrix realOnes4x4 ;
TRealMatrix realOnes4x4_2 ;
TFFTWComplexMatrix fftwComplex ;
} ;
TEST_F(FFTWComplexMatrixTest , TestCreateReal4x4 ) {
EXPECT_EQ( realOnes4x4 . GetTotalElementCount ( ) , 1 6 ) ;
for ( s i z e_t i =0; i < realOnes4x4 . GetTotalElementCount ( ) ;
i++)
{
EXPECT_EQ( realOnes4x4 [ i ] , 1 . 0 ) << " Element  " << i <<
"  has unsuported  value :   " << realOnes4x4 [ i ] ;
}
}
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P íloha F
Ukázka v˝stupu nástroje qstat
Tento nástroj slouûí k získání stavu jobu, kter˝ je umíst n˝ do fronty nebo je zpracováván
dávkovacím serverem.
Ukázka spuöt ní p íkazu a jeho v˝stupu
$ qs ta t  x $ job id
Job id Name User Time Use S Queue
                                                                   
1270160.dm2 kW bench xnecas18 00 : 03 : 56 F qexp
V˝znam v töiny sloupc  je jasn˝ z jejich názv . Time Use udává dobu b hu na v˝po-
 etních uzlech, coû je d leûit˝ údaj, jelikoû v˝po etní  as t chto uzl  je na superpo íta ích
ú tovan .˝ Parametr Queue udává frontu procesu. Anselm nabízí více front s r zn˝mi pri-
oritami. Pro tento projekt byl nejd leûit jöí poloûkou sloupce s názvem S, kter˝ popisuje
aktuální stav procesu. Práv  hodnota tohoto sloupce opakovan  kontrolována  ástí skriptu,
kter˝ se staral o  ekání na dokon ení v˝po tu na v˝po etních uzlech. Na r zn˝ch systémech
se mohou poskytované stavy liöit. Na superpo íta i Anselm byly k dispozici tyto hodnoty
stav  procesu:
• E - Exiting: Proces dokon il b h (s chybou  i bez) a systém provádí úklid po b hu
jobu.
• H - Held: Job je pozastaven (jedním  i více p íkaz  held).
• Q - Queued: Job  eká ve v˝po etní nebo sm rovací front  na p i azení prost edk .
Není pozastaven.
• R - Running: Job je ve v˝po etní front . Byly mu p i azeny v˝poe etní prost edky
a bylo odstartováno jeho provád ní.
• S - Suspend: Jobu byli p id leny prost edky, b ûel, ale byl pozastaven. P id lené
zdroje jobu z stávají, ale nevyuûívá je.
• T - Transiting: Job je sm rován na v˝po etní prost edky nebo p esouván na novou
destinaci.
• W - Waiting: Job není pozastaven, ale atribut Execution_Time jeöt  nebyl do-
saûen.
• F - Finished: Job byl ukon en.
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Skript kontroluje v˝stup p íkazu, dokud stav nenab˝vá hodnoty E nebo F. P i spouöt ní
skript  typicky docházelo k této sekvenci stav  procesu: Q -> R -> R -> ... -> R -> E.
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P íloha G
Ukázka wiki stránek
V této p íloze je ukázána úvodní stránka wiki, kde jsou zpracovány informace ohledn 
nastavení prost edí pro tento projekt. Tato wiki je dalöím zdrojem obsahujícím nastavení,
správu a pouûívání  eöení, které je popsáno v této práci.
Obrázek G.1: Úvodní wiki stránka
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P íloha H
Obsah p iloûeného CD
V této p íloze je popsán obsah p iloûeného cd a také struktura zdrojového kódu, kter˝
je na CD také p iloûen.
Níûe je uveden obsah CD ve form  popisu jednotliv˝ch adresá  .
• src - Zdrojové soubory projektu.
• wiki - Obsahuje zálohu wiki, která poskytuje dalöí informace ohledn  nastavení a po-
uûívání  eöení, které je popsané v této práci.
• jenkins - Obsahuje zálohu nastavení pouûit˝ch Jenkins projekt .
• doc - Obsahuje zdrojové soubory pro tuto práci, která byla vytvá ena v systému
LATEX.
Následuje popis adresá ové struktury zdrojov˝ch kód , umíst n˝ch ve sloûce src.
• k-wave-fluid-omp - kWave ve verzi OMP. Obsahuje podadresá  unit-tests, ve kte-
rém jsou umíst ny vöechny pot ebné soubory pro unit testy, v etn  pouûit˝ch kniho-
ven. Více o testech v kapitole 4.4.2.
• k-wave-matlab - kWave ve verzi pro Matlab. Tato verze se bere jako referen ní pro
regresní testy. Obsahuje  adu pomocn˝ch Matlab skript . Soubory v tomto adresá i
jsem nijak neupravoval.
• kwt - Adresá  se vöemi soubory pro regresní testování. Více v kapitole 4.4.1.
• Readme.md - Obsahuje stru n˝ popis projektu a zde popsané adresá ové struktury.
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