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It is shown that, if Jl(n) is a real function with 0 < Jl(n) < 4, and satisfies a simple 
regularity condition, then the inequality lap-ql <t&p) has infinitely many 
solutions in primes p and q for almost all a if and only if 
f  $(n)(log n)-‘= co. 
n=* 
For example, there are infinitely many solutions in primes when $(n) = n-’ (log n)P 
ifandonlyifB>l. 0 1988 Academic Press, Inc. 
1. INTROOUCTI~N 
The following result is an improvement given in [ 1 ] of a theorem due to 
Khintchine [ 111. 
Let q(n) be a non-increasing positive function of a positive integer variable 
n. Then the inequality 
(1.1) 
has infinitely many, or only finitely many, solutions in integers m, n (n > 0) 
for almost all real a, according to whether the sum 
diverges or converges, respectively. 
Many researchers have extended this result by restricting n to certain 
sets, by making the left hand side of (1.1) inhomogeneous, by looking at 
forms in more than two variables, by considering simultaneous 
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approximation, and by establishing an asymptotic formula for the number 
of solutions of (1.1) with n < N as N tends to infinity (see [ 143). Recently 
the author has considered the problem of restricting both m and n to sets 
of number-theoretic importance [7, 81, obtaining asymptotic formulae 
when n is restricted to the set of primes, or any set with positive lower 
asymptotic density, and m is simultaneously restricted to the set of square- 
free integers, or integers in an arithmetic progression. In this paper we shall 
be concerned with the case of n and m both being primes (for convenience 
the integers -2, -3, -5, -7, -11, . . . will be included in the set of 
primes). In [7] we have already demonstrated that the following result 
holds. 
If the sum 
f Icl(P) (hv-’ 
p=2 
p prime 
converges, then there are only finitely many solutions of the inequality 
lap-q1 <HP)3 p, q both primes, p > 0, 
for almost all ~1. 
The proof is a simple application of the prime number theorem and the 
first Borel-Cantelli lemma. Now, write Y, for the set of real functions $ of 
an integer variable such that 0 < $(n) < $ for all positive integers n and for 
each J/ there exist constants cr, , rr2, N, such that 
0 < cl G ICl(mMn) G a2 forallmwithN<n<m<2n. 
Also, write Y, for the set of all non-increasing positive functions of a real 
variable. Then we have the following result. 
THEOREM. Suppose that $ E Y, v Y, and that 
p;* ti(P)(l%P)Y 
p prime 
(1.2) 
diverges. Then, for almost all real u, there are infinitely many solutions of the 
inequality 
lap-q1 c+(P), p, q primes, p b- 0. (1.3) 
Remarks. With a slight alteration in the proof one can restrict p and q 
to be primes in the arithmetic progressions a (mod b) and c (mod d), 
respectively, for any integers a, b, c, d with (a, b) = (c, d) = 1. For 
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*EyY,uyY,, we note that the divergence of (1.2) is equivalent to the 
divergence of 
(For approximations to the problem of finding solutions of (1.3) for all 
irrational a, see [4, 5, 12, 151.) Here it is not yet known whether (1.3) has 
infinitely many solutions even with $ constant. As far as the author is 
aware no improvement has been found so far on the result that (1.3) has 
infinitely many solutions for I&J) =pl”*+‘, which is true for all non-zero a 
(not just irrational a), and which follows from results on primes in almost 
all short intervals. 
2. THE THEOREM DEDUCED FROM THREE LEMMAS 
Clearly it s&ices to prove the theorem for almost all positive a. Hen- 
ceforth we reserve the letters p, q, r, s for positive prime numbers and write 
;1(&) for the Lebesgue measure of a subset d of R. We use the letter C to 
indicate a positive constant, not necessarily the same at each occurrence, 
but always absolute and capable of explicit calculation. Constants implied 
by the o, 0 and < notations, however, are only independent of those 
parameters tending to infinity in the proof (N, P, and Q below). We put 
V(N)= 1 m 
2<j,<,&‘(l”gP)’ 
(2.1) 
and 
BP= u ( 
s - It/(P) s + HP) -,-. 
S#P P P ) 
(2.2) 
Our aim is to establish that almost all members of R+ belong to infinitely 
many of the BP. Expressed another way, writing 
we must show that 
.@=fi UB,, 
n=lp>n 
In contrast to one-variable results (for example, [2] or [6]), we cannot 
DIOPHANTINE APPROXIMATION 367 
restrict our attention to the interval [O, 1). Now, if 3 is any finite subinter- 
val of R+, and it were true that, for p #q, 
48) W n B, n BYI = W n BP) 42 n B,), 
then, by the second Borel-Cantelli lemma, we could deduce that almost all 
members of f belong to infinitely many BP. Indeed, we only need the 
above to be approximately true on average in order to establish an 
asymptotic formula for the number of solutions of (1.3) for p < N. This line 
of approach is used in [13,6, 81, for example. Here, however, we need to 
adapt the approach of [2, 163 and Section 3 of [ 14, Chap. 11, since we are 
only able to show that 
U) KY n B, n BYI G W% n BP) W n BYI (2.3) 
on average. This suffices to prove the theorem in view of the following two 
lemmas. 
LEMMA 1. Let d be a given subset of R+ such that 
4d n A > MA 
for every finite interval f c Iw +, where 6 is a positive 
1(Iw+\d)=o. 
LEMMA 2. Let D, be a sequence of subsets of Iw + with 
Write 
Then 
constant. Then 
The following lemma shows that (2.3) is true on average, and its proof 
forms the most difficult part of this paper. We note that in one-variable 
problems it is known that (1.1) has infinitely many solutions with 
(m, n) = 1 for almost all or almost no real a (see Theorem 7 of [ 14, 
Chap. 11). This result is likely to be true for all two-variable problems 
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where the sets are of number-theoretic interest. However, in [7] we have 
given an example of a two-variable problem where no “zero-one law” 
holds. 
LEMMA 3. Let $ E Y’, v !Pz be given. Let V(N), BP be as defined by (2.1), 
(2.2), and suppose V(N) + 00 as N + co. Then, for any finite interval 
fcR+, we have 
(2.4) 
and 
lim sup (V(N))-* 1 WnB,nB,KW~). (2.5) 
N-m Z<p,q<N 
Here D is an absolute constant if $ E Yz, while it depends, at most, on the 
numbers O, , o2 associated with I+G lj” $ E !P, . 
The theorem follows from Lemmas 1,2, and 3 by taking .zZ = W in 
Lemma 1, and 
D,= 4 
if m is composite 
B,nY ifm=p 
in Lemma 2 (note we only needed “liminf’ in (2.5), not “limsup”). 
For the proof of Lemma 2 see Lemma 5 of [14, Chap. l] (this 
corresponds to the Renyi-Lamperti lemma of probability theory). The 
proof of (2.4) is a simple consequence of the prime number theorem, and 
we establish (2.5) in the remainder of this paper. The proof of Lemma 1 is 
as follows. 
Proof of Lemma 1. Write %Z = Iw+ \d and suppose that A(g) > 0. Then, 
by Lebesgue’s density theorem, there exists an XEV such that 
lim d((x- c, x+c)nV) 
E-0 
2E =l. 
Hence there exists an open interval f c Iw+ such that 
Wnff)2(1 -b/2)4%). 
However, A(dn~)>~A.(~), and so, since %?=&\!R+ we have 
4f) = A(& n 9) + Wn A 2 (I+ WI WI, 
which is an absurdity since A(f) > 0. We deduce that A(%) = 0 as desired. 
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3. REDUCTION TO A FURTHER LEMMA 
For the rest of this paper we suppose that t,G E ul,. The proof for $ E Yr 
requires only minor alterations. We note that 
Iim (V(N)))* 1 
N+x 
;I($nBp 
p=qGN 
nB,)=k4nL 2l.(f) V(N)-'=0 
by (2.4), since V(N) -+ 00, so we need only prove that 
(3.1) 
where H, = o( V(N)‘). 
For the sake of simplicity we suppose that $ = [ 1, 1 + 0) where 0 < 4. 
The general case entails no further technical problems since the point we 
must be most careful about, in relation to the interval, is what happens 
when the ratio of its endpoints is close to one. It is clear, from the proof of 
Lemma 1, that we only need the result to be true for all “sutliciently small” 
intervals in any case; 
We commence the proof of (2.5) in a standard fashion (for example, see 
p. 534 of [ 163). For convenience we write d - D to mean D <d < (1 f 0) D, 
and d: D to mean D < d< (1 + 19)’ D. We then have, for p < q, 
A(B,nB,)fm c c 1. 
4 r--y s-p 
O<!rp--s4l~2q~L(pl 
(3.2) 
(Note rp - sq # 0 because p # q and, in the definition of B,, s #p.) We split 
up the ranges of summation over p and q on the left of (3.1) into subranges 
of the form p - P, q - Q. In view of (3.2) the sum of interest to us is 
bounded by 
PC, W’, Q) (3.3) 
with P, Q taking values 2( 1 + 0)* up to N(1 + 6), P d Q, and 
S(P,Q)=y c c 1. 
r:O s:P 
4-h P-p 
O~Ir~-ssy/~3Qtb(P) 
(3.4) 
As in [7, g] (and many other metric results) we see that the proof hinges 
on counting solutions of a certain diophantine inequality. In this paper we 
require the following result, which we prove later. 
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LEMMA 4. Let real numbers A, P, Q be given, with Q 2 P>, 19~ and 
AP > Q314. Then the number of solutions of 
O<)rp-sql <A, pwP,q-Q,r:Q,s:P, (3.5) 
is 
CAPQ f!13 
’ (log P)2 (log Q)2 + o(APQ 
19/20 
)* 
(3.6) 
Remarks. No great importance should be attached to the exponents $ 
and $j above. A “trivial” bound for the number of solutions of (3.5) may be 
obtained by considering rp - sq = h. This has no more than two solutions 
in s, q when r, p and h are fixed. This gives a bound (see Lemma 7 below), 
when P 3 8 -2, no more than 
CAPQ d2 
(log P)(lw Q)’ 
(3.7) 
For the moment we suppose that P>ee2. If Q$(P)<Q3’“/P in (3.4) we 
use (3.7) to obtain 
Q3f43/(Q) 
’ (log P)(log Q)’ 
The contribution of such terms to (3.3) is thus 
~ c Q3’4+(Q) log log 3Q < 
log Q 
V(N) 9 
Q 
This is absorved in the H, of (3.1). 
If Q”“/P< Q#(P) then we substitute (3.6) into (3.4) with A = 3Q$(P). 
The contribution of these terms to (3.3) is then no more than 
c CPQW) HQ> o3 
p. Q (lofit p)' (log Q12 
19'20W') ti(Q)) 
< C& WN2 + o(( ww2), 
as required. 
It only remains to consider the cases: (i) Q < 8-2. (ii) P< o-2 < Q. The 
contribution from case (i) is trivially O(1) (we do not need to restrict p, q, 
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r, s, to prime values to obtain this). Case (ii) contributes 0( V(N)) to (3.1). 
To obtain this last result, simply note that 
S(P, Q) GIp2;(Q) c 1 << ;;QJ$ 
,:Q 0 
4-Q 
by Lemma 7 below. This completes the proof of Lemma 3. 
4. SOME AUXILIARY RESULTS 
LEMMA 5. For square-free integers d write 
Let d be a set of positive integers, Y, T positive reals, and h an even positive 
integer with h d 2Y2’. Put 
44 R,= 1 l-dT. 
n E .d 
din 
Then the number of members of d having all their prime factors either 
dividing h or greater than Y is 
’ (log Y13 4th) “-(“r+o( & P2(d)d%iI). 
(d,h;=l 
Here, u(d) and 4(h) are the Mobius function and Euler’s quotient function, 
respectively, and E > 0 is arbitrary. 
Proof This is a case of the three-dimensional sieve, and follows, for 
example, from [3, Theorem 5.21. 
LEMMA 6. Let U, V> 1 be real, and t, w be integers with 
(t, w)= 1, V,<3w. Then, for any E>O, we have 
Here e(x) denotes exp(2nix) and i? is a solution of xv E 1 (mod w), 
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Proof: This is a combination of Lemmas 6 and 7 of [lo, Chap. 21. We 
note that the proof uses the deep methods of Weil for estimating complete 
Kloosterman sums. 
LEMMA 7. Let z(X) denote the number of primes not exceeding X. Then, 
for any real numbers X and Y with 1 < Y < X, we have 
3Y 
71(X) - n(X- Y) <-. 
log Y 
ProoJ This is a simple form of the well-known Brun-Titchmarsh 
inequality. For example, see [3, Theorem 3.71. 
5. PROOF OF LEMMA 4 
We first note that the result is trivial if A > PQ/2 so we henceforth sup- 
pose that A < PQ/2. We then treat the cases P c Q’14, P > Q114 separately. 
Case 1. P<Q “4 The number of solutions of (3.5) is no more than . 
by Lemma 7 
1 
<- 
l::“,,F - PS’ 
s: P 
r: Q 
since A > Q’/“fP, 
CO3 APQ 
< (log Q,’ (log PI2 
by Lemma 7 again since PlJ > P1j2, QfI 2 Q1’*. This is a suitable estimate. 
Case 2. P>Q 1’4 Here we wish to bound the number of solutions of .
rp-sq=h 
with 0 < 1 h ( <A. Without loss of generality we will treat h > 0 only. The 
contribution from those h with pi h is trivially 
<< AQ $ APQ’g’20. 
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Here the fact that h # 0 was vital. For other values of h we apply Lemma 5 
with 
&={lmn:Ip-mn=h,m: P,n-Q), 
and Y as some suitable value no more than ‘P. We remark that we have lost 
nothing by not using any averaging over h, because the crucial case has P 
near to Q and A “small.” If A >, Q” for some 6 > 0, then the analysis of 
the remainder term in the sieve is elementary (using averaging over h). 
This &ices for $(q) > qE- ’ for any E > 0, but not in the “best possible” 
situaton of our theorem. It is for this reason that we appeal to the “deeper” 
Lemma 6. 
Clearly the number of solutions of 
nEaI, n s 0 (mod d), 
for square-free d, is equal to the number of solutions of 
xyz=d,x,y,z>l, mnxyz -h(modpz),m:P/x,n~Q/y. (5.1) 
Now, if (d, hp) = 1, then (h, pz) = 1 so (xymn, pz) = 1. We may thus change 
the congruence in (5.1) to 
iE?jVz+n=O(modpz) 
Where i denotes a solution u of utr 1 (mod pz). We take 
T= PQtI* (2 + (3)/p and note that 
for any s>O. Since 
,,,~z,2e(~)={~ fth:zwle 
(with the convention that the value 1= -pz/2 is omitted from summation if 
pz is even), we then have 
For I 1) <pz/2 we have 
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so the multipIe exponential sum in (5.2) is no more than 
We may apply Lemma 6 directly to (5.3) for 1 I( <<zy/Q, and apply it in 
conjunction with partial summation, or a splitting up argument, for 
/I/ >pzy/Q. The bound we obtain for (5.3) is then 
Hence, since d 4 Y forces (d, p) = 1, we have 
,& (&I p’(d)&< Y’+2’Q’+EP-“2 
(4 22) = 1 
for any E > 0. We may therefore take Y as P’14, E as &,, and employ 
Lemma 5 to demonstrate that the number of solutions of 
rp-sq=h,r:Q,qNQ,s:P, 
is 
19/20 
)* 
Now 
so, summing (5.4) over h and p gives a bound 
CO3 APQ 
(log PI2 (log Q)* 
+ U(AQ19’20P). 
Here we have used the fact that 4 log P > log Q. 
This completes the proof of (3.6). 
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