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Abstract
This paper describes the discrete cylindrical algebraic decomposition (DCAD) construc-
tion along two orthogonal views of binary images. The combination of two information is
used to avoid ambiguities for image recognition purposes. This algorithm associates an object
connectivity graph to each connected component, allowing a complete description of the struc-
turing information. Moreover, an easy and compact representation of the scene is achieved by
using strings in a five letter alphabet. Examples on complex digital images are also provided.
© 2001 Published by Elsevier Science Inc.
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1. Introduction
Computerized tomography is the process by which one can obtain the 3D density
distribution of a body from its projections [1]. Usually, it is necessary a huge number
of such projections to get an accurate approximation of the distribution. Sometimes,
it is possible to reduce this number of scans either by introducing a model of the
object to analyze or by considering the nature of the object itself [2] (e.g. electron
microscopy and angiography, where just a few binary projections can be taken). In
[3] orthogonal projections are used to describe digital images through two symbolic
projections, i.e. strings to represent and retrieve pictures belonging to a database.
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Here, we show how to combine the information from two orthogonal views of a
binary image and how to symbolize its connected components. The proposed method
is based on the cylindrical algebraic decomposition (CAD) introduced in [4]. The
original CAD algorithm is part of a decision procedure for the theory of real closed
fields. It performs an arbitrary cellular decomposition of the Euclidean space in such
a way that each given polynomial is invariant in sign throughout every cell and that
its solutions are obtained by retaining those cells in which the sign is zero.
The CAD construction [5–7] has been extended to the analysis of points in the 2D
discrete space and it is named discrete CAD (DCAD) [8]. The extension is straight-
forward by providing the proper definitions of the cellular plane as described in
[9,10]. A connectivity graph (CG) is associated to the DCAD decomposition of a
binary scene. The CG is a useful representation of the input scene allowing the re-
trieval of the connected components (objects), and the description of their relative
positions (visibility problem) [8].
However, the CG of a single view (i.e., generated by cylinders of one direction
only) does not provide a full structural description of a binary component. Infor-
mally, structural description is related to the shape properties of a binary image. For
example, it gives information about the convexity of a component, the existence of
bend points, their orientation and position.
We will see that the CG can be described with strings on a five letter alphabet,
bringing to a compact representation of the scene. The sub-graph of the CG referred
to a single connected component is named object connectivity graphs (OCG).
The proposed two-view DCAD algorithm, obtained from two orthogonal views,
gives a full structural description of each object by combining the two OCGs.
The DCAD algorithm is described in Section 2. The properties of the derived
OCG are given in Section 3. Section 4 is devoted to the string representation of the
CG. The two-view DCAD algorithm and its implementation notes are described in
Section 5. Some remarks are given at the end of the paper (Section 6).
2. The discrete CAD algorithm
The construction of the cylindrical decomposition (CD) in the Euclidean space
Rr is defined as follows:
Definition 1. Let X be a Hausdorff space. Then a CD of X is a sequence of closed
subspaces X0 ⊂ X1 ⊂ X2 · · ·Xq · · · such that ⋃i Xi = X and the following condi-
tion are satisfied:
(a) X0 is a discrete subspace of X (it could be empty). The elements of X0 are named
0-cells (vertex).
(b) For q  1, Xq −Xq−1 is a disjoint union of open subspaces, called q-cells, that
are homeomorphic to Rq . The set Xq is named q-skeleton of the decomposition.
A CD is said to be algebraic (CAD) if it is compatible with an algebraic curve.
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From this definition it follows that X is the union of cells of different dimensions
and Xq =⋃qi=0 Xi .
As an example, consider the projective plane, X. An algebraic curve is given by
the polynomial homogeneous equation f (x, y, z) = 0. A CAD of X is such that for
each i  0 an i-cell is an open ball of dimension i. In this case, a 0-cell is a point,
a 1-cell is an open arc, and a 2-cell is an open region. In Fig. 1 a decomposition
performed with the curve of equation y4 − 2xy3 − x2y2 + y2 + 2x3y + x2 − 1 = 0
inside the circle x2 + y2 − 25  0 through its tangential ellipse belonging to the set
25x2 + k2y2 − 25k2 = 0 is shown. Each cell has been labeled with an ordered pair
of integer numbers, spanning from bottom to up and from left to right.
The definition of CAD can be extended on a binary image D, subset of the digital
plane
Z2 : D = {(i, j, g) ∣∣ 1  i  N, 1  j  M, g ∈ {0, 1}}.
Each element x ∈ D is called pixel; gx denotes its intensity; the pair (ix, jx) indicates
its position. A binary component of D is a sub-set of D whose pixel-values are 1.
Moreover, the 4-connectivity will be assumed in Z2.
In the DCAD case, internal edges of a connected component, A ⊆ D, will play
the role of the algebraic curves. The internal edges are defined as
Edge(A) = {x ∈ A : ∃y ∈ C(4)1 (x) such that gy = 0
}
,
where C(4)1 (X) is a 4-connected circle with radius 1 centered in x.
Definition 2. An edge of a component is said to be
• Horizontal iff it is a sequence of type (. . . , (ix, jx), (ix, jx + 1), . . . , (ix, jx +
n), . . .);
• Bend iff it is a sequence of type ((ix, jx − 1), (ix, jx), (ix − 1, jx), . . . , (ix −
n, jx), (ix − n, jx + 1)) (left bend) or ((ix, jx + 1), (ix, jx), (ix − 1, jx), . . . ,
(ix − n, jx), (ix − n, jx − 1)) (right bend);
• Open iff it is a sequence of type ((ix, jx + 1), (ix, jx), (ix − 1, jx), . . . , (ix −
n, jx), (ix − n, jx + 1));
Fig. 1. An algebraic curve and its decomposition in the projective plane.
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• Close iff it is a sequence of type ((ix, jx − 1), (ix, jx), (ix − 1, jx), . . . , (ix −
n, jx), (ix − n, jx − 1))).
For the sake of simplicity, the cylinders that decompose D by intersecting the
edges of its components are called digital straight lines.
Definition 3. The cylinders of the DCAD are digital straight lines represented by a
sequences of connected and vertically stacked pixels (. . . , (ix, jx), (ix + 1, jx), (ix +
2, jx), . . . , (ix + n, jx), . . .).
The general definition of digital straight lines is not immediate; for more de-
tails please see [11]. Note that we can consider all vertical lines in the whole im-
age, though this does not introduce any further information for the following graph
representation.
Definition 4. The digital intersection T ∩ E of a cylinder T with an edge E of a
connected component is a sequence of n  1 connected pixels. The intersection is
said to be
• horizontal if E is a horizontal edge (in this case n = 1);
• opening if E is an open edge;
• closing if E is a close edge;
• bend if E is a bend edge.
As in the case of the CAD, the DCAD decomposes the digital plane in 0-cells,
1-cells, and 2-cells.
Definition 5. 0-Cells are points generated by (see Fig. 2):
• horizontal intersections (p);
• opening points (a);
• closing points (b);
• bend points (s).
Definition 6. 1-Cells are horizontal edges (e) or segments of cylinders (c). 1-Cells
are delimited by 0-cells.
Fig. 2. Configurations of edge pixels that generate 0-cells.
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Definition 7. 2-Cells are digital regions (r), delimited by 0/1-cells.
Two cells of different types are adjacent iff they are 4-connected. The CG is the set
of vertices associated to the cells and the set of edges which indicate the adjacency
between these cells. Clearly this is a symmetric relation and therefore the resulting
graph is undirected. Moreover, the CG is planar and is scaling invariable, which is
useful in object recognition algorithms. A further ordered pair of integer numbers
(I, J ) is assigned to each node, scanning the image from bottom to up and from left
to right and increasing I and J by 1 each time a new element of the decomposition is
met. The initial values of both I and J are conventionally set to 1 (see Fig. 3). These
labels let us identify the type of each vertex according to Table 1. For example, you
may notice that, for a given cylinder, the regions r and the horizontal edges e alternate
each other.
Definition 8. The structural information of a binary connected component regards
the position and the orientation of its bend points, and the position and orientation of
its concavities and convexities.
(a)
(c)
(b)
Fig. 3. A complete example of DCAD.
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3. Properties of the connectivity graph
The edge of each connected component is identified by a simple cycle in the
graph. In [12] a method to calculate the Euler number by means of these cycles and
spanning trees is given. To highlight the cycles we define the strong link as the link
between nodes belonging to the same component. In the graph images, we depict the
link with thin lines and the strong link with thick lines. In order to get the neighbors
of each vertex we store their positions into two auxiliary variables L and R. Their
values are set to 1 when starting the decomposition and every time a new cylinder is
scanned moving from left to right. Due to the cellular decomposition and the notation
of nodes reported in Table 1, it is easy to verify the following properties of the CG:
Proposition 1. An opening point of type (a, I, J ) is linked to {(r, I − 1, L),
(c, I, J − 1), (c, I, J + 1), (r, I + 1, R), (r, I + 1, R + 2), (r, I + 1, R + 4)}, and
strongly linked to {(e, I + 1, R + 1), (e, I + 1, R + 3)} (see Fig. 4).
Proposition 2. A horizontal intersection point of type (p, I, J ) or a bend point of
type (s, I, J ) is linked to {(r, I − 1, L), (r, I − 1, L+ 2), (c, I, J − 1), (c, I, J +
1), (r, I + 1, R), (r, I + 1, R + 2)}, and strongly linked to {(e, I − 1, L+ 1),
(e, I + 1, R + 1)} (see Fig. 5).
Proposition 3. A closing point of type (b, I, J ) is linked to {(r, I − 1, L), (r, I −
1, L+ 2), (r, I − 1, L+ 4), (c, I, J − 1), (c, I, J + 1), (r, I + 1, R)}, and strong-
ly linked to {(e, I − 1, L+ 1), (e, I − 1, L+ 3)} (see Fig. 6).
Table 1
The index association
(I, J ) Even Odd
Even a, b, p, s c
Odd e r
Fig. 4. The decomposition around an opening point a.
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Fig. 5. The decomposition around a horizontal intersection point p or a bend point s.
Fig. 6. The decomposition around a closing point b.
Given a CG we define its sub-graph by deleting all vertices with their arcs which
represent the background of the image. This corresponds to delete, for each index I,
the nodes with minimum and maximum index J. The label of each vertex is preserved
and all statements just seen still hold. In such a way we can get an OCG for each
component in the scene.
This new graph has been introduced to reduce the size of the set of the vertices.
Moreover the OCG itself can be further squeezed without losing any information.
Proposition 4. Given an OCG, each vertical sequence of vertices p, c, p can be
deleted with all arcs. The left and right nodes previously linked to them can then be
merged together.
In fact the cylinder represented by these nodes makes a partition of a region into
two sub-regions that when merged together do not change neither the topology nor
the structure of the component (see Fig. 7).
Proposition 5. Each component starts with at least one opening point a and ends
with at least one closing point b.
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Fig. 7. The “delete-and-merge” rule.
4. String representation of the connectivity graph
Propositions 1–3, given in the Section 3, guarantee that just the a, b, p, and s ver-
tices need to be stored (usually in a file). These vertices have been marked with a big-
ger circle in all graphs. The CG can be stored as a string in the alphabet {a, b, p, s, #},
where the symbol # has been introduced as an “end of line” that corresponds to a
cylinder of the DCAD. Taking into account ordering of the CG, it is possible to
associate a unique string w to each CG by spanning the graph labels from bottom
to up and from left to right and appending the letters a, b, p, and s in the order they
are encountered. For example, the string representation of the graph in Fig. 3(c) is
a#ps#b.
On the contrary it is possible to build the CG and to mark its cycles in O(|w|)
steps by reading the string from left to right.
In the following, we list the properties that characterize this string representation.
Let w be a string, representing a CG, composed by k > 1 factors wi , separated by
k − 1 symbols #. We indicate the occurrence of character x in the string wi with the
notation |wi |x .
From Proposition 5 we derive that:
• Only nodes of type a can start a connected component. This means that only
characters a can be present in the first factor w1(|w1|b = 0; |w1|p = 0; |w1|s =
0).
• Only nodes of type b can end a connected component. This means that only char-
acters b can be present in the last factor wk(|wk|b = 0; |wk|p = 0; |wk|s = 0).
From Propositions 1–3 we derive that:
• Nodes of type a are strongly linked to just two other nodes, both on its right side
(see Fig. 4). This means that if a is in wi , then only a character b or two characters
y, z ∈ {p, s} are present in wi+1 for this a. Nodes of type b are strongly linked
to just two other nodes, both on its left side (see Fig. 6). This means that if b is
in wi , then only a character a or two characters y, z ∈ {p, s} are present in wi+1
for this b. Nodes strongly linked represent the edges of the connected components
and therefore form cycles in the CG. It follows that the same number of a and b
is in w, therefore
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|wi |p + |wi |s = 2


i−1∑
j=1
|wj |a −
i∑
j=2
|wj |b

 , i = 2, . . . , k − 1.
In the worst case analysis we obtain the maximum number of nodes in a CG by
arranging the points of types a, b and s on separate cylinders, as shown in Fig. 8. The
number of nodes is indicated for each column. In particular, the number of nodes per
column brought by the opening points a grows according to
1 + 3 + 5 + 7 + 9 + 11 + · · · = 4
|w|a−1∑
i=0
(2i + 1) = 4|w|2a.
Likewise, the number of nodes per column brought by the closing points b decreases
as
· · · + 11 + 9 + 7 + 5 + 3 + 1 = 4
|w|b−1∑
i=0
(2i + 1) = 4|w|2b.
Further 4|w|a + 1 nodes are necessary to link those generated by the points of types
a and b.
The number of nodes due to the points of type s is given by (4|w|a + 1)(|w|p +
|w|s). In Fig. 9 the number of such nodes is 13.
Since each point of types a, b and s lies on its own cylinder, they add 2(|w|a +
|w|b + |w|s) markers # to the symbolic representation. Recalling that |w|a = |w|b,
the upper bound for the length of the correspondent complete string is 8|w|2a +
8|w|a + (4|w|a + 1)(|w|p + |w|s)+ 2|w|s + 1.
In the case of the compact representation, the number of nodes generated by
the points of type a and b is |w|2a and |w|2b, respectively (see Fig. 10(a)). Further
2|w|a(|w|p + |w|s) nodes are due to the points of type s (see Fig. 10(b)), while just
2|w|a + |w|s − 1 markers # are necessary to characterize each cylinder.
Fig. 8. A sample image and the nodes of its decomposition.
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Fig. 9. A sample image and the nodes of its decomposition.
Fig. 10. The nodes of the compact decomposition of Figs. 8(a) and 9(a).
The upper bound for the length of the compact representation is so given by
2|w|a(|w|a + |w|p + |w|s + 1)+ |w|s − 1.
This compact representation of the CG allows us to save on average about 75%
of the memory space that is required to represent all nodes with their labels.
Note that the CG and its compact representation is independent of the image size,
because the DCAD construction is based on the intersection between cylinders and
component edges.
5. Two views combination
The DCAD of a 2D digital image and its CG provide all topological information
regarding the components in the scene (connectivity and Euler numbers). However,
it does not include all structural information, and therefore, the description becomes
ambiguous if we consider just one view.
For example, the images of Fig. 11 have the same OCG along the x axis, i.e.,
when the cylinders are parallel to the y axis (OCGx), though they have different
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(a)
(c)
(d) (e)
(b)
Fig. 11. An example of ambiguity generated by the OCGxs (c). OCGys (d) and (e) refer to the input
images (a) and (b), respectively.
structures. Their OCG along the y axis (OCGy , obtained by just swapping the x and
y axes) are different since the order of the labels is not preserved. These ambiguities
regard the positions and orientations of bend points and concavities (considered as
the combination of two consecutive bend points).
A second example of ambiguity is shown in Fig. 12.
In the following we report the sketch of a compound algorithm to combine both
the OCGx and the OCGy of a given object O and of a prototype P to determine if
O and P have the same geometric structures. This task can be very important in an
artificial visual system (e.g., automatic recognition of mechanical pieces).
• Input: O and P images.
• Computation of OCGx(O), OCGy(O), OCGx(P ), and OCGy(P ) together with
their string representations w(x)(O),w(y)(O),w(x)(P ), and w(y)(P ).
• Component normalization: reduce the size of all components by using, repetitive-
ly, the rule of Proposition 4.
• Component association: perform a graph matching procedure to test the equiva-
lence between the previously reduced corresponding OCGs of O and P.
The above-described string representation allows us to generate the OCGs per-
forming their matching in O(max{|w(x)|, |w(y)|}) steps since the OCGs are ordered
data structures. Their combination is performed by considering also mirrored and
rotated (by 90◦) images of O. The correctness of this step is assured by observing
that O ∼ P ⇔ (w(x)(O) = w(x)(P )) and (w(y)(O) = w(y)(P )).
• Output: give the match result.
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Fig. 12. An example of ambiguity generated by the OCGys (e). OCGxs (c) and (d) refer to the input
images (a) and (b), respectively.
In Fig. 13, an example of graph matching is described by swapping the x and y
axes. The image in Fig. 12(a) is considered to obtain the OCGy of Fig. 12(e) from
the OCGx of Fig. 12(c). Each step of the transformation is generated using a look-up
table, whose entries represent three consecutive a, b, and s nodes in the cycle of the
OCGx . The matching is then performed by visiting the graphs of Fig. 12(c)–(e) after
having properly inserted nodes of type p.
Two different versions of the DCAD have been developed so far. The parallel
release [13] has been written in OCCAM and runs on a parallel DSP machine. The
serial release has been written in ObjectPascal for Windows and in C for Xwindow.
The time complexity of the serial DCAD is O(n2), where n is the size of the whole
frame. Our system provides also graphic tools to display a CG starting from both the
image and the string coding.
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Fig. 13. An example of graph transformation to perform the graph matching.
Fig. 14. A real chip layout, a zoomed part of the circuit, and its CGx .
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Fig. 15. A sample image with its CGx and CGy codings.
Fig. 14 shows the application of the DCAD to part of a real chip layout. We
were interested in the graph representation of just some components of the integrated
circuit. In this case our string representation w(x) of the corresponding CGx is 2543
symbols long, while the complete graph would need 10 177 symbols.
The example of Fig. 15 shows a synthetic image with its graphs and strings. The
complete representations of CGx and CGy have 269 and 333 symbols. respectively,
while their corresponding compact representations w(x) and w(y) have 66 and 82
symbols.
6. Final remarks
The DCAD algorithm, here shown, lets us analyze topological and structural
properties of complex binary images through a very simple string representation. The
combination of two orthogonal views provides also a structural description that can
be used for image recognition and for application to pictorial queries. Moreover, all
classical graph algorithms can be easily used in our CG representation. The extension
to the 3D space, while already studied by a theoretical approach [14], is still under
work from an applied viewpoint.
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