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On Testing the Change-point in the Longitudinal Bent Line
Quantile Regression Model
Nanshi Sha
The problem of detecting changes has been receiving considerable attention in
various fields. In general, the change-point problem is to identify the location(s) in
an ordered sequence that divides this sequence into groups, which follow different
models. This dissertation considers the change-point problem in quantile regression
for observational or clinical studies involving correlated data (e.g. longitudinal stud-
ies) . Our research is motivated by the lack of ideal inference procedures for such
models.
Our contributions are two-fold. First, we extend the previously reported work
on the bent line quantile regression model [Li et al. (2011)] to a longitudinal frame-
work. Second, we propose a score-type test for hypothesis testing of the change-point
problem using rank-based inference. The proposed test in this thesis has several ad-
vantages over the existing inferential approaches. Most importantly, it circumvents
the difficulties of estimating nuisance parameters (e.g. density function of unspecified
error) as required for the Wald test in previous works and thus is more reliable in finite
sample performance. Furthermore, we demonstrate, through a series of simulations,
that the proposed methods also outperform the extensively used bootstrap methods
by providing more accurate and computationally efficient confidence intervals. To
illustrate the usage of our methods, we apply them to two datasets from real studies:
the Finnish Longitudinal Growth Study and an AIDS clinical trial. In each case, the
proposed approach sheds light on the response pattern by providing an estimated
location of abrupt change along with its 95% confidence interval at any quantile of
interest – a key parameter with clinical implications. The proposed methods allow for
different change-points at different quantile levels of the outcome. In this way, they
offer a more comprehensive picture of the covariate effects on the response variable
than is provided by other change-point models targeted exclusively on the conditional
mean. We conclude that our framework and proposed methodology are valuable for
studying the change-point problem involving longitudinal data.
KEY WORDS: Change-point; Piecewise linear; Rank score test; Longitudinal
data; Adiposity rebound; Plateau; HIV treatment.
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Change-point problems frequently arise in public health, medical, and behavioral, as
well as in biological, agricultural and geographical sciences. For effective communica-
tion, it is crucial to report key statistical findings in a way that non-statisticians can
appreciate [Brownson and Remington (2002)]. Change-point models are desirable for
this purpose since they usually condense key functional information into a few pa-
rameters with clear interpretations. Depending on context, a change-point parameter
may also be referred to as a break-point or cusp-point.
The general form of a change-point problem is estimating an unknown time point
t, where an ordered sequence of observations y1, . . . , yn naturally fall into two groups,
{yi}i=1,...,t and {yi}i=t+1,...,n. Each group obeys a model with a distinct analytic form.
The index usually represents time, but in general it can be any associated variable, e.g.
dosage of new drug under investigation. A simple example in the univariate setting
is the level-change model : the random variables {yi}i=1,...,t follow an independent
identically distributed (iid) N(µ1, σ
2) while {yi}i=t+1,...,n are iid N(µ2, σ2) with µ1 6=
µ2. Another common example in the regression setting is the two-phase regression
model [Gallant and Fuller (1973)]: the response variables {yi}i=1,...,t obey a linear
model a1+b1x, based on some explanatory variable x while {yi}i=t+1,...,n follow another
model a2 + b2x, which has a similar form but with a different set of parameters.
A wide variety of theoretical challenges have arisen in modeling change-point
patterns. In the mid 20th century, Page (1954) proposed an inspection scheme for
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detecting an abrupt change of the parameter in one direction, known as continuous
inspection schemes. This is probably when the change-point problem was first formu-
lated. Later on, many authors [Box and Tiao (1965); Hinkley (1971); Fu and Curnow
(1990); Liang et al. (1990); Banerjee and McKeague (2007); Li et al. (2011)] have
considered extensions in various settings and directions including binary outcomes,
multivariate outcomes, time series data, stochastic processes, hazard rate regressions,
quality control problems, sequential applications and multiple change-points prob-
lems. The general techniques employed include maximum likelihood approach, non-
linear least squares [Srivastava and Worsley (1986)], nonparametric methods [Cso¨rgo
and Horvath (1988)], as well as Bayesian methods [Barry and Hartigan (1993)]. All
these techniques have been developed to solve the change-point problems in various
applications.
It is conceivable that a change-point problem may simply be viewed as a special
case of nonlinear regression. From a theoretical perspective, however, the problem
is nonregular. For instance, let us take the simplest case of the level-change model
above. Here the log-likelihood function is not differentiable with respect to the change-
point parameter t; consequently, the standard likelihood approach does not apply. In
this situation, more assumptions are thus generally required. One such assumption
is the existence of one single change-point. Based on this assumption, theoretical
derivations of the asymptotic properties follow: consistency and asymptotic normality
of the change-point estimate [Feder (1975); Krisnaiah and Miao (1988)], as well as
the asymptotic distribution of the test statistics [Worsley (1979)], which are derived
to test whether there exists a change-point and, where/when it is. Recent results
include, but are not limited to, the estimation of the number and the locations of
multiple change-points [Fearnhead (2006)].
From an application perspective, the method of nonlinear least squares is straight-
forward for generating the estimate and can be readily implemented with existing
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statistical softwares. However, there is no a simple general result on the asymptotic
theory of the change-point estimate [Krisnaiah and Miao (1988)]. Consequently, re-
searchers frequently have to resort to the computationally intensive methods such
as the resampling methods to construct confidence intervals [Efron and Tibshirani
(1986); Hinkley and Schechtman (1987)].
The classical least squares regression models examine the covariate effect on the
response by focusing on the conditional mean. However, they do not address another
equally important question of whether the covariate effect, if there is any, is homoge-
neous across different quantiles (or percentiles) of the response variable. Questions in
the latter form, more often than not, are important topics of modern epidemiology re-
search such as studies of obesity studies and low birthweight investigations. Quantile
regression emerges as one of the indispensable took-kits for addressing such research
questions by providing a more comprehensive picture of the covariate effects on the
response variable distribution [Koenker and Hallock (2001); Hao and Naiman (2007)].
Change-point problems naturally arise in these studies, as will be explained in greater
detail in the following section. Quantile regression by allowing the change-point to
vary across different quantiles, offers a flexible setup for studying these problems. As
a result, the development of proper inferential tools motivates our research.
Extra challenges arise from studies with correlated data, such as longitudinal
data and clustered data. The former frequently arise in large cohort studies where
repeated measures are taken from one single subject and are thus correlated. Time
series data from surveillance studies can also be considered as longitudinal data.
Clustered data, on the other hand, are commonly seen in multi-center studies, where
each participating center is usually treated as a cluster. The subjects within one
cluster are thus correlated. In either case, the complex correlation structure needs to
be appropriately taken into account for valid inference. However, statistical methods
for detecting change-points for longitudinal data are still limited. Wu and Yang (2008)
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proposed a method based on a transition function for longitudinal binary data, and
Rosenfield et al. (2010) described a method based on statistical control theory for
longitudinal physiological time series data.
1.1 Motivating examples
There are various types of observational studies and experimental studies which
involve change-point phenomena [Pawitan (2005)]. In this section we describe two
real examples which motivate our research. One comes from the Finnish Longitudinal
Growth Study [Sorva et al. (1990)]. The other one is from an AIDS clinical study
[Park and Wu (2006)].
1.1.1 The Finnish Longitudinal Growth Study
Our first motivating example is a pediatric study with longitudinal measures. In
pediatrics and nutritional epidemiology, there is a time period in childhood, usually
between 5 to 7 years of age, termed adiposity rebound (AR) [Diez (1994)]. AR is a
critical period for the regulation of energy balance and adult obesity risk and thus
generates extensive research interest [Rolland-Cachera et al. (1984); Siervogel et al.
(1991); Prokopec and Bellisle (1993); Reilly et al. (2005)]. Furthermore, an early
AR (younger age at the point of AR) is associated with not only higher BMI in
adolescence [Rolland-Cachera et al. (1984); Prokopec and Bellisle (1993)] but also
an increased risk of adult obesity, even after adjusting for the BMI at AR, maternal
BMI, and paternal BMI – three other known risk factors for adult obesity. [Whitaker
et al. (1998)].
The dataset is from the Finnish Longitudinal Growth Study [Sorva et al. (1990);
Pere (2000)]. The observations consist of longitudinal measurements on height and
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weight for 2514 Finnish children. Weight (kg) and height (m) were measured for each
participant using standard techniques, and BMI (kg/m2) was calculated by BMI =
weight/height2. As described in more detail in Pere (2000), this dataset has been
cleaned to remove a small proportion of children with low or missing birth weight or
other suspicious measurements. After cleaning, there are 1140 boys and 1162 girls
with ages ranging from 1 to 18 years old.
In Figure 1.1, we plot the BMI against age in years for boys and girls, respectively.































Figure 1.1: Body Mass Index (BMI) plotted against Age in years for 1140
boys and 1162 girls.
from 1 year of age until somewhere between 5 and 7 years of age, and then starts
to increase. In fact, pediatric considerations support the idea of a change-point. As
described in Whitaker et al. (1998), “body fatness normally declines to a minimum,
a point called adiposity rebound (AR), before increasing again into adulthood.” It
is of clinical interest to estimate the mean age at AR for the general population. A
more informative analysis is to characterize the ages at AR for heavy, medium and
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lean subjects. This is particularly helpful for the clinicians to study the relationship
between the onset of childhood obesity and more severe adult disease.
To accommodate data arising from such applications, it is natural to model the
BMI using segmented regression models that allow for different slopes in different
time domains, e.g. before and after AR. It is particularly of clinical interest to de-
termine the AR, i.e. when the BMI begins to increase again after infancy. Moreover,
compared to the question of estimating the time of AR on average, it is more mean-
ingful to determine the time of AR for lean, medium and heavy subjects typified
by, say the 10th, 50th and 90th percentiles of BMI. Such information is crucial for
further investigation of the relationships between childhood obesity, early adiposity
rebound and risks of subsequent adulthood diseases, and would also contribute to the
development of protocols for future studies.
1.1.2 An AIDS clinical study
In many medical studies, investigators assess the efficacy of new treatments lon-
gitudinally and measure the response to the treatment over time. One commonly
observed response pattern consists of two stages, a steep improvement at the begin-
ning of the treatment, followed by a period where the condition has stabilized [Deeks
et al. (2004); Hunt et al. (2003)].
Another motivating example is the AIDS (acquired immune deficiency syndrome)
clinical study developed by the AIDS Clinical Trials Group (ACTG). There are 171
patients enrolled in one of the three treatment arts and received the antiretrovial
therapies (ART). They were followed every 4 weeks in the first 2 months, and every
8 weeks thereafter. Some patients might not exactly follow the designed schedule of
clinical visits. Our main purpose is to characterize the response patterns of the CD4
cell measurements, an important marker for assessing immunologic response, in the
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ART treatment. Figure 1.2 shows the CD4 cell count response from 171 patients
during the 120 weeks of ART treatment. Each solid line in Figure 1.2 connects the
CD4 cell counts from each patient’s scheduled visit. In general, a steep increase in
the CD4 cell counts is observed during the first few months regardless of the baseline
severely. Then the CD4 cell counts reach a plateau indicating stabilized conditions.
Such treatment response patterns of antiretroviral therapies (ART) have drawn much
attention in the medical community –[Staszewski et al. (1999); Renaud et al. (1999);
Tarwater et al. (2001)], just to name a few articles. In fact, pharmacological consid-
erations support the idea of a change-point: the function of ART is the suppression
of plasma HIV RNA, allowing a significant increase in the CD4 cell counts until the
ART, virologic and other factors reach a balance, or a plateau as termed by Tarwater
et al. (2001).
To accommodate data arising from such applications, it is natural to model the
treatment efficacy using segmented regressions that allow for different slopes in dif-
ferent time regions. And it is particularly of clinical interest to determine the change-
point indicating when the patients’ conditions could be stabilized. Moreover, com-
pared to the question of when the patients stabilize in average, perhaps a more mean-
ingful question is what CD4 cell count level could be achieved by certain percentages
of the patients and when does the stabilization occur. An example of a percentage of
interest is the 0.10 quantile (10% percentile) of CD4 cell counts. Here, the severely
infected patients are represented by those whose observations fall below this quantile
function. Such information helps determine the appropriate length of the therapy de-
pending on severity of infection, which in turn contributes to formulation of clinical
protocols.
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Figure 1.2: Observed CD4 Cell Counts from 171 HIV positive patients
under a 120-week-long highly active antiretroviral therapy.
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1.2 Our contribution
To address the aforementioned questions, we propose to conduct quantile analysis
on the change-points. Although an extensive literature can be found on segmented
least squares regressions models [Quandt (1958, 1960); Robison (1964); Feder (1975)],
analogous work done for segmented quantile regression models is limited. For cross-
sectional data, Li et al. (2011) developed a bent line quantile model.
Our contributions are two-fold. First, we generalize previous work [Li et al. (2011)]
to a longitudinal framework. The asymptotic properties of the longitudinal estimate
are established. However estimating the limiting variance-covariance matrix is known
to be somewhat arduous, mostly due to the involvement of the unspecified unknown
density function. To circumvent the difficulties of estimating the limiting variance-
covariance matrix of the estimators, we propose a score-type test on the change-point
derived from rank-based inference. The asymptotic distribution of the test statistic is
also derived. The proposed test could also be utilized to construct confidence intervals.
Through a series of simulations designed to compare the performance of the proposed
test and the extensively used bootstrap method, we come to the conclusion that our
test has a couple of attractive characteristics including better coverage accuracy and
computational efficiency.
1.3 Structure of this dissertation
The rest of the thesis is organized as follows. In Chapter 2, we first review the
change-point models developed in various areas. Then we summarize the fundamen-
tals of linear quantile regression. In Chapter 3, we extend the original bent line
quantile model to longitudinal settings. An estimation algorithm for the model pa-
rameters is described. The asymptotic properties of the parameter estimates are
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studied. In Chapter 4, a rank score test statistic on the change-point is proposed and
its asymptotic distribution is established. In Chapter 5, a series of simulation studies
are conducted to evaluate the performance of the proposed test in finite sample sizes.
Furthermore, an important application of the rank score test, construction of con-
fidence intervals, is described, and its performance is compared against the popular
bootstrap method. In Chapter 6, we applied these methods to the Finnish Longitu-
dinal Growth Study and the AIDS clinical study mentioned earlier. In Chapter 7,
we summarize the important findings in previous chapters and discuss some future
directions. Chapter 8 provides complete proofs for all the theorems.
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Chapter 2
Review of linear quantile regression
2.1 Overview
Before turning to the longitudinal aspects of our model, this chapter provides a
brief overview on the existing methods on change-point models in various areas, fol-
lowed by a complete review on fundamentals of linear quantile regression. In the first
section, we review two versions of the bent-line regression model developed based on
mean regression and quantile regression. In the following sections, the estimation of
the linear quantile regression is outlined, followed by some discussions of the com-
putational aspects and asymptotic properties. Fundamental inference methods for
quantile regression are also compared and summarized.
2.2 Bent line regressions
Most frequently in regression problems, one functional form of the outcome is
assumed throughout the entire domain of interest. However, in many applications
it is more appropriate to separate the domain where different parametric forms are
assumed respectively, resulting in segmented regression models. Feder (1975) studies
a very broad class of segmented additive models, and derives the asymptotic results
via Taylor expansions. He found the asymptotic consistency property of the regression
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estimate depends on the “unsmoothness” at the change-point, i.e. the lowest order
of the derivative that differs on two sides of the change-point. The main conclusions
include: (1) the estimates have a rate of convergence of n−1/2(log log n)1/2 under
suitable identifiability conditions; (2) the rate of convergence n−1/2 is achieved if
the first order derivatives disagree on the two sides of the change-point. Among the
segmented regression models, one important special case is that of bent line regression,
or broken line regression [Chappell (1989)]. The model takes a continuous piecewise
form with single change-point
yi =
 a1 + b1ti + ei, if ti ≤ t;a2 + b2ti + ei, if ti > t, (2.2.1)
where i = 1, . . . , n indexes the outcome yi, whose slope in covariate ti changes abruptly
at t, {ei} are normally and independently distributed error terms with mean zero and
variance σ2. Due to the requirement of continuity at t, a2 must satisfy
a2 = a1 + (b1 − b2)t, (2.2.2)
based on which, equation (2.2.1) may be re-expressed
yi =
 a1 + b1ti + ei, if ti ≤ t;a1 + b1t+ b2(ti − t) + ei, if ti > t. (2.2.3)
Upon letting ui = max(ti, t) and vi = min(0, ti − t), the compact formulation
yi = a1 + b1ui + b2vi + ei, i = 1, . . . , n (2.2.4)
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is equivalent to equation (2.2.3). Consequently, the conditional log-likelihood given
fixed t is









(yi − a1 − b1uib2vi)2, i = 1, . . . , n
(2.2.5)
By substituting the least squares estimates into equation (2.2.5), we have






Therefore one can obtain the unconditional maximum likelihood estimate of a1, b1,
b2 and σ by further minimizing σ̂ over t. The value of t where minimum is realized is
t̂, the maximum likelihood estimate of t. â2 can be calculated by substituting these
estimates into the continuity constraint (2.2.2).
In general, the change-point estimates of segmented regression are not asymptoti-
cally normally distributed. To be more precise, the rate of convergence is n−1/2(log log n)1/2.
However the bent line regression is one exception. By Feder (1975)’s result, Chappell
(1989) shows the rate of convergence is n−1/2 rather than n−1/2(log log n)1/2 based on
the fact that the lowest order of derivative that disagree at t is 1. As n increases,
√
n(t̂−t) converges to a normal distribution with mean zero and varianceD(t)GD>(t).
Similarly
√
n(â1− a1, b̂1− b1, â2− a2, b̂2− b2) converges to a multivariate normal dis-





























































The problem of formally examining the equality of b1 and b2 in model (2.2.1) has
received much attention. The hypothesis of equality may be of interest depending
on context. More importantly, the asymptotic results are established based on the
identifiability assumption b1 6= b2. If the change-point is known, a classic procedure
for testing the equality of slopes, with
H0 : b1 = b2 vs. H1 : b1 6= b2, (2.2.9)
is an F test developed from likelihood ratio statistic, also known as the “Chow test”
(1960).
Fc = (n− 3)(SSs − SSt)/SSt (2.2.10)
follows a F distribution with 1 and n-3 degrees of freedom, where SSs and SSt refer
to the residual sum of squares from the single regression and the regression segmented
at t, respectively. In most cases, however, the change-point is unknown. The Chow
test is not appropriate. Testing for a quadratic term is suggested where the data are
approximately evenly spaced. Null hypothesis which presumes the existence of t may
be tested via likelihood ratio statistic. For example, the problem
H0 : t = t0 vs. H1 : t 6= t0, (2.2.11)
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may be tested by the statistic (n−4)(SSt̂−SSt0)/SSt̂, which follows an F distribution
with 1 and n-4 degrees of freedom.
In some applications, the upper or lower quantile or all quantiles are of interest.
This time quantile regression provides natural tools for modeling. The idea of bent
line model has been extended from least squares regression to quantile regression.
The analogue of (least squares) bent line regression in quantile regression is the bent
line quantile regression [Li et al. (2011)]. Bent line quantile regression takes similar
form as model (2.2.3),
yi =
 a1,τ + b1,τ ti + x>i γτ + ei(τ), if ti ≤ tτ ;a1,τ + b1,τ tτ + b2,τ (ti − tτ ) + x>i γτ + ei(τ), if ti > tτ . (2.2.12)
where τ ∈ (0, 1) is the quantile level of interest, all the parameters are (a1,τ , b1,τ , b2,τ , tτ )
are τ -specific, xi is some covariate vector with constant slope vector γτ . As commonly
assumed on the error terms in quantile regression, the conditional quantile Qei(τ |ti) is
zero. As n tends to ∞, θ̂n,τ converges to multivariate normal with mean zero vector
and covariance matrix Στ . One major difference from the least squares estimate is
that the limiting covariance matrix involves unknown density function of the error
term evaluated at the τth quantile, which is generally difficult to estimate well by
conventional methods. In this thesis, we further extend the bent line quantile re-
gression model into a longitudinal setting. To overcome the difficulty of estimating
unknown density function, we propose an alternative test on the change-point pa-
rameter. Before we introduce the longitudinal bent line quantile regression, we need
some preparation on linear quantile regression model, which are summarized in the
following sections.
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2.3 Estimation in linear quantile regression
In this section, we review the linear quantile regression model
yi = x
>
i β + ei(τ), (2.3.13)
where i = 1, . . . , n, xi = (1, xi,1, . . . , xi,p−1)> consists of an intercept and (p-1) co-
variates associated with the ith observation, {ei(τ)} are iid random errors whose τth
quantile is assumed to be zero for identifiability. We denote the cumulative distribu-
tion function (CDF) as F (.) and probability density (PDF) as f(.). We assume f(.)
is strictly positive at F−1(τ), the τth quantile of ei.
The quantile regression estimate β̂ can be obtained by solving the minimization
problem taking the form,






yi − x>i β
)
. (2.3.14)
Note that since we are discussing quantile regression, the estimator β̂ is τ -specific.
Thus β̂ is notational shorthand for β̂τ . Here ρτ (·) is a simple piecewise linear function
illustrated in Figure 2.1,
ρτ (u) =
 τ · |u|, if u ≥ 0,(1− τ) · |u|, if u < 0; (2.3.15)
which can also be written compactly using indicator function I{·} as
ρτ (u) = (τ − I{u < 0}) · u.
When we apply ρτ (·) to the error yi − x>i β, the error magnitude |yi − x>i β| is
weighted by τ or 1 − τ based on error sign. Due to this effect, the piecewise linear
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τ − 1 τ
ρτ(·)
Figure 2.1: Quantile regression ρτ function.
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form of the objective function achieves a balance between the proportions of obser-
vations falling above and below the fitted line, or plane in higher dimensions, x>β̂.
In the simple case of xi = 1, minimizing this objective function requires that: (1)
the proportion of observations below the fitted line β̂ is at most τ ; (2) the proportion
of observations above the fitted line β̂ is at most 1 − τ . This is equivalent to the
condition that β̂ is a τth sample quantile of {yi}i=1,...,n.
2.4 Computational aspects
Koenker and Bassett (1978) proposed to extend this optimization interpretation
of ordinary sample quantile to the estimation of linear parametric models for con-
ditional quantile functions. Recall the fact that minimizing the sum of squared er-
rors
∑n
i=1(yi − ξ)2 over ξ ∈ R yields the sample mean ξ̂ = y¯ and minimization of∑n
i=1(yi − x>i β)2 leads to the conditional mean function, E[y|x] = x>β. Similarly,
minimizing the weighted sum of absolute errors
∑n
i=1 ρτ (yi−ξ) gives the unconditional
τth sample quantile, and minimizing
n∑
i=1
ρτ (yi − x>i β) (2.4.16)
with respect to the p−dimensional parameter β leads to an estimate of the τth con-
ditional quantile function of y given the covariate vector, x.





ρτ (yi − x>i β) (2.4.17)
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reveals that the problem may be reformulatd as minimizing a linear function
(













 = y (2.4.18)
by using 2n artificial variables {ui, vi : 1, . . . , n} to represent the positive and negative
parts of the error vector y−Xβ, where X now denotes the usual n×p regression design
matrix; y = (y1, . . . , yn)
> denotes the n−response vector; 1n denotes an n−vector of
1 and In an n× n identity matrix.
Such problems as (2.4.18) which aim to optimize a linear function subject to linear
constraints are linear programs (LP). Hence problem (2.4.18) may be reformulated as
min
(β,u,v)∈Rp×R2n+
{τ1>nu+ (1− τ)1>n v | Xβ + u− v = y} (2.4.19)
where R2n+ = {a = (a1, . . . , a2n) ∈ R2n : ai ≥ 0} and 1n denotes an n−vector of 1’s.
This idea was elaborated in Koenker and Bassett (1978).
Koenker and D’Orey (1987, 1993) proposed one algorithm which solves the gen-
eral quantile regression problem in an efficient way. Their algorithm is an extension
of the medium regression algorithm of Barrodale and Roberts (1974), which typifies
the class of so called exterior point algorithms for solving linear programming prob-
lems. Koenker (2005) described the modified algorithm of Barrodale and Roberts in
the following vivid terms: “we travel from vertex along the edges of the polyhedral
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constraint set, choosing at each vertex the path of steepest descent, until we arrive
at the optimum.”
For practical problems of moderate size, the exterior point methods are compet-
itive with least squares in terms of computational expenses. However, for quantile
regression problems with p fixed and n → ∞, the modified algorithm of Barrodale
and Roberts exhibits rapid O(n2) growth in CPU time. In this sense it is not effective
for large scale problems. The work of Karmarker (1984) initiated a dramatic reap-
praisal of computational methods for linear programming. Instead of traversing the
outer surface, one takes Newton steps from the interior of a deformed version of the
constrained set toward the boundary. This approach produced extremely effective
interior point algorithms which dramatically improve the computational efficiency.
Therefore these methods are particularly effective for large scale quantile regressions.
For such problems, Portnoy and Koenker (1997) have shown that a combination of
interior point methods with some effective problem preprocessing render large scale
quantile regression computations competitive even with least squares computations.
2.5 Asymptotic properties
If quantile regression is expected to “work”, the minimal requirement is asymptotic
consistency, ‖β̂n−β‖ → 0 in probability as n→∞. For the linear quantile regression
model with independent error
yi = x
>
i β + ei, (2.5.20)
where i = 1, . . . , n, Bantli and Hallin (1999) demonstrated that the following condi-
tions are sufficient,
Condition R1.
















i β(τ) + )
(2.5.21)
for  > 0, where Fi denotes the CDF of ei.








I{|x>i u| < d1} = 0. (2.5.22)









2 ≤ d2. (2.5.23)
Condition R2 ensures that the {xi}’s are not concentrated in any linear subspace
of Rp and is necessary for identifiability. Condition R3 controls the rate of growth




i converges to a
positive definite matrix. Now we move forward to the following regularity conditions
which are required for the asymptotic properties of the estimator.
Condition R4. The distribution functions Fi of ei are absolutely continuous, with
continuous densities fi uniformly bounded away from 0 and ∞ at F−1(τ).













We emphasize that the behavior of the conditional response density in a neighbor-
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hood of the conditional quantile model is crucial to the asymptotic behavior of β̂n.
One may find Conditions R5(i) and R5(iii) familiar throughout the literature on M-
estimators for regression models; Condition R5(ii) facilitates notational convenience.
Theorem 2.5.1 Koenker and Bassett (1978) Under Conditions R1 and R2,
√
n(β̂n − β) D−→ N(0, τ(1− τ)D−11 D0D−11 ). (2.5.25)
There is an extensive literature developing some form of linear representation of
the quantile regression estimator. One could mention Jurecˇkova´ and Sen (1984),
Portnoy (1984), Koenker and Portnoy (1987), Gutenbrunner and Jurecˇkova´ (1992),
He and Shi (1996), all of whom provided some variant of the linear representation for
β̂n:
√
n(β̂n − β) = n−1D−11
n∑
i=1
xiψτ (êi) + o(1). (2.5.26)
where êi denotes the residual from the model. The beauty of such representations lies
in the fact that they express a rather complicated nonlinear estimator as a normalized
sum of iid random variables, based on which the limiting distribution readily follows.
2.6 Wald test in quantile regression
In this section we consider the hypothesis testing problem
H0 : β = 0 vs. H1 : β 6= 0. (2.6.27)
One can take the Wald approach and examine the asymptotic normality of the β̂n(τ).
However, as shown in (2.5.25) and (2.5.24), the asymptotic variance-covariance matrix
of the estimator involves the density function of the unspecified error. The nuisance
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quantity s(t) = 1
f(F−1(t)) has to be estimated. For the case of iid errors, Siddiqui




n (t+ hn)− F̂−1n (t)]/2hn, (2.6.28)
where F̂−1n is an estimate of F
−1 and hn is a bandwidth that tends to zero as n→∞.
Different choices of bandwidth are discussed [Siddiqui (1960); Bofinger (1975); Hall
and Sheather (1988)] and have effect on the performance of the Wald test. Non-
iid error settings are even more challenging [Hendricks and Koenker (1992); Powell
(1991)]. As we see, the presence of the sparsity function hampers the application of
the Wald-type test. Moreover, it has been shown that, in a quantile regression setup,
a Wald-type test is generally unstable at small sample sizes or at extreme quantiles
[Chen and Wei (2005); Kocherginsky et al. (2005)].
2.7 Rank score test in quantile regression
To overcome the difficulties of estimating the unspecified error density function,
which is an infinite dimensional nuisance parameter, we turn to an alternative rank-
based approach. In this section, we provide a brief review on the rank-based inference
framework summarized in Koenker and Machado (1999).
We first describe the rank-based inference framework for the one-sample problem
of estimating the τth quantile ξ of the outcome yi. We need to minimize
∑
ρτ (yi− ξ)
by formulating it as the following linear programming problem
min
(ξ,u,v)∈R×R2n+
{τ1>nu+ (1− τ)1>n v | 1nξ + u− v = y}. (2.7.29)
In general, the original formulation of any linear programming problem is called the
basic problem, which has a corresponding dual problem. Here the basic problem is
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to generate the order statistic or quantile in the one-sample setting and the dual
problem is to generate the ranks.
Rank-based inference can be generalized to the regression setting using the regres-
sion rank score process introduced by Gutenbrunner and Jurecˇkova´ (1992) (“GJ”).
The regression rank score process arises from the dual problem of linear programming
as formulated in (2.7.31). It provides a natural generalization to the previously de-
scribed statistical duality of the order statistics and ranks in the one-sample problem.
As such, it can be viewed as providing a fundamental link between quantile regression
and the classical theory of rank statistics [Ha´jek and Sˇida´k (1967)]. The rank score
process may also be interpreted as an implementation of the Rao score for quantile
regression inference.
The regression rank score process for the restricted form of the linear model
yi = xiβ + ziγ + ei (2.7.30)
is given by
ân(τ) = arg max{Y >a | X>a = (1− τ)X>1n, a ∈ [0, 1]n} (2.7.31)
where Y = (y1, . . . , yn)
>. The problem posed in (2.7.31) is the formal dual problem
corresponding to the (basic) quantile regression linear program under the restriction
imposed by H0 : β = 0. Based on Theorem a of Gutenbrunner and Jurecˇkova´ (1992),
Theorem 5.1 of Gutenbrunner et al. (1993) (“GJKP”) may be extended to conform
to the conditions of the location shift model (2.7.30). The rank score test of the





n Sn/τ(1− τ), (2.7.32)















and ψτ (u) = τ − I{u < 0} is the τth-quantile score function, the piecewise first
derivative of ρτ (u).
Several regularity conditions are listed.
G1. Xi1 ≡ 1, for i = 1, . . . , n, i.e. the design matrix contains an intercept.
G2. Dn = n
−1X>nXn → D0, a positive definite matrix. [same as R2(i)]
G3. n−1
∑ ‖X4i ‖ = O(1),
G4. max ‖Xi‖ = O(n1/4/ log n),
Theorem 2.7.2 GJKP (1993) Under conditions G1-G4,
Tn
D−→ χ2q (2.7.34)
where q is the dimension of β.
A crucial feature of the rank score test Tn is that under H0, it does not involve
any estimation of the nuisance parameter s(τ). This is a substantial advantage over
Wald type approaches to testing in quantile regression.
2.8 Resampling methods and the bootstrap
There are also extensive literature on developing bootstrap methods in quantile
regression to circumvent the problem of estimating nuisance parameters. We review
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a few popular methods based on resampling approaches.
One of the most popular methods is the (x, y)pair method or paired bootstrap.
(x∗i , y
∗
i ) is drawn with replacement from the n pairs {(xi, yi) : i = 1, . . . , n} of the
original sample, each with equal probability of 1/n. This form of bootstrap has been
widely employed in applications of quantile regression. Given the bootstrap real-
izations β̂∗b (τ) : b = 1, . . . , B, there are several options which can be considered for
constructing tests and confidence intervals. Most straightforwardly, one can compute
the empirical covariance matrix of the realizations and construct tests and confidence
intervals directly from it. Buchinsky (1995) concludes that the (x, y)-pair method per-
forms well based on an extensive Monte Carlo experiment comparing several variants
of the bootstrap.
Alternatively, one can form percentile intervals as in Efron and Tibshirani (1993).
Many important practical aspects of the implementation of the bootstrap, including
the important question of how to choose the number of replications, R, are treated
by Andrews and Buchinsky (2001).
There are also several proposals on some refinements of the (x, y)-pair bootstrap
based on smoothing [De Angelis et al. (1993), Horowitz (1998)]. Another related
approach developed to refine the bootstrap inference is provided by saddle point
methods introduced by Daniels (1954). Spady (1991) has explored the saddle-point
approach for a median regression estimator for bimodal responses. More recent
work by de Jongh et al. (1994) reconfirms the advantage of this method. Parzen
et al. (1994) proposed a method based on resampling the subgradient, Sn(β) =
−n−1/2∑ni=1 xiψτ (yi − x>i β). For problems involving high parametric dimensions,
He and Hu (2002) developed an approach which aims to alleviate the computational
burden by considering using a Markov chain resampler based on the solutions to the
marginal coefficient-wise version of the estimating equations for general M-estimation
problems. This approach has been implemented in quantile regression by Kochergin-
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sky et al. (2005) and turns out attractive in large problems involving high parametric
dimensions.
2.9 Monte Carlo comparison of methods
In this section, we conclude this chapter with a report on a small-scale Monte
Carlo simulation designed to compare the performance of the methods reviewed ear-
lier. This is a confirmation study similar to the ones in Koenker (2005). Three classes
of methods are included: two of the inverted rank score methods, three of the com-
putationally less demanding Wald methods, and three of the resampling methods.
The study also focuses exclusively on the problem of confidence intervals for median
regression parameters. Three models are considered: a pure location-shift model and
two more complicated location-scale-shift models. All eight methods are implemented
as options in the function summary.rq of the Quantreg package in R[R Development
Core Team (2009)]. They include the following eight methods:
Riid - rank score test inversion assuming iid errors
Rnid - rank score test inversion assuming independent, not identically distributed
(nid) errors
Wiid - Wald confidence interval assuming iid errors, with scalar sparsity estimate
Wker - Wald confidence interval assuming nid errors, with Powell’s estimate
Wnid - Wald confidence interval assuming nid errors, with Siddiqui’s estimate
Bxy - Bootstrap confidence interval using (x, y)-pair method
Bpwy - Bootstrap confidence interval by “Parzen-Wei-Ying” method [Parzen et al.
(1994)]
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Bmcmb - Bootstrap confidence interval by Markov chain marginal bootstrap method
[He and Hu (2002)]
For each method, we calculate the confidence intervals that are intended to have
coverage of 0.95, the median length of the confidence intervals and the average CPU
time for each parameter. These results are based on 1, 000 Monte Carlo replications.
Our objective is to assess whether the intervals have the desired coverage. If not, is
the coverage too high or too low? It could also be interesting to compare the coverage
of the intervals for different coefficients among different methods.
As the first model, we consider a classical linear regression model in which the
covariates exert a pure location shift effect taking the form:
yi = a+ b1xi1 + b2xi2 + b3xi3 + ei. (2.9.35)
The ei’s are taken to be iid Student t on three degrees of freedom, and each of
the covariates is also independently generated from the t(3) distribution. The true
coefficients are set a = b1 = b2 = b3 = 0; so the conditional median of the response
given the covariates is zero.
Regarding coverage of the intervals, the two Wald methods designed to adapt
to non-iid error models exhibit some size distortion, i.e. they fail to maintain the
nominal type I error rate. The remaining methods perform reasonably well, having
quite accurate coverage and very similar median lengths. The Wald methods have
an advantage in terms of computational efficiency. Mean lengths between methods
are quite similar except in the case of the Rnid method, which has a small number
of realizations with infinite length.
In model 2, we consider a case in which a single covariate has an effect on both
the location and the scale of the conditional distribution of the response variable.
yi = a+ b1xi + (1 + xi)
2ei. (2.9.36)
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In this model, we take the ei as iid standard normal, and the xi’s are generated from
χ23/3. Again we take the coefficients a = b1 = 0, and so the conditional median of the
response is zero.
Table 2.2 reports the results from model 2. Not surprisingly, the methods based
on the iid error assumption exhibit more or less size distortion, with Riid showing
minor deviation and Wiid suffering serious distortion. On the other hand, the rank
test inversion assuming nid errors performs well, as do the bootstrap procedures.
The Wald interval with Powell’s sandwich estimate Wker is overly optimistic. In
contrast, the Wald interval with Siddiqui’s sandwich estimate Wnid is somewhat too
conservative, and has interval lengths which are consequently larger than all others.
In model 3, we consider a variant of the previous model 2:
yi = a+ b1xi + b2x
2
i + (1 + xi)
2ei (2.9.37)
where the quantile regression model is specified such that the median function of yi
is a quadratic function in xi. Again we take the coefficients a = b1 = b2 = 0, so the
conditional median of the response is zero.
Table 2.3 reports the results from model 3, treating the estimated model as
quadratic in xi. Now it is of interest to distinguish the three separate coefficients.
Again the rank-based intervals assuming nid errors perform quite well, as do the
bootstrap procedures. The Wald iid and nid intervals are somewhat unstable. The
computational cost of the rank-based intervals are roughly comparable for the Wald
type methods.
In summary, the two rank inversion methods show reliable performances in differ-
ent settings, as well as the three bootstrap methods. The Wald methods, however,
exhibit some instability. These observations are in line with the reports in Koenker
(2005), Chen and Wei (2005), and Kocherginsky et al. (2005).
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Chapter 3
Bent line quantile regression for
longitudinal data
3.1 Overview
This chapter describes the model framework we have employed to answer the
questions described in Chapter 1, characterization of the change-point problem in
quantile regression for correlated data. In the first section, the notation and the
model that we are going to use will be introduced, based on which, the estimates of
the change-point and the regression coefficients are derived. The asymptotic behavior
of these estimates are established in the second section. In the third section, we discuss
some difficulties with existing inferential approaches.
3.2 Model specification and Notation
In this section, we extend the original bent line quantile regression model for
independent data developed by Li et al. (2011) into a longitudinal setting. To establish
the notation, suppose we have m subjects, with each measured ni times, resulting in a
total of n =
∑m
i ni observations. Let yi1, yi2, . . . , yi,ni be the outcome values measured
from the ith subject at different time points ti1, ti2, . . . , ti,ni , which may or may not
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be evenly spaced. For a given quantile level τ ∈ (0, 1), we model yij by
yij = aτ + b1,τ (tij − tτ )− + b2,τ (tij − tτ )+ + x>ijγτ + eij(τ), (3.2.1)
where i = 1, . . . ,m, j = 1, . . . , ni, (u)+ = max(u, 0), (u)− = min(u, 0), xij is a p-
dimensional vector of linear covariates with constant slopes, and eij(τ) denotes the
error term, whose τth quantile, given (tij,x
>
ij), is zero. (aτ , b1,τ , b2,τ , γ
>
τ , tτ ) are the
parameters. Here tτ represents the time when the slope coefficient with respect to tij
changes abruptly from b1,τ to b2,τ , is thus referred to as a change-point or cusp-point
[Li et al. (2011), Chu and Zhao (2004), Park and Kim (2004)],
We have intentionally written the error term in model (3.2.1) as eij(τ), which is
τ -specific. This may help distinguish quantile regression from most other regression
models that appear in the same form. Note that specification of the error eij(τ) in
Model (3.2.1) is very general and flexible, even allowing for the error term to depend
on the covariates as well. If the error terms are independent of the covariates, the
regression coefficients are invariant to the quantile levels. In that case, the model
is comparable to those well studied segmented mean regression models with i.i.d.
normal errors [Hinkley (1971), Johnstone and Siegmund (1989)] or correlated errors
[Lee (1993), Piepho and Ogutu (2003)].
To simplify the presentation, we denote the conditional τth quantile function in
(3.2.1)
g(x˜ij;θτ ) = aτ + b1,τ (tij − tτ )− + b2,τ (tij − tτ )+ + x>ijγτ , (3.2.2)
where x˜ij = (tij,x
>
ij)
>, and θτ = (aτ , b1,τ , b2,τ ,γ>τ , tτ )
> is the (p + 4)-dimensional
unknown parameter vector. An estimator of θτ can be expressed by








ρτ (yij − g(x˜ij;θ)) , (3.2.3)
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where θ = (a, b1, b2,γ
>, t)>, and ρτ (u) = u(τ − I{u < 0}) is the quantile regression
loss function. Due to the non-convexity of the objective function in (3.2.3), θ̂n,τ is
obtained via the profile estimate procedure discussed in Li et al. (2011) with a slight
modification.
Specifically, let ητ = (aτ , b1,τ , b2,τ ,γ
>
τ )
> denote the true parameters excluding tτ .
Our objective function in (3.2.3) can be expressed in the partitioned parameter space
{(η, t) ∈ Rp+3 × R}







ρ(yij − g(x˜ij;η, t)). (3.2.4)
A profile estimate of ητ at a fixed t is given by






ρτ (yij − g(x˜ij;η, t)) , (3.2.5)
where η = (a, b1, b2,γ
>)>. Then an estimate of tτ is given by








yij − g(x˜ij; η̂n,τ (t), t)
)
. (3.2.6)
Finally θ̂n,τ is obtained from
η̂n,τ (t̂n,τ ). (3.2.7)
In some applications, investigators might wish to incorporate prior knowledge on
the parameters. For example b2,τ < b1,τ , which means the improvement in the second
stage will be slower than that in the first stage. Another example is b2,τ = 0, meaning
that the patient’s condition will no longer improve in the second stage, but stabi-
lizes. Such information can also be easily implemented by adding the corresponding
constraints into the estimation procedures (3.2.5) and (3.2.6).
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3.3 Asymptotic behavior of θ̂n,τ
Before we present the asymptotic properties of θ̂n,τ , we introduce the following
notation.
h(x˜ij;θ) = (I{tij ≤ t}, tijI{tij ≤ t}, I{tij > t}, tijI{tij > t},x>ij)>,
g1(x˜ij;θ) = a+ b1,τ (tij − t) + x>ijγ,























where ψτ (u) = τ − I{u < 0}, called τ -quantile score function, is the piecewise first
derivative of ρτ (u). The regularity conditions are listed in Chapter 8 with brief
discussions. Next we are going to establish the asymptotic behavior of θ̂n,τ .
Theorem 3.3.3 Under the Conditions A0-A5 (See Chapter 8) and b1,τ 6= b2,τ , θ̂n,τ
has the following Bahadur representation:





ψτ (eij)h(x˜ij,θτ ) + op(n
−1/2), (3.3.9)
Representation (3.3.9) implies that
n1/2(θ̂n,τ − θτ ) D−→ N(0,Στ ), (3.3.10)
where Στ = τ(1− τ)D−1τ CτD−1τ .
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Remark 1. When b1,τ = b2τ , i.e. the change-point does not exist, the estimation
is ill-conditioned.
Remark 2. Under the condition b1,τ 6= b2,τ , the optimization problem in (3.2.3) is





ψτ (yij − g(x˜ij;θ))h(x˜ij;θ) = 0. (3.3.11)
These estimation equations have a nice interpretation: the quantile subgradient con-
dition holds on both sides of the change-point tτ at θ̂n,τ .
Remark 3. The estimation of the limiting variance-covariance matrix Στ involves
nuisance parameters, that is, the density function of eij evaluated at the τth quantile.
Theorem 1 in Li et al. (2011) is a special case of the above theorem with ni ≡
1, that is, each subject has only one outcome measured. The proof of Theorem
3.3.3 follows similar arguments in Li et al. (2011) with modifications tailored for
longitudinal settings. Technical details are included in Chapter 8.
3.4 Existing inferential approaches and their limi-
tations
Thus far in this chapter we have focused on the asymptotic behavior of the esti-
mate θ̂n,τ . In order to develop inference tools, one can explore the asymptotic nor-
mality of the quantile estimators θ̂n,τ of the parameters θτ in model 3.2.1. However,
following the proof of Theorem 3.3.3, one can find that the asymptotic variance-
covariance matrix of these estimators involve a function of the unspecified density of
the error terms. This is difficult to estimate reliably, seriously hampering the use of
a Wald-type test. Moreover, it has been shown that, in a quantile regression set up,
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a Wald-type test is generally unstable at small sample sizes [Chen and Wei (2005),
Kocherginsky et al. (2005)]. On the other hand, the use of likelihood ratio-type tests,
e.g. ρ-test for linear models [Koenker and Machado (1999)], is also difficult, again
due to the challenges in estimating the density of the errors.
It is a somewhat unhappy fact, as Koenker put it in his book Quantile Regression,
that the asymptotic precision of quantile regression estimates depends on the recipro-
cal of a density function evaluated at the quantile of interest – a quantity Tukey (1965)
termed the “sparsity function”. This quantity characterizes the sample information
in the neighborhood of the τth quantile. There is extensive literature on the estima-
tion of the sparsity function [Koenker and Bassett (1982), Welsh (1987)]. However,
dissatisfaction existed with these methods, motivating development of methods based
on the bootstrap, e.g. [Efron and Tibshirani (1986), Parzen et al. (1994), Buchinsky
(1994), Horowitz (1998)]. Unfortunately, in longitudinal bent line regression, boot-
strap based methods suffer from a more serious problem of expensive computational
costs, due to the repeated profile estimation involved, which is known to be compu-
tationally demanding. To avoid all these challenging issues, we turn to the ideas of
rank based inference. Specifically, we extend the quantile rank score test proposed
in Gutenbrunner et al. (1993) for the linear model with iid error terms. To our best
knowledge, our attempt is the first to extend the rank score test to non-linear models.
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Chapter 4
Hypothesis testing on the
change-point
4.1 Overview
As discussed in Chapter 2, there are major difficulties, e.g. estimation of nuisance
parameter or high computational cost, with existing approaches, summarized in sec-
tions (2.6) and (2.8) for inference on the change-point in model (3.2.1). To overcome
these difficulties, we apply the rank-based approach introduced in section (2.7). The
rank score test given by Gutenbrunner et al. (1993) provided an attractive alternative
way for hypothesis testing problems in linear quantile regression by avoiding direct
estimation of the error densities. In this chapter we extend the original rank score
test (2.7.32) for linear models to the non-linear setting (3.2.1). In the first section,
the rank score test statistic Tn for the change-point is derived. The asymptotic prop-
erties of Tn is established in the second section. In the third section, we discuss some
possible variations to incorporate different study designs.
4.2 Rank score test on the change-point
Defining the outcome vector Y = (y11, . . . , ym,nm)
>, the error vector  = (e11, . . . , em,nm)
>,
the design matrix W(tτ ) = (1, (tij − tτ )−, (tij − tτ )+, x>ij)n×(p+3), and the regression
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coefficient vector ητ = (aτ , b1,τ , b2,τ ,γτ ), the model (3.2.1) can then be rewritten in
the following matrix form
Y =W(tτ )ητ + . (4.2.1)
Suppose we wish to test the null hypothesis that the change-point tτ is at a pre-
specified location t0, i.e. H0 : tτ = t0 versus the alternative hypothesis H1 : tτ 6= t0.
When H0 is true, W(t0) is the design matrix. As we aim to derive a rank score test
statistic under H0, the notation of the design matrix can be simplified and rewritten
as W(t0) =W0 for easier presentation.
We further define
z(tij;η) = b1I{tij ≤ t0}+ b2I{tij > t0} (4.2.2)
as the first derivative of g(x˜ij;η) with respect to t. Then we further denote
Z(η̂) = (z(t1,1; η̂), . . . , z(tm,nm ; η̂))>,




ij ρτ (yij − g(x˜ij;η)). z∗(tij; η̂) is the element of Z∗(η̂). The
orthogonal transformation in the definition of Z(η̂)∗ in equation (4.2.3) ensures the
asymptotic independence between z∗(tij; η̂) and ψτ (êij), where ψτ (·) is the τth quan-
tile score funtion mentioned earlier.
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z∗(ti·; η̂)>Âiz∗(ti·; η̂), (4.2.5)
where z∗(ti·; ·) = (z∗(ti,1; ·), . . . , z∗(ti,ni ; ·))>, and Âi is a ni×ni matrix whose (j, j′)th
element is ψτ (êij)ψτ (êij′). Here j and j
′ index the rows and columns of Âi, respec-
tively.




4.3 Asymptotic distribution of Tn
We now present the main result of the asymptotic property of the proposed rank
score test in the following theorem but defer the proof to Chapter 8.
Theorem 4.3.4 : Under H0 and the assumptions (A0), (A1
∗), and (A3)-(A7) in
Chapter 8, the distribution of Tn converges to χ
2
1 as n→∞.
4.4 Variants of Tn incorporating dependence struc-
tures
The rank score we derived in the previous section does not require any specifi-
cation of the dependence structure among the repeated measures y11, . . . , ym,nm or
equivalently, e11, . . . , em,nm . In some applications where the correlation structure is
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already known from the study design, the original unspecified version of Tn can be
easily tailored to incorporate the specific variance-covariance correlation matrix for
efficiency considerations. For example, in microarray studies, a compound symmetry
(C.S.) structure is commonly assumed to take into account the probe effects [Wang
and He (2007)]. The rank score test can be tailored to incorporate different specified










z∗(ti,j; η̂)z∗(ti,j′ ; η̂)Cov(ψ(ei,j), ψ(ei,j′))
(4.4.7)
and
Cov(ψ(ei,j), ψ(ei,j′)) = Cov(I(ei,j < 0), I(ei,j′ < 0))
= P (ei,j < 0, ei,j′ < 0)− P (ei,j < 0)P (ei,j′ < 0)
= P (ei,j < 0, ei,j′ < 0)− τ 2, for all j 6= j′,
(4.4.8)
where the last equation holds under the null hypothesis. In the following subsec-
tions, we discuss some possible variations for common study designs by specifying
and estimating the joint probability P (eij < 0, eij′ < 0) in (4.4.8) accordingly.
4.4.1 Compound symmetry
Compound symmetry (C.S.), also referred to as the Exchangeable structure, is
perhaps the most commonly seen correlation structure. It arises from a random
effects model with a common random subject level, e.g. [Liang and Zeger (1986)]. The
rank score test Tn can easily incorporate this a priori knowledge via a corresponding
adaptation only on the Vn part, by modifying P (ei,j < 0, ei,j′ < 0) = δ for all j 6= j′
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and some δ ≥ 0. Specifically, let
V csn (δ) = n
−1∑
i





z∗(ti,j; η̂)z∗(ti,j′ ; η̂)(δ − τ 2) (4.4.9)
with
δ = P (e11 < 0, e12 < 0). (4.4.10)
We can define the rank score test statistic incorporating C.S. structure as














I(êi,j < 0, êi,j′ < 0) (4.4.12)
with Li = ni(ni − 1)/2.
4.4.2 Unspecified correlation structure in study designs fol-
lowing a fixed time schedule
As opposed to studies where the measurement time tij’s are taken randomly on
a finite interval, another commonly seen design is where the tij’s follow a fixed time
schedule, which we designate as FD. For example, the patients enrolled in a clinical
study will have their measurement taken every 4 weeks in the first two months and
every 8 weeks thereafter. In this case, we modify the Vn and let
V FDn = n
−1∑
i





z∗(ti,j; η̂)z∗(ti,j′ ; η̂)vj,j′ . (4.4.13)
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i(ψ(êi,j) − ψ¯j)(ψ(êi,j) − ψ¯j′)I(ni ≥ j, ni ≥
j′). In the previous formula, ψ¯j = 1#{i:ni≥j}
∑
i ψ(êi,j)I(ni ≥ j), where, abusing
notation, j applies to both j and j′. vj,j′ is the sample covariance estimate, i.e.
Ĉov(ψ(êi,j), ψ(êi,j′)). The corresponding rank score test for this design is defined





4.4.3 Time spacing-dependent structure
A third possibility for adapting the known correlation structure is to allow P (ei,j <
0, ei,j′ < 0), denoted by pjj′ , to be a function of the measurement time spacing
djj′ = |xj − xj′| where xj, xj′ are the measurement times associated with eij, eij′ .
Naturally, we model the probability pjj′ through the following logit link,
log(
pjj′
1− pjj′ ) = f0(djj
′), (4.4.15)
where the f0(.) is a nonparametric function we approximate by a regression spline.
Splines are piecewise polynomials that satisfy certain smoothness conditions between
pieces. The space of the splines is determined by the order of the polynomials and
the location of knots. Since we are estimating the function f0 on the interval [0,M ],
let 0 = s0 < s1 < . . . < sk = M be a partition of the interval. Using the si’s as
knots, we have K = k + l normalized B-spline basis functions of order l + 1 that
form a basis for the linear spline space. We write these basis functions into a vector
pi(d) = (B1(d), . . . , BK(d))
>. As our simulations reveal that the performance of the
final statistic is not sensitive to the knot selection (not elaborated), we therefore use
knots that are quantiles of the observed xij’s with uniform percentile ranks. We also
use cubic splines with l = 3, but linear or quadratic splines can be considered if we
think that f0 is less smooth. Readers are referred to He et al. (2002) for issues on the
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determination of order and knot selection. For more details about the construction
of those basis functions, the readers are referred to He and Shi (1994). Let f0(d)
be approximated by pi(d)>ν, where ν ∈ RK is the spline coefficient vector. This










= means both sides are of the same order when k → ∞. To estimate ν, we
construct observed binary outcomes as I{êij < 0, êij′ < 0} from each pair of residuals







− log(1 + exp(pi(tij − tij′)>ν)) + I{êij<0,êij′<0}pi(tij − tij′)>ν
(4.4.17)
The maximum likelihood estimate can be expressed by ν̂ = arg maxα M̂n(ν). Conse-





into the equation (4.4.8) and
obtain
V SPn = V2,n = n
−1∑
ij







(g∗t (wij; η̂, t0))
2(p̂jj′ − τ 2).
(4.4.18)
The corresponding rank score test for this design is defined as
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4.4.4 Summary
We have discussed some variations of the Tn. There are still many other options
which can be explored depending on the study design, e.g. AR-1, m-dependence,
just to name a few. More can be found in Liang and Zeger (1986). In fact, the
performances between these variations are similar as will be shown in simulations.
As expected, under the correct specifications, the asymptotic distribution of the rank
score test statistics all converge to χ21 as the Tn does.




In this chapter, we will conduct a series of Monte Carlo simulations for the pro-
posed rank score test. These simulations studies assess the Type I errors of the test
statistic and compare the performance to the extensively used bootstrap method.
All our computer simulations presented in this chapter have been implemented by R
[R Development Core Team (2009)] version 2.10.0.
5.2 Model description
This section describes the simulated models we utilize for investigations of finite-
sample performance of the rank score test. The generated data from the models
mimic those we encountered in applications. To incorporate the longitudinal nature
of the data, the error terms employ similar within-subject dependent structures as
described in He et al. (2002) and Moyeed and Diggle (1994). We first draw data of
50 subjects with 10 measurements each using the following model,
yij = a+ b1(tij − tτ )− + b2(tij − tτ )+ + b3xi + G(tij) + eij, i = 1, . . . ,m, j = 1, . . . , ni.
(5.2.1)
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Here the tijs are independent random samples from uniform distribution on (0, 1), the
true change-point tτ is set at 0.6 for all quantile levels τ ∈ (0, 1), xi are random samples
drawn from Binomial(1, 0.5), and the other parameters are set at (a, b1, b2, b3) =
(1, 2,−3, 1). In addition, we have two sources of error. eij is a random noise. And we
also have a subject-level error component G(tij), where G(·) is a stationary Gaussian
process with zero mean and autocovariance function γ(u) = 0.4 exp(−r|u|) for some
value of r ∈ [0, 1]. For the ith subject, (G(ti1), . . . ,G(ti,ni)) simply follows a ni-
dimensional multivariate normal distribution with zero mean and variance-covariance
matrix with (j, j′)th element γ(tij−tij′) = 0.4 exp(−r|tij−tij′|). This Gaussian process
induces correlation between yij and yij′ , which depends on the measurement spacing
|tij − tij′ |. For example, Cov(yi1, yi2) = γ(ti1 − ti2) = 0.4 exp(−r|ti1 − ti2|). Note that
the value of r controls the strength of correlation between the measurements from
the same subject. The extreme cases of e−r ≈ 0 or 1 correspond to no correlation at
all or perfect correlation, respectively. This formulation of the error structure, used
in [He et al. (2002)], is more flexible than traditional error correlation structures,
e.g. Compound symmetry, AR-1, and m-dependent, and thus is useful for simulating
longitudinal data where the within subject correlation is not constant.
The following three different cases are considered in this study.
Case 1 (Normal error model): The composite error term takes the form ij = G(tij)+eij,
where the subject-level error component is G(tij)(i = 1, . . . , n) just described,
and the random noise eij’s are generated from N(0, 0.1).
Case 2 (Normal mixture error model): The composite error term takes the form ij =
G(tij)+eij, where G(tij) is the same as in Case 1, but the random noise eij’s are
generated from the mixture distribution .95 ∗N(0, 0.1) + .05 ∗N(0, 12.5). This
is a small deviation from Case 1 because the eijs are generated from a mixture
of two normal distributions so that 95% of the time the error is sampled from
N(0, 0.1) but the other 5% of the time it comes from N(0, 12.5), which can
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be interpreted as an “outlier distribution”. The variance of yij is the sum of
the variance of G(tij) and the variance of eij. Therefore, without outliers, the
variance of yij is 0.4 + 0.1 = 0.5, and from the outlier distribution, the variance
of yij is 0.4 + 12.5 = 12.9. Even though the ratio of the two variances from
eij, 12.5 versus 0.1, would appear to suggest a much larger relative magnitude,
in fact, the standard deviation of the outlier distribution is only about 5 times
that of the other distribution, which is a reasonable range for outliers.
Case 3 (Heteroscedastic error model): In this case, we consider a somewhat more re-
alistic situation. The composite error term now takes the heteroscedastic form
ij = G(tij) + (1/2 + tij/15)eij, where G(tij) and eij are the same as in Case
1. What differentiates this model from Case 1 is that the variance of outcome
yij increases over time tij. This situation also exhibits more deviation than the
homogeneous error model (5.2.1) considered in Case 1. For this model, the slope
coefficients vary across the quantile levels, and more specifically, the slopes, left
and right of the change-point tτ , are b1 +Qτ (eij)/15 and b2 +Qτ (eij)/15 respec-
tively. By not assuming homogeneous errors, this heteroscedastic model allows
for more flexible modeling of real world scenarios. In deriving the limiting dis-
tribution of our test statistic Tn, one of the assumption we make is homogeneous
error density at the τth quantile. This model violates the assumption of homo-
geneous error density, and thus is useful to evaluate whether the performance
of our proposed test is sensitive to such deviations.
In Cases 1 and 2, we have Var(Yij) = 0.5 and Cov(Yij, Yil) = 0.4 exp(−r|tij − til|).
In practice, exact information about the covariance matrix V of the repeated measures
Yij within the ith subject is usually unknown. It is a substantial advantage for the
rank score test that it does not require this as part of the input.
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5.3 Type I errors
In this section, we investigate the Type I error rate of the rank score test using the
models (5.2.1) previously mentioned. For these models, the τth conditional quantile
function a + Qτ (ij) + b1(tij − tτ )− + b2(tij − tτ )+ + b3xi is linear in tij on both
sides of the change-point tτ , where Qτ (ij) is the τth quantile of the composite error
ij = G(tij) + eij. We test the null hypothesis H0 : tτ = 0.6 versus H1 : tτ 6= 0.6. The
number of Monte Carlo samples used for estimating the Type I error rate is 10, 000 in
each scenario, so that the standard error of the estimate is around 0.2%. The results
are summarized in Table 5.1.
Table 5.1 summarizes the results in terms of Type I error rates averaged over
10, 000 simulations for the 3 cases, normal error, normal mixture error, and het-
eroscedastic error. For each case, we report the results for 5 different values of
within-subject correlations e−r ranging from 0.1 to 0.9. Our simulation results in-
dicate that without any knowledge of the dependence structure in the data, our test
exhibit decent finite-sample performance in terms of preserving the nominal level of
type I error rate. This is helpful because, in practice, the true correlation structure
of longitudinal data may vary from subject to subject so that it usually cannot be
estimated in any reliable way.
5.4 Comparisons of confidence intervals
In the previous section, we have evaluated the Type I error rate of the rank score
test under different settings. In this section, we introduce an important application of
the proposed test, constructing of confidence intervals for the change-point parameter
in model (3.2.1). In what follows, we describe the procedure of constructing confidence
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intervals for the change-point tτ of model (3.2.1), based on inverting the rank score
test. Its performance is then compared to the extensively used resampling method.
5.4.1 Rank score test inversion
The confidence intervals are constructed based on inversion of the proposed rank
score test, finding a set of null values that do not lead to rejection at the pre-specified
level. This approach circumvents the somewhat complicated problem of estimating
limiting nuisance parameters, i.e. the conditional error densities, and thus offers
a reliable method of forming confidence intervals in non-iid error settings [Koenker
(1996)].
The algorithm we implemented for rank score test inversion is described as follows.
Rank score test inversion:
(1): Estimate t̂τ using the profile estimation (3.2.6);
(2): Define a fine grid in a neighborhood around t̂τ , T = {t̂τ ± δk : k = 1, 2, . . . , K}
for some positive K and δ;
(3): Test H0 : tτ = ξ for every ξ ∈ T using the proposed test at significance level 0.05;
(4): Define tLτ = min{ξ ∈ T : ξ not rejected by T}, tUτ = max{ξ ∈ T : ξ not rejected by T}
as the lower and upper limit of a 95% confidence interval for tτ .
5.4.2 Resampling methods
There is extensive literature on the resampling methods in quantile regression
including the paired bootstrap method [Buchinsky (1994)], the subgradient bootstrap
method (also known as “Parzen-Wei-Ying” method) [Parzen et al. (1994)]. More
recent development includes the method of perturbing the minimand (also known as
”Jin-Ying-Wei” method) [Jin et al. (2001)], and the Markov chain marginal bootstrap
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method [He and Hu (2002)], just to name a few. More comprehensive review is
provided in [Koenker (2005)]. The main advantage of the bootstrap methods over
earlier methods, e.g. Koenker and Bassett (1982), and Welsh (1987), is that they
circumvent the somewhat difficult issue of estimating nuisance parameters, that is
the sparsity function.
In this section, we will compare our methods based on the rank score test to two
of the extensively used bootstrap methods. We describe the two methods one by
one. First is the Subject bootstrap. It is the direct extension of Paired bootstrap for
longitudinal data and works as follows.
Subject bootstrap Subject level triples {(yij, tij, xij) : j = 1, · · · , ni} are drawn at
random from the original observations with replacement. Whenever a subject is drawn
the associated measures are all included. For each resampled sample the estimator
t̂∗τ is computed. Then this procedure is repeated B times which yields bootstrap
realizations whose percentiles lead to the the end-points of a confidence interval. The
algorithm for generating percentile bootstrap confidence interval is outlined. (1):
Obtain bootstrap samples of size B, by resampling subjects with replacement;




τ,2, . . . , t̂
∗
τ,B;
(3): Construct a 95% confidence interval of tτ by
[





τ,b) indicates the pth quantile of the B bootstrap estimates t̂
∗
τ,b.
“Jin-Ying-Wei” (JYW) Bootstrap method – Perturbing the minimand
Next, we describe another popularly used bootstrap, that is “Jin-Ying-Wei” boot-
strap. This bootstrap method involves perturbing or weighting the terms in the
objective function by a positive random variable. It has been shown to perform well
even in small sample size. We outline the algorithm as follows.
5. Simulation studies 53








ρτ (y − g(x˜ij;θτ )) , (5.4.2)
a perturbed version is constructed by reweighting the terms in equation (5.4.2) asso-








viρτ (y − g(x˜ij;θτ )) , (5.4.3)
(2): By minimizing Q∗n(θ), we obtain bootstrap estimate θ̂
∗
n,τ .
(3): Calculate sample variance of the bootstrap estimate {θ̂∗n,τ}, and then construct
a 95% confidence interval using normal approximation.
5.4.3 Numerical comparison of methods
Now we focus on the aforementioned two available approaches to inference for the
change-point in longitudinal bent line quantile regression. Comparisons are conducted
showing the estimated confidence accuracy (or coverage probability), interval length,
and user CPU time required for computing each confidence interval. Comparisons
have been evaluated under normal, normal mixture and heteroscedastic error models,
respectively.
We consider generating 200 Monte Carlo samples and calculating the 95% C.I. by
inverting the rank score test and the bootstrap. For the bootstrap method, the boot-
strap sample size B is also set to 200. The standard error for the estimated coverage
is 1.5%. Tables 5.2-5.4 summarizes the estimated coverage of C.I., median interval
length, and CPU-time consumed for each C.I. based on 200 Monte Carlo samples for
each case, at different quantile levels as well as within-subject correlation strengths.
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In general, both the rank score inversion and JWY bootstrap preserves nominal 95%
confidence level while the subject bootstrap consistently under-performed. The esti-
mated coverage of JYW bootstrap CI is the highest but the computational expense
is also the highest among the three methods. Under this relative small sample size
setting, 50 subjects with correlated measures, our QQ-plots (not shown in this thesis)
indicate the JWY bootstrap perform well by better approximating the distribution of
t̂n,τ−tτ using t̂∗n,τ− t̂n,τ while the approximate provided by subject bootstrap exhibits
considerable discrepancy. In terms of the computational expense, the rank score test
inversion obviously enjoys a major advantage since its user CPU time consumed for
generating each confidence interval is less than a fraction of those by the bootstrap
methods, e.g. approximately 2 vs. > 38 seconds (for a relative small size of 200
bootstrap replicates). As discussed previously, the main reason is that the bootstrap
involves repeated profile estimation (3.2.3) which is especially time-consuming.
Table 5.4 summarizes the performance using heteroscedastic error models in Case
3. The estimated confidence levels are not seriously affected compared to Tables 5.2
and 5.3. This again confirms that the rank score test can be robust to the deviation
of the homogeneous error assumption (A1∗). In conclusion, generating confidence
interval for the change-point tτ by inverting rank score tests works well and is also
computationally efficient.
5.5 Rank score test statistic Tn vs. correlation
structure specific TCSn
In the previous simulations, we have seen that the rank score test statistic Tn
works well without any specification of the within-subject dependence structure. As
discussed in section (4.4), the modified version of the rank score test statistic T csn
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is tailored to account for prior knowledge of the C.S. correlation structure. In this
section, we summarize the simulation studies conducted to compare the performance
of the two rank score test statistics on data with true C.S. correlation structure.
5.5.1 Additional model description
The simulation study is based on the following models which generate C.S. cor-
relation structure. We keep a similar set-up as in (5.2) but change the correlation
structure of the error term, modifying Gi(tij) + eij. The model is
yij = a+ b1(tij − tτ )− + b2(tij − tτ )+ + b3xi + ij, (5.5.4)
where i = 1, . . . , n, j = 1, . . . ,mi, and the composite error term αi + eij is defined in
two parts, a random subject-level intercept αi and a random noise eij. The following
three different cases are considered in this study.
Case 4 (Normal error model, C.S.): The composite error term takes a C.S. form from
ij = αi + eij, where the subject-level intercept αi’s are generated randomly
from N(0, 0.4), and the random noise eij’s are generated from N(0, 0.1). This is
the typical model where the C.S. or Exchangeable correlation structure arises.
Cov(ij, ij′) = 0.4 for all j 6= j′.
Case 5 (Normal mixture error model, C.S.): The composite error term takes the same
form as in Case 4, where the subject-level intercept αi’s are generated randomly
from N(0, 0.4), and the random noise eij’s are generated from the mixture
distribution 0.95 ∗ N(0, 0.1) + 0.05 ∗ N(0, 12.5). This is different from Case 1
because it allows a potential outlier distribution.
Case 6 (Heteroscedastic error model, C.S. analogue): The composite error term takes a
heteroscedastic form ij = αi+(1/2+tij/15)eij, where the subject-level intercept
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αi’s are generated randomly from N(0, 0.4), and the random noise eij’s are
generated from N(0, 0.1).
In each case, we generate 200 datasets, each consisting of m = 50 subjects with
ni = 10 measurements. For these rank score tests, we evaluate the performance at
τ = 0.5 and τ = 0.9.
5.5.2 Comparisons
Table 5.5 summarizes the results in terms of estimated coverage, median interval
length, and CPU time based on 200 Monte Carlo samples. The rank score C.I. based
on the rank score test statistic Tn better preserves the type I error rate than the one
based on the TCSn does, which is exclusively tailored for data with C.S. correlation
structure. Let “Rankscore” denotes the rank score test inversion procedure based on
the rank score test statistic Tn defined in Chapter 4; let “Rankscore (CS)” denotes the
rank score inversion procedure based on the correlation specific statistic TCSn defined
in 4.4.1. When the true correlation is correctly specified (Cases 4 and 5), the specifi-
cally tailored version TCSn generates slightly shorter confidence intervals. Nevertheless
the difference in coverage between the two methods is minimal. On the other hand,
when the true correlation is mis-specified (Case 6), the rank score test statistic Tn,
which makes no assumption about the correlation structure, outperforms its C.S. spe-
cific counterpart. This shows that the performance of the specifically tailored statistic
is sensitive to correct specification of the true correlation structure. Hence caution
should be taken when knowledge of the correlation structure is unclear. In conclu-
sion, the rank score test statistic Tn is recommended for general application because
misspecification of the correlation structure would undermine the performance.
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































In this chapter, we apply the longitudinal bent line model with the proposed rank
score test to conduct statistical inference on the change-point parameter of interest
in two different contexts, the Finnish Longitudinal Growth Study and the AIDS clin-
ical study. In the first section, we characterize the growth pattern in Body Mass
Index (BMI) for the children enrolled in the Finnish Longitudinal Growth Study.
The adiposity rebound (AR), a crucial time associated with risk of higher BMI in
adolescence and risk of adult obesity, is estimated for the lean, moderate, heavy and
heavist subgroups, represented by the 0.1, 0.5, 0.9 and 0.95 quantile functions. From
this longitudinal bent line model, we calculate the fitted BMI at AR, which is an-
other known risk factor for adult obesity. This value is represented by the estimate
of the regression parameter aτ . In the second section, we apply the methods to an
AIDS clinical study. We characterize the treatment response in CD4 cell counts,
an important marker of the immunologic response, among HIV-infected population
treated with the antiretroviral therapy (ART). After that, the time when CD4 cell
count reaches a plateau as well as the associated stabilized CD4 cell count levels
are obtained for the mildly ill and severely ill patients, represented by the 0.5 and
0.1 quantile functions. These examples demonstrate the value of the quantile infer-
ence approach for the change-point problems, especially for longitudinal data from
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observational studies as well as from clinical trials.
6.2 Application to the Finnish Longitudinal Growth
Study
In pediatrics and nutritional epidemiology, a time period termed adiposity rebound
(AR) in childhood is a critical period for the regulation of energy balance and adult
obesity risk and thus generates extensive research interest [Rolland-Cachera et al.
(1984); Siervogel et al. (1991); Prokopec and Bellisle (1993); Reilly et al. (2005)].
AR usually occurs between 5 to 7 years of age, at which point body fatness has
normally declined to a minimum, before increasing again into adulthood. An early
AR (younger age at the point of AR) is associated with not only higher BMI in
adolescence [Rolland-Cachera et al. (1984); Prokopec and Bellisle (1993)] but also
an increased risk of adult obesity. After adjusting for BMI at AR, maternal BMI,
paternal BMI - three other known risk factors for adulty obesity, early AR is still
asssociated with risk for adult obesity [Whitaker et al. (1998)].
To illustrate the usage of the proposed methods, we apply them to the dataset from
the Finnish Longitudinal Grow Study [Sorva et al. (1990)]. The data was collected
retrospectively from health centers and schools. The observations consist of longitu-
dinal measurements on weight and height for 2514 Finnish children. Weight (kg) and
height (m) were measured for each participant using standardized techniques, and
BMI (kg/m2) was calculated from weight and height. As described in more detail in
Pere (2000), the dataset has been cleaned to remove a small proportion of children
with low or missing birth weight or other suspicious measurements. For our purposes
of characterizing AR, we further edit the dataset to include measurements taken from
1 to 18 years of age. The resulting working dataset consists of 1140 males and 1162
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females. This datset does not contain any missing observations in response variable
or covaraites. In this analysis, we focus on making statistical inference on the time































Figure 6.1: Body Mass Index (BMI) plotted against Age in years for 1140
males and 1162 females.
For any fixed quantile τ ∈ (0, 1), we model the Body Mass Index (BMI) for the
male and female subgroups respectively by
BMIij = aτ + b1,τ (tij − tτ )− + b2,τ (tij − tτ )+ + eij, (6.2.1)
where i = 1, . . . , n, j = 1, . . . ,mi, BMIij is the Body Mass Index from the ith subject
at the jth measurement calculated by BMI = Weight/Height2 and tij is the measure-
ment time. All the parameters have clear interpretations: tτ is the time of AR; aτ is
the BMI at AR; b1,τ and b2,τ are the slopes of change in BMI before and after AR.
For the purposes of this analysis, we have specified four quantiles of interest
(τ = 0.1, 0.5, 0.9, 0.95), which we define as representing the lean, moderate, heavy, and
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heaviest subgroups. Before we turn to the model fitting, one may question whether
the dataset support the claim that a time of AR exists in these quantile functions.
This question can be formulated as testing the adequacy of a simple linear quantile
regression model, i.e. one without a change-point, versus the bent line quantile re-
gression model. As discussed in Li et al. (2011), a general test for nonlinearity (bent
line in our case) for iid error model is assessing the significance of the quadratic term
of the covariate associated with the change-point, using a Wald test. The reason to
test for a quadratic term is not that one believes the quadratic model fits the data
but that it is an easy test against a wide range of nonlinear alternatives. Due to the
longitudinal nature of our datset, the Wald test statistic is not readily available. To
overcome this issue, we calculate a bootstrap confidence interval for the coefficient
associated with the quadratic term meantioned earlier. After that a decision of the
existence of the change-point can be made. To be specific, we first calculate a 95%
confidence interval of the coefficient for t2ij by resampling the subjects with replace-
ment. Then claim the existence of the change-point tτ in the τth quantile function
only if the bootstrap interval does not include zero. The resulting 95% confidence
intervals are summarized in Table 6.1. Since none of them include zero, we claim
the change-points exists in the four quantile functions. This result reconfirms the
findings of AR in the pediatric literature [Rolland-Cachera et al. (1984); Siervogel
et al. (1991); Prokopec and Bellisle (1993)].
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Table 6.1: The 95% bootstrap confidence intervals (C.I.) of the
coefficient associated with t2ij, the quadratic term of Age, in a linear
quantile regression model
Quantile levels 95% C.I. for the coefficient associated with tij
2 †
τ Male Female
0.1 (0.039, 0.043) (0.037, 0.041)
0.5 (0.044, 0.048) (0.043, 0.048)
0.9 (0.048, 0.062) (0.039, 0.055)
0.95 (0.050, 0.070) (0.032, 0.052)
†: We test the existence of the change-point by assessing the
adequacy of a simple linear quantile regression model. A general
test is testing the significance of Age t2ij in a quadratic model.
We claim the change-point exists in the τth quantile function if
the confidence interval does not include zero.
After confirming the existence of the AR in the four quantile functions, we apply
model (6.2.1) to the male and female subgroups respectively. Table 6.2 summarizes
the estimated slopes in BMI change, the time of AR, and BMI at AR for the 4
quantiles. For example, the lean males and females (0.1 quantile) experienced rela-
tively late AR; their estimated AR are 6.58 and 7.45 with 95% confidence intervals
(6.31, 6.93) and (6.68, 7.82), respectively. For the males and females with moderate
BMI (0.5 quantile), their estimated AR are 6.32 and 6.41 with 95% confidence in-
tervals (6.12, 6.47) and (6.16, 6.56) respectively. The AR for the heavy males and
females (0.9 quantile) are obtained as 5.47 and 5.11 with 95% confidence intervals
(5.16, 5.57) and (4.78, 5.50) respectively. For the heaviest males and heaviest females
(0.95 quantile) the estimated time of AR are 5.33 and 4.47 with 95% confidence inter-
vals (4.67, 5.57) and (4.03, 4.83), respectively. The later confidence interval shed light
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on the timing of adiposity rebound. From the lower limit, e.g. 4.03, one implication
is that the public health institute needs to monitor the onset of adiposity rebound as
early as 4 years of age for female subjects. The upper limit, e.g. 4.83, is consistent
to Whitaker et al. (1998)’s definition of early adiposity rebound, that is earlier than
4.8 years of age. Therefore we identify a region in extreme higher quantile (τ ≥ 0.95)
associated with early adiposity rebound for the female cohort. Therefore it is worth-
while to separate the subjects in the upper quantile for further investigation if more
information becomes available. An extreme measurement is likely to be a sign of
some unusual underlying physical condition.
Table 6.2: Fitted parameters and 95% confidence intervals (C.I.) for
adiposity rebound tτ
Cohort Quantile† b1,τ b2,τ tτ 95% CI of tτ BMI at AR††
Male
τ = 0.1 -0.33 0.34 6.58 (6.31, 6.93) 13.74
n=1140 τ = 0.5 -0.40 0.44 6.32 (6.12, 6.47) 15.06
τ = 0.9 -0.56 0.57 5.47 (5.16, 5.57) 16.82
τ = 0.95 -0.58 0.65 5.33 (4.67, 5.57) 17.37
Female
τ = 0.1 -0.23 0.45 7.45 (6.68, 7.82) 13.60
n=1162 τ = 0.5 -0.36 0.51 6.41 (6.16, 6.56) 15.00
τ = 0.9 -0.49 0.65 5.11 (4.78, 5.50) 16.99
τ = 0.95 -0.60 0.74 4.47 (4.03, 4.83) 17.67
†: 0.1 quantile = 10th percentile, etc.;
b1,τ : The slope of BMI change before adiposity rebound;
b2,τ : The slope of BMI change after adiposity rebound;
tτ : The time of adiposity rebound (AR); Early AR (< 4.8 years of
age) is shown in bold.
††: aτ indicate the BMI at AR.
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For purposes of comparison, we fit the data using a longitudinal version of the
east squares bent line regression [Chappell (1989)].
BMIij = a+ b1(tij − t)− + b2(tij − t)+ + uij, (6.2.2)
where i = 1, . . . , n, j = 1, . . . ,mi, BMIij, and tij are the same as in model (6.2.1).Error
term denoted by uij has zero mean. Parameters b1 and b2 are the slopes of BMI change
before and after AR. By minimizing the likelihood via profile argument, the estimated
parameters are summarized in Table (6.3).
Table 6.3: Fitted parameters and 95% confidence intervals
(C.I.) for adiposity rebound tτ using least squire bent line
regression
Cohort b1 b2 t 95% CI of t BMI at AR
††
Male -0.47 0.44 5.82 (5.50, 6.15) 15.14
Female -0.39 0.52 5.88 (5.52, 6.23) 15.16
b1: The slope of BMI change before adiposity rebound;
b2: The slope of BMI change after adiposity rebound;
t: The time of adiposity rebound (AR);
a: The BMI at AR.
The estimated timings of AR from Model (6.2.2) for male and female cohorts are
similar, i.e. 5.82 for male and 5.88 for female. Due to the longitudinal nature of the
dataset, 95% confidence intervals of t are obtained via subject bootstrap procedure
outlined in Chapter 5.
Unlike quantile regression, the parameters obtained from least squares regression
are interpreted based on average, and thus do not differentiate based on conditional
quantiles of BMI, e.g. between the relative lean subjects and relatively heavy. since
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Model 6.2.2 assumes a common change-point t. Therefore Model 6.2.2 could not
capture any early AR.
This example illustrates that the longitudinal bent line quantile regression sheds
light on the BMI growth patterns by examining the AR at various quantiles. The
resulting important yet straightforward parameters convey key information with clin-
ical meaning at quantiles of interest, which least squares based regressions do not
provide. In summary, the proposed method is helpful to characterize the BMI growth
patterns, especially the time of AR. Hence it is a valuable tool for pediatricians in
understanding children’s growth patterns associated with adolescent and adult obe-
sity.
6.3 Application to an AIDS clinical study
In this section, we illustrate the use of the longitudinal bent line model using the
proposed Rank score test by applying it to a HIV (human immunodeficiency virus)
dataset collected by the AIDS clinical trials group (ACTG) mentioned earlier. In
this study, 517 HIV-positive patients were enrolled and randomly assigned to three
treatments for 120 weeks. The CD4 cell count, an important marker for assessing
immunologic response, were measured at the 4th week, 8th week, and every 8 weeks
thereafter, which constitute a typical longitudinal dataset. Greater detail about this
dataset can be found in Park and Wu (2006). This dataset does not contain any
missing observations in response variable or covariates. The mechanism of how CD4
cell count change has not been fully explained but CD4 cell count has important
implications for understanding the incidence of HIV-related opportunistic infections,
especially tuberculosis [Williams et al. (2006)]. We illustrate the proposed method
by applying the methodologies developed in previous chapters to model CD4 cell
response in one of the three treatment arms. In this arm, 171 patients were treated
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with an potent combination antiretroviral therapy (ART) which has been shown to
dramatically extend the time to development of AIDS [Detels et al. (1998); Sterne
et al. (2005)].
One important fact about the ART is that regardless of baseline CD4 cell count
at ART initiation, a steeper increase occurs in CD4 cell count during the first 2 years
after ART initiation, followed by a subsequent plateau indicating the stabilization
period thereafter [Tarwater et al. (2004)]. This suggests the existence of a change-
point in treatment efficacy at a certain time, when CD4 cell count reach the plateau.
Our objective for the analysis is to characterize the population response in terms of
CD4 cell gain during the ART treatment and conduct statistical inference on the
change-point, the time CD4 reaches the plateau. For computational stability, we
stabilize the large variance in CD4 cell counts by applying log 10 transformation as
in Park and Wu (2006). Specifically, the outcome is log CD4 = log10(CD4/100) for
model fitting. For any fixed quantile τ ∈ (0, 1), we model the transformed CD4
response by
log CD4ij = aτ + b1,τ (tij − tτ )− + b2,τ (tij − tτ )+ + xiγτ + eij, (6.3.3)
where i = 1, . . . , n, j = 1, . . . ,mi, log CD4ij is the log 10 transformed CD4 cell re-
sponse from the ith subject at the jth measurement, xi is the baseline CD4 cell count
dichotomized at its median, 96 cells/µL. The parameters have clear clinical interpre-
tations: aτ represents the stabilized response at plateau; b1,τ and b2,τ represent the
slopes in response before and after it reaches the plateau.
For the purpose of characterizing the pattern of CD4 cell count in this analysis,
we specify three quantiles, 0.1, 0.5, and 0.9, which we define as representing the
severely ill, moderately ill, and mildly ill subgroups respectively. Before we turn
to model fitting, we assess the existence of change-points for these quantiles by the
methods described and used in the previous section. The 95% confidence intervals
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of the coefficient associated with t2ij, for 0.1, 0.5, and 0.9 quantiles are calculated as
(−1.8×10−4, −4.7×10−5), (−8.9×10−5, −3.2×10−5), and (−7.6×10−5, 7.5×10−6).
As one can see, the third interval includes zero, indicating the existence of change-
points only in the 0.1, and 0.5 quantile functions. Therefore we include the two
quantiles for model fitting.
Table 6.4: The 95% bootstrap confidence intervals (C.I.)
for b1,τ and b2,τ from the initial fitting
Quantile levels 95% C.I.† for b1,τ and b2,τ
τ b1,τ b2,τ
0.1 (0.009, 0.032) (-0.002, 0.005)
0.5 (0.008, 0.014) (-0.015, 0.006)
†: The number of bootstrap replications is set
as 200.
After we apply model (6.3.3) to the dataset, the initial fitting of the longitudinal
bent line model reveals that the estimated b2,τ ’s, the slopes after the stabilization,
are close to zero. Furthermore, we generate 95% bootstrap confidence intervals for
b1,τ and b2,τ , the slopes before and after stabilization for the 0.1 and 0.5 quantile
functions. It turns out that only the b1,τ ’s are significantly non-zero (See Table 6.4).
For considerations of efficiency and easier interpretation, we fit the model again under
the constraint that b2,τ = 0, for τ = 0.1 and 0.5.
Figure 6.2 illustrates the fitted 0.1 and 0.5 quantile functions for only those pa-
tients whose baseline CD4 cell count are less than 96 cells/µL. The vertical dashed
blue and red lines indicate the locations of the estimated change-points for the corre-
sponding quantile functions. One can see an increasing trend in CD4 response after
treatment initiation followed by a stabilization for each quantile function.
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Fitted quantile functions of the transformed CD4 responses 
 from patients with baseline measurements below 96 cells/µL












































Figure 6.2: Solid bent lines depict estimated quantiles (e.g. 0.1 = 10%
percentile) of the transformed CD4 response as a function of the therapy du-
ration. The vertical dashed lines indicate the locations of estimated change-
points at the 0.5 and 0.9 quantiles with 95% confidence intervals shown as
vertical dotted lines respectively. Covariates included in the model are dura-
tion of the therapy and baseline CD4 cell count dichotomized at 96 cells/µL
(median). To illustrate the different locations of the change-points, only
those patients with baseline CD4 cell count less than 96 cells/µL and their
estimated CD4 response quantiles are plotted.
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Table 6.5: Fitted parameters and 95% confidence intervals for change-
point tτ
Quantile † aτ b1,τ γτ tτ 95% CI of tτ Plateau level#
τ = 0.1 0.307 0.010 -0.390 32 (28,33) 203
τ = 0.5 0.700 0.004 -0.314 77 (65,94) 501
†: 0.1 quantile = 10th percentile, etc.;
aτ : The stabilized CD4 cell count on log10 scale;
b1,τ : The slope of transformed CD4 change before adiposity rebound;
b2,τ : The slope of transformed CD4 change after adiposity rebound;
γτ : The difference in log CD4 cell count, comparing those with baseline
CD4 cell count less 96 cells/µL to those greater than 96;
tτ : The week when CD4 cell count reaches the plateau; rounded to the
nearest integer.
#: The stabilized CD4 cell count on the original scale, calculated by
100× 10aτ .
Furthermore the proposed rank score test enables us to calculate 95% confidence
intervals of the change-points for the 0.1 and 0.5 quantile functions using the rank
inversion procedure described in the previous chapter. Table 6.5 summarizes the fitted
parameters: aτ is the stabilized CD4 cell count on the log 10 transformed scale; b1,τ
and b2,τ are the slopes before and after the plateau occurs; γτ represents the difference
in log 10 transformed CD4 cell count between the patients whose baseline CD4 cell
counts are below and above 96 cellsµL; tτ is the time when the plateau occurs. The
95% confidence intervals for the change-points are [28, 33] and [65, 94] for the 0.1
and 0.5 quantile functions respectively. The fitted 0.1 quantile function reveals that
the lower quantile (τ = 0.1) of the transformed CD4 cell count reaches the plateau
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of a0.1 + γ0.1 = −0.083 on the log scale, which is 100 × 10−0.083 = 83 cells/µL on
the original scale, after the 32nd week. This indicates that approximately 90% of
those patients, whose baseline CD4 cell count were less than 96, have their CD4 cell
counts stabilized above 83 cells/µL after the 32nd week from the initiation of therapy.
The 95% confidence interval for this change-point is [28, 33]. Similarly, the fitted 0.5
quantile function shows that the median (τ = 0.5) transformed CD4 cell count reaches
a plateau of a0.5 + γ0.5 = 0.386 on the log scale, which is 100× 100.386 = 243 cells/µL
on the original scale, after the 78th week. This indicates that approximately 50% of
those patients, whose baseline CD4 cell count were less than 96, have their CD4 cell
count stabilized above 243 after the 78th week. The 95% confidence interval for this
change-point is [65, 94]. The results for the patients whose baseline CD4 cell count are
greater than 96 cells/µL are interpreted similarly: the times they reach plateau are
the same as those with baseline CD4 cell count less than 96, by model formulation;
However, the stabilized CD4 cell counts for those with baseline levels greather than
96 is 100× 10aτ , which is higher by a factor of 10−γτ compared to those less than 96.
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Chapter 7
Conclusions and future work
In this chapter, we discuss and summarize the advantages as well as some limitations
of the proposed method. In the first section, some important conclusions are listed.
Next we discuss some issues on missing data. Finally we conclude this chapter by
point out a few possible future directions on this topic in the third section.
7.1 Conclusions
This thesis achieves two goals. One is to extend the (iid) bent line quantile
regression model to the longitudinal settings. The resulting longitudinal bent line
quantile regression, as a special case of nonlinear quantile regression models, enjoy
most of the virtue of quantile regression such as robustness to response outliers, and
clear interpretations of conditional quantile functions. This extension is motivated by
many longitudinal studies where the relationship between the repeatedly measured
response and the covariates is not constantly linear but piecewise linear with an
abrupt change in slope at certain unknown time point. Such data can be commonly
found in epidemiology, medicine, nutrition, etc. [Pawitan (2005)]. In those scenarios,
the longitudinal bent line quantile regression emerged as one of the indispensable
tool-kits to characterize such piecewise linear pattern and estimate the change-point
location especially when extreme quantile or all quantiles are of interest. The other
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goal is to develop a reliable method for conducting statistical inference of the change-
point, which frequently is of central interest. In order to overcome the difficulties
of existing inferential approaches, e.g. estimating nuisance parameters in the Wald
test and expensive computational cost of the bootstrap methods. We propose a
score type test via the rank-based approach. Throughout a series of Monte Carlo
simulations, we demonstrate the proposed rank score test is accurate, robust, and
also computationally efficient. To illustrate the value of the proposed methods, we
apply them to two real datasets. Important conclusions include: (1) for the Finnish
Longitudinal Growth Study, a female subgroup in upper quantile (τ ≥ 0.95) of BMI
experienced early adiposity rebound, one of the risk factors of adult obesity; (2) for
the AIDS clinical study, the patients undergoing ART treatment exhibit different
times when the treatment plateau occurs. Based on the aforementioned reasons, we
recommend the proposed methods for practical use. Finally, we discuss some possible
generalizations to the model (3.2.1) and the test (4.2.6).
7.2 Future work
Rank score test for slope parameters. In this thesis, we have focused on develop-
ing the rank score test statistic Tn for the change-point parameter tτ , which is the
parameter of central interest in most of the applications. As a next step, we will aim
to derive rank score tests for other parameters, e.g. b1,τ and b2,τ in model (3.2.1),
based on which, problems such as H0 : b2,τ = 0 in the AIDS clinical study can be
tested in an efficient manner. Furthermore, the rank score tests might be extended
for general linear hypotheses. Important applications include, for example, assessing
the existence of the change-point tτ by formulating it as a hypothesis testing problem
H0 : b1,τ = b2,τ . Comparisons to the currently used computational intensive methods
based on resampling will also be conducted.
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Segmented linear quantile regression. The longitudinal bent line quantile regres-
sion model implicitly assumes a continuous response on the time domain. In some
applications, however, not only the slope but the response itself may change abruptly.
For example, the blood pressure monitored on patients undergoing vascular surgeries
may show jumps when the artery is clamped on and off. For such models, the esti-
mation procedure still works with minor modification. We conjecture that the rank
score test on the change-point also holds due to the Rao score type interpretations.
Multiphase quantile regression. A third direction of extending the current longi-
tudinal bent line model is to relax the implicit assumption of the existence of one
single change-point. A natural extension is to consider multiple change-points. In
the mean regression framework, such multiphase (also called segmented) regression
models have been widely studied [see Hudson (1966), Hawkins (1976)]. In this fam-
ily of models, one need to determine the number of change-points, sometimes even
without a prior scientific knowledge. Jones and Dey (1995) determine the number of
change-points that best fits the data using a modified version of Akaike’s Information
Criterion (AIC) to avoid overfitting. Similar ideas can be used for quantile regression
with modified AIC or BIC [Schwarz (1978)]. Once the number of the change-points
is determined, the profile estimation can be naturally extended to obtain the esti-
mates of the regression coefficients and the change-point locations. Research needs
to be carried out in this direction. In the framework of quantile regression, a possible
solution will be based on similar criteria.
Handling missing data. In this thesis, both applications contain missing data. In
the Finnish Longitudinal Growth Study, the data has been edited to discard low birth
weight (3%) or unknown birth weight (2%). This missing mechanism belongs to Miss-
ing complete at random (MCAR) since the distribution of missing does not depend
on covariates or outcomes and thus ignorable. Hence, the estimate from the complete
data is unbiased and conclusion is valid. The missing data may exert higher impact
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on the estimation for the AIDS clinical trial data, in which a considerable amount of
patients dropped out after week 100. Our analysis made assumption that whether a
patient will drop out from the study only depends on his/her baseline condition, but
not his/her actual outcome. Under this Missing at random (MAR) assumption, the
complete-set based analysis is valid, though not optimally efficient. Multiple imputa-
tions [Rubin (1987)] could be considered to further improve the estimation efficiency.
In case that the MAR assumption does not hold, the complete set estimator could be
biased. One may employ inverse probability weighting [Little and Rubin (2002)] or
reconstructing weighted estimating equations as in [Robins et al. (1995)] to correct






In this chapter, we give complete proofs for previous results in the preceding
chapters along with the regularity conditions required, followed by some explanation.
An inequality similar to Hoeffding’s inequality is given in Proposition 8.3.1. Then two
lemmas are provided to support the proof of Theorems 3.3.3 and 4.3.4. In Lemma
8.4.1, we demonstrate an extremely useful procedure called the chaining argument,
a general way to extend uniform convergence onto a compact set. The argument is
invoked in Lemma 8.5.2 and also Theorems 3.3.3 and 4.3.4. Based on the two lemmas,
the proofs of Theorems 3.3.3 and 4.3.4 follow at the end of the chapter. First, we
introduce notation for the well-defined limiting quantile regression objective function
and the associated marginal profile estimator,
Qτ (η, t) = lim
n→∞
Qn,τ (η, t) in probability, and




and state the following regularity conditions.
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8.2 Regularity conditions
(A0) Given x˜ij = (tij,x
>
ij)
>, the expected objective function E[ρτ (Yij − g(x˜ij; η, t))]
achieves its unique global minimum at true parameters (ητ , tτ ) = (ατ , b1,τ , b2,τ ,γτ , tτ ).
(A1) The distribution function of eij is absolutely continuous, with continuous den-
sities f uniformly bounded away from 0 and ∞ at F−1(τ).
(A2) tij has continuous density function p(t) on a bounded support [0,M ], where
M > 0.
(A3) max1≤i≤n,1≤j≤mi ‖x˜ij‖ = O(n1/4) and
∑





(A4) Given b1,τ 6= b2,τ , there exists a nonnegative definite matrix Cτ , such that,
Cn,τ → Cτ .
(A5) Given b1,τ 6= b2,τ , there exists a full rank matrix Dτ , such that, Dn,τ → Dτ .
(A6) Ai = E[ψ(ei)ψ
>(ei)] > 0 for each i and supi ‖Ai‖ <∞.
(A7) The distribution function of eij has a Lebesgue density with a bounded first-
order derivative f .
(A1∗) There exists a constant b such that f(F−1(τ)) = b for all i and j.
Condition A0 ensures the identifiability of the model (3.2.1). Conditions A1 and A3
are the standard regularity conditions in quantile regression. Conditions A0 to A3
together suffice for consistency of the estimates. Condition A6 ensures the existence
of a consistent variance estimate of Sn. Condition A7 is required for Theorem 4.3.4.
Note that Condition A1∗ requires a homogeneous error density, which is necessary for
theoretical derivations. In practice, however, the rank score test statistic has been
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shown to be quite robust against some deviations from this assumption via simulation
studies in Chapter 5 .
We will proceed to state a proposition and two lemmas, based on which the
complete proofs for Theorems 3.3.3 and 4.3.4 follow towards the end of this chapter.
Since our results are stated for a given τ , from prior notation, ψτ (·), θ̂n,τ ,θτ , and
eij(τ), we drop the dependence on τ , rewriting them as ψ(·), θ̂n, θ0 and eij. (Note that
θ0 does not denote the value of the parameter under some null, but rather it denotes
the true parameter value.) For the sake of simpler presentation throughout the proofs
of Proposition 8.3.1, Lemma 8.4.1 and Lemma 8.5.2, we choose the coordinate system
such that θ0 = 0.
Recall h(x˜ij;θ) = (I{xij ≤ t}, xijI{xij ≤ t}, I{xij > t}, xijI{xij > t},x>ij})>. For
notational convenience, we define




hij[ψ(Yij − g(x˜ij; δ))− ψ(Yij − g(x˜ij; 0))]






Now we state a proposition which facilitates the following proofs. The inequality
we establish in the proposition, whose form is similar to the well-know Hoeffding’s
inequality [Hoeffding (1963)], provides an upper bound of the tail probability for the
deviation of φ˜(δ) from its mean. It is a modified version of concentration inequalities,
specifically tailored for φi(δ) here. As a result, our inequality relaxes the boundedness










, for some K > 0. (8.3.3)
For any λ > 0, δ ∈ ∆, under Conditions A1 and A3,
P{|φ˜(δ) ≥ λn1/4 log n|} ≤ 2 exp{−λ log n(1 + o(1))} (8.3.4)
where φ˜(δ) is defined in (8.2.2).
Proof For the sake of clear presentation and without loss of generality, we assume
ni = 2 in model (3.2.1). The proof for other ni can follow in a similar way with minor
modifications.
First of all, by the Markov inequality, for δ > 0 and any λn > 0, we have
P{|φ˜(δ) ≥ λn|} ≤ e−tλn [M(t) +M(−t)], (8.3.5)
where M(t) is the moment generating function of φ˜(δ). Due to the between subject






Mi(t) = E exp{t[φi(δ)− Eφi(δ)]}. (8.3.7)




−(I{eij ≤ F−1(τ) + g(x˜ij; δ)− g(x˜ij; 0)}− I{eij < F−1(τ)})hij. (8.3.8)
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Under Condition A7, we can further denote
pi1 =P{ei1 is between 0 and g(x˜i1; δ)− g(x˜i1; 0)},
pi2 =P{ei2 is between 0 and g(x˜i2; δ)− g(x˜i2; 0)},
pi+ =P{ both ei1 and ei2 are between 0 and g(x˜ij; δ)− g(x˜ij; 0)}.
(8.3.9)
Based on (8.3.7) and (8.3.9), direct calculation yields
Mi(t) =(pi1 − pi+) exp{−t(1− pi1)hi1sgni1(δ) + tpi2hi2sgni2(δ)}
+ (pi2 − pi+) exp{tpi1hi1sgni1(δ)− t(1− pi2)hi2sgni2(δ)}
+ pi+ exp{−t(1− pi1)hi1sgni1(δ)− t(1− pi2)hi2sgni2(δ)}
+ (1− pi1 − pi2 + pi+) exp{tpi1hi1sgni1(δ) + tpi2hi2sgni2(δ)},
(8.3.10)
where sgnij(δ) = sgn(g(x˜ij; δ)−g(x˜ij; 0)) for j = 1, 2, with sgn(·) denoting the signum
function of a real number s defined as follows:
sgn(s) =

−1 , if s < 0 ,
0 , if s = 0 ,
1 , if s > 0 .
(8.3.11)
If t = O(n−1/4), |g(x˜ij; δ)− g(x˜ij; 0)| is bounded by A3, and hence for δ ∈ ∆,
pi1 = f(F
−1(τ))|g(x˜i1; δ)− g(x˜i1; 0)| ≤ c∗‖x˜i1‖‖δ‖,
pi2 = f(F
−1(τ))|g(x˜i2; δ)− g(x˜i2; 0)| ≤ c∗‖x˜i2‖‖δ‖,
pi+ ≤ max{pi1, pi2} ≤ c∗max{‖x˜i1‖, ‖x˜i2‖}‖δ‖,
(8.3.12)
for some c∗ > 0 since f is bounded. Moreover, in view of (8.3.12), taking the Taylor
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is the coefficient for the kth power. It is not difficult to verify that c1 = 0. Hence for
sufficiently large n, there exists some positive constants c′, c′′ such that
logMi(t) ≤ log
(






pi = (pi1,min(p1,1, pi2), pi2)
>,hi = (h2i1, 2|hi1hi2|, h2i2)>,1 = (1, 1, 1)>. (8.3.16)
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≤ b′′t2(n log n)1/2.
(8.3.17)
for some positive constants b′, b′′. Finally, by (8.3.5), with t = n−1/4,




Hence (8.3.4) follows immediately. The proof of Proposition (8.3.1) is complete.
8.4 Lemma 8.4.1
The proofs of Theorems 3.3.3 and 4.3.4 rely on the following two lemmas. The
first one is crucial. It extends the inequality (8.3.4) uniformly in ∆ (8.3.3) via a
chaining argument.
Lemma 8.4.1 Under Conditions A1 and A3, and letting φ˜(δ) be as in (8.2.2),
sup
δ∈∆
|φ˜(δ)| = op(n1/4 log n), (8.4.19)
with ∆ as defined in (8.3.3).
Proof For the sake of clear presentation and without loss of generality, take ‖δ‖ to






Figure 8.1: An illustration of the partition of
∆ = {δ ∈ Rp : ‖δ‖ ≤ K√log n/n} used in the chaining argument
The idea of the proof is to partition the cube (or sphere equivalent if Euclidean
norm is employed) ∆ into a number of smaller sub-cubes. Then we must show:
(1) Inequality (8.3.4) holds on all the centers of the sub-cubes, and (2) for δ1, δ2
sufficiently close, that is within one sub-cube, the difference |φ˜(δ1) − φ˜(δ2)| is also
op(n
1/4 log n). Then the uniform convergence (8.4.19) can be implied by the triangle
inequality.
Actually, we shall let δi ∈ ∆ be the centers of sub-cubes with edges of length
2n−3, covering ∆ (See Figure 8.1). Let B = {δ ∈ ∆ : δ = δk, for 1 ≤ k ≤ n3p}
denote the set containing the centers of the sub-cubes. Then #B ≤ an3p where #
denotes the number of elements.
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Hence, by Proposition (8.3.1), for any  > 0,
P{sup
δ∈B
|φ˜(δ)| ≥ (3p+ 2)n1/4 log n} ≤ an3pP{|φ˜(δ)| ≥ (3p+ 2)n1/4 log n}





|φ˜(δ)| = op(n1/4 log n). (8.4.21)










|hij||I{eij < g(x˜ij; δ1)− g(x˜ij; 0)} − I{eij < g(x˜ij; δ2)− g(x˜ij; 0)}]|.
(8.4.22)
Then by Condition A3,
|g(x˜ij; δ1)− g(x˜ij; δ2)| ≤ c3n1/4n−3 < c3n−2.5. (8.4.23)
Now for (i1, j1) 6= (i2, j2),
P{|ei1,j1 − ei2,j2| ≤ c3n−2.5}
=P{ei1,j1 ∈ [ei2,j2 − c3n−2.5, ei2,j2 + c3n−2.5]} ≤ c4n−2.5,
(8.4.24)





|ei1,j1 − ei2,j2| ≤ c3n−2.5
}
≤ n(n− 1)c4n−2.5 → 0. (8.4.25)
It follows that with probability tending to 1, at most two of the terms in (8.4.22)
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(where each term corresponds to one (i, j)-pair) is nonzero, that is,
P
(










1 ) or (i∗2,j∗2 )
|hij||I{eij < g(x˜ij; δ1)− g(x˜ij; 0)}
− I{eij < g(x˜ij; δ2)− g(x˜ij; 0)}| > n1/4)
→ 0, as n→∞.
(8.4.26)
Hence, combining (8.4.25) and Condition A3, we obtain
|φ(δ1)− φ(δ2)| ≤ 2 max |hij| = Op(n1/4). (8.4.27)





|hij||F (g(x˜ij; δ1)− g(x˜ij; 0))− F (g(x˜ij; δ2)− g(x˜ij; 0))|, (8.4.28)
since f is bounded. Then using (8.4.23) and Condition A3, along with the fact that
‖δ1 − δ2‖ ≤ n−3, (8.4.28) is bounded. It follows that,
|φ˜(δ1)− φ˜(δ2)| = Op(n1/4) (8.4.29)





|φ˜(δ)| > 2n1/4 log n}
≤P{sup
δ∈B
|φ˜(δ)| > n1/4 log n}+ P{ sup
‖δ1−δ2‖≤n−3
|φ˜(δ1)− φ˜(δ2)| > n1/4 log n}
→0, as n→∞.
(8.4.30)
Therefore, (8.4.19) holds immediately. The proof of Lemma 2 is hence complete.
8.5 Lemma 8.5.2
The following Lemma establishes the consistency of θ̂n for a given quantile level
τ ∈ (0, 1).
Lemma 8.5.2 (Consistency) Under Conditions (A0) to (A3), ‖θ̂n − θ0‖ → 0 in
probability.
Proof The proof of this lemma is essentially the same as that of Lemma 1 in Li et al.
(2011) for the iid error case where a brief proof is outlined. The same arguments




j=1 ρτ (Yij − g(x˜ij;η, t))
in place of Sn,τ (η, t) in Li et al. (2011). Now we rephrase the proof with more detail.
With fixed t, the longitudinal bent line model (3.2.1) is linear in form. By the
consistency of linear quantile regression provided by Koenker (2005), and conditions
A1-A3, it follows that
‖η̂n,τ (t)− ητ (t)‖ = op(1), (8.5.31)
for any t in [−M,M ] with M a positive constant as in Condition A2.
Upon letting tk = −M + k/n3, k = 0, 1, . . . , [2Mn3], we partition the interval
[−M,M ] into [2Mn3] sub-intervals each centered at tk and of length n−3, covering
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[−M,M ]. By the chaining argument demonstrated in Lemma 8.4.1, we can extend
(8.5.31) uniformly in t : |t| ≤M and get
sup
|t|≤M
‖η̂n,τ (t)− ητ (t)‖ = op(1). (8.5.32)
On the other hand, we know |t̂n,τ | ≤ M as implied by Condition A2, and ητ (t) is
continuous in t. Based on (8.5.31) and the fact
‖η̂n,τ (t̂n,τ )− ητ (tτ )‖ ≤ ‖η̂n,τ (t̂n,τ )− ητ (t̂n,τ )‖+ ‖ητ (t̂n,τ )− ητ (tτ )‖, (8.5.33)
it is clear that all we need to show is |t̂n,τ − tτ | = op(1) for the consistency of θ̂n(τ).
Based on Conditions A0-A2, the limiting objective function Qτ (ητ (t), t) is contin-
uous in t, and uniquely minimized at tτ . Since t̂n,τ is bounded by M , the following
condition suffices for the consistency of t̂n,τ ,
sup
|t|≤M
|Qn,τ (η̂n,τ (t), t)−Qτ (ητ (t), t)| = op(1). (8.5.34)
Furthermore, we follow the similar idea used in Lemma 8.4.1 and partition the
cube ‖η‖ ≤M ′ into n3+q sub-cubes, each with edge length 2n−3 covering ‖η‖ ≤M ′.
By the chaining argument used in the proof of Lemma 8.4.1, we obtain
sup
|t|≤M ;‖η‖≤M ′
|Qn,τ (η, t)−Qτ (η, t)| = op(1). (8.5.35)
Hence by (8.5.35) it follows that
sup
|t|≤M
|Qn,τ (η̂n,τ (t), t)−Qτ (η̂n,τ (t), t)| = op(1). (8.5.36)





|Qτ (η̂n,τ (t), t)−Qτ (ητ (t), t)| = op(1). (8.5.37)
Finally, notice that the left hand side of (8.5.34) is bounded by
sup
|t|≤M
|Qn,τ (η̂n,τ (t), t)−Qτ (η̂n,τ (t), t)|+ sup
|t|≤M
|Qτ (η̂n,τ (t), t)−Qτ (ητ (t), t)|. (8.5.38)
Now putting (8.5.36) and (8.5.37) together, we obtain (8.5.34). Thus the proof of
Lemma 8.5.2 is now complete.
8.6 Lemma 8.6.3
Next we state a lemma similar to Lemma (8.4.1), based on which the consistency
of the variance estimate of Sn follows easily.
Lemma 8.6.3 Under Condition A1-A3,
sup
δ∈∆




where ∆ = {δ ∈ Rp : ‖δ‖ ≤ K(log n/n)1/2} for some constant K > 0 as defined in
(8.3.3).
Proof Recall that the score function ψ(u) = τ − I{u < 0}. Based on which,
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direct calculation shows
ψ(ei,j1 + g(x˜i,j1 ; 0)− g(x˜i,j1 ; δ))ψ(ei,j2 + g(x˜i,j2 ; 0)− g(x˜i,j2 ; δ))− ψ(ei,j1)ψ(ei,j2)
=− τ(I{ei,j1 < g(x˜i,j1 ; δ)− g(x˜i,j1 ; 0)} − I{ei,j1 < 0})
− τ(I{ei,j2 < g(x˜i,j2 ; δ)− g(x˜i,j2 ; 0)} − I{ei,j2 < 0})
+ I{ei,j1 < g(x˜i,j1 ; δ)− g(x˜i,j1 ; 0)}I{ei,j2 < g(x˜i,j2 ; δ)− g(x˜i,j2 ; 0)}
− I{ei,j1 < 0}I{ei,j2 < 0}
=(I{ei,j1 < g(x˜i,j1 ; δ)− g(x˜i,j1 ; 0)} − τ)(I{ei,j2 < g(x˜i,j2 ; δ)− g(x˜i,j2 ; 0)} − I{ei,j2 < 0})
+ (I{ei,j2 < 0} − τ)(I{ei,j1 < g(x˜i,j1 ; δ)− g(x˜i,j1 ; 0)} − I{ei,j1 < 0}).
(8.6.40)
Note that |I{ei,jk < g(x˜i,jk ; δ) − g(x˜i,jk ; 0)} − τ | ≤ 2 for k = 1, 2; and hence, by
Lemma 8.4.1, it follows that (8.6.39) holds immediately. The proof of Lemma 8.6.3
is complete.
8.7 Proof of Theorem 3.3.3
In this section, we give a complete proof of Theorem 3.3.3. The ideas of the proof
are outlined first and the technical details follow.
With the preparation of the previous lemmas, it turns out that the key to the












ψ(Yij − g(x˜ij;θ))h(wij;θ)]|θ=θ̂n‖ = op(1),
(8.7.41)
where the expectations are taken with respect to the underlying distribution of Yij.
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To this end, we recall
Yij = g(x˜ij;θ0) + eij as in 3.2.1, ψ(u) = u− I{u < 0}, (8.7.42)
























[h(x˜ij;θ)− h(x˜ij;θ0)][τ − I{eij < g(x˜ij;θ)− g(x˜ij;θ0)}].
(8.7.43)
Compared to (8.7.42), it is not difficult to verify
Un(θ,θ0) = Un1(θ,θ0) + Un2(θ,θ0). (8.7.44)








Un1(θ,θ0)− E[Un1(θ,θ0)]‖ = op(
√
n); (8.7.45)








Un2(θ,θ0)− E[Un2(θ,θ0)]‖ = op(
√
n). (8.7.46)
























j=1 ψ(Yij − g(x˜ij;θ))h(x˜ij;θ)]|θ=θ̂n around θ0,
























(θ̂n − θ0) +Rn
=nDn,τ (θ̂n − θ0) +Rn,
(8.7.48)
where Rn = op(n
1/2).
Since both g(x˜ij;θ) and h(x˜ij;θ) are differentiable with respect to (a, b1, b2,γ
>)>,





is consequently differentiable with respect to those parameters. By same argument





j=1 ψ(Yij−g(x˜ij;θ)h(x˜ij,θ))] is also differentiable with respect
to t. Hence the matrix Dn,τ is well-defined.
In view of (8.7.47), (8.7.48) and (3.3.11), we obtain





ψ(eij)h(x˜ij;θ0) + op(1). (8.7.49)
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j=1 ψ(eij)h(x˜ij;θ0) is asymp-
totically normal with limiting variance covariance matrix τ(1− τ)D−1τ CτD−>τ , where
−> denotes the transpose of the matrix inverse. Hence, the rest of Theorem 3.3.3
holds immediately.
Corollary 8.7.1 Under conditions (A0)-(A3) and H0, we have η̂− η0 = Op(n−1/2).
8.8 Proof of Theorem 4.3.4





∗(tij; η̂). Since the z∗(tij; η̂)’s are
the residuals from the least squares projection of the z(tij; η̂) into the space spanned
byW(t0), they differ from z(0)(tij; η̂) = z∗(tij; η̂)−E{z∗(tij; η̂)|W(t0)ij} by Op(n−1/2).
It is easy to show that the limiting distribution of Tn = S
2
n/Vn will not be affected
if the z∗(tij; η̂)’s are replaced by the z(0)(tij; η̂)’s; the latter enjoy between subject
independence and are often easier to handle mathematically. For sake of simplic-
ity, we will simply prove the results in this section by assuming the z∗(tij; η̂)’s are
independent between subjects. Similar arguments are used in Wei and He (2006).






∗(tij;η0) is defined in a similar
way as z∗(tij; η̂) from (4.2.3) except that η̂ is replaced by η0. Then the summands∑ni
j=1 ψ(eij)z



















where Ai are ni×ni matrices with j-j′ entries ψ(eij)ψ(eij′) defined in a similar fashion
to Âi in the Section 2. Just like z
∗(tij; η̂) and z∗(ti; η̂), z∗(tij;η0) and z
∗(ti;η0) are
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from the CLT that
S∗n is asymptoticN(0, V
∗
n ). (8.8.51)
By Lemma (8.6.3) and Corollary (8.7.1) along with the continuous mapping the-
orem, it is not difficult to show
‖Vn − V ∗n ‖ = op(1). (8.8.52)
Hence, by combining (8.8.51), (8.8.52) and Slutsky’s theorem, it is clear that all
we need to show to prove Theorem 4.3.4 is
|Sn − S∗n| = op(1). (8.8.53)
Due to non-differentiability of the function Sn with respect to θ, standard theory does
not apply for (8.8.53). Instead, we take an intermediate step. Consider any δ such
that ‖δ‖ ≤ K(log n/n)1/2 for some constant K. Let rn(δ) =
∑
ij ψ(Yij − g(x˜ij;η0 +
δ, t0))z
∗(tij;η0 + δ)− ψ(Yij − g(x˜ij,η0, t0))z∗(tij;η0) =
∑
ij Rij(δ),
Lemma 8.4.1 is invoked and we obtain,
sup
‖δ|≤K(logn/n)1/2
|rn(δ)− Ern(δ)| = op(n1/4 log n). (8.8.54)
Furthermore, by the partition on rn(δ) similar to (8.7.43), and the fact that





z∗(tij;η0 + δ)[F (F
−1(τ) + g(x˜ij;η0 + δ, t0)− g(x˜ij;η0, t0))− F (F−1(τ))].
(8.8.55)
Recall that g(x˜ij;η, t0) = w
>
ij(η − η0) is the conditional quantile function under H0
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where the orthogonalization projection
∑
i,j z
∗(tij; η̂)wij = 0 as in (4.2.3)(ii), and
Condition A7 are used in the last step of (8.8.56).























which together with Corollary (8.7.1), (8.8.53) follows immediately. Hence the proof
of Theorem 4.3.4 is complete.
8.9 Proof of Remark 2
To prove (3.3.11), we need to show the two optimizations are equivalent. Due to
the uniqueness of θ0 by Condition A0, it suffices to verify the following two sets of
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i,j ψ(yij − g(x˜ij;θ)) = op(1);∑
i,j ψ(yij − g(x˜ij;θ))(tij − t)I{tij ≤ t} = op(1);∑
i,j ψ(yij − g(x˜ij;θ))(tij − t)I{tij > t} = op(1);∑





i,j ψ(yij − g(x˜ij;θ))I{tij ≤ t} = op(1);∑
i,j ψ(yij − g(x˜ij;θ))tijI{tij ≤ t} = op(1);∑
i,j ψ(yij − g(x˜ij;θ))I{tij > t} = op(1);∑
i,j ψ(yij − g(x˜ij;θ))tijI{tij > t} = op(1).
(8.9.59)
First of all, θ̂n obtained from (3.2.3) satisfies the subgradient conditions (I). Notice
that under the assumption b1 6= b2, direct calculation shows that (I)(i) and (I)(iv)
implies (II)(iii) and then (II)(i). Next the rest of the verification in this direction,
i.e. (II) ⇒ (I), follows immediately. On the other hand, the reverse direction of the
verification, i.e. (I) ⇒ (II), is trivial. Hence the proof of Remark 2 is complete.
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