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proliferating and playing a crucial role in improving the living quality and living standard of the people.
However, the real IoT is more vulnerable to attack by countless cyberattacks from the Internet, which may
cause privacy data leakage, data tampering and also cause significant harm to society and individuals.
Network security is essential in the IoT system, and Web injection is one of the most severe security
problems, especially the webshell. To develop a safe IoT system, in this article, we apply essential
machine learning models to detect webshell to build secure solutions for IoT network. Future, ensemble
methods including random forest (RF), extremely randomized trees (ET), and Voting are used to improve
the performances of these machine learning models. We also discuss webshell detection in lightweight
and heavyweight computing scenarios for different IoT environments. Extensive experiments have been
conducted on these models to verify the validity of webshell intrusion. Simulation results show that RF
and ET are suitable for lightweight IoT scenarios, and Voting method is effective for heavyweight IoT
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Abstract
The Internet of things, made up of a massive number of sensor devices interconnected, can be used for data exchange, intelligent identification and management of
interconnected ’things’. IoT devices are proliferating and playing a crucial role in
improving the living quality and living standard of the people. However, the real IoT
is more vulnerable to attack by countless cyber-attacks from the Internet, which may
cause privacy data leakage, data tampering and also cause significant harm to society
and individuals. Network security is essential in the IoT system, and Web injection
is one of the most severe security problems, especially the webshell. To develop a
safe IoT system, in this paper, we apply essential machine learning models to detect
webshell to build secure solutions for IoT network. Future, ensemble methods including Random Forest (RF), Extremely randomized trees (ET) and Voting are used to
improve the performances of these machine learning models. We also discuss webshell detection in lightweight and heavyweight computing scenarios for different IoT
environments. Extensive experiments have been conducted on these models to verify
the validity of webshell intrusion. Simulation results show that RF and ET are suitable for lightweight IoT scenarios, and Voting method is effective for heavyweight
IoT scenarios.
KEYWORDS:
Internet of things, cyber-attacks, webshell, machine learning, ensemble
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INTRODUCTION

Over the past few years, the Internet has made significant progress than it was two decades ago. It is now extensively used in
modern life and has spawned the emerging Internet of things (IoT) technology 1,2 . Nowadays, IoT technologies are widely used
to monitor and control the mechanical, electrical and electronic systems used in various types of buildings in home and building
automation systems, for instance. According to the analysis in 3 , 25 billion IoT devices will appear by the year 2020. Generally,
there will be Web servers in the IoT network to provide services for data processing and retrieval for the network 4,5 . However,
as the IoT deals with user’s personal data and sensitive industrial information, it is crucial to implement robust solutions to
protect them from security threats 6,7,8 . Hackers often utilize the bugs of Web code to break into the servers 9 . Also, the servers
unknowingly render services for intruders to achieve their aims, which are usually termed as webshell. With the increase of
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FIGURE 1 The lightweight (LWDS) and heavyweight (HWDS) webshell detection system for IoT security

IoT scale, webshell is increasingly threatening IoT networks. Moreover, massive data and small computing resources make IoT
server difficult to detect webshells effectively.
On the other side, hypertext preprocessor (PHP) programing language is most commonly employed as Web construction
language. Meanwhile, PHP is also a basic server programming language for IoT network and PHP is vulnerable to attack. Hence,
the research of PHP based webshell detection is highly significant for IoT security. A basic structure of the IoT network is shown
in Figure 1. To ensure network security in this research, we mainly investigate two types of the webshell detection system (WDS)
based on PHP, the lightweight WDS (LWDS) and the heavyweight WDS (HWDS). The former is mainly based on traditional
machine learning models, which need moderate computing resource and perform poor performance. Thus, LWDS is mainly
deployed in routers, smart devices and servers with weaker computing processing power. For the latter with powerful computing
capabilities, ensemble machine learning approaches are feasible and can be deployed.

1.1

Contributions

In this paper, we make five main research contributions, which are as follows:
1) A dataset including 1551 malicious PHP webshells and 2593 normal PHP scripts are collected for IoT server security
experiments.
2) We study term frequency inverse document frequency (TFIDF), opcode and combined Opcode-TFIDF feature extraction
methods for data preprocessing.
3) Feature clustering analysis based on principal component analysis (PCA) is performed to analyze the dataset.
4) We study the traditional machine learning models and their ensemble models for LWDS IoT scenarios. Extensive
experiments are conducted to compare the performances of different models. The best model for this scenario is given.
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5) Feature importances for webshell detection are evaluated, and top-10 relevant opcodes to identify webshells are ranked.
The above contributions will support empirical IoT deployments to detect and avoid webshell attacks, which are threatening
IoT security.

1.2

Organization

The rest of the paper is organized as follows. Section 2 presents related work in IoT security and malicious Web detection.
The feature extraction methods and detection models for IoT webshells detection are shown in Section 3, where the traditional
machine learning models for Web security detection are discussed. Meanwhile, the architecture and the implementation details
of ensemble models are presented. Section 4 depicts the experimental results and analysis, and finally, conclusions and future
work are addressed in Section 5.

2

RELATED WORK

In order to enhance the security of IoT network, several related work on security has already been conducted. Stergiou et al. 10
presented a survey of IoT and cloud computing with a focus on the security issues of both technologies, and they showed that
cloud computing technology could improve the security of the IoT. Huang et al. 11 attempted to design a security framework
for body IoT, home IoT and hotel IoT scenarios. Mathur et al. 12 proposed a IoT solution to guarantee data and network security
of wireless devices. Albela et al. studied the security evaluation of IoT gateways in resource-constrained 13 . Recently, Qiang et
al. presented a survey on Web security 14 , in which some machine learning based defensive techniques are detailed introduced.
With the development of machine learning, it is being applied to malicious Web activity detection in IoT environments, as IoT
generates a vast amount of heterogeneous data. Abubakar et al. proposed a cyber security framework to protect the IoT based
integrated internet-based smart grid from being attacked 15 . Jiankang et al. utilized a decision tree algorithm to detect webshell 16 .
Based on the optimal threshold values, Tu et al. studied a novel method to detect malicious Web codes 17 . Azmoodeh et al. 18
proposed an approach for IoT malware detection via the device’s operational code (OpCode) sequence and achieved excellent
results. Recently, Brun et al. 19 presented a deep learning methodology to detect network attacks online against IoT gateways.
Nowadays, DNN 20 is widely applied in many fields 21,22 , and such DNN applications assist people to get rid of tedious recognition
works. Hence, DNN is also a promising approach for malicious activities detection in IoT network 23 . However, IoT security has
only been extensively studied recently, and there is a lack of a holistic comparative study based on the popular machine learning
and DNN approaches consume vast amount of resources, which is difficult in IoT environments. Therefore, we carry out this
research to support reference models in the field of IoT security.

3

METHODS

In this section, we firstly introduce the feature extraction methods. Then, we discuss the machine learning models for IoT
webshells detection. Dataset and training method are also presented.

3.1

Feature Extraction

Word of bag model (WOG) is a commonly used method in text data preprocessing 24 , which can be used to extract features for
text representation. One PHP script file is a text character set, which is suitable for WOG modeling. Term Frequency-Inverse
Document Frequency (TFIDF) is another frequently-used feature extraction method, used to further string data processing.
Moreover, the combination of TFIDF and 2-Gram 25 WOG is a standard preprocessing method to improve the model accuracy
that is also adapted in this paper. PHP script is executed on Zend 26 , which is designed as a type of virtual machine for PHP
code in the proposed IoT system. When running a PHP application, the code is transformed into opcode, which can be run
on Zend. Therefore, opcode expresses the same instructions as the original PHP script. To extract the PHP opcode, Vulcan
logic dumper (VLD) tool is used. In our design, the combined Opcode-TFIDF preprocessing method is used for PHP webshell
detection. Particularly, the opcode method is able to extract the detailed instruction operations of PHP scripts, and TFIDF method
is effective to find the internal characteristics of these webshells. The combined Opcode-TFIDF method can utilize these two
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advantages to preprocess the data. Therefore, in the experiments that follow next, we will adopt Opcode-TFIDF preprocessing
method as the default method.

3.2

Machine Learning Models

Realistically, the basic webshell detection in IoT could be implemented by traditional machine learning methods to classify the
normal and malicious PHP scripts by the extracted text features. Traditional machine learning models includes K-Means, knearest neighbor (KNN) 27 , multi-layer perceptron (MLP), support vector machine (SVM) 28 , naive Bayes (NB) and decision tree
(DT) 29 etc. As known, K-Means and KNN are both classical clustering algorithms, and there are large number of Web-based
analysis conducted using these algorithms, such as 30,31 . However, only a few references related to webshell detection using
these two clustering methods are found. MLP is a type of simple neural network, which is usually trained by back propagation
algorithm (BP). Wu et al. applied MLP to classify spam e-mails 32 . Chang et al. tried to detect the intrusion with MLP 33 , and
they showed that both the performance and the overall execution efficiency are effected by features and samples. Stevanovic
et al. used MLP into malware detection 34 . SVM is often used for security detection, such as 35 . NB is especially effective for
binary classification problems, such as webshell detection. Gao et al. 36 designed a NB model to avoid information leakage, and
Sayamber et al. utilized NB to detect malicious URL automatically 37 . DT, which utilizes the idea that divides the dataset into
smaller datasets based on the descriptive features and tree-like graph until a small enough set that contains data points falling
under one label is reached, has been applied in security field 16 . These approaches consume a small amount of resources, which
is suitable for the LWDS scenario. However, these models may lack accuracy for IoT webshell detection. Therefore, we try to
ensemble these models to achieve robust and accurate ensembles for HWDS scenario.

3.3

Ensemble Models

FIGURE 2 The ensemble model for webshell detection

Two families of ensemble methods are usually used to ensemble classifiers, which are averaging methods and boosting methods respectively. For averaging methods, some base classifiers are trained independently, and the ensemble model is designed to
average the predictions of these base classifiers. The conventional averaging methods include Bagging, random forest (RF) and
others. For boosting methods, base classifiers are built sequentially and then it is tried to reduce the bias of the combined model.
Boosting methods aim to combine some weak models to produce a powerful ensemble. RF 38 is a standard ensemble method that
includes many decision trees. Alam and Vuong et al. have applied RF to detect Android malware 39 , and Chihab et al. developed
methods to detect Internet intrusion based on NB and RF 40 . Extremely randomized trees (ET) 41 is also an ensemble learning
method similar to RF, on the other hand.
In this paper, the machine learning models perform relatively satisfactorily for webshell detection, as shown next. These
models can be seen as reliable classifiers, and hence, averaging methods are mainly used to ensemble these models. As shown
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in Figure 2, we first train six types of machine learning models, which are K-Means, MLP, NB, DT, SVM and KNN. Then,
these models are combined by voting. Two types of ensembling methods are used in this paper. The first method is shown as
Figure 2(a), for each type model, we train 20 classification estimators and ensemble them by voting. For the second method, as
shown in Figure 2(b), six types of models are trained as 6 estimators, and these estimators are also ensembled by voting. That
is, we will calculate the classification probabilities of all models, and take their average probabilities as the final probabilities of
classification.

3.4

Dataset and Training Method

Dataset
Normal
samples

Webshell
samples

Test
samples

WOG
TFIDF

Feature
Vector

Feature extraction

train

test
model

FIGURE 3 The flowchart of model training

In this research, malicious IoT webshells are detected by PHP script files. We have gathered many positive and negative PHP
scripts from many websites as samples since PHP is the most widely used Web programming language. We collected the normal
PHP samples from public Web sites providing regular services, and the webshells are mainly gathered from Web security sites.
Finally, 1551 malicious PHP scripts and 2593 normal PHP scripts are collected for the test in this paper. Hence, we obtained
4144 PHP scripts for experiments.
The flowchart used to train and test machine learning models is shown in Figure 3. Firstly, the dataset is split into training
samples and test samples, which consist of normal PHP scripts and webshell scripts. Then, these samples are preprocessed
and represented by WOG model. Next, TFIDF and opcode methods are used to extract the features of the samples, which have
different word counts. Then, 100 features are extracted as input feature vector of these detection models, and the categories
are used as the output of these models. In our experiments,80% of samples are randomly chosen as training samples, and the
remaining 20% of samples are used as test samples.
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EXPERIMENTS AND ANALYSIS

In this section, we first explain the dataset and the measure metrics, followed next with the presentation of the experimental
results for machine learning models and ensemble models.

4.1

Measure Metrics

In this section, we depict the experimental results and analysis of machine learning models and ensemble models. We use four
metrics, which include Accuracy, Precision, Recall and F1 score to evaluate the performances of these models as follows:
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁

(1)

𝑇𝑃
𝑇𝑃 + 𝐹𝑃

(2)

𝑃 𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑅𝑒𝑐𝑎𝑙𝑙 =

𝑇𝑃
𝑇𝑃 + 𝐹𝑁

(3)

2 ⋅ 𝑅𝑒𝑐𝑎𝑙𝑙 ⋅ 𝑃 𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
(4)
𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃 𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
These four metrics are frequently used in security analysis and based on four basic metrics which are TP (true positive), FP
(false positive), TN (true negative), and FN (false negative). They can give an objective evaluation of these detection models.
𝐹1 =

4.2

Model Parameters

In our experiments, K-Means, MLP, NB, DT, SVM and KNN are tested to get better model parameters. For K-Means, the number
of clusters is set as 2 since it is a binary classification algorithm. Meanwhile, the number of initialization parameter is set as 10,
which means the algorithm attempted 10 times initialization and find the best one. We have experimentally verified the validity
of these parameters. For MLP, the input dimension is 100, which represents 100 features extracted for each sample. The MLP
model is designed with two hidden layers, which have 30 and 10 hidden nodes, respectively, and it is trained by BP algorithm.
In fact, we got the best number of hidden nodes by many experiments. In NB and DT, there are few important parameters. We
limit the maximum depth of DT as 10 to prevent the model from over-fitting. In the SVM model, the kernel type is selected as
the radial basis function (RBF), and grid search method is used to find best parameters of RBF function. In KNN algorithm, the
number of neighbors is set as 20, which is proved effective because the number of samples is small. These parameters are set as
the default parameters in the following experiments.

4.3

Detection Results

In this subsection, we will compare the webshell detection results between machine learning models and ensemble models based
on the mixed Opcode-TFIDF preprocessing methods.

4.3.1

Non-Ensemble Methods

We use the combined Opcode-TFIDF preprocessing methods to preprocess the PHP scripts, which are firstly converted to opcode
scripts. Then, based on the TFIDF method, the opcode scripts are converted to training and test samples. Based on the OpcodeTFIDF preprocessing method, six types of machine learning models are trained, and the test results are shown in Table 1.
From this table, we can see that KNN achieved the highest Recall of 97.68% yet achieved the lowest Accuracy of 74.75% and
lowest Precision of 65.74%. DT achieves the best detection results, and the metrics of Accuracy, Precision, Recall and F1 are all
greater than 94%. It also achieves the highest F1 score of 94.62%. From these observations, we can conclude that DT is suitable
for LWDS scenario.
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TABLE 1 Experimental results: detection results of machine learning models based on Opcode-TFIDF preprocessing method
models

Accuracy (%)

Precision (%)

Recall (%)

F1 (%)

K-Means

76.79

71.40

86.29

78.14

MLP

91.82

91.21

92.75

91.97

NB

85.36

93.58

76.25

84.03

DT

94.86

94.17

95.08

94.62

SVM

81.85

99.54

62.96

77.13

KNN

74.75

65.74

97.68

78.59

The boldfaces are the best results.

4.3.2

Ensemble Methods

In this section, we will test the detection effect of ensemble methods. We firstly test the bagging method to improve single
models. As shown in Figure 2, 20 base estimators are firstly trained for each model. Then, these similar models are combined
by voting, and the webshells detection results are shown in Table 2.

TABLE 2 Experimental results: detection results of single type model ensemble
models

Accuracy (%)

Precision (%)

Recall (%)

F1 (%)

K-Means

78.55

73.26

87.07

79.57

MLP

97.56

96.64

98.59

97.60

NB

89.63

97.32

75.36

84.94

DT

97.15

95.86

98.30

97.07

SVM

88.74

79.11

96.48

86.94

KNN

78.76

70.32

96.39

81.32

The boldfaces are the best results.

We can see that, all machine learning models are improved by ensembling single type models, compared with Table 1. For
the DT model, it reaches a Recall score of 98.30% and F1 of 97.07%. While MLP reaches the highest Recall of 98.59% and
highest F1 of 97.60%. For the SVM model, it improves its Recall score from 62.96% to 96.48%. The increase rate of Recall
reaches 53.24%. Also, the ensemble models are more balanced in four metrics. It indicates that the ensemble single type models
are useful for these traditional models to improve the detection results.
With the PCA method 42,43,44,45,46 , we select two components that contain the main information of the samples. Based on these
two components, classification boundaries for these ensemble methods are plotted in Figure 4. The black dots represent the
actual webshell samples and the grey shaded areas represent the webshell classification region of models. On the contrary, the
red dots represent the normal PHP samples and the light red shaded areas represent the normal samples classification region of
models. It can be seen that K-Means (Figure 4(a)) and KNN (Figure 4(f)) both have complex classification regions, representing
over-fitting. Also, in Table 2, K-Means and KNN have the lowest F1 scores representing the worst detection results. NB (Figure
4(c)) gives a straightforward classification region, corresponding to general forecasting results in Table 2. SVM (Figure 4(e))
performs poorly in the mixed regions of webshell samples and normal samples, and it also achieves a general F1 score in Table
2. MLP (Figure 4(b)) and DT (Figure 4(d)) have slightly better classification boundaries, and they obtain the highest F1 scores.
RF (Figure 4(g)) and Voting (Figure 4(h)) models integrate advantages of single models with better classification boundaries
in the fixed regions of webshell samples and normal samples. Actually, there are many scenarios that two types of samples are
mixed together. In this case, two components are helpless to separate them. Hence, we need more components and features to
separate the samples better.
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(a) K-Means

(b) MLP

(c) NB

(d) DT

(e) SVM

(f) KNN

(g) RF

(h) Voting

5
0
5

5
0
5
0

10

0

10

0

10

0

10

FIGURE 4 Classification boundaries for single type ensemble methods based on two components by PCA

Further, we combine six types of machine learning models to get an ensemble model, which is named as ’Voting’. In the
experiments, all models have the same voting weights, and the Voting ensemble model averages the classification probabilities
of these six models via the voting method. Intuitively, it can integrate all the advantages of these models. Meanwhile, ensemble
RF and ET models are also tested for comparison. The detection results are shown in Table 3, and we can see that ensemble
models RF, ET and Voting all achieve good detection results. The voting ensemble model is better than RF and ET models
according to the Recall and F1 metrics, which are the highest Recall of 99.57% and highest F1 of 98.32%. It is noted that the
metrics are all larger than 97%, which is better than the results of single type ensemble models in Table 2. In other words, the
ensemble model of different type models outperforms the ensemble model of same models for webshell detection. Therefore,
the ensemble of different type models is more effective for webshell detection in IoT network.

TABLE 3 Experimental results: detection results of different type ensemble models
models

Accuracy (%)

Precision (%)

Recall (%)

F1 (%)

RF

97.94

97.99

97.84

97.92

time (ms)
15.874

ET

98.06

97.48

98.51

97.99

92.028

Voting

98.37

97.10

99.57

98.32

1306.9

The boldfaces are the best results.

In order to observe the detection effect more intuitively, the receiver operating characteristic (ROC) curves of these three types
of ensemble models are drawn in Figure 5. In this figure, we can see that the areas under ROC for RF, ET and Voting ensemble
models reach 0.99, 0.99 and 1.00. This illustrates that these ensemble models are excellent in detecting webshells.

4.4

Features Importances Analysis

Based on RF and ET methods, we use forests of trees to evaluate the importances of features for webshell classification task.
The top-10 importance of features and their opcodes are shown in Table 4 and Figure 6.
In Figure 6, (a) and (c) give the importances sorted by RF and ET, and Figure 6 (b) and (d) show the heatmaps of this
importance. We can see that only the first ten or so features have bright colors, representing greater importances. Also, we can
see that features 3, 4, 5 and 6 have the most important values for both RF and ET models, which correspond to ECHO, _FCALL,
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ROC curves for ensemble models
1.0

True Positive Rate

0.8
0.6
0.4
0.2

RF area = 0.99)
ET area = 0.99)
Voting area = 1.00)

0.0

0.0

0.2

0.4
0.6
False Positive Rate

0.8

1.0

FIGURE 5 The ROC curves of ensemble models

TABLE 4 Experimental results: important features and opcodes for RF and ET
RF

ET

NO.

Importance

Opcode

NO.

Importance

Opcode

3

0.139

ECHO

6

0.142

_FCALL

6

0.117

_FCALL

4

0.106

RETURN

5

0.094

INIT

3

0.104

ECHO

4

0.084

RETURN

5

0.050

INIT

7

0.070

SEND

8

0.040

_VAL

10

0.053

BEGIN

13

0.033

ASSIGN

8

0.043

_VAL

12

0.031

END

9

0.037

DO

11

0.028

_SILENCE

11

0.035

_SILENCE

10

0.026

BEGIN

13

0.035

ASSIGN

7

0.026

SEND

INIT and RETURN opcodes according to Table 4. In fact, these opcodes often appear in the scripts that invoke a new function
to implement certain functions. This is simiar behavior as webshells. However, the sum of importances for these features are
0.434 and 0.402, respectively. In other words, the models can not detect webshells correctly only by these features. Also, the
order of top-10 importance of features is different for RF and ET, which indicates that different models tend to choose different
features for classification. Therefore, we combine different models to get an ensemble to integrate the advantages of multiple
models. Our results prove that the ensemble webshell detection model is effective for webshell detection.

5

CONCLUSIONS

With the rapid development of IoT technology, applications based on IoT are widely applied in IT infrastructure 43,44 . Meanwhile, the security of IoT network is becoming more and more critical. In this paper, we proposed the LWDS and the HWDS
for lightweight and heavyweight IoT network security detection. Based on machine learning models, we have presented specific
solutions for these two scenarios. In order to detect webshells more accurately, ensemble methods based on traditional machine
learning models are used to improve the performance of detection models. Based on ensemble models, we analyzed the features
of the samples and acquired important features of opcodes for distinguishing webshells, and top-10 important features were also
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FIGURE 6 The feature importances and heatmaps for RF and ET

extracted to show the key opcodes in webshells. The experiment results show that, the proposed ensemble models could significantly improve the malicious webshell detection results in IoT, compared with the traditional machine learning models. RF and
ET ensembles are more suitable for lightweight LWDS scenario for their efficiency. Although it requires more substantial computing resources and longer computing time, the Voting method achieves the maximum Recall score of 99.57% and maximum
F1 score of 98.32%. Therefore, it is suitable for IoT servers in HWDS scenario with reliable computing power. We believe that
the experimental results are significant for the other IoT security researchers. However, IoT servers could be built in other programming languages, and we only test the machine learning models for webshell detection on PHP scripts. In the future, more
types of webshell scripts need to be studied though the underlying methods may be similar.
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