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Abstract
Given a finite measure space (X,M,μ) and given metric spaces Y and Z, we prove that if {fn :X →
Y | n ∈ N} is a sequence of arbitrary mappings that converges in outer measure to anM-measurable map-
ping f :X → Y and if g :Y → Z is a mapping that is continuous at each point of the image of f , then
the sequence g ◦ fn converges in outer measure to g ◦ f . We must use convergence in outer measure, as
opposed to (pure) convergence in measure, because of certain set-theoretic difficulties that arise when one
deals with nonseparably valued measurable mappings. We review the nature of these difficulties in order to
give appropriate motivation for the stated result.
© 2006 Elsevier Inc. All rights reserved.
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In this note we examine to what extent convergence in measure for a sequence of measurable
mappings is preserved under composition by another measurable mapping. More precisely, if
(fn) is a sequence of measurable mappings such that (fn) converges to f in measure (we will
review the pertinent definitions shortly), and if g is a measurable mapping, then under what con-
ditions can we infer that (g ◦ fn) converges to g ◦ f in measure? This is a natural question which
has been around for some time now (see, for example, [1]). Positive answers to this question
have useful applications in probability, statistics, and stochastic processes because convergence
in measure (also called convergence in probability) is a basic mode of convergence for sequences
of random variables (for specific applications, see, for example, [3, p. 64] and [8, pp. 104, 259]).
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cause it is deemed to be a fairly straightforward exercise. Indeed in some of the books in which
the author has found mention of this type of result, that mention occurs in exercises (see, for
example, [2, p. 196] or [5, p. 207]). As it turns out, these exercises can be polished off rather
quickly for separably valued (and, in particular, for real or complex valued) measurable map-
pings by appealing to a well known subsequential characterization of convergence in measure
(see our Theorem 9). However, for nonseparably valued mappings this characterization breaks
down and the situation is not so transparent. Consequently, our analysis of this question will be
carried out in the context of measurable mappings taking values in an arbitrary metric space (as
opposed to, say, the real line). To properly motivate the technical difficulties that arise when one
proceeds at this level of generality, we will begin with a brief review of some of the finer points
of the notion of measurability.
Let (X,M) be a measurable space (so X is a set and M is a σ -algebra of subsets of X) and
let Y be a topological space. We call a mapping f :X → Y measurable (or M-measurable) if
f −1(U) ∈M for every open set U ⊆ Y . By duality, it is clear that f :X → Y is measurable if
and only if f −1(F ) ∈M for every closed set F ⊆ Y . If we let B(Y ) denote the σ -algebra of
Borel subsets of Y (which, by definition, is the smallest σ -algebra on Y that contains the open
subsets of Y ), then it is a standard observation that the measurability of f :X → Y implies that
f −1(B) ∈M for every Borel set B ∈ B(Y ). It is also easy to see that if Z is another topologi-
cal space, and if g :Y → Z is Borel measurable (i.e., B(Y )-measurable), then g ◦ f :X → Z is
M-measurable whenever f :X → Y is M-measurable; in particular, this holds if g is continu-
ous.
Given a pair of topological spaces Y1, Y2 and a pair of mappings f1 :X → Y1, f2 :X → Y2, we
let (f1, f2) denote the mapping (f1, f2) :X → Y1 × Y2 given by (f1, f2)(x) = (f1(x), f2(x)).
If we give Y1 × Y2 its usual product topology, then from the consideration of the compo-
sition of the projection mappings Y1 × Y2 πi−→ Yi with (f1, f2) and the remark at the end
of the previous paragraph it is easy to see that the M-measurability of (f1, f2) implies the
M-measurability of f1 and f2 individually. Moreover, the M-measurability of f1 and f2 will
imply theM-measurability of (f1, f2) if it is assumed that Y1 and Y2 are second countable (see
[4, p. 225]). However, this implication may not hold if Y1 and Y2 fail to be second countable,
even if Y1 and Y2 are metric spaces. Indeed a result of J. Nedoma shows that if Y is any met-
ric space for which card(Y ) > card(R), then the diagonal set ΔY = {(y, y) | y ∈ Y } ⊆ Y × Y
is not an element of the product σ -algebra B(Y ) × B(Y ), although ΔY is clearly a member
of B(Y × Y) because it is closed in Y × Y . Thus if we let (X,M) be the measurable space
(Y × Y,B(Y )×B(Y )), then the identity mapping iY×Y of Y × Y into itself is not B(Y )×B(Y )-
measurable, although it is clear that its component mappings (i.e., the projections of Y × Y onto
its factors) are B(Y ) × B(Y )-measurable (see [6, p. 550] for more details). Nedoma’s “pathol-
ogy,” as it is called in [6], has implications when one seeks to define the notion of convergence
in measure for mappings taking values in an arbitrary (possibly nonseparable) metric space, as
we now discuss.
By a measure space (X,M,μ) we mean a measurable space (X,M) together with a positive
measure μ :M→ [0,∞]. If Y is a metric space with metric dY , then the notion of convergence
in measure of a sequence of mappings fn :X → Y to a mapping f :X → Y should mean that for
each  > 0 we can make the μ-measure of the set
{
x ∈ X | dY
(
fn(x), f (x)
)
 
} (1)
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it is of course necessary that the set in (1) be a member of the σ -algebraM, and this will follow
if we know that the function
x → dY
(
fn(x), f (x)
) (2)
is a M-measurable function of X into R. A reasonable first step in arranging this is to assume
that the mappings fn and f areMmeasurable. However, for “large” metric spaces Y , Nedoma’s
pathology shows that the measurability of fn and f need not imply the measurability of (2),
even though the distance function dY :Y × Y → [0,∞) is manifestly continuous. Indeed, let
Y be a metric space for which card(Y ) > card(R) and let (X,M) be the measurable space
(Y ×Y,B(Y )×B(Y )). The projection mappings πi :X = Y ×Y → Y (i = 1,2) are B(Y )×B(Y )-
measurable, but the function
(y1, y2) → dY
(
π1(y1, y2),π2(y1, y2)
)= dY (y1, y2)
is not B(Y ) × B(Y )-measurable because the preimage of closed set {0} ⊆ R under this function
is precisely the diagonal set ΔY /∈ B(Y ) ×B(Y ).
One can circumvent this difficulty in various ways. First, we could simply restrict our attention
to separable metric spaces and thereby preclude Nedoma’s pathology at the outset. For if Y is
a separable metric space with metric dY and if f1, f2 :X → Y are M-measurable mappings,
then the real-valued function x → dY (f1(x), f2(x)) is seen to be M-measurable because it is
the composition of the measurable mapping (f1, f2) with the (continuous) distance function
dY :Y × Y → [0,∞). This allows us to make the following definition.
Definition 1. Let (X,M,μ) be a measure space, let Y be a separable metric space, let (fn) be
a sequence ofM-measurable mappings from X into Y , and let f :X → Y be anM-measurable
mapping. We say that (fn) converges to f in measure, and write fn → f (meas), if for every
 > 0 there exists n0 ∈ N such that
n n0 ⇒ μ
({
x ∈ X ∣∣ dY (fn(x), f (x)) })< .
Second, we could redefine the notion of measurability by saying that a mapping f :X → Y of
a measure space (X,M,μ) into a metric space is measurable if it is the pointwise limit almost
everywhere of simple (i.e., finite-valued) measurable mappings. In the case where (X,M,μ) is
σ -finite and complete this definition implies measurability as we have defined it and also ensures
that f is essentially separably valued, so one can again infer the measurability of (2) from the
measurability of f and fn (see [7, Chapter 1]). Thus we can continue to use Definition 1, except
that we no longer need to require Y to be separable because the separability requirements are
taken care of by the revised definition of measurability. However, while this alternative definition
of measurability is quite natural for the development of integration theory, our original definition
seems better suited to applications in probability theory.
A third approach is to relax the definition of convergence in measure by using the outer mea-
sure associated to a measure μ :M→ [0,∞]. Letting P(X) denote the set of all subsets of X,
we recall that the outer measure μ∗ :P(X) → [0,∞] generated by μ is defined by
μ∗(A) = inf{μ(E) | A ⊆ E and E ∈M} for A ⊆ X. (3)
Obviously, we have μ∗(E) = μ(E) for sets E ∈M, so the outer measure is an extension of μ
to the entire power set of X, thereby rendering moot the issue of measurability of sets and map-
pings. However, the trade-off is that the outer measure need not be countably additive, although
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n=1 μ∗(An)), and for increasing unions of sets A1 ⊆ A2 ⊆ · · · ⊆ An ⊆ An+1 ⊆ · · · ⊆ X satis-
fies the limit relation μ∗(
⋃∞
n=1 An) = limn→∞ μ∗(An). Making use of the outer measure, we can
give the following standard, but alternative, definition of the notion of convergence in measure
(see, for example, [6, p. 562] or [7, p. 28]).
Definition 2. Let (X,M,μ) be a measure space, let μ∗ :P(X) → [0,∞] be the associated
outer measure, let Y be a metric space, let (fn) be a sequence of mappings from X into Y ,
and let f :X → Y be a mapping. We say that (fn) converges to f in outer measure, and write
fn → f (out meas), if for every  > 0 there exists n0 ∈ N such that
n n0 ⇒ μ∗
({
x ∈ X ∣∣ dY (fn(x), f (x)) })< .
As (we hope) the preceding discussion makes clear, convergence in outer measure will coin-
cide with convergence in measure (as defined in Definition 1) in the case where Y is a separable
metric space and the mappings fn and f are all M-measurable. Because the notion of conver-
gence in outer measure seems to strike a reasonable compromise between the first two approaches
discussed above, we will carry out most of the subsequent discussion with reference to conver-
gence in outer measure as specified by Definition 2.
We now direct our attention to the following problem.
Problem 3. Given a measure space (X,M,μ), metric spaces Y and Z, a sequence of mappings
(fn) of X into Y , a mapping f :X → Y , and a mapping g :Y → Z, find sufficient conditions for
the implication
fn → f (out meas) ⇒ g ◦ fn → g ◦ f (out meas) (4)
to hold.
There are various known sufficient conditions for the truth of the implication (4) which we
will review in the following few remarks.
Remark 4. It follows directly from the results in [1] that the implication (4) fails for infinite
measure spaces, even if Y = Z = R and the mappings fn and f are measurable. However, it is
also easy enough to give a short counterexample. Let X = R, let M = B(R), and let μ denote
the standard Lebesgue measure. Then the sequence of continuous functions fn :R → R defined
by fn(x) = x + 1n converges uniformly (hence in measure) to the identity function f (x) = x.
However, if we define g :R → R by g(x) = x2, then g is continuous, but it is easy to check that
the sequence (g ◦ fn) does not converge to g ◦ f in (outer) measure.
Remark 5. A straightforward argument shows that the implication (4) is true under the assump-
tion that g :Y → Z is uniformly continuous on Y . Indeed, this is proved in [1, Theorem 2] in
the case where Y = Z = R and the functions fn and f are measurable, but the argument given
there carries over with only minor notational changes to the metric-space case for arbitrary func-
tions fn and f with “convergence in measure” replaced by “convergence in outer measure.”
Remark 6. References [1,8] contain proofs of a result which shows that the implication (4)
holds under the assumptions that (X,M,μ) is a finite measure space, Y = Z = R, the mappings
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mentioned at the beginning of this note, this result is also stated as an exercise in [2,5].
Remark 7. Reference [3] purports to give a proof of the implication (4) in the case where the
measure space (X,M,μ) is finite (in fact, a probability space, though the distinction is unim-
portant here), Y and Z are “arbitrary” metric spaces, and the mappings fn and f are measurable
(see [3, p. 64]). However, it seems to us that the argument in [3] implicitly assumes the mea-
surability of the mapping (2) and thereby sidesteps the issue of Nedoma’s pathology when the
metric space Y is “large.” However, if Y and Z are assumed to be separable, then the argument
presented in [3] correctly yields the following result.
Theorem 8. Let (X,M,μ) be a finite measure space, let Y be a separable metric space, let (fn)
be a sequence ofM-measurable mappings of X into Y , and let f :X → Y be anM-measurable
mapping such that fn → f (meas). If Z is a separable metric space and if g :Y → Z is a Borel
measurable mapping that is continuous at each point of f (X), then g ◦ fn → g ◦ f (meas).
The proof presented in [3] relies on the following well-known subsequential characterization
of convergence in measure in finite measure spaces (see, e.g., [3, p. 63]), which the reader can
check immediately yields Theorem 8.
Theorem 9. Let (X,M,μ) be a finite measure space, let Y be a separable metric space, let
(fn) be a sequence of M-measurable mappings from X into Y , and let f :X → Y be an
M-measurable mapping. Then the following statements are equivalent:
(i) fn → f (meas);
(ii) for every subsequence (fnk ) of (fn) there exists a subsequence (fnk ) of (fnk ) such that
fnk
→ f pointwise a.e. as  → ∞.
If we want to obtain a variant of Theorem 8 that is valid for arbitrary metric spaces and
convergence in (by necessity) outer measure, then it is natural to investigate whether Theorem 9
remains true when Y is an arbitrary (possibly nonseparable) metric space, the mappings fn and
f are arbitrary (possibly nonmeasurable), and assumption (i) is replaced by
(i′) fn → f (out meas).
Indeed the implication (i′) ⇒ (ii) is seen to hold because Riesz’s theorem holds in the situation;
namely under our modified assumptions if fn → f (out meas), then there exists a subsequence
(fnk ) such that fnk → f pointwise a.e. on X (in this context “almost everywhere” means every-
where except on a set of outer measure zero). The reader can consult [7, p. 28] for a proof, but we
note that the standard proof can be routinely modified to work in this situation because the sub-
additivity of the (outer) measure is all that is needed. However, the implication (ii) ⇒ (i′) does
not hold under the modified assumptions, even if the limit function f is measurable. The source
of the impediment here is that the implication (ii) ⇒ (i) relies on some version of Egoroff’s the-
orem (in finite measure spaces convergence pointwise a.e. implies almost uniform convergence,
which in turn implies convergence in measure), and the proof of Egoroff’s theorem makes essen-
tial use of the genuine countable additivity of the underlying measure (so it cannot be routinely
carried over to the associated countably subadditive outer measure).
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contained and (by necessity) independent of the subsequential characterization of convergence
in measure provided by Theorem 9.
Theorem 10. Let (X,M,μ) be a finite measure space, let Y be a metric space, let (fn) be a
sequence of arbitrary mappings of X into Y , and let f :X → Y be an M-measurable mapping
such that fn → f (out meas). If Z is a metric space and if g : Y → Z is a mapping that is
continuous at each point of f (X), then g ◦ fn → g ◦ f (out meas).
Proof. In the proof we use the notation BY (y, r) for the open ball in Y of center y and radius
r > 0. For each  > 0 and m ∈ N we define a subset Dm of X by
Dm =
{
x ∈ X ∣∣ y ∈ BY (f (x),1/m) ⇒ dZ(g(y), g(f (x))) }. (5)
We first claim that the sets Dm are measurable. To see this let x ∈ X \ Dm. Then there exists
yx ∈ Y such that
dY
(
yx, f (x)
)
< 1/m and dZ
(
g(yx), g
(
f (x)
))
> . (6)
Set
′ = dZ
(
g(yx), g
(
f (x)
))−  > 0. (7)
By assumption, g is continuous at f (x), so there exists δ′ > 0 such that
dY
(
y,f (x)
)
< δ′ ⇒ dZ
(
g(y), g
(
f (x)
))
< ′. (8)
Letting
δx = min
{
δ′,1/m − dY
(
yx, f (x)
)}
> 0,
we see that if y ∈ Y satisfies dY (y,f (x)) < δx  δ′, then we have
dY (yx, y) dY
(
yx, f (x)
)+ dY (f (x), y)< dY (yx, f (x))+ δx
 dY
(
yx, f (x)
)+ 1/m − dY (yx, f (x))= 1/m and
dZ
(
g(yx), g(y)
)
 dZ
(
g(yx), g
(
f (x)
))− dZ(g(f (x)), g(y))
= ′ +  − dZ
(
g
(
f (x)
)
, g(y)
)
(by (7))
> ′ +  − ′ =  (by (8)).
Consequently, we have proved that for every x ∈ X \Dm there exists yx ∈ Y and δx > 0 such that
y ∈ BY
(
f (x), δx
) ⇒ dY (y, yx) < 1/m and dZ(g(y), g(yx))> . (9)
We next claim that
X \ Dm = f −1
( ⋃
x∈X\Dm
BY
(
f (x), δx
))
, (10)
where δx > 0 is chosen for each x ∈ X \ Dm to satisfy (9). Indeed, it is trivial that the left-hand
side of (10) is contained in the right-hand side, so we need only prove the reverse inclusion. If
x¯ is an element of the right-hand side of (10), then there exists x ∈ X \ Dm such that f (x¯) ∈
BY (f (x), δx), so from (9) we obtain dY (f (x¯), yx) < 1/m and dZ(g(f (x¯)), g(yx)) > , whence
x¯ ∈ X \ Dm and equality (10) is established. The fact that Dm is an element of the σ -algebraM
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open subset of Y under the measurable mapping f , whence X \Dm ∈M, from which it follows
that Dm ∈M becauseM is closed under the operation of forming complements.
Having established the measurability of the sets Dm for  > 0 and m ∈ N, we now proceed to
prove that g ◦ fn → g ◦ f (out meas). If  > 0 is given, then the fact that g is continuous at f (x)
for every x ∈ X readily yields X =⋃∞m=1 D/2m , or, equivalently,
∅ =
∞⋂
m=1
(
X \ D/2m
)
. (11)
It is apparent from the definition of the sets Dm given in (5) that Dm ⊆ Dm+1 for every m ∈ N
(with  > 0 fixed), so the intersection in (11) is decreasing with m and, because μ(X) < ∞,
a standard property of measures yields limm→∞ μ(X \ D/2m ) = 0 (it is important to note that
we could not obtain this conclusion if we simply used the outer measure μ∗, which is why the
M-measurability of the sets D/2m is crucial). We infer that there exists m0 ∈ N such that
μ
(
X \ D/2m0
)
<

2
. (12)
Having determined m0 ∈ N, we next define for each n ∈ N the set
Fm0n =
{
x ∈ X ∣∣ dY (fn(x), f (x))< 1/m0}.
Since fn → f (out meas) by assumption, for δ = min{/2,1/m0} there exists n0 ∈ N such that
n n0 ⇒ μ∗
({
x ∈ X ∣∣ dY (fn(x), f (x)) δ})< δ. (13)
Since δ  1/m0 we have
X \ Fm0n =
{
x ∈ X ∣∣ dY (fn(x), f (x)) 1/m0}⊆ {x ∈ X ∣∣ dY (fn(x), f (x)) δ}
for every n ∈ N, so the previous inclusion and (13) yield
n n0 ⇒ μ∗
(
X \ Fm0n
)
< δ  /2. (14)
Consequently,
n n0 and x ∈ D/2m0 ∩ Fm0n ⇒ dY
(
fn(x), f (x)
)
< 1/m0
(
since x ∈ Fm0n
)
⇒ dZ
(
g
(
fn(x)
)
, g
(
f (x)
))
 /2
(
since x ∈ D/2m0
)
,
which in turn yields
n n0 ⇒
{
x ∈ X ∣∣ dZ(g(fn(x)), g(f (x))) }
⊆ {x ∈ X ∣∣ dZ(g(fn(x)), g(f (x)))> /2}⊆ X \ (D/2m0 ∩ Fm0n ).
From this inclusion and inequalities (12) and (14) we can use the monotonicity and subadditivity
of μ∗, as well as the fact that μ∗ = μ onM, to obtain
n n0 ⇒ μ∗
({
x ∈ X ∣∣ dZ(g(fn(x)), g(f (x))) }) μ∗(X \ (D/2m0 ∩ Fm0n ))
= μ∗((X \ D/2m0 )∪ (X \ Fm0n )) μ∗(X \ D/2m0 )+ μ∗(X \ Fm0n )
= μ(X \ D/2m0 )+ μ∗(X \ Fm0n )< /2 + /2 = ,
so g ◦ fn → g ◦ f (out meas) as required. 
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vergence in measure when the mappings fn and f are measurable and the target space Y is
separable, so Theorem 8 is an immediate corollary of Theorem 10.
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