Cushman (1986) suggested that impact of exchange rate volatility declines after the inclusion of third country effect. Like Cushman, when we use a linear analysis, we confirm his results. However, when we engage in asymmetric effects of exchange rate volatility which requires including nonlinear adjustment of volatility measures, the findings show more support to both exchange rate volatility influence and the third country effect. Therefore, we propose that in examining exchange rate volatility effect on trade, consideration must be given to not just asymmetric effects of exchange rate volatility but also asymmetric effects of the third country effect. We demonstrate these findings using monthly data from 54 Malaysian industries that export to the U.S. and 63 Malaysian industries that import from the U.S.
Introduction
Under the current international monetary system exchange rate volatility is said to affect the trade flows in either direction. Some traders trade less due to uncertain future prices. Some trade more today in order to cover their loss of future income. The empirical literature that is reviewed by Bahmani-Oskooee and Hegerty (2007) supports both views. Some recent examples since last review are: are Arize et al. (2000) , Hall et al. (2010) , Baek (2013) , Hooy et al. (2015) , and Asteriou et al. (2016) . There is another part of the literature which argues for the so called "third-country" effect. Studies in this literature argue that a country's trade flows with one partner could be affected by volatility of the exchange rate with another partner. Examples in this group include : Cushman (1983 : Cushman ( , 1986 , Bahmani-Oskooee and Xu (2012) , Bahmani-Oskooee and Bolhassani (2014) , Bahmani-Oskooee et al. (2016) , and .
No matter which group and which study we consider, they all have assumed that the effects of exchange rate volatility on the trade flows are symmetric. Bahmani-Oskooee and Aftab (2017) recently broke this tradition by arguing and demonstrating that the effects of exchange rate volatility on the trade flows could be asymmetric. As they argued, traders' reaction of an increase in exchange rate volatility could be different than their reaction to a decrease in volatility. If traders react to volatility changes asymmetrically, clearly trade flows will react to exchange rate volatility in an asymmetric manner.
Bahmani-Oskooee and Aftab (2017) demonstrated the asymmetric effects of exchange rate volatility by examining the effects of exchange rate volatility on the exports of 54 Malaysian industries to USA and 63 Malaysian industries that import from the USA. Thus, the only measure of volatility that they included in their model was that of real ringgit-dollar. Since another major partner of Malaysia happens to be China, we wonder if the real ringgit-yuan volatility which we 3 consider to be the "third-country" effect has asymmetric effects on the Malaysia-U.S. commodity trade. Figure 1 shows significant exchange rate volatility based on two volatility measures of Malaysian ringgit against US dollar and Malaysian ringgit against Chinese yuan, respectively.
Since this is the first study addressing asymmetric effects of the "third-country" effect, we are curious to determine if Bahmani-Oskooee and Aftab's (2017) findings will be altered when we take into account the asymmetric effects of third country volatility. To that end, we introduce the models and methods in Section 2. Empirical results are presented in Section 3 with a summary in Section 4. Finally, we define the variables and provide source of data in an Appendix. 
The models and methods
The generic model that examines the impact of exchange rate volatility on trade includes income, relative prices and exchange rate volatility. In formulating our models we closely follow Bahmani-Oskooee and Aftab (2017) and just add the third-country effect, i.e., the real Malaysian ringgit-Chinese yuan volatility to their specifications to arrive at: (1) 
where X and M represent Malaysian real exports of commodity i to the US and real imports of commodity i from the US, respectively. DM is a dummy variable to capture Global Financial Crisis effect (i.e. DM=1 when t=2008, otherwise, DM=0). IP US and IP ML are industrial production indexes of the US and Malaysia, respectively. These indexes measure the effect of economic activity. Since the data are monthly, these are the only measures that are available on a monthly frequency. REX The error correction models (3) and (4) capture the short run effects through the first differenced variables and long run effects through the normalized coefficients θ2-θ5 on θ1 in (3) and in (4). The validity of long run estimates requires that there must exist cointegration. To test for cointegration, Pesaran et al. (2001) propose the F test with new critical values that they tabulate. For a given level of statistical significance and k number of independent variables, there is a pair of values termed as lower bound and upper bound. The null hypothesis of no cointegration is rejected if the calculated F-statistic is higher than the upper bound. Since the critical values account for degree of integration of variables, there is no need for unit root testing and indeed, variables could be a combination of I(0) and I(1) 1 .
As mentioned in the introduction, Bahmani-Oskooee and Aftab (2017) criticized the earlier literature for assuming the impact of exchange rate volatility on trade to be symmetric and showed 1 We conduct unit root testing to make sure there is no second difference I(2) case. The results available with authors shows in fact no I(2) case was found.
6 that exchange rate volatility violates this assumption and in fact the exchange rate volatility can have asymmetric effects on the trade. We extend that path to the volatility of ringgit with currency of the third country, China. The approach here follows Shin et al. (2014) by separating an increase in any volatility measure from a decline in the same measures. Thus, we first form ΔLnVol that contains positive and negative changes. We then use partial sum concept to generate partial sum of positive changes as POS and partial sum of negative changes as NEG series as follows: 
Since constructing the partial sum variables introduce nonlinearity into the models, error correction models (6) and (7) are called the nonlinear ARDL models whereas, (3) and (4) (7) are estimated by the OLS method, a few asymmetry hypothesis could be tested. First, short run adjustment asymmetry is established if POS takes different number of lags than NEG. Second, short run asymmetry effects can be observed if the sign or size of coefficients attached to POS and NEG are different at each lag j. Third, one can also test for short run cumulative or impact asymmetry if the sum of coefficients attached to POS is statistically different from the sum of coefficients attached to NEG (e.g. 
. It should be noted that the Wald test is used to test these hypotheses. Note 8 also that in applying the F test for cointegration in the nonlinear models, the two partial sum variables must be treated as a single variable so that when we move from the linear model to nonlinear model, the critical values of the F test remains the same. Shin et al. (2014, p. 291) argue that this is due to dependency between partial sum variables.
The Results
Following Bahmani-Oskooee and Aftab (2017) , estimations of nonlinear models (6) and (7) serve the study purpose. However, to have a linear vs nonlinear models comparison, we also estimate the linear models (3) and (4). Using the same data set for 54 Malaysian exporting industries to the US and 63 Malaysian importing industries from the US, we estimate the models using monthly data over the same period of April 2001 to December 2015. We impose maximum six time lags and use the Akaike's Information Criterion (AIC) to select an optimum model in each case. Due to the volume of results we use only 1% (5%) level of statistical significance denoted as ** (*) with critical values described in notes beneath the tables.
Firstly, we discuss the results for linear export model (3). From the short-run estimates (not reported but available upon request) we confirm that the Malaysian ringgit-US dollar rate volatility (∆Vol US ) carried with at least one significant lag coefficient in 30 cases. On the other hand, the third country effect that is captured through the coefficients attached to ∆Vol CH was only observable in nine cases where at least one lag was significant in each case. These results show that the third country effect is not dominant for Malaysian exports to the US in the short run. Do these results are transitory or persistent in the long run? Bahmani-Oskooee and Aftab (2017) have reported this effect in 13 export industries. We look into the coefficients attached to Vol CH to examine that the decline in significant cases in the long run, may be due the third country effect. Interestingly, we observe the presence of third country effect in 19 industries. These industries includes eleven positive affected industries (i.e. 04, 08, 09, 29, 51, 53, 54, 55, 64, 69, 81 ) and the remaining negative affected industries (23, 24, 33, 42, 59, 63, 75, 76) . Surprisingly these results show that the exchange rate volatility effect for industries such as 04, 09, 24, 33, 63, and 76, reported by Bahmani-Oskooee and Aftab (2017) was in fact, due to the third country effect and it vanished after the introduction of third country effect. This substantiates Cushman (1986) . The effect of other variables in the linear export model is as; the influence of financial crisis is observable in just four cases being positive in industry coded 83 and negative in industries coded; 08, 11, 24. The expected positive effect of economic activity (IP   US   ) is observable in 14 industries; 05, 09, 11, 24, 51, 52, 63, 64, 66, 69, 73, 76, 81, 93 . However, the negative effect of IP US is also observable in industries 00, 06, 26 which implies that improvement in economic activity in the USA leads to substitution for these Malaysian industries products demand in the USA (Bahmani-Oskooee, 1986 ). The coefficient of relative price variable (REX) is in its positive expected direction in industries coded; 00, 05, 12, 53, 54, 63, 64, 76, 81 . It is negative only in three industries coded; 08, 28, 33. These estimates for export model are only appropriate if they are supported through the diagnostic statistics that are reported in Table 2 . Tables 1-2 about here The most important for the validity of long-run estimates is to establish cointegration. The Table 3 reveal that ringgit-dollar volatility has significant long-run effects in 34 industries. This effect is positive in industries coded; 00, 07, 26, 28, 29, 51, 57, 59, 62, 64, 71, 72, 75, 77, 79, 82, 87, 97 and negative in industries coded; 09, 24, 25, 27, 32, 43, 56, 61, 63, 68, 76, 78, 81, 85, 88, 89 09, 08, 11, 28, 33, 43, 53, 54, 58, 59, 61, 64, 65, 68, 73, 74, 75, 76, 77, 78, 79, 81, 82, 85, 88 Table 6 is supported in 15 export industries (i.e. 08, 09, 11, 26, 33, 42, 43, 55, 59, 64, 65, 66, 68, 76, 77) . These includes large industries like 76-Telecommunications and sound recording, 77-Electrical machinery, apparatus and appliance that collectively constitute around 22% trade share. Similarly notable asymmetric effects were observable for third country effect. Adjustment asymmetry was present in 22
industries (03, 04, 08, 09, 12, 23, 24, 33, 51, 53, 58, 61, 63, 64, 66, 69, 73, 78, 79, 81, 83, 88) where Finally, we discuss the counterpart of linear import model (4), the nonlinear import model (7) whose long-run estimates and diagnostics are reported in Tables 7 and 8 Table 8 ). Thus, in summary the short analysis based on segregation of exchange rate volatility and third country effect changes into increase (POS) and decrease (NEG) through the introduction of nonlinear adjustment establishes the short run asymmetric effects for both exchange rate volatility and third country effect. Do these short-run effects translate into the long run?
From Table 8 , the long-run asymmetry is established in twenty cases coded as; 02, 05, 22, 24, 29, 34, 43, 52, 53, 54, 58, 67, 68, 69, 79, 82, 83, 84, 85, 97 . Similarly the cases where POS CH or NEG CH 5 These industries codes are; 00, 04, 24, 25, 27, 28, 29, 32, 33, 41, 43, 51, 52, 55, 56, 57, 58, 59, 61, 63, 64, 66, 68, 71, 72, 73, 74, 75, 78, 79, 81, 82, 84, 85, 87, 88, 89, 93. 6 The cases where ΔPOS CH and ΔNEG CH carry different lags are coded; 01, 02, 04, 05, 24, 29, 52, 53, 56, 58, 67, 68, 75, 76, 77, 81, 93. 7 Bahmani-Oskooee and Aftab (2017) reported this effect in 37 industries without including the third country effect.
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are significant are total of 31 industries. Again this third country effect is higher than that of 22 cases observed in the linear analysis. However, only in 14 industries coded; 05, 22, 24, 27, 29, 34, 52, 53, 54, 67, 68, 83, 85 , 97 the long-run asymmetric effect so third-country effect is significant, as reflected by significant Wald-L CH statistic in Table 8 . Again we are skipping the discussion on the other variables of import model due to their resemblance to earlier linear results and our focus on asymmetric effects of exchange rate volatility and third country effect. 
Summary and Conclusion
The impact of exchange rate volatility on trade has been much important for traders and policy makers since the inception of free float exchange rate system in the early 1970s. Due to its relevance, there has been progression on the related literature in this area with a prime focus to have more refined findings 8 . Extant literature is rich in flourishing this area from initial aggregated level studies considering a country's total trade with the rest of the world to industry specific studies disaggregating trade into some particular trading partner(s). Over the period, the econometric of these studies has also advanced from simple regression and correlation to the more advanced error-correction modeling and cointegration approaches. These efforts can help in properly estimating the cost of exchange rate volatility for international trade.
This study examines the third country effect along the exchange rate volatility influence on Malaysia-US bilateral industry level trade. Cushman (1986) pointed that exchange rate volatility effect may be overstated in case of neglecting the third country effect and he supported his claim through an empirical evidence. We point out that the weak exchange rate volatility effect after third country effect inclusion may be due to ignoring the nonlinearity in the volatility variables. In fact, our results shows that when third country affect is included in the linear analysis, the effect of exchange rate volatility declines. For instance, Bahmani-Oskooee and Aftab (2017) reported that exchange rate volatility affects 13 Malaysian exporting industries to the US and 36
Malaysian importing industries from the US. Using the same data to make comparison, we find that after the inclusion of third country effect (i.e. Malaysian ringgit/Chinese yuan volatility), the exchange rate volatility effect declines to 5 Malaysian exporting industries to the US and 34
Malaysian importing industries. Based on linear model, we also find significant third country effect on 19 Malaysian exporting industries to the US and 22 Malaysian importing industries from the US.
In further analysis, we find that decline in the exchange rate volatility effect was not due to the inclusion of third country effect rather it was due to ignoring the asymmetric effects of exchange rate volatility and third country effect. Based on our nonlinear model, we find that exchange rate volatility effect is significant in 31 Malaysian exporting industries to the US and 45
Malaysian importing industries in the short run. These numbers are even higher than BahmaniOskooee and Aftab (2017) Real Malaysian Ringgi-Chinese Yuan volatility .4574* -.5552 Notes: ** and * show the significance level at 1% and 5%, respectively. The critical values of standard t-distribution, i.e., 2.32 and 1.96 are used to arrive at ** and * , respectively. Abbreviation n.e.s. refers to not elsewhere defined. 6.87* Notes: ** and * show the significance level at 1% and 5%, respectively. The critical values of standard t-distribution, i.e., 2.32 and 1.96 are used to arrive at ** and * , respectively. Abbreviation n.e.s. refers to not elsewhere defined. c. RESET is Ramsey's test for misspecification. It is distributed as χ 2 with one degree of freedom and its critical value at 1% (5%) level is 6.635 (3.841). d. CU and CUQ are CUSUM and CUSUMQ respectively to test stability of all coefficients. e. Number inside the parenthesis next to ECMt-1 is the absolute value of the t-ratio, denoted by tBDM in the text. Its critical value of -4.99 (-4.38) .4739** Notes: ***, **, * show the significance at 1%, 5% and 10% respectively. The critical values of standard t-distribution, i.e., 1.64, 1.96, and 2.32 are used to arrive at *, **, and ***, respectively. Abbreviation n.e.s. refers to not elsewhere defined. 
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