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Resumen—En este artı´culo presentamos un criterio de priva-
cidad basado en teorı´a de la informacio´n para la generacio´n de
consultas falsas en el a´mbito de la recuperacio´n de informacio´n
privada. Medimos el riesgo de privacidad como la divergencia de
Kullback y Leibler entre la distribucio´n de consultas del usuario
y la de la poblacio´n, que incluye la entropı´a de la distribucio´n
del usuario como caso especial. Asimismo, llevamos a cabo una
rigurosa justificacio´n de nuestra me´trica al interpretarla desde
distintas perspectivas de teorı´a de la informacio´n, desde la pro-
piedad de equiparticio´n asinto´tica, pasando por los fundamentos
sobre los que sustentan los me´todos de maximizacio´n de la
entropı´a, la minimizacio´n de la divergencia y la minimizacio´n
de la ganancia de informacio´n, hasta el lema de Stein.
I. INTRODUCCIO´N
Durante las u´ltimas dos de´cadas, Internet se ha ido integrando
de manera gradual en nuestra vida diaria. Una de las activi-
dades ma´s frecuentes que llevan a cabo los usuarios cuando
navegan por la Web es enviar una consulta a un motor de
bu´squeda. Los motores de bu´squeda permiten a los usuarios
recuperar informacio´n sobre una gran variedad de categorı´as,
tales como hobbies, deportes, negocios o salud. Sin embargo,
la mayorı´a de usuarios no son conscientes de los riesgos de
privacidad que ello entran˜a [1].
De noviembre a diciembre de 2008, el 61 % de los adultos
en Estados Unidos buscaron informacio´n en la red sobre
una enfermedad en particular, un tratamiento especı´fico, y
otros temas relacionados [2]. Dichas consultas podrı´an revelar
informacio´n sensible y ser utilizada para construir perfiles
de usuario sobre enfermedades potenciales. Esta informacio´n
privada podrı´a acabar ma´s tarde en las manos de un empresario
y frustrar las esperanzas de uno de sus empleados.
En la literatura sobre sistemas de recuperacio´n de infor-
macio´n abundan los casos como el descrito, en los que se
constata la importancia de la privacidad del usuario. Estos
casos incluyen no so´lo el riesgo de que los usuarios puedan
ser caracterizados por un motor de bu´squedas de Internet,
sino tambie´n por proveedores de servicios basados en la
localizacio´n (LBS, location-based services), o incluso la ca-
racterizacio´n de empresas por parte de proveedores de bases de
datos de patentes o mercados de valores. En este contexto, la
falsificacio´n de consultas, que consiste en acompan˜ar consultas
aute´nticas con consultas falsas, emerge como una posible
solucio´n para garantizar la privacidad del usuario hasta un
cierto punto, a costa de una sobrecarga de tra´fico y procesado.
Este artı´culo presenta un nuevo criterio de privacidad basado
en teorı´a de la informacio´n para la generacio´n de consultas
en el a´mbito de la recuperacio´n de informacio´n. En concreto,
nuestro criterio mide el riesgo de privacidad como una diver-
gencia entre la distribucio´n de consultas del usuario y la de
la poblacio´n, y contempla la entropı´a de la distribucio´n del
usuario como un caso particular. El objeto de este artı´culo
es interpretar y justificar nuestra me´trica de privacidad desde
distintas perspectivas, a trave´s de la propiedad de equiparticio´n
asinto´tica, el test de hipo´tesis y el lema de Stein.
La Seccio´n II revisa las propuestas ma´s relevantes en cuanto
a recuperacio´n de informacio´n privada y criterios de privaci-
dad. La Seccio´n III repasa algunos conceptos fundamentales
relacionados con teorı´a de la informacio´n que ayudara´n a
entender la esencia de este trabajo. La Seccio´n IV presenta
una formulacio´n de teorı´a de la informacio´n sobre el com-
promiso entre privacidad y redundancia para la falsificacio´n
de consultas en el contexto de recuperacio´n de informacio´n
privada. Esta seccio´n muestra nuestra medida de privacidad,
y posteriormente la interpreta y justifica. Finalmente, en la
Seccio´n V se presentan las conclusiones.
II. ESTADO DEL ARTE EN RECUPERACIO´N DE
INFORMACIO´N PRIVADA
A lo largo de este artı´culo, utilizaremos el te´rmino recu-
peracio´n de informacio´n privada (PIR, private information
retrieval) en su sentido ma´s amplio, queriendo decir con ello
que no nos cen˜iremos a las te´cnicas basadas en criptografı´a
normalmente relacionadas con este acro´nimo. Por consiguien-
te, nos referiremos a un escenario ma´s gene´rico en el que los
usuarios envı´an consultas de propo´sito general a un proveedor
de servicios de informacio´n. Un ejemplo serı´a un usuario que
enviase la consulta: “¿Cua´l es la pelı´cula ma´s taquillera en la
categorı´a de ciencia ficcio´n?”. A continuacio´n, revisaremos las
contribuciones ma´s destacadas para PIR sobre la generacio´n
de consultas falsas y criterios de privacidad.
II-A. Recuperacio´n de Informacio´n Privada
En el a´mbito de la recuperacio´n de informacio´n privada,
existen una gran variedad de propuestas. Algunas de ellas
se basan en terceras partes de confianza (TTPs, trusted third
parties) que actu´an como intermediario entre los usuarios y el
proveedor de servicios de informacio´n [3]. Aunque este tipo
de soluciones garantizan la privacidad del usuario gracias a
que su identidad es, de hecho, desconocida para el proveedor
de servicios, la confianza del usuario u´nicamente se traslada
de una entidad a otra.
Como alternativa, algunas propuestas que no se basan en
TTPs, utilizan te´cnicas de perturbacio´n. En el caso concreto
de LBS, los usuarios perturban su informacio´n de localizacio´n
al consultar a un proveedor de servicios [4]. Esto proporciona
a los usuarios un cierto nivel de privacidad en te´rminos
de localizacio´n, pero no ası´ en cuanto al contenido de las
consultas y la actividad del usuario. Asimismo, esta te´cnica
plantea un compromiso entre privacidad y utilidad de los
datos: cuanto mayor es la perturbacio´n de la localizacio´n,
mayor es la privacidad del usuario, pero menor la precisio´n
de las respuestas del proveedor de servicios. Como alternativa,
los me´todos criptogra´ficos para PIR permiten a un usuario
recuperar, de forma privada, el contenido de una base datos
indexado por una direccio´n de memoria enviada por el usuario,
haciendo que sea inviable por parte del proveedor de la base de
datos averiguar que´ entradas fueran recuperadas [5]. Desafor-
tunadamente, este tipo de me´todos requieren la cooperacio´n
del proveedor en el protocolo de privacidad, se restringen hasta
cierto punto a funciones de consulta-respuesta en forma de
tablas de bu´squeda de longitud finita con respuestas precompu-
tadas, y conllevan una significativa carga computacional.
La generacio´n de consultas falsas, que el centro de nuestra
discusio´n, aparece como una alternativa a los me´todos anterio-
res. La idea subyacente consiste en enviar consultas originales
junto con consultas falsas. A pesar de la sencillez de este
me´todo, la falsificacio´n de consultas es capaz de garantizar la
privacidad del usuario hasta un cierto punto, a costa de una
sobrecarga de tra´fico y procesado, aunque sin tener que tener
confiar ni en el proveedor de informacio´n ni en el operador
de red.
Basa´ndose en este principio, se han propuesto e implementa-
do varios protocolos PIR. En [6], [7], se presenta una solucio´n
que pretende preservar la privacidad de un grupo de usuarios
que navegan por Internet compartiendo un punto de acceso a
la Web. Los autores proponen la generacio´n de transacciones
falsas, i.e., accesos a pa´ginas web para frustrar a un atacante
en su intento por caracterizar al grupo. La privacidad se mide
como la similitud entre el perfil real de un grupo de usuarios
y el observado por el atacante [6].
Adema´s de las implicaciones legales, existen distintas con-
sideraciones te´cnicas para la preservacio´n de la privacidad a
trave´s de la generacio´n de consultas falsas [8], puesto que
los atacantes podrı´an analizar no so´lo el contenido de las
consultas sino tambie´n la actividad, el ritmo de generacio´n,
el enrutamiento o cualquier otro para´metro del protocolo de
transmisio´n, por medio de varias consultas o a trave´s de
diversos servicios de informacio´n. Asimismo, se espera que
tanto los proveedores de informacio´n como los de la red se
muestren reticentes a la generacio´n automa´tica de consultas
falsas, con lo que cualquier esquema que se precie debe tener
en cuenta la sobrecarga de tra´fico.
II-B. Criterios de Privacidad
En esta seccio´n revisaremos una serie de te´cnicas propuestas
originalmente para el control de revelacio´n estadı´stico (SDC,
statistical disclosure control), pero igualmente aplicables a
PIR, la aplicacio´n que motiva nuestro trabajo. En privacidad de
bases de datos, se define un conjunto de microdatos como una
tabla de base de datos cuyos registros contienen informacio´n
sobre encuestados individuales. Especı´ficamente, este conjunto
contiene atributos clave, es decir, atributos que, utilizados
conjuntamente, se pueden relacionar con informacio´n externa
para reidentificar a los encuestados a los que se refieren los
registros en el conjunto de microdatos. Como ejemplo, los
atributos clave podrı´an ser trabajo, direccio´n, edad, ge´nero,
peso y altura. De igual modo, el conjunto de microdatos
contiene atributos confidenciales con informacio´n sensible
sobre el encuestado, tales como sueldo, religio´n o afiliacio´n
polı´tica.
Un planteamiento habitual en SDC es la microagregacio´n,
que consiste, primero, en dividir el conjunto de datos en grupos
de registros con tuplas de valores de atributos clave similares, y
segundo, en reemplazar las tuplas de cada registro en cada uno
de los grupos por una tupla representativa del grupo. Uno de
los criterios de privacidad ma´s populares en la anonimizacio´n
de bases de datos, es k-anonimato [9]. Este criterio se puede
lograr a trave´s de la microagregacio´n, ya que requiere que
cada combinacio´n de atributos clave sea compartida por al
menos k registros en el conjunto de microdatos. Sin embargo,
el principal inconveniente de este criterio y de sus posteriores
mejoras [10]–[12] es su vulnerabilidad ante los ataques de
similitud y skewness [13]. Con el objeto de superar estas
deficiencias, [14] propone otro criterio de privacidad. Con-
cretamente, un conjunto de datos satisface t-closeness si, para
cada grupo de registros que comparten una combinacio´n de
atributos clave, la divergencia de Kullback y Leibler (KL)
entre la distribucio´n de atributos confidenciales dentro de un
grupo y la distribucio´n de estos atributos en el conjunto de
datos global no supera un umbral t. Inspirados en esta idea,
[15], [16] definen riesgo de privacidad como una versio´n
promediada del requisito impuesto por t-closeness sobre el
conjunto de grupos agregados. Otro criterio de privacidad
basado en teorı´a de la informacio´n propone medir el grado
de anonimato observable por un atacante como la entropı´a de
la distribucio´n de probabilidad de los posibles emisores de un
determinado mensaje [17], [18].
A pesar de las propuestas citadas anteriormente, querrı´amos
poner e´nfasis en la posible necesidad, por parte de algunas
aplicaciones, de criterios de privacidad basados en teorı´a
de la informacio´n ma´s sofisticados que k-anonimato o sus
respectivas mejoras.
III. INTRODUCCIO´N A CONCEPTOS DE TEORI´A DE LA
INFORMACIO´N
A lo largo de este artı´culo, denominaremos alfabeto al espacio
medible en el que una variable aleatoria (v.a.) toma valores.
Seguiremos la convencio´n de utilizar mayu´sculas para las
v.a.’s, y minu´sculas para los valores particulares que e´stas
pueden tomar. Las funciones de densidad de probabilidad
(PDFs, probability density functions) y las funciones de masa
de probabilidad (PMFs, probability mass functions) son de-
notadas por p, subindexadas por sus correspondientes v.a.’s
en caso de ambigu¨edad. Por ejemplo, tanto pX(x) como
p(x) indican el valor de la funcio´n pX en x, lo que ayuda
a escribir ecuaciones ma´s concisas. De manera informal,
nos referiremos ocasionalmente a la funcio´n p como p(x).
Asimismo, utilizaremos la notacio´n pX|Y y p(x|y) de manera
equivalente.
En este artı´culo, adoptamos la misma notacio´n utilizada
en [19] para cantidades de teorı´a de la informacio´n. En
concreto, el sı´mbolo H se referira´ a la entropı´a y D a la
entropı´a relativa o divergencia KL. A continuacio´n recordamos
muy brevemente varios conceptos de teorı´a de la informacio´n
para aquellos lectores que no este´n ı´ntimamente familiarizados
con este campo. Por simplicidad, utilizaremos logaritmos
neperianos.
La entropı´a H(X) de una v.a. discreta X con distribucio´n
de probabilidad p es una medida de su incertidumbre, y
se define como
H(X) = −E ln p(X) = −
∑
x
p(x) ln p(x),
donde E es el operador esperanza. Este operador es
sustituido por la integral cuando p es una PDF.
Dadas dos distribuciones de probabilidad p(x) y q(x)
sobre el mismo alfabeto, la divergencia KL o entropı´a
relativa D(p ‖ q) se define, en el caso discreto, como
D(p ‖ q) = Ep ln p(X)
q(X)
=
∑
x
p(x) ln
p(x)
q(x)
.
Cuando p y q son PDFs, la esperanza se transforma en
una integral.
Aunque la divergencia KL no satisface la propiedad de si-
metrı´a y la desigualdad triangular, nos da una medida de la
distancia o discrepancia entre distribuciones, en el sentido que
D(p ‖ q) ≥ 0, con igualdad si y so´lo si p = q.
Este intuitivo sentido de distancia se hace ma´s evidente
al examinar el lema de Stein. Suponga que observamos una
secuencia de k v.a.’s independientes e ide´nticamente distri-
buidas (i.i.d.’s), y que necesitamos evaluar si e´stas han sido
generadas segu´n una distribucio´n de probabilidad p1, hipo´tesis
H1, o p2, hipo´tesis H2. Dadas estas dos hipo´tesis, definimos
la regio´n de aceptacio´n Ak como el conjunto de secuencias
que, una vez observadas, nos llevan a aceptar H1. De forma
ana´loga, definimos el complemento de este conjunto, A¯k,
como el conjunto de secuencias que nos decantan por H2.
A continuacio´n, contemplamos las siguientes probabilidades
de error:
la probabilidad de un falso negativo αk, definido como
la probabilidad de aceptar H2 cuando H1 es cierta,
y la probabilidad de un falso positivo βk, definido como
la probabilidad de aceptar H1 cuando H2 es cierta.
Suponga que elegimos una regio´n de aceptacio´n con la inten-
cio´n de minimizar βk, mientras que no permitimos que αk
exceda un cierto umbral . En te´rminos generales, el lema de
Stein afirma que la tasa de error o´ptima, βk, es aproximada-
mente e−kD(p1 ‖ p2), para valores de k grandes y  pequen˜os.
A modo de ejemplo, considere el test de hipo´tesis en el
que observamos una secuencia X1, . . . , Xk de k lanzamientos
i.i.d.’s de una v.a., e intentamos averiguar si se han producido
de acuerdo con una distribucio´n gaussiana p1 = N (d/2, σ2)
o p2 = N (−d/2, σ2). Teniendo en cuenta estas distribuciones,
elegirı´amos la regio´n de decisio´n o´ptima Ak dada por el lema
de Neyman-Pearson [19], y calcuları´amos la probabilidad de
un falso positivo como la integral de p2(x1, . . . , xk) sobre Ak.
Resulta que, a partir del lema de Stein, esta probabilidad es
aproximadamente e
−k d2
2σ2 , ya que D(p1 ‖ p2) = d22σ2 , lo que
hace ma´s palpable esta nocio´n de distancia: cuanto mayor es
la distancia real d entre las medias de las dos distribuciones,
mayor es la divergencia KL, y menor la probabilidad de error
al distinguir entre ambas distribuciones.
IV. UN CRITERIO DE PRIVACIDAD DE TEORI´A DE LA
INFORMACIO´N PARA LA FALSIFICACIO´N DE CONSULTAS
Esta seccio´n presenta la principal contribucio´n de este trabajo,
un nuevo criterio de privacidad basado en una cantidad de
teorı´a de la informacio´n para la falsificacio´n de consultas en
PIR. En concreto, la Seccio´n IV-A introduce nuestra medida
de privacidad, lo que nos conduce al problema de optimiza-
cio´n mostrado en la Seccio´n IV-B en el que se presenta el
compromiso o´ptimo entre riesgo de privacidad y redundancia.
Posteriormente, interpretamos y justificamos nuestra medida
de privacidad desde distintos puntos de vista. En particular,
la Seccio´n IV-C investiga los fundamentos sobre los que
se sustentan los me´todos de maximizacio´n de la entropı´a,
la minimizacio´n de la divergencia y la minimizacio´n de la
ganancia de informacio´n. Para comprender estos argumentos,
revisamos la propiedad de equiparticio´n asinto´tica, el test de
hipo´tesis y el lema de Stein.
IV-A. Criterio de Privacidad
Nuestro modelo matema´tico representa las consultas de usua-
rio como v.a.’s que toman valores en un alfabeto comu´n.
Asumiremos que las consultas de usuario no son elaboradas
o detalladas. En su lugar, e´stas se referira´n a un conjunto de
categorı´as o temas, o de forma equivalente, podra´n representar
palabras clave en un conjunto indexable reducido. Por consi-
guiente, consideraremos que el alfabeto es finito. En concreto,
asumiremos que las consultas toman valores en el alfabeto
X = {1, . . . , n} para algu´n n ∈ Z+.
Teniendo en cuenta estas consideraciones, definiremos p
como la distribucio´n de consultas de la poblacio´n, q como
la distribucio´n real de un usuario en particular, y r como
la distribucio´n de las consultas falsificadas de ese usuario.
Asimismo, consideraremos un para´metro de redundancia de
consultas 0 6 ρ 6 1, que sera´ el ratio entre consultas falsifi-
cadas y consultas totales. De acuerdo con esto, definiremos la
distribucio´n de consultas aparente del usuario s como la com-
binacio´n convexa (1−ρ) q+ρ r, que sera´ la distribucio´n que en
realidad observara´ el proveedor de servicios de informacio´n,
o simplemente, un atacante de la privacidad. Un atacante
sera´ capaz de comprometer la privacidad de un usuario siempre
que la distribucio´n de consultas aparente de este usuario difiera
de la distribucio´n de consultas de la poblacio´n.
Inspirados por los criterios de privacidad propuestos
en [14]–[17], definimos el riesgo de privacidad inicial como
la divergencia KL entre la distribucio´n del usuario y la de
la poblacio´n, es decir, R0 = D(q ‖ p). De forma similar,
definimos el riesgo de privacidad final R como la divergencia
KL entre la distribucio´n aparente y la distribucio´n de la
poblacio´n, es decir,
R = D(s ‖ p) = D((1− ρ) q + ρ r ‖ p).
IV-B. Compromiso O´ptimo entre Privacidad de Consultas y
Redundancia
Esta seccio´n muestra una formulacio´n del compromiso entre
privacidad y redundancia para la generacio´n de consultas
falsas, que surge de la medida de privacidad presentada en
la Seccio´n IV-A. Partiendo de la definicio´n de nuestro criterio
de privacidad, supondremos que la poblacio´n es suficiente-
mente grande como para despreciar el impacto de la eleccio´n
de r en p. De esta forma, definimos la funcio´n privacidad-
redundancia
R(ρ) = mı´n
r
D((1− ρ) q + ρ r ‖ p), (1)
que representa el compromiso o´ptimo entre riesgo de privaci-
dad de consultas y redundancia.
El te´rmino mı´nimo que aparece en la definicio´n de la funcio´n
privacidad-redundancia esta´ justificado por el hecho de que
el problema de optimizacio´n planteado implica una funcio´n
acotada inferiormente y semi-continua inferiormente sobre un
conjunto compacto, que es el sı´mplex de probabilidad al que
pertenece r.
Teniendo en cuenta esta formulacio´n, conviene apreciar
que es posible obtener resultados teo´ricos ana´logos para una
definicio´n alternativa del riesgo de privacidad, dada por la
inversio´n de los argumentos de la divergencia KL. En la
Seccio´n IV-C2 se dan ma´s detalles sobre esta formulacio´n
alternativa.
IV-C. Interpretacio´n y Justificacio´n
En esta seccio´n interpretaremos y justificaremos la divergencia
KL como criterio de privacidad en la definicio´n de la funcio´n
privacidad-redundancia. En concreto, examinaremos los argu-
mentos en la literatura que abogan por la maximizacio´n de la
entropı´a, y la minimizacio´n de la divergencia y la ganancia de
informacio´n.
Antes de proceder a la interpretacio´n y justificacio´n de
nuestro criterio de privacidad, querrı´amos comentar que, aun-
que nuestra propuesta surge de una cantidad de teorı´a de la
informacio´n y resulta matema´ticamente tratable, la adecuacio´n
de nuestra formulacio´n esta´ supeditada a la adaptacio´n de los
criterios optimizados, que a su vez depende de varios factores
tales como la propia aplicacio´n, el modelo de adversario y
los mecanismos en contra de la privacidad que se hayan
contemplado. Las interpretaciones y justificaciones que aquı´ se
detallan tienen por objeto ayudar a los disen˜adores y usuarios
de sistemas a evaluar la adecuacio´n de nuestra propuesta a una
aplicacio´n especı´fica de recuperacio´n de informacio´n.
Asimismo, querrı´amos poner e´nfasis en que, a pesar de
que nuestro criterio de privacidad se basa en una cantidad
fundamental de teorı´a de la informacio´n, la convergencia de
estos dos campos en absoluto es nueva. De hecho, el trabajo
de Shannon en los an˜os cincuenta ya introdujo el concepto de
equivocacio´n como la entropı´a condicional de un mensaje pri-
vado dada la observacio´n de un criptograma [20], utilizada ma´s
tarde en la formulacio´n del problema wiretap channel [21],
[22] como una medida de confidencialidad. Del mismo modo,
podemos mencionar la interpretacio´n basada en teorı´a de la
informacio´n de la divergencia entre las distribuciones a priori y
a posterior, denominada ganancia de informacio´n promedio en
algunos campos de estadı´stica [23], [24]. Asimismo, estudios
recientes [17] reafirman la adecuacio´n y aplicabilidad del
concepto de entropı´a como medida de privacidad, tal y como
comentamos en la Seccio´n II.
IV-C1. Maximizacio´n de la Entropı´a: Nuestra primera
interpretacio´n esta´ basada, de hecho, en la idea de que la
entropı´a de Shannon se puede considerar como un caso parti-
cular del criterio propuesto en este artı´culo. Para comprender
esta conexio´n, suponga que la distribucio´n de consultas de la
poblacio´n es la distribucio´n uniforme u sobre el alfabeto X ,
es decir, que ui = 1/n para todo i ∈X . En este supuesto, el
riesgo de privacidad se puede expresar como
D((1− ρ) q + ρ r ‖u) = lnn−H((1− ρ) q + ρ r).
Por tanto, minimizar la divergencia KL es equivalente a
maximizar la entropı´a de la distribucio´n de consultas aparente
del usuario:
R(ρ) = lnn−ma´x
r
H((1− ρ) q + ρ r).
Esta equivalencia nos conduce a las siguientes dos implicacio-
nes. En primer lugar, el criterio de privacidad H((1−ρ) q+ρ r)
es una medida de ganancia de privacidad, ma´s que de riesgo
de privacidad. En segundo lugar, se trata de una medida de
privacidad absoluta, en contraste con nuestro criterio ma´s
general, en el sentido que es una me´trica relativa a cualquier
distribucio´n de referencia.
El hecho de considerar esta medida absoluta de ganancia
de privacidad permite acercarnos a los fundamentos sobre
los que se apoyan los me´todos de maximizacio´n de la en-
tropı´a. Algunos de estos argumentos esta´n relacionados con
el mayor nu´mero de permutaciones con repeticio´n asociado
a una distribucio´n empı´rica [25]. Sin embargo, el argumento
ma´s apropiado para la justificacio´n de la maximizacio´n de
la entropı´a, considerada como una medida de privacidad,
viene dado por la propiedad de equiparticio´n asinto´tica (AEP,
asymptotic equipartition property) [19, §3].
Suponga una secuencia X1, . . . , Xk de k consultas i.i.d.’s,
que toman valores en X , y son generadas de acuerdo con
la distribucio´n de consultas aparente del usuario s = (1 −
ρ) q + ρ r. Para k suficientemente grande, la AEP sostiene
que es muy probable que la secuencia de consultas x1, . . . , xk
pertenezca a un subconjunto T (k) del conjunto de todas las
posibles secuencias, denominado conjunto tı´pico, que satisface
estas propiedades: la probabilidad de este conjunto es apro-
ximadamente 1, todos los elementos son casi equiprobables,
y el nu´mero de elementos es pra´cticamente ekH(s). Resulta
que la entropı´a esta´ acotada superiormente por lnn, como
consecuencia de la no negatividad de la divergencia KL, y
alcanza su valor ma´ximo cuando la distribucio´n aparente es la
distribucio´n uniforme. A partir de esta observacio´n, podemos
deducir que la distribucio´n uniforme maximiza el conjunto
tı´pico T (k) y, cuando esto sucede, e´ste se convierte en el
conjunto de todos los posibles resultados, conteniendo nk
secuencias. Puesto que H(s) caracteriza completamente esta
aproximacio´n, cualquier medida de privacidad con sentido
acabarı´a siendo ba´sicamente equivalente a e´sta.
Teniendo en cuenta esta conexio´n entre entropı´a y taman˜o
del conjunto tı´pico, ahora describiremos la siguiente amenaza
de privacidad. Suponga que un atacante intenta adivinar una
secuencia de k consultas de un usuario en particular a partir
de la observacio´n de secuencias previas. Cuanto mayor sea
la entropı´a H(s) de la distribucio´n de consultas aparente del
usuario, mayor sera´ el taman˜o del conjunto tı´pico T (k) de
secuencias posibles e igualmente probables de k consultas,
y mayor la probabilidad de que la secuencia a adivinar sea
significativamente diferente de las anteriores. Este escenario
nos permite concluir que los me´todos de maximizacio´n de
la entropı´a contribuyen ampliamente a la proteccio´n de la
privacidad del usuario.
IV-C2. Minimizacio´n de la Divergencia: En la seccio´n
anterior examinamos los argumentos que abogan por la maxi-
mizacio´n de la entropı´a. En esta seccio´n, recurriremos al lema
de Stein, revisado en la Seccio´n III, para nuestra interpretacio´n
de la divergencia como falsos positivos y falsos negativos. En
concreto, describiremos un escenario en el que un atacante
utiliza test de hipo´tesis para comprometer la privacidad del
usuario.
En el resto de la seccio´n, consideraremos nuestro criterio de
privacidad en su sentido ma´s amplio, es decir, la distribucio´n
de consultas del usuario no se comparara´ necesariamente, en
te´rminos de la divergencia KL, con la distribucio´n uniforme.
Nuestra interpretacio´n contempla el escenario en el que
un atacante conoce, o es capaz de estimar, la distribucio´n
de consultas aparente s de un usuario determinado. Adema´s,
suponemos que el atacante observa una secuencia de k con-
sultas i.i.d.’s, e intenta adivinar si e´stas han sido generadas
por ese usuario o no. Exactamente, el atacante considera el
test de hipo´tesis binario entre dos alternativas: si las consultas
se han producido de acuerdo con la distribucio´n aparente
del usuario s, hipo´tesis U , o la distribucio´n general de la
poblacio´n p, hipo´tesis P .
Llegados a este punto, un atacante podrı´a llevar a cabo
dos estrategias mutuamente excluyentes. La primera estrategia
considera que el atacante esta´ interesado en acotar la proba-
bilidad de un falso negativo P(P|U ), dado que su objetivo
es que el usuario no pase desapercibido. A partir del lema de
Stein, encontramos que la probabilidad P(P|U ) de un falso
positivo es aproximadamente e−kD(s ‖ p) para k grande. Por
consiguiente, la minimizacio´n de D(s ‖ p) en la definicio´n de
la funcio´n privacidad-redundancia (1) implica la maximizacio´n
del exponente en la tasa de error de falsos positivos. Dicho de
otra forma, la distribucio´n o´ptima de consultas falsas r∗ frustra
a un atacante en su esfuerzo por reconocer a un usuario de
entre la poblacio´n, y por tanto, comprometer la privacidad del
usuario.
Ma´s que fijar la probabilidad de un falso negativo, ahora
el objetivo del atacante es minimizar la probabilidad de error
global
PT = P(U ) P(P|U ) + P(P) P(U |P).
Aprovecha´ndose del hecho de que la actividad de la poblacio´n
global es mucho mayor que la de un u´nico usuario, el
atacante esta´ interesado en acotar P(U |P), y hacer lo posible
para minimizar P(P|U ). Resulta que la probabilidad de un
falso negativo dado por el lema de Stein es aproximadamen-
te e−kD(p ‖ s), lo que justifica una definicio´n alternativa de
la funcio´n privacidad-redundancia dada por la inversio´n de
los dos argumentos de la divergencia KL. De acuerdo con
esta observacio´n, la estrategia de falsificacio´n de consultas
r∗ que minimiza D(p ‖ s), conduce a la maximizacio´n de
la probabilidad de error global del atacante y contribuye a
proteger la privacidad del usuario.
A modo de aclaracio´n, nos gustarı´a destacar que, a pesar
de que esta definicio´n alternativa resulta oportuna en el u´ltimo
escenario propuesto, nosotros creemos que la formulacio´n ori-
ginal es ma´s apropiada, ya que incluye, como caso particular,
los me´todos de maximizacio´n de la entropı´a descritos en la
Seccio´n IV-C1.
IV-C3. Minimizacio´n de la Ganancia de Informacio´n:
Una vez analizados los principales argumentos en pro de
la maximizacio´n de la entropı´a y la minimizacio´n de la
divergencia, ahora estableceremos una conexio´n entre nuestro
criterio de privacidad y el criterio propuesto en [16].
Considere pQ|U (q|u) la distribucio´n de consultas del usua-
rio u, donde U es una variable aleatoria que identifica a un
usuario en particular y toma el valor u. Asimismo, Q es una
variable aleatoria que representa una consulta en particular, y
toma el valor q.
Sea pQ(q) la distribucio´n de probabilidad sin condicionar
que modela la distribucio´n de consultas de la poblacio´n. Natu-
ralmente, pU (u) serı´a la probabilidad de usuario, posiblemente
ponderada por su actividad. En esta notacio´n, nuestra medida
de riesgo de privacidad para el usuario u se puede escribir
como D(pQ|U (·|u)‖pQ). De forma similar, podemos aplicarla
para redefinir el concepto de t-closeness. Una distribucio´n
satisface t-closeness si y so´lo si D(pQ|U (·|u)‖pQ) ≤ t para
todos los valores u de U , lo que sugiere medir el riesgo de
privacidad como un ma´ximo sobre divergencias. Inspirados
por t-closeness, [16] presenta un planteamiento ma´s interesan-
te en el sentido que nos permite conectar con la ganancia de
informacio´n promedio. En concreto, el criterio de privacidad
propuesto en [16] es la divergencia KL condicional
D(pQ|U‖pQ) = EU D(pQ|U (·|U)‖pQ),
es decir, la informacio´n mutua entre Q y U , o de forma equi-
valente, el promedio entre usuarios del criterio de privacidad
definido en este artı´culo. En contraste con este criterio, nuestra
medida de privacidad contempla un u´nico usuario, pero podrı´a,
en principio, generalizarse a escenarios multiusuarios en una
futura propuesta.
V. CONCLUSIONES
Existe una gran variedad de propuestas para PIR, considerado
aquı´ en el sentido ma´s amplio del te´rmino. Dentro de estas
soluciones, la generacio´n de consultas falsas surge como una
estrategia simple en te´rminos de requisitos de infraestructura,
ya que los usuarios no necesitan una entidad externa en la que
confiar. Sin embargo, esta solucio´n plantea un compromiso
entre la privacidad y el coste de la sobrecarga de tra´fico y
procesado.
Nuestra principal contribucio´n es un criterio de privacidad
basado en teorı´a de la informacio´n para la falsificacio´n de
consultas en PIR, que emerge de la formulacio´n del compro-
miso entre privacidad y redundancia. Inspirados por el trabajo
en [16], medimos el riesgo de privacidad como la divergencia
KL entre la distribucio´n de consultas aparente del usuario,
que contiene consultas falsas, y la de la poblacio´n. Nuestra
formulacio´n contempla, como caso especial, la maximizacio´n
de la entropı´a de la distribucio´n del usuario.
En este artı´culo justificamos nuestro criterio de privacidad
al interpretarlo desde distintas perspectivas, y al conectarlo
con los argumentos en la literatura que abogan por la ma-
ximizacio´n de la entropı´a, la minimizacio´n de la divergencia
y la minimizacio´n de la ganancia de informacio´n. Nuestras
interpretaciones esta´n basadas en la AEP, el test de hipo´tesis
y el lema de Stein, y el criterio de ganancia de informacio´n
promedio propuesto en [16].
Aunque nuestra propuesta surge de una medida de teorı´a de
la informacio´n y resulta matema´ticamente tratable, la adecua-
cio´n de nuestra formulacio´n esta´ supeditada a la adaptacio´n
de los criterios optimizados, que a su vez depende de varios
factores tales como la propia aplicacio´n, la estadı´stica de
consultas de los usuarios, la sobrecarga de red y de procesado
provocados por la consultas falsas, el modelo de adversario
y los mecanismos en contra de la privacidad que se hayan
contemplado.
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