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En este trabajo se presenta un estimador del vector de para´metros asocia-
do con un modelo Auto-Binomial (MAB) basado en el estimador de mı´nimos
cuadrados condicional (MCC). Este me´todo admite programacio´n paralela con
el fin de optimizar el rendimiento en te´rminos de velocidad del proceso de esti-
macio´n.
El MAB es un modelo estoca´stico entre los Campos Aleatorios de Gibbs-
Markov que permite describir en forma robusta la informacio´n espacial de la
imagen a trave´s del vector de para´metros de su funcio´n de energ´ıa.
El estimador propuesto, denominado de mı´nimos cuadrados condicional co-
dificado, MCCC, consiste en la aplicacio´n de un esquema de codificacio´n sobre el
estimador MCC. Para determinarlo, la imagen se divide en l subconjuntos dis-
juntos de pixeles, S(k), k = 1, 2, ..., l llamados codificaciones. Cada codificacio´n
se elige para que sus pixeles sean independientes (no vecinos). La cantidad de
co´digos diferentes depende del orden del sistema de vecinos considerado. Una es-






(xs − E [Xs])2 . (1)
donde xs es el nivel de gris del pixel s y Xsv.a. que modela la intensidad del
pixel s en la imagen.
Esta estimacio´n minimiza el error entre la imagen observada y la imagen
esperada sobre el subconjunto S(k). La ecuacio´n (1) puede reducirse a una esti-
macio´n de un modelo lineal de igual manera que para el estimador de MCC. Fi-
nalmente, el estimador MCCC, se calcula promediando todas las codificaciones.
Con objeto de ilustrar la performance del MCCC, se llevo´ a cabo un estudio
de Monte Carlo (con y sin presencia de ruido gaussiano) y una clasificacio´n
de textura supervisada en una imagen de deteccio´n remota. Los algoritmos se
implementaron en R versio´n 3.3.1. Se determino´ el speedup de los algoritmos de
MCCC. Los resultados experimentales obtenidos demostraron que el desempen˜o
de los me´todos MCC y el propuesto son equivalentes, presentando e´ste u´ltimo
un tiempo de ejecucio´n menor.
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