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Die unterschiedlichen Möglichkeiten und die Realisierung der abhörsicheren und ver-
schlüsselten, mobilen Sprachkommunikation auf Basis des Android Betriebssystems,
sind zentraler Bestandteil dieser Master-Thesis.
Private und abhörsichere Kommunikation lässt sich in einem direkten Gespräch oh-
ne größeren Aufwand realisieren. Bei indirekter Sprachkommunikation, wie einem
Telefongespräch, muss erheblich mehr Aufwand betrieben werden, um abhörsicher
und vertraulich kommunizieren zu können. Die Verwendung von Verschlüsselungs-
mechanismen ist hierfür eine Option zur Realisierung von abhörsicherer und privater
Sprachkommunikation.
In dieser Arbeit werden die verbreitetsten Protokolle und Technologien beschrieben
und evaluiert, mit deren Hilfe man verschlüsselte Sprachkommunikation technisch
realisieren kann. Die Technologie-Evaluation wird kategorisiert nach Netzzugangs-
technologie, Audiocodec, Signalisierung, Medientransport und Schlüsselverwaltung
durchgeführt. Dies geschieht unter Berücksichtigung von Angriffen und Sicherheits-
lücken, den Besonderheiten der Medientransportebene bei drahtloser mobiler Da-
tenübertragung und den Beschränkungen, denen mobile Endgeräte und der mobile
Internetzugang unterworfen sind.
Neben der Evaluation der Technologien wird auch der Einsatz und die Integration
von Smartcards in Sprachkommunikationssoftware zur Verschlüsselung und Zertifi-
katsspeicherung diskutiert.
Aufbauend auf der Analyse der existenten Protokolle und Technologien wird das
Konzept einer Anwendung entwickelt, mit der die verschlüsselte Sprachkommuni-
kation auf dem Android Betriebssystem realisiert werden kann. Dabei wird durch
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In der vorliegenden Master-Thesis werden die unterschiedlichen Möglichkeiten unter-
sucht, wie man abhörsichere Sprachkommunikation unter Android realisieren kann.
Die Arbeit ist in vier Teile strukturiert, die wiederum in einzelne Kapitel unterglie-
dert sind.
In Teil I werden die Grundlagen erläutert, die notwendig sind um die vorliegende
Arbeit besser zu verstehen und die getroffenen Entscheidungen nachvollziehen zu
können. Zunächst wird die Motivation der Arbeit in Kapitel 1 dargelegt. Im darauf
folgenden Kapitel 2 wird das Android Betriebssystem in Teilen vorgestellt, soweit es
für das Verständnis der Implementierung notwendig ist. Im letzten Kapitel des Ein-
leitungsteiles wird auf digitale Sprachkommunikation im Allgemeinen eingegangen
und deren Prinzipien vorgestellt.
Teil II befasst sich mit der Evaluation von Technologien die für die Umsetzung
von abhörsicherer Sprachkommunikation unter Android in Frage kommen. Zunächst
wird ein Anforderungskatalog aufgestellt, anhand dessen die Technologien bewertet
und verglichen werden (Kapitel 4). Nach der Evaluation der mobilen Netzzugangs-
technologien (Kapitel 5) und der Begründung weshalb unter Android die GSM-
Sprachdaten nicht direkt abgesichert werden können (Kapitel 6), werden zuerst Au-
diocodecs untersucht die sich zur Kodierung von Audiodaten eignen könnten (Kapi-
tel 7). In Kapitel 8 werden Medientransportprotokolle untersucht um Sprachdaten
zu transportieren, gefolgt von Kapitel 9 in dem Protokolle zur Signalisierung mitein-
ander verglichen werden. Bedingt durch das ausgewählte Medientransportprotokoll
werden in Kapitel 10 Protokolle evaluiert, mit deren Hilfe die Schlüsselverwaltung
für das Medientransportprotokoll durchgeführt werden kann.
In Kapitel 11 wird in einer Zusammenfassung das Ergebnis der Evaluation aller
Technologien dargestellt.
Teil III befasst sich mit dem Design (Kapitel 12) und der Implementierung (Kapitel
13) der Anwendung zur abhörsicheren Sprachkommunikation unter Android.
Im letzten Teil der Arbeit (Teil IV) wird nach einem Resümee (Kapitel 14), ein
möglicher Ausblick auf zukünftige Erweiterungen gegeben (Kapitel 15).
Da in der vorliegen Master-Thesis auch der praktische Einsatz und die Relevanz von
graphischen Modellierungssprachen in der Software- und Systementwicklung unter-
sucht wurde, wird in Anhang A auf die Sprache User Requirements Notation und in
Anhang B auf den Einsatz von SysML eingegangen und deren Verwendung in der
Praxis bewertet.
Ergänzend werden in Anhang C kryptographische Grundlagen erläutert und in
Anhang D der Mitschnitt eines Netzwerkprotokollanalysators von einem ZRTP-
Handshake dargestellt.

1 Privatsphäre durch Verschlüsselung
In diesem Kapitel wird die zugrunde liegende Motivation dieser Arbeit erläutert.
Es wird dargelegt weshalb die Verschlüsselung von Sprachkommunikation sinnvoll
und in vielen Fällen sogar notwendig ist. Dabei wird auch auf die Schwächen des
GSM-Sprachkanals und weshalb dieser trotz der Verwendung von Verschlüsselung
nicht sicher ist, eingegangen.
1.1 Wahrung der Privatsphäre, Schutz von
Geheimnissen
Die Notwendigkeit und der Wunsch zur privaten und persönlichen Kommunikati-
on ist ein Bedürfnis, das jedem Menschen bekannt ist. Mehr noch, das Recht auf
Privatsphäre gilt sogar als von den Vereinten Nationen festgelegtes Menschenrecht:
“Niemand darf willkürlichen Eingriffen in sein Privatleben, seine Fami-
lie, seine Wohnung und seinen Schriftverkehr oder Beeinträchtigungen
seiner Ehre und seines Rufes ausgesetzt werden. Jeder hat Anspruch auf
rechtlichen Schutz gegen solche Eingriffe oder Beeinträchtigungen.”[1]
Das Recht auf Privatsphäre ist neben der Deklarierung als Menschenrecht auch im
deutschen Grundgesetz verankert:
“Jeder hat das Recht auf die freie Entfaltung seiner Persönlichkeit, soweit
er nicht die Rechte anderer verletzt und nicht gegen die verfassungsmä-
ßige Ordnung oder das Sittengesetz verstößt.”[2, Art. 2 Abs. 1]
“Das Briefgeheimnis sowie das Post- und Fernmeldegeheimnis sind un-
verletzlich.”[2, Art. 10 Abs. 1]
Die Wahrung der Vertraulichkeit setzt aber nicht nur das Recht auf Privatsphäre
einer Einzelperson durch. Sie dient auch dem Schutz von Firmen- und Regierungs-
geheimnissen.
In Zeiten von Indect[3, 4, 5, 6], Echelon[7] und anderen elektronischen und voll
automatisierten Data-Mining- und Überwachungssystemen ist es bei weitem nicht
mehr ausreichend sich auf sein Recht auf Privatsphäre zu berufen. Um sich vor dem
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Abhören der Sprachkommunikationen durch diese Systeme vor privaten Angreifern
und vor Regierungen zu schützen, ist proaktives Handeln erforderlich. Nur so kann
man sein Recht auf Privatsphäre und der vertraulichen Telekommunikation wahren
und durchsetzen.
Die Benutzung von Verschlüsselungsmechanismen ist dabei neben der Steganogra-
phie[8] eine Möglichkeit das Recht auf Privatsphäre umzusetzen.
Der Schutz von vertraulichen Daten durch Verschlüsselung ist für Unternehmen und
Regierungen Alltag. Privatpersonen hingegen fehlt zudem meist das Bewusstsein für
die Notwendigkeit von Verschlüsselung. Dabei ist Verschlüsselung insbesondere bei
der Verwendung von Mobiltelefonen und der Internettelefonie besonders wichtig. Da
diese im Gegensatz zur Festnetztelefonie mit weniger Aufwand auch von Privatper-
sonen abgehört werden können[9, 10, 11] und dies trotz verschlüsselter Datenüber-
tragung auf der Luftschnittstelle. Festnetztelefonie kann von Regierungsbehörden
noch leichter abgehört werden. Dank der rechtlichen Grundlagen, der Lawful Inter-
ception, müssen Netzbetreiber auf eigene Kosten für Regierungsbehörden technische
Schnittstellen bieten um sich in laufende Gespräche einklinken zu können[12]. Diese
Schnittstellen zur Lawful Interception sind von der ETSI[13] und IETF[14] spezifi-
ziert. Im Jahr 2009 wurden in Deutschland 17.208 Überwachungsanordnungen[15]
nach § 100a Strafprozessordnung[16] durchgeführt.
Durch die enorme Verbreitung von Mobiltelefonen[17, 18] und dem abnehmenden
Markt für Festnetztelefonie[19] ist es daher naheliegend, die verschlüsselte Kommu-
nikation in erster Linie für Mobiltelefone zu realisieren.
1.2 GSM und die Privatsphäre
Das Global System for Mobile Communications (GSM)[20] ermöglicht bereits die
verschlüsselte Kommunikation auf der Funkstrecke. Die verschlüsselte Kommuni-
kation wird vom GSM-Standard allerdings nur zwischen dem Benutzergerät (User
Equipment - UE) und der Base Station (BS) spezifiziert, um ein einfaches abhören
auf der Luftschnittstelle auszuschließen. Ende-zu-Ende Verschlüsselung bietet der
GSM-Standard nicht.
Die beiden von GSM spezifizierten Algorithmen A5/1 und A5/2[21] bieten auf dem
Weg der Luftschnittstelle neuerdings keinen ausreichenden Schutz. Beide Algorith-
men können aufgrund von zahlreichen Schwachstellen in Echtzeit ohne Kenntnis
des Schlüssels mit Hilfe von Rainbowtables entschlüsselt werden [9, 10, 11]. Rain-
bowtables sind Tabellen mit vorausberechneten kryptographischen Hashketten, mit
deren Hilfe man auf Kosten des Speicherplatz schneller Passworthashes entschlüsseln
kann. Gegen einen weiteren Algorithmus, bekannt unter dem Namen Kasumi, der
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in A5/3 Verwendung findet, sind ebenfalls bereits Attacken veröffentlicht (Related
Key Attack)[22, 23].
Aufgrund der Tatsache dass die GSM Verschlüsselung zwischen UE und Base Station
unzureichend ist, sowie bedingt durch die fehlende Ende-zu-Ende Verschlüsselung,
ist es dringend empfohlen, (zusätzliche) Verschlüsselung auf die Sprachdaten anzu-
wenden um die Privatsphäre und Vertraulichkeit der Kommunikation für Privat-




In diesem Kapitel werden die Konzept- und Implementierungsrelevanten Eigenschaf-
ten des Android Betriebssystems (Android OS) erläutert. Neben einer kurzen His-
torie und einem Architekturüberblick wird auch explizit auf die Sicherheitskonzepte
des Android OS eingegangen. Zusätzlich wird begründet weshalb das Android Be-
triebssystem für die Konzepterstellung und Implementierung verwendet wird. Sofern
nicht explizit angegeben beziehen sich alle Erläuterungen, die Implementierung und
Bezüge zu Android, auf die aktuelle Version 2.3.4.
2.1 Geschichte und Begründung
Das Android Betriebssystem (Android OS) wurde von Google und den 34 Mitglie-
dern der Open Handset Alliance (OHA) am 05. November 2007 der Öffentlichkeit
vorgestellt[25]. Die Gründungsmitglieder bestanden unter anderem aus HTC, Sony,
Motorola, Nvidia, Intel, T-Mobile, der Broadcom Corporation und Texas Instru-
ments.
Kurze Zeit später, am 12. November 2007 wurde das erste Android SDK in Ver-
sion 1.0 der Öffentlichkeit vorgestellt[26]. Seit diesem Zeitpunkt ist die Anzahl der
Mitglieder der Open Handset Alliance auf fast 90 Mitglieder angewachsen (Stand:
15.09.2011 ) und Android hat in dem Zeitraum von 3,5 Jahren eine weite Verbrei-
tung gefunden. Wie in Abbildung 2.1 dargestellt konnten im vierten Quartal 2010
mit 33,3 Millionen Geräten erstmals mehr Android Geräte pro Quartal abgesetzt
werden als Geräte von Nokia, die auf 31 Millionen verkaufte Geräte kamen[27].
Die Statistiken von Gartner für das Jahr 2011, sowie die Prognose bis 2015 zei-
gen ebenfalls, dass Android das verbreitetste mobile Betriebssystem ist und für die
nahe Zukunft auch bleiben wird[18, 17, 28]. Das iPhone und damit auch dessen Be-
triebssystem iOS von Apple kann im gleichen Zeitraum zwar ebenfalls einen starken
Wachstum vorweisen, die absoluten Zahlen sind allerdings um mehr als 50% geringer
als die von Android.
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Abbildung 2.1: Weltweiter Smartphone Markt, Verkaufsanteile Q4 2010
(Quelle: [27])
2.2 Systemarchitektur
Das Android Betriebssystem basiert, sehr vereinfacht dargestellt, auf einem mo-
difizierten und für den Einsatz auf mobilen Endgeräten optimierten Linux Kernel
der Serie 2.6 und einer von Google eigens entwickelten Java VM mit Namen Dal-
vik Virtual Machine (Dalvik VM). Die Optimierungen für mobile Endgeräte waren
notwendig, da diese mit beschränkten Ressourcen, wie geringer Akkukapazität und
langsamen Prozessoren auskommen müssen. Das Android Application Framework
setzt auf die Dalvik VM und den Linux Kernel auf und bildet zusammen mit zusätz-
lichen Systembibliotheken die Laufzeitumgebung für Anwendungen unter Android.
Smartphones, die für den Betrieb mit Android entwickelt wurden, verfügen meist
über zwei separate Prozessoren. Einen Application Processor für Anwendungen und
Software und einen Communication Processor für GSM[29]. Sofern die Trennung
nicht physisch durch separate Prozessoren oder Kerne realisiert wurde, laufen immer
zwei separate Software-Stacks. Dieses Detail ist wichtig, da der GSM Telefonstack
bei Android Geräten nicht im Quellcode vorliegt. Gepaart mit der Android Syste-
marchitektur bedeutet das, dass auf die GSM Sprachdaten nicht zugegriffen werden
kann, was aber bei der späteren Evaluation von Bedeutung ist (siehe Kapitel 6).
Die sparsame Verwendung von Systemressourcen ist eines der zentralen Design-
grundlagen des Android Systems. Dazu zählen neben der Minimierung des CPU-
und Speicherverbrauchs auch die Minimierung der Peripherieverwendung um Strom
zu sparen.
Das Konzept der Ressourcenschonung fängt bei den Linux Kernelmodifikationen und
der eigens für Android entwickelten Dalvik Java VM an, erstreckt sich über Binder,
einen Kerneltreiber zur sparsamen Interprozesskommunikation, bis hin zu Bionic,
einer minimalen C-Bibliothek, die, unter Aufgabe der vollständigen Kompatibilität
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Abbildung 2.2: Android Systemarchitektur (Quelle: [31])
zur Glibc, weniger Systemressourcen verbraucht.
Bionic stellt dabei die meisten Funktionen der Glibc bereit. In Bionic ist eine ei-
gens an Binder angepassten Posix-Threads[30] (Pthreads) Implementierung inte-
griert. Bionic wird auch deshalb anstatt der Glibc verwendet, um nicht an deren
Lizenz gebunden zu sein, die aufgrund der Copyleft-Klausel der GPL, lizenzrechtli-
che Probleme für Systementwickler verursachen könnte, sofern der Quellcode nicht
veröffentlicht werden soll. Die Verwendung von Quellcode mit Copyleft-Lizenz in
einem Binärprogramm erfordert die Veröffentlichung des Quellcodes des Binärpro-
gramms bei dessen Verbreitung. Die Android Systemarchitektur ist in Abbildung
2.2 dargestellt.
Android Anwendungen können in den Programmiersprachen Java, C und C++ ent-
wickelt werden. Java Anwendungen werden mit Hilfe des Android Software Devel-
opment Kits (SDK) entwickelt. C und C++ Anwendungen werden mit Hilfe des
Android Native Development Kits (NDK) realisiert. Mittels der Java Technologie
Java Native Interface (JNI) können C und C++ Funktionen von Java aus aufgerufen
werden und vice versa. Seit Android NDK Revision 5 vom Dezember 2010, können
zudem Anwendungen, einschließlich der graphischen Benutzeroberflächen und deren
Steuerung, auch ausschließlich in C oder C++ programmiert werden.
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2.3 Sicherheit, IPC und Speichermanagement
Android Anwendungen laufen alle in einer eigenen Sandbox ab, einem abgeschotte-
ten Speicherbereich im System, auf den nur die Anwendung selbst oder andere ex-
plizit berechtigte Anwendungen zugreifen können. Anwendungen agieren in einer ei-
genen Dalvik VM pro Applikation, verwenden einen eigenen Linux-Benutzeraccount
und speichern die anwendungsrelevanten Daten in Ordnern, auf die nur der Benut-
zeraccount der Anwendung Zugriff hat. Dadurch werden alle Anwendungen strikt
voneinander abgeschottet.
Um die Interprozesskommunikation (IPC) unter Android ressourcenschonend um-
zusetzen tauscht der IPC Kerneltreiber Binder nur Referenzen auf Objekte aus, die
in einem Shared Memory Bereich abgelegt sind. Dadurch können zwei Anwendun-
gen miteinander kommunizieren, ohne die Daten zu kopieren. Um die Zugriffsbe-
rechtigungen kümmert sich dabei ebenfalls ein spezieller Kerneltreiber mit Namen
Ashmem.
Zu den Aufgaben von Ashmem kommt, neben der Rechteverwaltung beim Zugriff
auf Speicherbereiche, noch eine weitere Funktion hinzu. Bei knapp werdendem Spei-
cher beendet Ashmen Programme, die zwar noch geladen sind, aber schon länger
nicht mehr vom Benutzer in den Vordergrund geladen wurden automatisch. Diese
Funktion ist unbedingt erforderlich, da Android zwar eine virtuelle Speicherverwal-
tung nutzt um den physischen Speicher zu verwalten, allerdings keinen Swapping-
bereich zusätzlich zum Arbeitsspeicher bietet. Daher müssen im Fall von akutem
Arbeitsspeichermangel notwendigerweise wenig oder ungenutzte Anwendungen be-
endet werden.[32]
2.4 Offenheit
Android ist ein offenes Betriebssystem und wurde von Beginn an unter Berücksich-
tigung dieses Kriteriums entwickelt. Offenheit bedeutet nicht nur, dass das System
quelloffen und unter einer liberalen BSD-Lizenz[33] veröffentlicht ist, es bedeutet
auch, dass man als Entwickler vollen Zugriff auf die Systemfunktionen und Sys-
temanwendungen hat. Dies umfasst den vollständigen Quellcode des Android OS.
Dadurch ist es unter Android möglich, das mitgelieferte Adressbuch oder die Tele-
fonapplikation durch eigene Anwendungen zu ersetzen und diese nahtlos ins System
zu integrieren. Selbst Modifikationen an Systemkomponenten des Betriebssystems
sind möglich, ohne bei der Verbreitung der Software den Quellcode mitzuliefern. Die
einzige Prämisse ist, dass der Copyright Vermerk im Quellcode erhalten bleibt.
Die Offenheit von Android ist nicht auch zuletzt einer der Grundsteine für den Er-
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folg der Plattform Android. Durch den vollständigen Zugriff auf das System und
den Quellcode ist sie für Gerätehersteller und Distributoren sehr attraktiv, da sie
mit Android auf eine solide und potente Plattform aufsetzen können und eine voll-
ständige Anpassung des Betriebssystems an die eigenen Erfordernisse möglich ist.
Die Verfügbarkeit des Quellcodes des Android Betriebssystems bedeutet für die An-
wendung zur sicheren Sprachkommunikation, dass man sie anstatt als Android An-
wendung, auch das Android System direkt modifizieren kann. Die Verwendung des
SCTP-Protokolls[34], um ein Beispiel zu nennen, könnte dadurch mit Hilfe eines
Kernelmoduls realisiert werden oder einzelne Aufgaben einer Anwendung könnte
man durch die Modifikation und Entwicklung von Android-Systembibliotheken rea-
lisieren.
Die Implementierung als Android Systemmodifikation hat allerdings den entschei-
denden Nachteil, dass die Anwendung als Android Systemimage für jedes Gerät
separat gepackt und konfiguriert werden müsste. Dies bringt einen enormen Imple-
mentierungs- und Verwaltungsaufwand mit sich, der proportional zur Anzahl der
unterstützten Android-Geräte steigt.
Die Konzeption und Implementierung der verschlüsselten Sprachkommunikation als
Android Systemmodifikation scheidet daher aus den möglichen Konzeptideen aus.
2.5 Fazit
Bedingt durch das starke Marktwachstum und die Marktdurchdringung des Andro-
id OS sowie die Offenheit des Systems, wird das in dieser Master-Thesis erstellte
Konzept, auf Basis des Android OS erstellt.
Der aktuelle Android Release für Mobiltelefone ist Android 2.3.4 (Codename Gin-
gerbread), für Android Tabletgeräte ist die aktuelle Version Android 3.2 (Codename
Honeycomb) (Stand 01.09.2011). Da die Anwendungen zur sicheren Sprachkommu-
nikation Mobiltelefone als Zielplattform hat und Android 3.2 abwärtskompatibel zu
Android 2.3.4 ist, wird die Evaluation, das Konzept und die Implementierung für
das Android Release 2.3.4 (Android SDK API Level 10) entwickelt.

3 Digitale Sprachkommunikation
In diesem Kapitel wird zunächst der allgemeine Ablauf von analoger und digitaler
Sprachkommunikation erläutert. Die Digitale Sprachkommunikation wird dabei in
unterschiedliche Phasen untergliedert aus denen sich die, für die spätere Evaluation
und Konzeption notwendige Modularisierung, ergibt.
3.1 Telekommunikation und deren Ablauf
Der Ablauf analoger Sprachkommunikation im Public Switched Telephone Network
(PSTN) lässt sich in drei Phasen untergliedern (Vgl. [35, S. 9 f]) und ist in Abbildung
3.1 dargestellt:
Verbindungsaufbau Signalisierung des Kommunikationswunsches zum Kommuni-
kationspartner und Aufbau der Verbindung.
Nachrichtenaustausch Austausch von analog kodierten Sprachsignalen.
Verbindungsabbau Beenden des Austausches von Sprachsignalen und Freigabe der
verwendeten Ressourcen.
Diese Untergliederung in drei Phasen lässt sich auf den Ablauf digitaler Sprachkom-
munikation ebenfalls anwenden, wie sie beispielsweise beim ISDN[37, 35, S. 391 ff]
(Integrated Services Digital Network) oder auch bei der Sprachkommunikation im
GSM-Netz abläuft. ISDN wird in diesem Kapitel stellvertretend für ein digitales
Telekommunikationsnetz behandelt.
Betrachtet man analoge und digitale Sprachkommunikation als Applikation, dann
unterscheiden sich die beiden nur in der unterschiedlichen Implementierung der drei
Phasen. Sowohl das analoge Telefonnetz als auch ISDN operieren leitungsorientiert.
Im digitalen Telekommunikationsnetz ISDN werden die Übertragung von Signalisie-
rungsdaten (ISDN B-Kanal) und den Sprachdaten (ISDN D-Kanal und Signalling
System #7[38]) im Gegensatz zum PSTN, getrennt voneinander übertragen. Die
Trennung von Signalisierungskanal und Datenkanal wird als Outband-Signaling be-
zeichnet. Dem gegenübergestellt ist Inband-Signaling, bei dem dem Signalisierungs-
und Nutzdaten über den gleichen Kanal übertragen werden.
Digitale Sprachkommunikation kann neben dem leitungsorientierten ISDN auch
über paketvermittelnde Netze transportiert werden. Die verbreitetste Realisierung










Abbildung 3.1: Analoge Sprachkommunikation (Vgl. [36])
von digitaler Sprachkommunikation über ein paketvermittelndes Netz ist Voice over
IP (VoIP). Betrachtet man H.323[35, 39, 1082 ff], einen VoIP-Standard der ITU-
T, sieht man, dass auch bei VoIP Sprachdaten und Signalisierungsdaten getrennt
voneinander übertragen werden. An dieser Stelle muss darauf hingewiesen werden,
dass auch VoIP-Lösungen existieren, die Inband-Signaling erlauben, wie beispiels-
weise das Inter-Asterisk eXchange Version 2 Protokoll[40], das allerdings nicht sehr
verbreitet ist.
Da die Paketweiterleitung in IP-Netzen in der Regel nach dem Best Effort- Prin-
zip erfolgt, werden zusätzliche Mechanismen zur Messung und Steuerung des Da-
tentransports nötig (Medientransportkontrolle). Die Digitale Sprachkommunikation
über paketvermittelnde Netze ist in Abbildung 3.2 dargestellt.
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Abbildung 3.2: Digitale Sprachkommunikation in Paketnetzen
(Vgl. [36])
Basierend auf den Eigenschaften von paketvermittelnden Netzen, lassen sich die
aufeinanderfolgenden Phasen der digitalen Sprachkommunikation noch detaillierter
untergliedern:
Verbindungsaufbau
Signalisierung Signalisieren des Kommunikationswunsches an den Kommuni-
kationspartner.
Quittierung Bestätigung des Verbindungswunsches, beziehungsweise Bestäti-
gung des Kommunikationswunsches durch den Empfänger.
Sprachkommunikation Die Subphasen der Sprachkommunikation laufen alle kon-
tinuierlich und parallel ab.
Verbindungsaufbau Aufbau der Datenverbindung, beziehungsweise des Spra-
chkanals.
Sprachkodierung Umwandlung der Sprache in digitale Signale.
Steuerung und Kontrolle Überwachung und Kontrolle des Datenstroms.
Verbindungsabbau Abbau des Sprachkanals, bzw. der Datenverbindung.
3.2 Die Ebenen der digitalen Sprachkommunikation
Digitale Sprachkommunikation ist Netzwerkkommunikation mit Echtzeitanforde-
rungen. Aus dem vorgestellten detaillierten Ablauf der digitalen Sprachkommuni-
kation lassen sich die folgenden Ebenen einer Anwendung zur digitalen Sprachkom-
munikation ableiten. Die Liste wurde um den Punkt Benutzerinteraktion ergänzt,
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da es für einen Benutzer notwendig ist mit dem User Equipment (UE) zu interagie-
ren. Als UE wird dabei das Gerät oder die Software bezeichnet mit der der jeweilige
Benutzer bei einer Ende-zu-Ende Sprachverbindung die Kommunikation durchführt.
Die vorgestellten Phasen werden getrennt voneinander evaluiert. Dennoch stellt die
strikte Trennung in der späteren Implementierung keine zwingende Notwendigkeit
dar.
Signalisierung Signalisierungsprotokoll um einem Kommunikationspartner den Ver-
bindungswunsch mitzuteilen. Die Signalisierung ist Voraussetzung für den Auf-
bau eines (virtuellen) Sprachkanals, also den Aufbau dem Medientransport-
stroms, dessen Steuerung und für den Abbau der Verbindung.
Medientransport Transportprotokoll, um die digitalisierten Sprachdaten zwischen
beiden Kommunikationsendpunkten auszutauschen.
Medientransportkontrolle Steuerungsprotokoll, um den Datenfluss und den Me-
dientransport zu steuern. Mittels der Medientransportkontrolle kann auch die
Einhaltung von QoS-Parametern überwacht werden.
Sprachkodierung Umwandlung und Kodierung von analoger Sprache in digitale
Daten um den Transport in paketvermittelnden Netzen zu ermöglichen.
Benutzerinteraktion Graphische Benutzeroberfläche oder sonstiges Benutzerinter-
face, das es dem Benutzer ermöglicht mit der Anwendung zu interagieren und
diese zu kontrollieren.
Bei dieser Betrachtung der digitalen Sprachkommunikation wurde noch nicht auf
die Sicherheitsaspekte eingegangen. Sie stellt nur das notwendige Vorwissen und
die Gliederung dar, in deren Rahmen die Evaluation durchgeführt wird. Sicher-
heitsaspekte bei der digitalen Sprachkommunikation sind Anforderungen, die an die
Anwendung zur digitalen Sprachkommunikation gestellt werden. Auf die Sicherheits-
aspekte wird daher im folgenden Kapitel 4.2 eingegangen, in dem die allgemeinen
Anforderungen und die sicherheitsbezogenen Anforderungen an digitale Sprachkom-
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Wie in Kapitel 3.2 ausgearbeitet, werden für die Umsetzung der digitalen Sprach-
kommunikation auf dem Android Betriebssystem Möglichkeiten und die Notwendig-






Die Komponente des Benutzerinterfaces wird nicht evaluiert, da Android und das
Android SDK eine geeignete Möglichkeit bieten das Benutzerinterface zu realisieren
und das Benutzerinterface in dieser Arbeit keinen direkten Einfluss auf die Abhör-
sicherheit der Sprachkommunikation hat.
In Kapitel 4 wird ein Anforderungskatalog aufgestellt, auf dessen Grundlage in den
darauf folgenden Kapiteln die unterschiedlichen Protokolle evaluiert werden. Dies
erfolgt kategorisiert nach den Ebenen der digitalen Sprachkommunikation die in
Kapitel 3.2 definiert wurden.

4 Anforderungskatalog
Digitale Sprachkommunikation stellt besondere Anforderungen an die Protokolle
und Technologien, die für den Transport der Sprachdaten verwendet werden. Ebenso
werden durch die Aspekte der Abhörsicherheit und der Verschlüsselung der Sprach-
kommunikation ganz eigene Anforderungen gestellt, deren Einhaltung durch die
evaluierten Technologien gewährleistet werden muss. Diese Anforderungen werden
in diesem Kapitel definiert.
Die Evaluation der Möglichkeiten zur praktischen Umsetzung der verschlüsselten
Sprachkommunikation und die Bewertung der differenten Optionen, geschieht in
den späteren Kapiteln im Kontext der in diesem Kapitel definierten Anforderungen
und Bewertungskriterien.
Die Grafische Anforderungsanforderungsanalyse (dargestellt unter Abbildung 4.1)
wurde mit Hilfe der Modellierungssprache User Requirements Notation (URN) er-
stellt. Weiterführende Information zur Verwendung von URN können den Spezifika-
tionen Z.150[41] und Z.151[42] der International Telecommunication Union (ITU)
entnommen werden. Ein Erfahrungsbericht zur Verwendung von URN befindet sich
im Anhang A.
4.1 Anforderungen an die Sprachkommunikation
Aufgrund der Echtzeitanforderungen an digitale Sprachkommunikation, ist die Pa-
ketlaufzeit, auch als Ende-zu-Ende Verzögerung (Delay) bezeichnet, das schwerwie-
gendste Bewertungskriterium. Daneben beeinflussen noch weitere QoS-Parameter
die Sprachqualität:
Dazu zählen neben der Bandbreite der Ende-zu-Ende-Verbindung auch die Schwan-
kung in der Paketübertragungszeit (Jitter) sowie die Paketverlustrate (Packet Loss
Rate) (Vgl. [36, S. 100]).
Laut dem Standard G.114[43] der ITU, liegt die maximale Obergrenze des Delays
für Sprachkommunikation bei der noch ein befriedigendes Benutzererlebnis garan-
tiert werden kann, bei 400 ms. Um hervorzuheben welcher Bereich mit dem Delay
gemessen wird, wird dieses Delay auch als Ein-Wege Delay oder noch deskripti-



























































































































































































































































































































































































































































































































































































Abbildung 4.1: Anforderungsanalyse mit der User Requirements Notation
(Goal-oriented Requirements Language)
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Abbildung 4.2: ITU-T G.114 Zusammenhang zwischen Ein-Wege Delay, Qualität der
Sprachkodierung und Benutzerzufriedenheit (Vgl. [43])
ein Sprachsignal benötigt, um zum Ohr des Kommunikationspartners zu gelangen
wenn es ausgesprochen wurde. Bei 400 ms Delay ist die Verzögerung bereits deutlich
hörbar und es tritt eine Beeinträchtigung der Kommunikation und der Benutzerzu-
friedenheit in Kraft.
Um eine optimale Benutzerzufriedenheit zu gewährleisten sollte ein Delay von 150 ms
nicht überschritten werden. Nichtsdestotrotz ist Sprachkommunikation auch mit ei-
nem Delay von 150 ms bis 400 ms möglich. Aus technischer Sicht ist Sprachkommu-
nikation auch bei einem mouth-to-ear Delay von mehr als 400 ms noch möglich. Die
Sprachkommunikation erhält dadurch allerdings eher den Charakter eines Funkge-
spräches.
Der Zusammenhang zwischen Paketverlustrate und dem Ein-Wege-Delay und der
daraus resultierenden Benutzerzufriedenheit ist in Abb. 4.2 dargestellt.
Von der ITU-T wurden mehrere Verfahren spezifiziert, um die Qualität von Sprach-
kommunikation nach der Übertragung zu messen. Ein älteres Verfahren ist der Mean
Opinion Score (MOS) der unter [44] standardisiert ist. Der MOS verwendet da-
bei eine Skala von 1-5 um die Qualität auszudrücken. Ein weiteres von der ITU-T
definiertes Verfahren ist das MUltiple Stimuli with Hidden Reference and Anchor
26 4 Anforderungskatalog
(MUSHRA)[45] das im Gegensatz zu MOS nicht nur für die Bewertung von entfern-
ter Kommunikation entwickelt wurde, sondern zur Bewertung von Audio Qualität
im Allgemeinen. MUSHRA kommt zudem auch mit weniger Testsubjekten aus, als
das MOS-Verfahren, um eine valide Bewertung der Audioqualität zu ermöglichen.
Abschließend betrachtet findet eine Bewertung der Technologien basierend auf fol-
genden Parametern statt:
Delay Ein Delay von ≤150 ms gilt als Optimum, 150 ms−400 ms als noch akzep-
tables Delay, >400 ms als technisch möglich unter starker bis sehr starker
Beeinträchtigung des Spracherlebnisses.
Bandbreite Basierend auf dem verwendeten Codec und der gewünschten Sprach-
qualität sowie den zusätzlichen Verwaltungsdaten durch das Transportproto-
koll, werden unterschiedliche Bandbreiten benötigt. Abhängig von den verwen-
deten Netztechnologien werden unterschiedliche Bandbreiten zur Verfügung
gestellt.
Dies bedeutet für die Evaluation, dass der verwendete Codec und der Pro-
tokolloverhead des Medientransportprotokolls die minimal notwendige Band-
breite vorgeben. Als Referenz kann der von der ITU spezifizierte Codec G.711
angesehen werden, der ohne die Verwaltungsdaten des Transportprotokolls ei-
ne Bandbreite von 64 kbit benötigt[46].
Jitter Der auftretende Jitter sollte minimiert werden. Dies kann durch spezielle
Steuerprotokolle oder durch einen Datenpuffer an der Empfängerseite umge-
setzt werden. Der Puffer sollte möglichst klein sein, da andernfalls der Delay
erhöht wird. Der auftretende Jitter wird allerdings durch das Transportnetz
verursacht, auf das man nur begrenzten Einfluss hat. Maßnahmen zur Mini-
mierung des Jitters sind dadurch nur bis zu einer bestimmten Grenze wirksam.
Paketverlust Überwachung und Reaktion auf die Paketverlustrate oder Übertra-
gungsfehler durch die verwendeten Protokolle. Durch externe Mechanismen
aus dem Bereich des Quality of Service kann auch auf den Paketverlust Ein-
fluss genommen werden. Quality of Service Maßnahmen sind allerdings nicht
Teil dieser Arbeit. Weitere Erläuterungen zu QoS Parametern können in [47,
48] und [36, S. 99 ff] eingesehen werden.
4.2 Anforderung an die sichere Sprachkommunikation
Um die Evaluation von Technologien für eine sichere Sprachkommunikation durch-
führen zu können, werden in diesem Kapitel die Anforderungen an sichere Sprach-
kommunikation definiert. Sicherheitsmechanismen wie Verschlüsselung sollten dabei
auf dem gesamten Kommunikationsweg realisiert werden (Ende-zu-Ende Sicherheit).
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Sichere Sprachkommunikation erfordert laut [49, 50]:
Vertraulichkeit Die Sprachkommunikation muss Ende-zu-Ende verschlüsselt sein
und darf nicht abgehört werden können. Die Ende-zu-Ende Verschlüsselung ist
notwendig, da dadurch die autorisierten Entschlüsselungsmöglichkeiten tech-
nisch auf die beiden Kommunikationspartner begrenzt ist und nicht durch
Angriffe auf Infrastruktur innerhalb der Kommunikationskette eine Kommu-
nikation belauscht werden kann.
Integrität der Sprachdaten. Sprachdaten dürfen nicht unbemerkt verändert werden.
Wenn Sprachdaten verändert wurden muss dies zweifelsfrei nachweisbar sein.
Verfügbarkeit Die Kommunikation darf nicht durch eine nicht-autorisierte Dritt-
person gestört oder verhindert werden. Da dies zu gewährleisten in einem
dezentralen und öffentlichen Netzwerk wie dem Internet nicht immer möglich
ist, werden die Technologien im Hinblick auf eine Minimierung der Angriffs-
möglichkeiten hin untersucht und nicht auf deren Eliminierung.
Authentizität Gewährleistung der Authentizität der Sprachdaten und der Kommu-
nikationsteilnehmer, damit keine Drittpersonen unter Vorgabe einer falschen
Identität Daten an die Kommunikationsteilnehmer versenden können. Kurz
gesagt, als Schutz vor Man-in-the-Middle Angriffen.
Zusätzlich sollte sichere Sprachkommunikation auch einen Schutz vor bereits be-
kannten Attacken bieten, oder zumindest die Angriffsmöglichkeit einschränken so-
fern eine Eliminierung des Angriffsvektors nicht möglich sein sollte. Die Technologi-
en werden auf Resistenz, beziehungsweise auf die Abschwächung folgender Attacken
und Angriffsszenarios hin evaluiert (Vgl. [51]):
DoS Attacke Die Denial of Service Attacke ist ein Angriff auf einen Server oder
einen Peer im allgemeinen, um dessen Verfügbarkeit zu beeinträchtigen dessen
Erreichbarkeit vollständig zu unterbinden. DDoS steht für Distributed Denial
of Service und ist mit der DoS Attacke identisch, mit dem Unterschied, dass
der Angriff von zahlreichen Peers gleichzeitig ausgeht. Spam over Internet Tele-
phony oder kurz SPIT kann zu der gleichen Kategorie gerechnet werden, da
Werbeanrufe auch die Verfügbarkeit eines Peers einschränken. Call Interrup-
tion, als die Unterbrechung eines Anrufes, fällt als vierter Angriff ebenfalls in
die Kategorie der DoS Angriffe.
Replay Attacke Replay Attacken sind Angriffe bei denen aufgezeichnete Netzwerk-
pakete erneut versendet werden, häufig auch in Kombination mit Veränderun-
gen an den erneut versendeten Paketen.
Spoofing Als Spoofing Attacke werden Angriffe bezeichnet bei denen der Angrei-
fer versucht unter der Vorgabe falscher Tatsachen oder Daten einen Angriff
durchzuführen. Spoofing kann durch Sicherung der Authentizität eliminiert
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werden.
Eavesdropping Eavesdropping Attacken bezeichnen Angriffe bei denen Angreifer
Kommunikation belauschen, um an Informationen zu gelangen.
Data Modification Durch Data Modification Attacken werden vom Angreifer Da-
ten in der Kommunikation zweier Peers verändert, um den Kommunikations-
partnern Informationen zu verheimlichen oder falsche Informationen zu ver-
mitteln.
Man-in-the-Middle Als Man-in-the-Middle Angriffe werde Angriffe bezeichnet, bei
denen sich der Angreifer in die Kommunikation zweier Peers einklinkt. Dies
geschieht häufig beim Verbindungsaufbau, so dass die gesamte Kommunikation
zweier Peers über die dritte Person, also den Angreifer abgewickelt wird.
Encrypted Voice Reconstruction Diese Attacke bezeichnet Angriffe, die bei ver-
schlüsselter Sprachkommunikation den Inhalt von Gesprächen reproduzieren
können. Möglich wird das aufgrund der variablen Paketgröße beim Medien-
transport wenn man einen Audiocodec mit variabler Bitrate verwendet.
Sidechannel Attacken bezeichnen alle Angriffe die aufgrund der physischen Imple-
mentierung eines kryptographischen Algorithmus durchgeführt werden. Dazu
zählen unter anderem Angriffe, die durch das messen des Stromverbrauchs
eines Gerätes zur Laufzeit des kryptografischen Algorithmus wirksam sind
(Differential Power Analysis)[52] oder durch messen der Laufzeit von kryp-
tografischen Algorithmen wirksam sind (Timing Attack)[53].
Unter Tabelle 4.1 ist eine Übersicht über die behandelten Attacken zusammenge-
stellt, einschließlich einer Kategorisierung nach den Sicherheitskriterien aus Kapitel
4.2.
Ein zusätzliches kryptographisches Verfahren dessen Anwendung wünschenswert ist,
ist Perfect Forward Secrecy. Mit Hilfe dieses Verfahrens wird gewährleistet, dass
durch die Kompromittierung von kryptographischen Schlüsseln nicht alle Daten
entschlüsselt werden können, die damit einmal verschlüsselt wurden. Es können
maximal die Kommunikationsdaten der letzten Kommunikationssitzung entschlüs-
selt werden. Beispielprotokolle, die dieses Verfahren verwenden sind beispielsweise
das Secure Shell Authentication Protokoll[55] oder das Protokoll Off-the-Record-
Messaging[56].
Zur Benennung der Teilnehmer einer Kommunikation oder eines Schlüsselaustau-
sches werden die Namen Alice und Bob verwendet[57].




























DOS, DDoS, Flooding, SPIT, Call Interruption ⊗
Replay Attacke ⊗ ⊗ ⊗ ⊗
Spoofing ⊗ ⊗ ⊗ ⊗
Eavesdropping (Belauschen), Sniffing ⊗ ⊗
Data Modification ⊗
Man-in-the-Middle Attacke (MitM), Call Hijacking ⊗ ⊗ ⊗ ⊗
Encrypted Voice Reconstruction[54] ⊗
Schwachstellen bei CA ⊗ ⊗ ⊗
Sidechannel Attacken ⊗ ⊗ ⊗
Tabelle 4.1: Attacken und ihr Einfluss auf Sicherheitsbereiche
4.3 Allgemeine Anforderungen an Technologien und
Implementierung
Neben den in Kapitel 4.1 und Kapitel 4.2 definierten speziellen Anforderungen, exis-
tieren zusätzlich noch allgemeine Anforderungen, die ebenfalls bei der Bewertung
mit einbezogen werden.
Zu den allgemeinen Anforderungen gehören die Komplexität der Umsetzung, bezie-
hungsweise der Implementierung des Protokolls oder der Technologie. In die gleiche
Kategorie fallen die Kosten, die durch eine bestimmte Technologie verursacht werden
sowie der zeitliche Aufwand für die Umsetzung des Konzepts.
Bei der Implementierung der Technologien sollte zusätzlich noch besonderes Au-
genmerk auf geringen Ressourcenverbrauch und Performance gelegt werden, da ein
mobiles Endgerät nur über beschränkte Ressourcen verfügt.
Die Anwendung sollte, wenn möglich, mit keiner oder nur geringer unterstützender
Infrastruktur auskommen. Dies senkt zum einen die Kosten und den Aufwand für
den Einsatz der Anwendung, zum anderen wird dadurch die Anzahl der möglichen
Angriffsvektoren minimiert.
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Die allgemeinen Anforderungen an die Anwendung zur abhörsicheren Sprachkom-
munikation umfassen folgende Punkte:
è Komplexität, Kosten und zeitliche Dauer der Umsetzung
è Keine oder nur sehr wenige unterstützende Infrastruktur als Voraussetzung für
den Anwendungsbetrieb
è Einfache Integration in existierende Infrastruktur
è Performance auf dem Mobilgerät
è Ressourcenverbrauch
5 Netz-Technologie
Sprachkommunikation stellt besondere Anforderungen an das Transportmedium.
Anders als beispielsweise Emails, das FTP-Protokoll oder das HTTP-Protokoll, stellt
Sprachkommunikation sowohl an das Transportmedium, an die verwendeten Proto-
kolle, als auch an die Gesamtperformance sowie alle Teile des Kommunikationssys-
tems Echtzeitanforderungen (Dargestellt in Abb. 4.1).
Das Transportmedium hat hierbei kritischen Einfluss auf die Latenz und die ma-
ximal verfügbare Bandbreite bei mobiler Datenübertragung und setzt Obergrenzen
für diese beiden Parameter.
Die Anforderungen beginnen bereits auf den Ebenen 1 und 2 des OSI Referenzmo-
dells[58, 59]. Der Physical Layer und Data-Link Layer mobiler und drahtloser Über-
tragungstechnologien sind teilweise starken Beschränkungen in Bezug auf Bandbreite
und Kapazität sowie die Latenz (Delay) unterworfen. Zu dieser Auflistung kommt
noch hinzu, dass die Netztechnologien unterschiedlich weit verbreitet sind, sowohl in
Deutschland, Europa, als auch weltweit betrachtet. Die in Deutschland verfügbaren
Netztechnologien sind laut [60]:
CSD - Circuit Switched Data wird von Android – zumindest aktuell – nicht un-
terstützt[61, 62].
GPRS - General Packet Radio Service (2.5 G) wird von Android unterstützt und
ist laut Angaben der Netzbetreiber die verbreitetste Netztechnologie[63, 64, 65,
66].
HSCSD - High Speed Circuit Switched Data wird von Android – zumindest ak-
tuell – nicht unterstützt[61, 62].
EDGE - Enhanced Data Rates for GSM Evolution (2.75 G) wird von Android
unterstützt. Die Abdeckung mit EDGE ist bei T-Mobile genauso gut wie mit
GPRS, bei den übrigen Netzanbietern ist sie schlechter[65]. EDGE spezifiziert
neue Modulationsarten und erhöht dadurch die Geschwindigkeit von GPRS
und HSCSD um das dreifache. Durch die Möglichkeit der Kanalbündelung
wird dies noch weiter gesteigert (Vgl.: [35]).
E-GPRS - Enhanced GPRS Ausdruck für die verbesserte GPRS Variante.
Wird von Android unterstützt.
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ECSD - Enhanced CSD Ausdruck für die verbesserte HSCSD Variante. Wird
von Android – zumindest aktuell – nicht unterstützt[61, 62].
eEDGE - Evolved EDGE Weiter verbesserte Version von EDGE. Wird von
Android unterstützt.
UMTS - Universal Mobile Telecommunications System (3 G) Netzabdeckung
ist bei den Mobilfunkanbieter unterschiedlich stark. Android unterstützt
UMTS.
HSPA High Speed Packet Access (3.5 G) wird unterschieden in
High Speed Downlink Packet Access (HSDPA) und
High Speed Uplink Packet Access (HSUPA) um klar zu stellen, dass unter-
schiedliche Datenraten im Up- und Downlink zur Verfügung stehen. VoIP über
HSPA ist sehr gut möglich[67] und wird von Android unterstützt.
HSPA+ Evolved High Speed Packet Access Verbesserte Version von
HSPA. HSPA+ wird von Android unterstützt.
LTE - Long Term Evolution Wird von Android unterstützt und ist ebenso wie
HSPA und HSPA+ bestens für den Transport von Sprachdaten geeignet.
LTE+ - Long Term Evolution Advanced Wird von Android nicht unterstützt.
W-LAN / WIFI - Wireless LAN Wird von Android unterstützt. Für VoIP bestens
geeignet, allerdings abhängig von der verwendeten Internetzugangstechnologie
an die der W-LAN Access Point angeschlossen ist.
WiMAX - Worldwide Interoperability for Microwave Access Wird von Android
unterstützt und ist für den zufriedenstellenden Transport von Sprachdaten
geeignet.
Vergleicht man diese in Bezug auf Delay und Bandbreite wird deutlich, dass die




GSM UMTS LTE ADSL
GPRS EDGE UMTS HSPA HSPA+ LTE ADSL
Downlink 53,6 kbps 236,8 kbps 384 kbps 14,4 mbps ~42 mbps 150 mbps + 16 mbps
Uplink 26,8 kbps 236,8 kbps 384 kbps 5,8 mbps ~11 mbps 50 mbps + 1 mbps
Delay 500 ms + 300-400 ms 170-200 ms 60-70 ms 25-35 ms 10-20 ms 20-50 ms
Table 5.1: Netztechnologien - Latenz und Bandbreitenvergleich
(Quelle: [60], [68] und [69])
Das Mouth-to-ear Delay sollte laut ITU-T G.114 400 ms nicht überschreiten (sie-
he Kapitel 4.1). Dennoch sind nahezu alle existierenden Netztechnologien für die
digitale Sprachkommunikation geeignet. In Bezug zur Bandbreite und der Latenz
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bildet nur GPRS eine Ausnahme. Telefonie ist zwar möglich, bietet aber ein unbe-
friedigendes Benutzererlebnis, da ein Telefonat via GPRS eher den Charakter eines
Funkgespräches als eines Telefonats hat (siehe Abbildung 4.2).
GPRS bietet ein nur unbefriedigendes Ergebnis was den Delay betrifft, obwohl aus
technischer Sicht auch bei einem Delay von 500ms Sprachkommunikation noch
möglich ist.
EDGE bietet ein Delay innerhalb der ITU G.114 Grenzwerte und ermöglicht Kom-
munikation mit gerade noch akzeptabler Sprachqualität.
UMTS ermöglicht gute bis sehr gute Sprachqualität, da der Grenzwert von 150 ms
fast eingehalten wird.
HSPA, HSPA+, LTE sowie der in Planung befindliche Standard LTE Advanced
ermöglichen eine sehr gute Sprachkommunikation mit einer optimalen, da sehr
geringen Verzögerung von ≤70 ms.
W-LAN, WiMax bieten, abhängig von der verwendeten Internetzugangstechnologie
einen sehr guten Zugang zum Internet und ein geringes Delay. Geht man davon
aus, dass mindestens die Performance eines ADSL Internetzugangs vorliegt,
sind ebenfalls Latenzen < 70ms möglich.
Da sich diese Arbeit auf die Konzeption von verschlüsselter Sprachkommunikati-
on auf Basis des Android OS beschränkt, werden CSD, HSCSD und damit auch
ECSD nicht näher betrachtet. Diese drei Technologien können unter Android nicht
verwendet werden, da das Betriebssystem sie nicht unterstützt werden.
Vergleicht man die Netztechnologie in Bezug zur Bandbreite, sind alle Netztechnolo-
gien ausreichend dimensioniert. Die geringste Bandbreite bietet die Netztechnologie
GPRS, die aufgrund des zu hohen Delays allerdings nicht zu empfehlen ist. Die
geringe Bandbreite von 56 kbit/s ist bei der Verwendung eines (komprimierenden)
Codecs mit geringem Bandbreitenbedarf bereits mehr als ausreichend und bietet da-
bei sogar bessere Sprachqualität als digitale Telefonie über ISDN mit dem G.711[46]
Audiocodec (Siehe Kapitel 7).
Im Vergleichspunkt des Delays bieten alle Netz-Technologien außer GPRS ausrei-
chende (150-400 ms) bis optimal (≤150 ms) geeignete Werte. GPRS ist zwar tech-
nisch geeignet, bietet aber aufgrund des hohen Delays kein befriedigendes Spracher-
lebnis nach ITU G.114[43].
Die Verfügbarkeit der Netztechnologien ist stark vom jeweiligen Mobilfunkanbie-
ter abhängig. Zur Zeit der Umfrage (Stand: 07. Juli 2010) liegt die Netzabdeckung
vom UMTS und HSPA von Vodafone mittlerweile bei über 70%[70] und T-Mobile
beispielsweise, stellt eine einhundertprozentige Versorgung mit EDGE in ihrem ge-
samten GSM-Netz zur Verfügung[65].
Basierend auf dieser Analyse lässt sich schließen, dass bezüglich der OSI-Layer 1
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und 2 Technologien alle Netztechnologien außer GPRS bestens geeignet sind um
Sprachdaten auf mobilen Endgeräten zu übertragen. Alle Technologien außer GPRS
entsprechen dem Delay und der Bandbreite von EDGE oder sind sogar besser.
6 GSM Ende-zu-Ende Sicherheit
Als Alternative zur digitalen Sprachkommunikation über ein mobiles paketvermit-
telndes Datennetz, existiert auch die Möglichkeit verschlüsselte Sprache über den
GSM Sprachkanal zu transportieren. Dies erscheint auf den ersten Blick als logische
und einfache Möglichkeit, abhörsichere Kommunikation zu realisieren. Bei näherer








Abbildung 6.1: GSM Ende-zu-Ende Sprachverschlüsselung (Vgl. [71])
Der GSM-Sprachkanal erlaubt nur den Transport von Sprachsignalen die den Cha-
rakteristika von Sprache entsprechen. Dies ist bedingt durch die verwendeten Deco-
ding- und Encoding-Chips, sowie durch die Kompression, die nur bei Sprachsignalen
korrekt arbeiten kann. Nach dem Verschlüsseln entsprechen die Sprachsignale aller-
dings nicht mehr den Charakteristika von Sprachsignalen. Dadurch wird eine erneu-
te Modulation der verschlüsselten Sprachdaten auf ein sprachähnliches Trägersignal
notwendig um sie über das GSM-Netz zu übertragen.
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Die Übertragung von Daten, beziehungsweise von verschlüsselter Sprache wurde
durch einen Prototypen belegt. Zudem bietet der GSM Sprachkanal nur ein geringes
Delay, das durch das geringe zusätzliche Delay beim Verschlüsseln nicht sonderlich
vergrößert wird. Für detailliertere Erläuterungen zum Verfahren und weiterführende
Infos können die Arbeiten von [71, 72, 73] herangezogen werden.
Dieses Konzept ist allerdings, neben den hier dargestellten technischen Schwierig-
keiten, auch aufgrund der Android Systemarchitektur nicht realisierbar, da auf die
Sprachdaten nicht zugegriffen werden kann, bevor sie vom GSM-Telefoniestack ver-
arbeitet werden (siehe auch Erläuterungen in Kapitel 2.2).
7 Codecs
In diesem Kapitel werden die unter Android verfügbaren Audiocodecs vorgestellt
und evaluiert bezüglich ihrer Eignung für die Kodierung von Sprachdaten und die
Resistenz gegen Angriffe auf die Vertraulichkeit bei abhörsicherer Sprachkommuni-
kation.
Die Auswahl eines Audiocodecs für die Sprachkodierung hat in erster Linie einen
direkten Einfluss auf die Sprachqualität und damit auf die Benutzerzufriedenheit.
Audiocodecs unterscheiden sich durch unterschiedliche Bitraten (Datenmenge pro
Zeiteinheit) und die Abtastrate (Messwerte pro Zeiteinheit). Durch Kompression
oder die Verwendung einer variablen Bitrate wird die Bitrate beeinflusst, ebenso
durch das verwendete Kodierungsverfahren.
Weniger offensichtlich ist, dass die Auswahl des Audiocodecs einen Einfluss auf die
Abhörsicherheit von verschlüsselter Sprachkommunikation haben kann. Durch die
Verwendung eines Audiocodecs mit variabler Bitrate und trotz der Anwendung von
AES-Verschlüsselung[74] auf die Sprachdaten, können durchschnittlich 50% und ma-
ximal bis zu mehr als 90% von gesprochen Phrasen, wiederhergestellt werden, durch
die Anwendung statistischer Verfahren. Diese Sicherheitslücke kann allerdings leicht
eliminiert werden indem man einen Codec mit Konstanter Bitrate verwendet oder
Padding anwendet und dabei alle Pakete mit Nullen auf eine bestimmte Größe füllt.
Padding oder die Verwendung eines Codecs mit fixer Bitrate ist allerdings nicht
Teil des SRTP-Standards und wurde daher als Resistenz gegen Encrypted Voice
Reconstruction unter Kapitel 4.2 eingeführt (Vgl. [54, S. 6f]).
Die Evaluierung unterschiedlicher Audiocodecs beschränkt sich in dieser Thesis auf
die unter Android 2.3.4 verfügbaren Audiocodecs (siehe [75]). Verfügbar bedeutet,
dass ein Encoder und Decoder für den Audiocodec im System integriert ist und
der Codec den unter Kapitel 4 definierten Anforderungen genügt. Dies ist darin
begründet, dass durch die Verwendung der mitgelieferten Codecs, der Implemen-
tierungsaufwand für die Anwendung zur sicheren Sprachkommunikation verringert
wird und die Kosten der Implementierung verringert werden.
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Codec Bitrate Abtastrate MUSHRA Score
AAC LC/LTP bis zu 160 kbps 8-48 kHz 63 @ 19,85 kbps
(Vgl. [76, 78])
AMR-NB 4.75 - 12.2 kbps 8 kHz 46 @ 12,2 kbps[79,
80]
AMR-WB 9 Raten,
von 6,6 kbps bis
23,85 kbps
16 kHz 82 @ 19,85 kbps
(Vgl. [76, 78, 80])
G.711 (Referenz) 64 kbps 8 kHz 35 @ 64 kbps[80]
Tabelle 7.1: Android Audio Codecs (Vergleich)
Die Liste, der von Android unterstützten Audiocodecs für das Transcoding, umfas-
sen:
AAC LC/LTP Advanced Audio Coding - Low Complexity/Long-Term Prediction
AMR Adaptive Multi-Rate Audio Codec
AMR-NB Adaptive Multi-Rate Narrow Band Codec
AMR-WB Adaptive Multi-Rate Wide Band Codec
Der AAC LC/LTP Codec bietet bei niedrigen Bitraten (bei 19,8 kbps) eine gute
Sprachqualität. Bedingt durch die Tatsache, dass es sich bei AAC LC/LTP um
einen Codec handelt der im Gegensatz zu AMR-NB/-WB nicht speziell für Sprache
entwickelt wurde, ist die Sprachqualität des AAC Codecs bei niedrigen Bitraten
allerdings weniger gut als die des AMR Codecs. Ein weiterer Nachteil des AAC-
Codecs ist das hohe De-/Encoding Delay des AAC Codecs, was ihn für Zwei-Wege-
Sprachkommunikation weniger attraktiv macht[76, S. 4]. Der AAC Codec erlaubt
eine konstante Bitrate und macht verhindert damit die Attacke der Encrypted Voice
Reconstruction.
Die AMR Kodierung basiert auf dem Algebraic Code Excited Linear Prediction[77]
Verfahren welches bei geringer Bitrate eine sehr gute Sprachqualität ermöglicht.
Beide AMR Codecvarianten erlauben und benötigen eine Adaptierung an die Trans-
portnetzeigenschaften in Bezug auf die benötigte Bandbreite. Durch eine Verringe-
rung der Bitrate und Vergrößerung der Anteile an Fehlerkorrekturdaten kann auf
schlechte Übertragungseigenschaften, wie beispielsweise Paketverlust oder geringe
Bandbreite reagiert werden.
Die Unterstützung mehrerer Codecs in der Anwendung ist je nach verwendetem Si-
gnalisierungsprotokoll möglich. Der zu verwendende Audiocodec könnte so von zwei
Endgeräten anhand einer prioritätsbasierten Präferenzenliste vereinbart werden.
Um eine bestmögliche Sprachqualität zu erreichen wird in der Referenzimplemen-
tierung der AMR-WB Codec verwendet. Da es sich bei AMR-WB um einen Codec
mit konstanter Bitrate handelt, kann er ohne Padding für abhörsichere Sprachkom-
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munikation verwendet werden. Durch die gute Sprachqualität von 82 MUSHRA bei
19,85 kbps ist er zudem der qualitativ beste Codec der hier vorgestellten Audioco-
decs. Weiterführende Information zur Sprachkodierung können den Büchern [81, S.




Die Hauptaufgabe einer Anwendung zur Sprachkommunikation ist der Transport
von Sprachdaten zwischen den Kommunikationsteilnehmern. In diesem Kapitel wer-
den möglichen Optionen evaluiert, um Sprachdaten zwischen den Kommunikations-
teilnehmern bidirektional (vollduplex) zu transportieren und dabei den in Kapitel 4
definierten Anforderungen an abhörsichere digitale Sprachkommunikation zu genü-
gen.
8.1 OSI-Layer 4 Transportprotokolle
Die in den folgenden Kapiteln vorgestellten Protokolle, das in Kapitel 8.2 evaluierte
RTP eingeschlossen, sind Protokolle, die im OSI-Modell im Sitzungslayer (Layer 5)
einzuordnen sind. Gegen den direkten Transport von Sprachdaten in einem Layer 4
Transportprotokoll sprechen bei den bekanntesten Transportprotokollen folgende
Argumente:
UDP Das User Datagram Protocol[82] ermöglicht keine Überwachung des Daten-
transports, der Reihenfolge oder der zeitliche Markierung von Paketen.
TCP Das Transmission Control Protocol[83] ermöglicht zwar den geordneten Trans-
port von Daten, hat aber aufgrund der TCP-Congestion Control Mechanis-
men, also dem langsamen Beginn der Datenübertragung und der starke Ge-
schwindigkeitsreduktion bei Paketverlusten, den Nachteil zusätzliches Delay
und Jitter beim Datentransport zu verursachen. TCP ist damit nicht für den
Transport von Echtzeitsprachdaten geeignet.
DCCP Das Datagram Congestion Control Protocol[84] ermöglicht keine Überwa-
chung des Datentransports, der Reihenfolge oder der zeitliche Markierung von
Paketen und hat damit die gleichen Nachteile wie UDP.
SCTP Das Stream Control Transmission Protocol[34] vereint die Eigenschaften von
UDP und TCP und bietet genau wie TCP einen geordneten und verlässlichen
Transport von Paketen ist dabei aber datagrammbasiert wie UDP. Aufgrund
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der TCP-ähnlichen Flusskontrolle hat SCTP den Nachteil, genau wie TCP,
zusätzlichen Delay und Jitter zu verursachen.
8.2 Real-Time Transport Protocol
Das verbreitetste Protokoll für den Transport von Daten mit Echtzeitanforderungen
ist das Real-Time Transport Protocol (RTP)[85, 36]. RTP ist speziell für den Trans-
port von Multimediadaten entwickelt worden (aber keineswegs darauf beschränkt)
und ist unabhängig von den unteren Transport- und Netzwerkschichten. Um die
Netzeigenschaften zu messen, zu überwachen und um auf die Eigenschaften der un-
teren Netzwerkschichten reagieren zu können, ist das begleitende Medientransport-
kontrollprotokoll Real-Time Control Protokoll (RTCP) spezifiziert und übernimmt
diese Aufgaben. Die Charakteristika, die RTP auszeichnen und die es für den Trans-
port von Echtzeitdaten prädestinieren, sind:
Datendurchsatz Aufgrund des geringen Overheads durch den RTP Header (mini-
mal 12 Bytes) hat das RTP Protokoll keinen erwähnenswerten negativen Ein-
fluss auf den Datendurchsatz. Durch die Überwachungsfunktionen des RTCP
kann zusätzlich auf Ereignisse im Netzwerk reagiert werden und so beispiels-
weise die Paketgröße verändert werden, um beispielsweise Fragmentierung im
Netzwerk entgegenzuwirken.
Durch den Protokolloverhead von 12 Bytes wird auch auf die geringe Band-
breite von mobilen Endgeräten Rücksicht genommen.
Reihenfolge der Pakete wird gewahrt durch Nummerierung der Pakete. Am Ziel
können so Paketfolgen die ungeordnet eintreffen, wieder in die richtige Reihen-
folge gebracht werden. Dies ist eine Möglichkeit um Jitter entgegenzuwirken.
Isochronität Durch die Vergabe von Zeitstempel beim Versenden von RTP-Paketen
können am Kommunikationsendpunkt die Zeitabstände zwischen den Paketen
wiederhergestellt werden. Dies ist eine weitere Möglichkeit um Jitter beim
Transport der Daten entgegenzuwirken.
Universelles Transportprotokoll Durch die Erweiterbarkeit von RTP durch Profile
kann das Protokoll für den Transport beliebiger Multimediadaten angepasst
werden. Dazu zählen unter anderem Audio-, Video- und andere Daten mit
Echtzeitanspruch wie sie beispielsweise bei Netzwerkspielen anfallen.
Transportüberwachung Mit Hilfe des Real Time Control Protokolls kann die Da-
tenübertragung überwacht und kontrolliert werden und so auf Anwendungs-
ebene auf die Eigenschaften und Ereignisse im Transportnetz reagiert werden.
RTP ist unvollständig definiert, um es durch Zusatzspezifikation an unterschiedliche
Bedürfnisse beim Datentransport anpassen zu können[85, Chap. 1]. RTP ist dadurch
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sehr einfach erweiterbar. Eine Notwendigkeit beim Einsatz von RTP sind daher
RTP-Profile, in denen neben der Spezifikation des Payload, auch Erweiterungen
oder Modifikation an der RTP-Spezifikation erlaubt sind. Ein mögliches und häufig
verwendetes Profil ist das unter [86] spezifizierte, RTP Profile for Audio and Video
Conferences with Minimal Control (RTP/AVP). Im RTP Audio Video Profile ist
detailliert beschrieben wie Audio und Videodaten mittels RTP transportiert werden,
einschließlich der erlaubten Audio und Videocodecs.
Die Funktionsweise des RTP-Protokolls ist an das Funktionsprinzip der normalen
Telefonie angelehnt. Mittels eines unterstützenden Signalisierungsprotokolls (Eva-
luation in Kapitel 9), wird eine RTP-Session aufgebaut, da das RTP keine proto-
kollinterne Möglichkeit zum Sitzungsaufbau spezifiziert.
Diese besteht aus zwei separaten logischen Channels, einem Media Channel, mittels
dem Echtzeitdaten durch das Real Time Protokoll transportiert werden und einem
Media Control Channel, der durch das Protokoll RTCP realisiert ist und den Media
Channel überwacht (Vgl. [36, S. 149-150]). Das Monitoringprotokoll RTCP arbeitet
dabei nach dem Prinzip, dass periodisch Kontrollpakete verschickt werden, deren
Laufzeiteigenschaften gemessen werden. Aufgrund der Analyse der RTCP Laufzeit-
eigenschaften, kann der Media Channel konfiguriert werden um beispielsweise auf
Jitter zu reagieren.
Beim Sitzungsaufbau tauschen die beiden Kommunikationsendpunkte die Eigen-
schaften aus, die die aufzubauende RTP-Session haben soll (siehe Abbildung 8.1).
Die Eigenschaften der RTP-Session können abhängig vom Signalisierungsprotokoll,
beispielsweise mit Hilfe des Session Description Protokolls (SDP)[87] ausgehandelt
werden.
Ist die RTP-Session aufgebaut, findet der Transport von Multimediadaten gekapselt
innerhalb von RTP-Paketen statt, die wie in Abbildung 8.2 dargestellt, aufgebaut
sind.
Erwähnenswerte Felder im RTP-Header, sind neben der bereits angesprochenen Se-
quenznummer und dem Zeitstempel, die Felder Synchronization Source Identifier
(SSRC) und Contributing Source Identifier (CSRC). Das Feld SSRC identifiziert
die Quelle, aus der das Payload des RTP-Paketes stammt. Pakete aus unterschied-
lichen Quellen müssen eine unterschiedlichen SSRC-Wert haben, damit der Emp-
fänger diese für die Wiedergabe unterscheiden kann. Das CSRC-Feld ist optional
und dient einem ähnlichen Zweck. Das CSRC-Feld wird von einer Zwischeninstanz
(beispielsweise einem Medienmixer) beim Transport eines RTP-Paketes zum Emp-
fänger gesetzt, falls dieser den Payload des RTP-Paketes neu zusammengesetzt hat.
Im CSRC-Feld steht dann eine Liste mehrerer Multimediaquellen (mehrere SSRCs)
aus denen die Payload des RTP-Paketes zusammengesetzt ist.
44 8 Medientransport und Medientransportkontrolle








RTP ist optimal geeignet aus Sicht der Anforderungen an digitale Sprachkommuni-
kation, da durch die relative Simplizität des Protokolls, keine große Erhöhung von
Delay und Bandbreite verursacht werden und da aufgrund des RTCP, auf Jitter oder
verlorene Pakete reagiert werden kann. Das Protokoll erfüllt aber nicht die Anfor-
derungen an abhörsichere Sprachkommunikation, da RTP weder die Vertraulichkeit
wahrt, noch die Datenintegrität sicherstellt. Daher ist ein zusätzlicher Mechanismus
notwendig, um die Anforderungen an abhörsichere Sprachkommunikation umzuset-
zen.
RTP kann Audiodaten die mit dem AMR-WB Codec kodiert sind transportieren,
da AMR-WB als Payload Format für RTP spezifiziert ist[89].
Um die Anforderungen an die sichere Sprachkommunikation (siehe Kapitel 4.2) er-
füllen zu können, wird für die Absicherung des Real-Time Protokolls die Erweiterung
Secure Real-Time Protocol[90] (SRTP) in Form eines RTP-Profiles benutzt.
SRTP spezifiziert die Verschlüsselung des Payloads von RTP-Paketen. Dadurch
werden RTP-Pakete gegen Eavesdropping gesichert (Vertraulichkeit), der Absender
wird authentifiziert, die Datenintegrität wird gewahrt und SRTP bietet Schutz vor
Replay-Attacken (siehe Abbildung 8.3). Nach dem gleichen Prinzip werden auch
RTCP-Nachrichten abgesichert, die dann als Secure Real-Time Control Protocol
(SRTCP) Nachrichten bezeichnet werden.
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Abbildung 8.2: RTP Paket (Quelle: [88])
Zur Verschlüsselung spezifiziert SRTP die Verwendung des Advanced Encryption
Standard (AES) Algorithmus, entweder im Counter Mode (AES-CTR) oder im F8-
Mode (AES-F8), der eine Variante des Output Feedback Mode (AES-OFB) darstellt
und für UMTS optimiert wurde. Eine ausführliche Erläuterung zu AES und den
differenten Operationsmodi findet man in[88, S. 197ff]. Des Weiteren wird im Kapitel
zu den kryptographischen Grundlagen, unter Anhang C, in einem Überblick darauf
eingegangen.
Um Verschlüsselung und Authentifizierung zu realisieren benutzt SRTP geheime
Schlüssel. SRTP spezifiziert allerdings keine Möglichkeiten zum Schlüsselaustausch
oder zum Festlegen der Sicherheitsparameter für die Schlüsselgenerierung zwischen
den Kommunikationsendpunkten. Aus diesem Grund benötigt man zusätzlich zu
SRTP ein Key Management Protokoll, das SRTP um die fehlenden Key Management
Funktionen ergänzt. Mögliche Key Management Protokolle werden in Kapitel 10
separat evaluiert.
Laut [91] hat die Verwendung des Diffie-Hellmann Algorithmus zum Schlüsselaus-
tausch und Verschlüsselung der RTP-Pakete mittels AES nur eine geringe Vergröße-
rung des Delays zur Folge, die vernachlässigbar ist. Diese sehr geringe Vergrößerung
des Delays lässt sich durch die Verwendung von speziellen Kryptographiebeschleu-
nigern noch weiter senken.
RTP-Nachrichten können in einem beliebigen Layer 4 Transportprotokoll transpor-
tiert werden. Die bekanntesten Transportprotokolle für den Transport von RTP-
Nachrichten und Mediendaten im allgemeinen wurden bereits in Kapitel 8.1 vorge-
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Abbildung 8.3: SRTP Paket (Quelle: [88])
stellt. Die Argumente die gegen den Transport von RTP in TCP oder SCTP Paketen
sprechen, kommen weiterhin zum Tragen.
Die Argumente gegen UDP oder DCCP werden durch die Verwendung von RTP
mit dem RTCP aufgehoben, so dass beide Protokolle für den Transport von RTP-
Nachrichten in Frage kommen.
In dieser Thesis wird das UDP Protokoll als Transportprotokoll für RTP verwendet,
da es im Internetprotokollstack unter Android integriert ist. DCCP ist ebenfalls op-
timal geeignet und bietet im Gegensatz zu UDP noch zusätzliche Congestion Control
Mechanismen. Für die Verwendung von DCCP unter Android müsste eine externe
DCCP-Implementierung verwendet werden, worauf aus Kosten- und Zeitgründen
verzichtet wird.
8.3 Alternative Streamingprotokolle
Neben dem Real-Time Transport Protocol existieren noch andere Streamingpro-
tokolle die aufgrund ihrer Eigenschaften allerdings nicht für den bidirektionalen
Transport von Sprachdaten geeignet sind.
Dazu gehören das Real-Time Streaming Protocol[92] (RTSP) und das proprietäre
Protokoll Microsoft Media Server [93] (MMS), die nur für den Abruf von gespeicher-
ten Echtzeitmedien geeignet sind. Ausführliche Informationen zu RTSP kann man
unter [81] einsehen.
Das Real-Time Messaging Protocol (RTMP) von Adobe wäre für den bidirektionalen
Transport von Sprachdaten geeignet, da seine Eigenschaften ähnlich denen von RTP
sind. Aufgrund der unzureichenden und lückenhaften Dokumentation scheidet es
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allerdings aus der Liste der möglichen Medientransportprotokolle aus. In der RTMP-
Dokumentation sind zudem keinerlei Sicherheitsmechanismen spezifiziert, so dass
eine Umsetzung der Anforderungen an sichere Sprachkommunikation in den unteren
Protokollschichten, beispielsweise durch IPSec[94] realisiert werden müssten[95].
8.4 Externe Absicherung der Transportprotokolle
Man kann das Medientransportprotokoll auch durch externe Sicherungsmaßnahmen
in den darunterliegen Protokollschichten (OSI-Modell) absichern. Gegen die externe
Absicherung des Medientransports sprechen allerdings einige Argumente die hier
kurz vorgestellt werden.
DTLS Das Protokoll Datagram Transport Layer Security[96] verschlüsselt das ge-
samte Datenpaket das durch DTLS transportiert wird. Dadurch können QoS-
Maßnahmen die VoIP-Traffic bevorzugt behandeln nicht mehr angewandt wer-
den.
TLS Das Protokoll Transport Layer Security[97] ist auf TCP als Transportpro-
tokoll angewiesen und kommt durch die schlechten Eigenschaften von TCP
als Transportprotokoll für Echtzeitsprachdaten nicht in Frage. Zudem ver-
schlüsselt TLS, ebenso wie DTLS, das gesamte Datenpaket, wodurch QoS-
Maßnahmen die VoIP-Traffic bevorzugt behandeln nicht mehr angewandt wer-
den können.
IPsec Die Sicherheitsprotokollsammlung Internet Protocol Security (IPsec)[94] ist
im OSI Referenzmodell noch eine Ebene tiefer angesiedelt wie (D)TLS und
kann deswegen TCP und UDP Pakete verschlüsseln. Eines der Probleme ist
bei IPsec, genau wie bei TLS und DTLS, dass QoS-Maßnahmen die VoIP-
Traffic bevorzugt behandeln nicht, mehr angewandt werden können.
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8.5 Fazit
Für den sicheren Transport von Sprachdaten wird in der vorliegenden Arbeit das
Real-Time Protokoll mit dem Erweiterungsprofil Secure Real-time Transport Pro-
tokoll eingesetzt. RTP ist zur Zeit für den Transport von Echtzeitmultimediadaten
konkurrenzlos und optimal geeignet, da es als einziges Medientransportprotokoll,
alle Anforderungen an die abhörsichere mobile Sprachübertragung erfüllt und dazu
ein erprobter und frei verfügbarer Standard ist.
Als Transportprotokoll für RTP Pakete wird UDP, wie in Kapitel 8.2 eingesetzt.
Es wird SRTP zur Absicherung der RTP-Pakete benutzt, da SRTP, statt einer ex-
ternen Absicherung keinen Einfluss auf die Anwendung von Quality of Service auf
dem Transportweg hat. Im Gegensatz zu (D)TLS und IPSec. SRTP verschlüsselt
ausschließlich den Payload eines RTP Paketes und erlaubt Router die Paketanalyse
um spezifische Weiterleitungsregeln für VoIP-Traffic anzuwenden.
Da die Absicherung durch SRTP im Anwendungslayer des OSI Referenzmodells
durchgeführt wird, wird keine Unterstützung auf Seiten der Router benötigt.
9 Signalisierung
RTP Medienverbindungen müssen signalisiert werden, da das Real-Time Protokoll
keine protokollinternen Möglichkeiten bietet den Kommunikationswunsch zu signa-
lisieren. In diesem Kapitel werden einige Technologien evaluiert, die als Signalisie-
rungsprotokoll für RTP-Sitzungen unter Android verwendet werden können.
9.1 Session Initiation Protocol
SIP steht für Session Initiation Protocol ,ist ein weit verbreitetes und, durch den
Einsatz im IP Multimedia Subsystem (IMS), sehr erprobtes Signalisierungsprotokoll.
Die SIP-Nachrichten, die vom Protokoll ausgetauscht werden, sind textbasiert und
damit menschenlesbar. SIP kann wahlweise über UDP, TCP und SCTP transportiert
werden. Die Funktionalitäten von SIP sind sehr umfangreich und nicht auf die bloße
Anrufsignalisierung beschränkt. Zu den Funktionen von SIP zählen unter anderem
(Vgl. [81, 98]):
Namensübersetzung und Benutzerlokalisierung Funktion als Benutzerdatenbank
und Möglichkeiten der Benutzerlokalisierung anhand eines SIP Uniform Re-
source Identifiers (SIP-URIs).
Capability Exchange Austausch der Endpunkt-Fähigkeiten durch Session Descrip-
tion Protokollnachrichten, die mit Hilfe des SIP Protokolls transportiert wer-
den. Das Session Description Protocol beschreibt detailliert die Fähigkeiten
und Anforderungen, die an die Sitzung die aufgebaut werden soll gestellt wer-
den, einschließlich aller Codec und Verbindungsparameter.
User Availability and Presence Überwachen und Statussignalisierung von ange-
meldeten Benutzern.
Session Setup and Management Starten von Mediensitzungen, in dem konkreten
Fall dieser Thesis, das Starten von RTP-Sitzungen.
SIP Peers werden als User Agent (UA), bzw. User Agent Client (UAC) bezeichnet,
wenn es sich um Clients handelt, oder als User Agent Server (UAS), wenn es sich
um eine SIP-Proxy oder allgemein um eine SIP-Server Entität handelt.
Mit Hilfe des Session Initiation Protokolls kann zwischen zwei Peers direkt signali-








wird aber für gewöhnlich in einem Client-Server-Szenario benutzt. Die Signalisierung
zwischen dem User Agent Client wird dabei über einen oder mehrere SIP-Proxies
weitergeleitet (siehe Abbildung 9.1). Damit ein UAC im Netz gefunden werden kann,
melden sich diese bei einem SIP-Registrar (auch als Location Server bezeichnet) an,
der meist, aber nicht zwangsläufig ein SIP-Proxy mit einem Registrar-Service ist,
statt einer separaten Entität.
Der Ablauf einer SIP-Signalisierung inklusive dem Aufbau einer Mediensitzung und
dem anschließenden Abbau ist in Abbildung 9.2 vorgestellt. Zur Adressierung ver-
















Abbildung 9.2: SIP Signalisierung (Protokollablauf) (Vgl. [99])
9.1 Session Initiation Protocol 51
Listing 9.1: SDP Nachricht
v=0








m=audio 49171 RTP/AVP 0
a=rtpmap:99 h263-1998/90000
Das SIP-Protokoll spezifiziert zwei unterschiedliche Nachrichtenkategorien. Zum ei-
nen SIP-Requests, die ohne vorhergehende Kommunikation zwischen zwei Kommu-
nikationspartnern ausgetauscht werden kann, zum anderen SIP-Responses, die als
Antwort auf eine SIP-Request Nachricht verschickt werden.
Es werden in diesem Kapitel nicht alle Nachrichtentypen vorgestellt, da dies den
Umfang dieser Arbeit sprengen würde. Erwähnenswert sind allerdings SIP-Register
(Request) Nachrichten, mit denen sich ein User Agent am SIP-Registrar an- und
abmeldet und damit seine Verfügbarkeit für Anrufe signalisiert. Der zweite wichtige
Nachrichtentypus sind SIP-Invite (Request) Nachrichten, mit denen einem potenti-
ellen Kommunikationspartner ein Anrufwunsch mitgeteilt wird.
Im SIP-Invite, werden Nachrichten des Session Description Protokolls [87] ausge-
tauscht um zu signalisieren welche Mediensitzung aufgebaut werden soll. In der
SDP-Nachricht werden alle notwendigen Parameter angegeben, die für den Auf-
bau der Medienverbindung notwendig sind, wie IP-Adresse, verwendetes RTP-Profil
oder der gewünschte Audiocodec. SDP ist unter [87] spezifiziert. Ein Beispiel einer
SDP-Nachricht ist im Quellcodeauszug unter 9.1 dargestellt.
SIP ähnelt in seiner Funktionsweise dem HTTP-Protokoll[100] und spezifiziert ähn-
liche Sicherheitsmechanismen. So wird für die Authentifizierung, die mittlerweile
aufgrund zahlreicher Sicherheitslücken und schwacher Sicherheit als veraltet einge-
stufte HTTP-Digest Authentifizierung[101] angeboten, diese kann allerdings durch
zusätzliche Mechanismen abgesichert werden. Um den Sicherheitsanforderungen un-
ter Abschnitt 4.2 zu genügen bietet SIP folgende zusätzliche Möglichkeiten:
SIP Digest Authentication over TLS (SIPS) Gewöhnliche
HTTP-Digest-Authentication, gesichert durch das Transport Layer Security
Protokoll (TLS). SIPS realisiert keine Ende-zu-Ende Verschlüsselung sondern,
bedingt durch die SIP-Proxy Architektur, nur eine Verschlüsselung der Ver-
bindung zwischen benachbarten Hops. SIPS benötigt aufgrund der Einschrän-
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kungen durch TLS, das nur verbindungsorientierte Protokolle unterstützt, das
TCP-Protokoll und funktioniert nicht über UDP.
TLS basiert auf Zertifikaten und benötigt eine Public Key Infrastructure (PKI)
und kann damit zwischen zwei einander unbekannten Systemen eingesetzt
werden um damit Vertraulichkeit, Integrität und Autorisierung zwischen den
Kommunikationsendpunkten zu realisieren (Vgl. [50, S. 108]). Weiterführende
Informationen zu TLS können [97] entnommen werden.
Ein negativer Punkt bei der Verwendung von SIP über TLS ist, dass der Ver-
bindungsaufbau durch die Verwendung von TCP und TLS verlängert wird
[102].
IPSec Statt über TLS, kann die SIP Digest-Authentication auch mittels IPSec auf
dem Transport- und Netzwerklayer abgesichert werden. Im Gegensatz zu TLS
können über einen IPSec-Tunnel auch UDP-Pakete verschickt werden. Es ist
ebenfalls möglich den IPSec Tunnelaufbau mittels SIP zu signalisieren.
IPSec kann sowohl wie bei SIPS Hop-by-Hop eingesetzt werden, es kann aber
auch eine direkte Tunnelverbindung zwischen den Kommunikationsendpunk-
ten aufgebaut werden. Eine einheitliche Schlüsselverwaltung ist nicht spezi-
fiziert, kann aber beispielsweise durch das Protokoll Internet Key Exchan-
ge(IKE)[103] realisiert werden. IPSec ermöglicht Integrität und Vertraulichkeit
der SIP-Nachrichten (Vgl. [104]).
SIP mit UDP über IPSec verlängert die Zeitdauer für den Verbindungsaufbau
nur unmerklich (Siehe: [102]).
S/MIME bietet Ende-zu-Ende Verschlüsselung der SIP-Nachrichten, abzüglich eini-
ger Header-Informationen, die für das Routen der SIP-Nachrichten erforderlich
sind, wie beispielsweise die Zielhost- und Quellhostadresse. Die Endpunkte der
Signalisierung sind damit nicht vertraulich. Die Ende-zu-Ende Verschlüsselung
wird durch die Verwendung von Zertifikaten realisiert, die durch Signierung
der SIP-Nachrichten eine Identifizierung der Kommunikationsteilnehmer und
die Integrität der Daten sicherstellen. Um eine vollständige SIP-Nachricht zu
verschlüsseln kann diese mittels S/MIME gesichert und in einer äußeren SIP-
Nachricht verpackt werden (SIP-Tunneling).
S/MIME ermöglicht damit Vertraulichkeit und Integrität von SIP-Nachrich-
ten. Das Kriterium der Verfügbarkeit wird durch S/MIME nicht gewährleistet,
ebenso bietet S/MIME keinen Schutz vor Replay-Attacken.
Die Zertifikate die S/MIME für die Verschlüsselung und Signierung benutzt
müssen verteilt werden, beispielsweise durch eine Public Key Infrastruktur
(PKI). Es ist aber auch möglich die Public Keys durch SIP-Nachrichten auszut-
auschen. Eine einheitliche vorgeschriebene Schlüsselverwaltung ist nicht spe-
zifiziert. Eine weltweit zugängliche und vereinheitliche PKI für die S/MIME
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Zertifikatsverwaltung und dem Zertifikatsaustausch wäre sinnvoll, fehlt aber
zur Zeit völlig.
Das Problem der Zertifikatsverteilung ist aber keines das sich ausschließlich
auf S/MIME zur Absicherung des SIP-Protokolls bezieht, sondern ein generel-
les Problem, der zertifikatsbasierten Verschlüsselung und Authentifizierung.
Ein weiterer Nachteil, der durch den Einsatz von S/MIME verursacht wird,
ist die zusätzliche Zeitdauer, die der Verbindungsaufbau bei der Anrufsignali-
sierung benötigt (Vgl. [51, S. 7]).
S/MIME kann x.509 Zertifikate verwenden, benötigt aber für deren Austausch
ein separates Protokoll zur Schlüsselverwaltung oder manuell verteilte Zertifi-
kate.
SIP Identity Der SIP Identity Mechanismus[105] stellt eine Möglichkeit zur Verfü-
gung SIP-Requests Ende-zu-Ende, mit Hilfe von kryptographischen Verfahren,
zu authentifizieren. SIP-Responses sind davon ausgenommen. Zur Authentifi-
zierung verbindet sich der SIP-UAC von Alice mit dem SIP-Proxy (bestenfalls
gesichert via TLS), der den SIP Identity Service bereitstellt. Der SIP-Proxy
authentifiziert den Alice SIP-UAC und berechnet einen Hash über den SIP-
Header und signiert diesen mit dem Domain-Zertifikat. Zusätzlich fügt Alices
Proxy in den SIP-Header Informationen ein, wo man das Zertifikat mit dem
signiert wurde, abrufen kann. Der SIP Identity Service muss hierfür allen SIP-
Proxies auf der gesamten Signalisierungsstrecke zwischen den beiden UACs
vertrauen.
Die signierte SIP-Nachricht wird danach an den SIP-Proxy der Domain von
Bob weitergeleitet, der die Authentizität prüft und die Identität von Alice veri-
fiziert. Bobs UAC kann den Identitätscheck ebenfalls (nochmals) durchführen.
Nach dem gleichen Prinzip kann Alice die Identität von Bob verifizieren. Die
UACs müssen hierbei den SIP-Proxies vertrauen, basierend auf den Prinzipien
von TLS und Certificate Authorities (CA). Durch dieses Verfahren kann auf
eine PKI die von den UACs verwaltet wird verzichtet werden und Alice und
Bob müssen sich nicht um die Zertifikatsverwaltung kümmern[105].
SIP Connected Identity Diese Ergänzung des SIP und SIP Identity Protokolls er-
weitert den SIP Identity Mechanismus um die Möglichkeit, während eines Ge-
spräches einen Identitätswechsel von Alice oder Bob zu signalisieren, wie er
beispielsweise bei einer Anrufweiterleitung oder dem weiterleitenden eines An-
rufers zu einem anderen Kommunikationspartner durchgeführt werden muss.
Die Authentifizierung erfolgt dabei nach den Mechanismen die SIP Identity
spezifiziert[106].
Die vorgestellten Verfahren zur Absicherung des Session Initiation Protokolls erhö-




Ein weiteres Signalisierungsprotokoll ist die H.323-SIG Protokollfamilie[39]. Im Ge-
gensatz zu SIP verwendet H.323 ein binäres Nachrichtenencoding, was sich in einer
geringeren Größe der Signalisierungsnachrichten, im Vergleich zu SIP- oder Jingle-
Nachrichten, bemerkbar macht. H.323 verwendet das Unterprotokoll H.225.0[107]
zur Anrufsignalisierung, zur Teilnehmerregistrierung und zur Rechte- und Status-
überwachung (Registration, Admission and Status - RAS).
Durch ein weiteres Unterprotokoll (H.245.0[108]) werden Medienverbindung auf- und
abgebaut, sowie die Endpunktfähigkeiten ausgetauscht. Es können damit RTP und
SRTP Verbindungen aufgebaut werden.
Der Aufbau einer RTP Medienverbindung mit Hilfe des H.323 Protokolls wird in
Abbildung 9.3 dargestellt. Zuerst wird mit Hilfe des H.225 Signalisierungsprotokolls
der Anrufwunsch mitgeteilt. Danach werden durch das H.245 Protokoll die Para-
meter und Fähigkeiten der Medienverbindung vereinbart und danach basierend auf
diesen Parametern die RTP und RTCP Verbindungen aufgebaut.
H.225 Anrufsignalisierung
H.245 Aufbau der Mediensitzung
Mediensitzung
Abbildung 9.3: H.323 Protokollsuite und Allgemeiner Protokollablauf
Die Protokollspezifikationen von H.225 und H.245 beinhalten keinerlei Sicherheits-
mechanismen. Um H.225 und H.245 abzusichern, wurde das Sicherheitsframework
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H.235[109] spezifiziert, das für die beiden Protokolle die Autorisierung und Daten-
integrität realisiert (Vgl. [50, S. 101]).
Das eben erwähnte Sicherheitsframework H.235 spezifiziert drei Sicherheitsprofile
zur Absicherung der Signalisierung:
Baseline Security profile H.235.1 (H.235 Annex D) verwendet Passwörter, die
manuell ausgetauscht werden müssen (Shared Secrets) ,zur Symmetrischen
Verschlüsselung und ist damit aufwendig zu warten und skaliert schlecht bei
steigender Anzahl an Peers. Ein Vorteil des Baseline Security Profiles ist die
geringe Rechenzeit, die für die Verschlüsselung und Authentifizierung benötigt
werden[109].
Signature Security Profile H.235.2 (H.235 Annex E) verwendet Zertifikate zur
Verschlüsselung und verschlüsselt damit jede einzelne Signalisierungsnachricht
Hop-by-Hop. Dadurch wird viel Rechenzeit und Bandbreite für die Verschlüs-
selung benötigt. Das Signature Security Profile skaliert aufgrund dieser Eigen-
schaft bei steigender Anzahl an Peers schlecht[109].
Hybrid Security Profile H.235.3 (H.235 Annex F) ist ein effizientes Sicherheits-
profil, das auch bei großer Anzahl an Peers sehr gut skaliert. Es können sym-
metrische Schlüssel nach dem Diffie-Hellman Verfahren ausgetauscht werden
und es werden Zertifikate (in der Regel x.509 Zertifikate) und eine PKI für
Asymmetrische Verschlüsselung verwendet. Das Hybrid Security Profile benö-
tigt weniger Rechenzeit, weil es Symmetrische Schlüssel für die Verschlüsselung
nutzt, wie das Baseline Security Profile. Die symmetrischen Schlüssel werden
durch ein authentifiziertes (durch asymmetrische Kryptographie geschütztes)
Diffie-Hellman Verfahren ausgetauscht, anstatt Shared Secrets manuell aus-
zutauschen[110].
Aufgrund der Eigenschaften, der drei vorgestellten Security Profile, ist nur das Hy-
brid Security Profile von Interesse für die Implementierung unter Android. Durch das
Hybrid Security Profile werden Nachrichtenauthentifizierung und Datenintegrität
gewährleistet. Übermittelte Nachrichten sind nicht abstreitbar (non-repudiation).
Ein Nachteil des Hybrid Security Profile ist, dass es auf eine PKI angewiesen ist.
9.3 XMPP und Jingle
XMPP (Jabber[111]) ist ein Instant-Messaging und Presence Protokoll, das sich
durch eine minimale Architektur auszeichnet und dessen Funktionalität durch Er-
weiterungen ergänzt werden kann. Die XMPP-Erweiterung Jingle[112], ergänzt das
XMPP-Protokoll um die Fähigkeit, Mediensitzungen aufzubauen (beispielsweise
RTP und SRTP-Verbindungen). Der Medientransport wird außerhalb des XMPP
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Protokolls abgewickelt (outband) und gesteuert und kontrolliert durch XMPP-Nach-
richten (inband). XMPP ist ein verbindungsorientiertes Protokoll und verwendet
TCP als Transportprotokoll. Für die Aushandlung der Verbindungsparameter und
Eigenschaften der Mediensitzung, können durch XMPP/Jingle SDP Nachrichten
ausgetauscht werden.
Bei XMPP und Jingle handelt es sich um ein XML-basiertes Protokoll, wodurch be-
dingt durch die Klartextkommunikation mehr Bandbreite als bei binärem Nachrich-
tenencoding benötigt wird. Da es sich bei Jingle um eine Erweiterung der Kernspezi-
fikation von XMPP handelt, verwendet Jingle die gleichen Sicherheitsmechanismen
wie XMPP.
Zur Verschlüsselung der Kommunikation wird TLS[97] verwendet und genügt da-
mit den Anforderung an Integrität und Vertraulichkeit, allerdings werden diese nur
zwischen den Instanzen in der XMPP-Kommunikationskette realisiert (Hop-by-Hop
Security). Die Autorisierung erfolgt durch den Simple Authentication and Security
Layer (SASL)[113]. Die Verwendung von TLS und SASL sind Teil der offiziellen
XMPP-Spezifikation [111, Kapitel 5.3.4].
XMPP bietet zusätzlich zu den TLS und SASL Mechanismen die Möglichkeit eine
Ende-zu-Ende Verschlüsselung und Nachrichtensignierung auf Basis des S/MIME
Standards zu realisieren. Die Erweiterung E2E Signing and Object Encryption[114]
spezifiziert die Verwendung von S/MIME durch XMPP. Mit deren Hilfe lassen sich
Statusinformation, Instant-Messaging Nachrichten, sowie beliebige XMPP-Nach-
richten verschlüsseln und signieren.
Eine weitere Möglichkeit Ende-zu-Ende Verschlüsselung zwischen zwei XMPP/Jin-
gle-Clients zu realisieren ist die XMPP-Erweiterung Jingle-XTLS[115]. XTLS bietet
die Möglichkeit, TCP und UDP-Nachrichten zu verschlüsseln anstatt ausschließlich
TCP-Nachrichten wie TLS. Für die Realisierung der vertraulichen Ende-zu-Ende
Kommunikation können beliebige XMPP-Nachrichten durch Jingle XML Kanäle
getunnelt werden. Da es sich bei Jingle-XTLS um einen unfertigen Entwurf handelt
der noch nicht anerkannt wurde, ist es zur Zeit nicht empfohlen diese Erweiterung
zu implementieren.
9.4 MGCP, Megaco und H.248
Die Media Gateway Control Protokoll Architektur und Anforderungen [116] definie-
ren ein Protokoll, das durch H.248.1[117] und Megaco[118] umgesetzt wird. H.248.1
(ITU-T) und Megaco (IETF) sind identische Protokolle und wurden von den beiden
Organisationen unter unterschiedlichem Namen veröffentlicht. Die beiden Proto-
kollstandards sind eine Überarbeitung des Media Gateway Control Protokolls (MG-
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CP)[119] und lösen es ab.
Durch Megaco ist eine Architektur standardisiert, mit dem Media Gateway Con-
troller (MGC) gegenseitig Signalisierungsnachrichten austauschen können. Media
Gateway Controller sind Instanzen die Media Gateways (MG) kontrollieren. Me-
dia Gateways sind Instanzen zwischen einem VoIP-Kommunikationsnetz und einem
klassischen Kommunikationsnetz, wie beispielsweise ISDN oder dem analogen Tele-
fonnetz.
H.248.1/Megaco sind nicht für die Signalisierung zwischen UE und Server geeig-
net sondern einzig auf die Signalisierung zwischen Media Gateway Controllern be-
schränkt und scheiden daher für den Einsatz als Signalisierungsprotokoll für die
sichere Sprachkommunikation unter Android aus. Zudem müssen Sicherheitsmecha-
nismen extern durch IPSec, TLS oder ähnliche Mechanismen, realisiert werden.
9.5 Skinny Client Control Protocol
Das Skinny Client Control Protocol (SCCP) ist ein proprietäres Signalisierungspro-
tokoll und Terminalsteuerungsprotokoll, das von der Firma Cisco entwickelt wurde.
Da es keine offizielle und vollständige Dokumentation gibt und bedingt durch die
Tatsache, dass die Spezifikation von Cisco jederzeit geändert werden könnte, steht es
außer Frage, das Protokoll SCCP in dieser Arbeit zu verwenden. Es ist hier nur der
Vollständigkeit halber aufgeführt. SCCP nutzt TCP-Port 2000 für die Kommuni-
kation und bietet keinerlei protokollinterne Sicherheitsmechanismen zur Umsetzung
der Anforderungen an gesicherte Sprachkommunikation (Vgl. [120]).
9.6 Inter-Asterisk eXchange Version 2
Das Protokoll Inter-Asterisk eXchange Version 2 (IAX2)[40] ist ein kombiniertes
Signalisierungs- und Medientransportprotokoll, das von der Open-Source-Commu-
nity und Digium entwickelt wird. Digium ist das Hauptunternehmen hinter der Pri-
vate Branch Exchange Software (PBX) Asterisk. Bei einer Private Branch Exchange
Software handelt es sich um eine einer digitale Softwaretelefonanlage.
Was es von anderen vorgestellten Protokollen unterscheidet, ist dass Signalisierungs-
daten und Sprachdaten nicht getrennt voneinander übertragen werden, sondern dass
alles über einen gemeinsamen UDP-Kanal transportiert wird. Durch den gemeinsa-
men Transport von Sprach- und Signalisierungsdaten über einen logischen Kanal,
können IAX2-Verbindung einfacher administriert werden. Ein weiterer Aspekt, der
IAX2 beispielsweise von SIP unterscheidet, ist die Minimierung des Protokollover-
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heads durch binäres Kodieren des Protokollheaders, wie es auch von H.323 standar-
disiert ist. Dies ermöglicht eine effizientere Bandbreitennutzung.
Die Sicherheitsmechanismen, die durch IAX2 definiert sind, sind unzureichend. Zwar
wird die Vertraulichkeit und Integrität der Sprachkommunikation gewahrt durch
AES-Verschlüsselung der Sprachdaten und die Autorisierung erfolgt durch ein Has-
hbasiertes Challenge-Response-Verfahren. Die Anrufdetails und Verbindungsdaten
werden aber stets unverschlüsselt übertragen. Kontrollkommandos werden zudem
bei IAX2 nicht gegen Veränderung geschützt, wodurch ein Angreifer die Möglichkeit
erhält, Sprachverbindungen zu beenden oder zu transferieren.
Abschließend betrachtet ist das IAX2-Protokoll aufgrund der Sicherheitsmängel und
bedingt durch die Tatsache, dass es nicht standardisiert ist, ungeeignet, abhörsichere
Sprachkommunikation zu gewährleisten.
9.7 Fazit
Als Signalisierungsprotokoll wird in der Anwendung zur sicheren Sprachkommunika-
tion das Session Initiation Protokoll eingesetzt. Die einzigen wirklich konkurrenzfä-
higen Protokolle zu SIP sind H.323 und XMPP mit Jingle. Die übrigen vorgestellten
Protokolle sind entweder aus technischen Gründen wie MGCP (nur für Multimedia
Gateways) oder aufgrund ihres proprietären Charakters wie IAXv2 und SCCP un-
geeignet für die Signalisierung unter Android.
SIP wird eingesetzt da es im Gegensatz zu XMPP/Jingle das erprobtere Protokoll
ist. Jingle ist weiterhin von der XMPP Standards Foundation als Entwurf gekenn-
zeichnet.
H.323-SIG wird nicht verwendet da es die Komplexität der Protokollsammlung unat-
traktiv für den Einsatz als Signalisierungsprotokoll macht. SIP besticht in der Pro-
tokollarchitektur durch Simplizität. Vergleicht man SIP und H.323 in den Punkten
der technischen Eignung und der Erfüllung der Sicherheitsanforderungen, stehen
sich die beiden Protokolle in nichts nach.
SIP ermöglicht die Ende-zu-Ende Absicherung durch S/MIME und die Hop-by-Hop
Absicherung durch SIPS (SIP mit TLS). In der Referenzimplementierung wird auf
eine Absicherung des Signalisierungsprotokoll verzichtet, da aufgrund des ausge-
wählten Key Management Protokolls keine Absicherung des Signalisierungsproto-
kolls notwendig ist (siehe 10.3).
10 Key Management
Die Schlüssel die zur Verschlüsselung der SRTP Pakete verwendet werden, müssen
zwischen den Kommunikationspartnern ausgetauscht werden. Da das Secure Real-
Time Protokoll keine Möglichkeiten dazu spezifiziert, werden in diesem Kapitel Key
Management Protokolle evaluiert. Zunächst werden allgemeine Anforderungen an
das Key Management erläutert und anschließend verschiedene Key Management
Protokolle untersucht.
In Kapitel 10.9 wird auf die Verwendung von Crypto-Smartcards zur Verschlüsselung
und Zertifikatsspeicherung eingegangen.
10.1 Key Management Protokolle
Durch die Verwendung einer weiteren Protokollschicht, der Key Management Ebe-
ne, wird neben der Signalisierungsebene und der Medientransportebene eine dritte
Schicht im Protokollstack eingeführt. Eine Aufgabe des Key Management Proto-
kolls ist es diese drei Ebenen aneinander zu binden (Binding). Mit dem Binden
von Signalisierungs- und Medientransportebene aneinander wird vermieden, dass
eine signalisierte Medienverbindung von Dritten übernommen werden kann. Zur
Authentifizierung wird meist nach dem Aufbau von Signalisierungs- und Medienka-
nal überprüft, dass beide Kanäle von dem selben Peer stammen. Man unterscheidet
dabei zwischen Early Binding und Late Binding, abhängig davon zu welchem Zeit-
punkt das Binding geschieht.
Beim Early Binding werden im Signalisierungsprotokoll Information über die spätere
Medienverbindung ausgetauscht um diese später zu identifizieren und verifizieren.
Beim Late Binding findet die Authentifizierung des Kommunikationspartner und
das Binding erst nach dem Aufbau der Medienverbindung statt.
In Kapitel 8 wurde das Protokoll (S)RTP als Medientransportprotokoll ausgewählt,
daher werden in diesem Kapitel ausschließlich Key Management Protokolle für SRTP
evaluiert. Key Management Protokolle für SRTP lassen sich in zwei Kategorien un-
terteilen. Zum einem existieren Key Management Protokolle die die Schlüssel über
das Signalisierungsprotokoll austauschen (z.B. SDES), zum anderen realisieren eini-
ge Key Management Protokolle die Schlüsselverwaltung über das Medientransport-
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protokoll RTP (z.B. ZRTP).
Eine weitere Aufgabe des Key Management Protokolls ist es Man-in-the-Middle At-
tacken wirksam zu verhindern, indem beispielsweise basierend auf kryptographischen
Verfahren ein Short Authentication String (SAS) von beiden Kommunikationspart-
ner vorgelesen wird, der im Falle eines Man-in-the-Middle nicht bei beiden identisch
ist (z.B. bei ZRTP).
Die Bewertung der Key Management Protokolle geschieht in diesem Kapitel unter
Berücksichtigung der unter Kapitel 4 definierten Anforderungen, sowie der in diesem
Kapitel vorgestellten Kriterien[121].
10.2 TESLA-SRTP
TESLA steht für Timed Efficient Stream Loss-Tolerant Authentication[122] und ist
ein Protokoll, um die Authentizität und Datenintegrität von SRTP Paketen zu ge-
währleisten. TESLA ergänzt SRTP um die Möglichkeit in Gruppen (beispielsweise
Multicastgruppen) die Datenintegrität und Datenzuordnung zu einem bestimmten
Sender sicherzustellen (Data Origin Authentication).
TESLA realisiert dies anstatt mit asymmetrischer Kryptografie, mit symmetrischen
Kryptografie-Verfahren um die Data Origin Authentication weniger rechenintensiv
zu realisieren. Dazu wird durch das TESLA Protokoll zeitverzögert der symmetri-
sche Schlüssel mit dem kurze Zeit zuvor das versendete Datenpaket authentifiziert
wurde an die Empfänger der Daten verschickt. Dadurch dass der Schlüssel kurz nach
dem Datenpaket eintrifft, hat ein Angreifer keine Möglichkeit das Paket oder den
Schlüssel zu fälschen, weil dadurch sonst das Timing der eintreffenden Pakete ver-
ändert werden würde. TESLA benötigt daher eine lose Uhrensynchronisation der
Kommunikationsteilnehmer im Bereich von wenigen Millisekunden Genauigkeit um
diese Funktion zu realisieren.
TESLA-SRTP benötigt neben einem externen Key Management Protokoll für die
Verteilung der Schlüssel, noch weitere Protokolle für das Bootstrapping einer TES-
LA-Sitzung und die damit verbundene Zeitsynchronisation zwischen den Kommu-
nikationsteilnehmern. TESLA spezifiziert keine Mechanismen zur Schlüsselverwal-
tung, sondern bietet nur ein kryptografisches Verfahren um Rechenzeit bei der Ver-
schlüsselung von SRTP Paketen einzusparen. Da dies bei mobilen Endgeräten zum


























Abbildung 10.1: ZRTP Protokoll Handshake (Vgl. [124])
10.3 ZRTP
ZRTP[123] (Media Path Key Agreement for Unicast Secure RTP) ist ein Proto-
koll zum sicheren Schlüsselaustausch über das Medientransportprotokoll RTP, um
die für SRTP notwendigen kryptografischen Parameter und Schlüsselinformationen
auszutauschen.
Der ZRTP Protokollablauf ist durch den Austausch von sehr wenigen ZRTP Nach-
richten abgewickelt. Es sind minimal zehn ZRTP-Nachrichten notwendig bis die
verschlüsselte Kommunikation über SRTP aktiviert werden kann. Durch die geringe
Anzahl an Nachrichten wird zudem die benötigte Bandbreite im Medientransport-
kanal nur minimal erhöht, was bei der mobilen Datenkommunikation von Vorteil ist.
Der ZRTP-Protokollablauf ist in Abbildung 10.1 dargestellt. Ein mitgeschnittener
ZRTP-Handshake eines Netzwerkprotokollanalysators ist in Anhang D abgebildet.
ZRTP-Hello werden inband im gleichen logischen Netzwerkkanal wie RTP-Pakete
übertragen. Durch sie wird die Fähigkeit eines Peers zum Verstehen des ZRTP-
Protokolls signalisiert, einschließlich der unterstützten Verschlüsselungsverfahren.
Sobald die Kommunikationspartner sich mit einer HelloACK Nachricht die gegen-
seitige ZRTP-Unterstützung bestätigt haben, beginnt der Diffie-Hellman Schlüsse-
laustausch.
ZRTP standardisiert Verfahren, die keinerlei Sicherung der Integrität und der Ver-
traulichkeit auf der Ebene der Signalisierung benötigen. ZRTP ist durch den Verzicht
auf Zertifikate nicht auf eine PKI oder eine andere externe Zertifikatsverwaltung
angewiesen, obwohl diese bei Bedarf optional verwendet werden können. Falls kein
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Short Authentication String benutzt wird, muss beim ersten Verbindungsaufbau zwi-
schen zwei Kommunikationspartnern ein integritätsgeschützer Signalisierungskanal
verwendet werden. ZRTP ist unabhängig von der Signalisierungsebene und kann in
Kombination mit einem beliebigen Signalisierungsprotokoll eingesetzt werden.
Beim SAS handelt es sich um eine Sicherheitsfunktion, durch die sich zwei Kom-
munikationspartner gegenseitig authentifizieren können und Man-in-the-Middle At-
tacken erkannt werden können. Die Funktionsweise des SAS ist simpel und effek-
tiv. Basierend auf dem öffentlichen Diffie-Hellman Parameter des Initiators und der
ZRTP-Hello Nachricht des Antwortenden wird ein kurzer String berechnet, den sich
die beiden Kommunikationspartner gegenseitig über die Audioverbindung vorlesen.
Sollte ein MitM-Angriff vorliegen, wären die beiden SAS nicht identisch.
Angriffe auf die SAS-Methode sind nur von theoretischer Natur und setzen einen
Stimmimitator oder aufgezeichnete Sprache eines der Teilnehmer voraus. Zusätzlich
ist nicht bekannt mit welchem Timing und auf welche Art die Kommunikations-
partner den SAS vorlesen. Die Verwendung des SAS-Mechanismus ist zudem auch
nur bei der initialen Kontaktaufnahme zweier Kommunikationspartner notwendig.
Sobald die Identität einmal mittels des SAS verifiziert wurde, können die Identität
und die Abwesenheit eines MitM mit Hilfe des Key Continuity Features (wie bei
SSH[55]) gewährleistet werden (baby-duck Modell[125] oder resurrecting-duckling
Modell[126]). Dafür werden vom jeweils letzten Anruf, Teile des Schlüssel gesichert
um bei der Schlüsselberechnung des darauf folgenden Gesprächs mit verrechnet zu
werden.
Für jede Sitzung wird bei ZRTP ein eigener Sitzungsschlüssel berechnet und am
Ende der Sitzung wieder gelöscht. Sollte ein Schlüssel kompromittiert werden, kann
damit nicht die aufgezeichnete vorhergehende Sitzung entschlüsselt werden und ins-
besondere nicht alle jemals mit einem bestimmten Schlüssel abgewickelten Gespräch
(Perfect Forward Secrecy).
ZRTP ist damit eine sehr gute Möglichkeit Authentifizierung und die Schlüsselver-
einbarung ohne die Notwendigkeit einer PKI umzusetzen. Die Abwesenheit praktisch
umsetzbarer Angriffe und die geringe Anfälligkeit gegen DoS-Attacken machen sie
zudem den übrigen Key Management Protokollen im Bereich der Ende-zu-Ende Ab-
sicherung von zwei Kommunikationsteilnehmern überlegen[127].
Laut [128] hat die Verwendung von ZRTP eine vernachlässigbar geringen Einfluss auf
die QoS Parameter Jitter und Delay, da nur sehr wenige ZRTP Pakete ausgetauscht
werden müssen, bis die Schlüssel für die Verschlüsselung mit SRTP ausgetauscht
sind.
Dadurch hat ZRTP keinen negativen Einfluss auf die Anforderungen an Digitale
Sprachkommunikation (Kapitel 4.1). Durch die Möglichkeiten, den Diffie-Hellman
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Schlüsselaustausch nach dem ECDH-Verfahren durchzuführen, lässt sich ZRTP auch
für mobile Endgeräte effizient implementieren.
10.4 MIKEY
Das Multimedia Internet KEYing[129] (MIKEY) Key Management Protokoll ope-
riert in der Signalisierungsebene. MIKEY kann zur Schlüsselverwaltung für one-to-
one, one-to-many und many-to-many Kommunikation eingesetzt werden
Zu den Designmerkmalen von MIKEY zählen dabei die Ende-zu-Ende Sicherheit (im
Gegensatz zur Hop-by-Hop Sicherheit) und die Einfachheit des Protokolls. MIKEY
zeichnet sich durch geringen Bandbreitenverbrauch und geringen Rechenaufwand
aus. Das Key Management Protokoll MIKEY wurde so entwickelt, dass es in ande-
ren Protokollen wie RTSP oder SDP getunnelt zu transportieren ist und unabhängig
von den Sicherheitsmechanismen der unteren Protokollschichten ist.
MIKEY unterstützt mehrere Schlüsselaustausch-Modi, zum einen das bekannte Dif-
fie-Hellmann Schlüsselaustausch Verfahren (MIKEY-DH, MIKEY-DHMAC), zum
anderen Schlüsseltransportverfahren, bei denen die Schlüssel direkt ausgetauscht
werden (MIKEY-PSK, MIKEY-RSA, MIKEY-RSA-R).
Das MIKEY-Protokoll generiert einen einzigartigen Sitzungsschlüssel pro Sitzung,
unter anderem anhand des Signaling Source Feldes der RTP-Pakete und speichert
diese in einer Signaling Source Map. Der MIKEY Protokollhandshake kann in ei-
ner Runde abgewickelt werden. Dabei werden zwischen den Kommunikationsteil-
nehmern die Signaling Source Map und weitere kryptografische Parameter, wie Al-
gorithmen und Schlüssellänge, ausgetauscht. Das Binding der Signalisierungs- und
Key Management Ebene erfolgt mit Hilfe des SIP Uniform Resource Identifiers.
Aufgrund des Early Bindings werden DoS-Attacken vermieden, die auf dem (abge-
brochenen) Sitzungsaufbau durch unautorisierte Teilnehmer basieren. Die bedeutet
dass Kommunikationsteilnehmer authentifiziert werden bevor die rechenintensive
Schlüsselberechnumg durchgeführt wird (Vgl. [127]).
Gegenseitige Authentifizierung ermöglicht MIKEY entweder durch Pre-Shared Keys
(PSK) oder durch digitale Zertifikate. Dies ist auch einer der offensichtlichen Nach-
teile von MIKEY, da zwei Kommunikationspartner nicht ohne Administrationsauf-
wand authentifiziert miteinander kommunizieren können. Bei der Verwendung von
PSKs kann zudem keine Perfect Forward Secrecy mehr gewährleistet werden, die
man bei den Diffie-Hellmann Schlüsselaustauschverfahren hat. Der Vorteil der PFS
bringt auf mobilen Endgeräten die Nachteile mit sich, dass der Bandbreitenver-
brauch durch den Schlüsseltransport und die Rechenzeit zur Schlüsselberechnung
steigt (im Vergleich mit PSKs).
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Aufgrund des fehlenden Zufallsfaktors bei der Schlüsselberechnung, kann MIKEY
nicht als kryptografisch sicher bewiesen werden, da die Verwendung eines Zufallswer-
tes essentiell für den Beweis der kryptographischen Sicherheit ist (Vgl. [104, S.10]).
10.5 DTLS-SRTP
DTLS-SRTP ist ein Framework, um basierend auf DTLS das Key Management
für das SRTP Protokoll durchzuführen und wurde 2010 von der IETF standardi-
siert[130].
Eine der herausragendsten Eigenschaften von DTLS-SRTP ist, dass zwei nicht in
Beziehung stehende Kommunikationspartner den Schlüsselaustausch vollziehen kön-
nen, ohne dass dafür alle bei der Signalisierung beteiligten Elemente geschützt wer-
den müssten oder eine PKI vonnöten wäre. Mit Hilfe von selbst signierten und selbst
generierten Zertifikaten, die über eine separate DTLS-Verbindung (Key Manage-
ment Ebene) ausgetauscht werden, wird dies bei DTLS-SRTP realisiert. Mit Hilfe
des in der Signalisierungsebene übertragenen Fingerprints wird das Zertifikat, das
mittels Datagrammen (UDP oder DCCP) übertragen wurde, verifiziert. Mit Hilfe
von Sicherungsmaßnahmen in der Signalisierungsebene wie SIPS (Hop-by-Hop Se-
curity), der SIP-Identity Protokollerweiterung oder S/MIME muss der Fingerprint
in der SDP-Nachricht vor unbemerkter Modifikation geschützt werden (Integritäts-
sicherung). Vertraulichkeit wird nicht benötigt. Zur Schlüsselvereinbarung kommt
bei DTLS-SRTP das Diffie-Hellman Verfahren zum Einsatz.
Mittels des Diffie-Hellman Schlüsselaustauschmechanismus realisiert DTLS-SRTP
Perfect Forward Secrecy. Das Diffie-Hellman Verfahren kann auch mittels ellipti-
scher Kurven durchgeführt werden, wodurch es auf mobilen Endgeräten effizient
implementiert werden kann. DTLS-SRTP bindet die Medientransportebene spät an
die Signalisierungsebene (Late Binding), da im Vorfeld keine Session Source Identi-
fier der RTP-Sitzung über das Signalisierungsprotokoll ausgetauscht werden können.
Um den Austausch der Schlüssel der Peers zu ermöglichen, um dadurch beispielswei-
se Schlüssel für die Gruppenkommunikation unter allen Teilnehmern auszutauschen,
wurde DTLS-SRTP durch ein zusätzliches RFC aktualisiert[131] .
Durch die Tatsache, dass die Fingerprints der Zertifikate auf der Signalisierungsebe-
ne ausgetauscht werden, wird unbedingt ein Externer Authentifizierungsmechanis-
mus für die Kommunikationspartner benötigt (Vgl. [127]).
Laut [127] ist DTLS-SRTP anfällig gegen zahlreiche DoS-Attacken und schneidet
bei der Sicherheitsanforderung Verfügbarkeit damit schlechter ab, als beispielsweise
ZRTP (Kapitel 10.3) oder MIKEY (Kapitel 10.4). Insbesondere DTLS-SRTP Cli-
ents sind anfälliger für DoS-Attacken. Eine Möglichkeit ist beispielsweise das Late
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Listing 10.1: SDES Tag in SDP Nachrichten
a=crypto:<tag> <crypto-suite> <key-params> [<session-params>]
Binding in der Form wie es bei DTLS-SRTP zum Einsatz kommt. Dadurch müssen
nicht-authentifizierte SRTP-Nachrichten entschlüsselt werden, bevor sie verworfen
werden können.
10.6 GDOI-SRTP
The Group Domain of Interpretation - SRTP (GDOI-SRTP)[132] ist ein Key Mana-
gement Protokoll mit dem Fokus auf Schlüsselverwaltung für Gruppen, wie zum
Beispiel Multicastgruppen. GDOI-SRTP tauscht, genau wie ZRTP oder DTLS-
SRTP die Schlüssel über das Medientransportprotokoll RTP aus. Es adaptiert hier-
für Funktionen des Internet Security Association and Key Management Protokolls
(ISAKMP)[133], das bei IKE[134] und IPsec[94] Verwendung findet. Aufgrund der
Tatsache dass GDOI-SRTP nur als Internet-Draft der IETF (RFC) vorliegt und seit
Juni 2008 abgelaufen ist, kann es zur Zeit nicht als Key Management Protokoll emp-
fohlen werden. Zudem basiert GDOI-SRTP auf ISAKMP, das mittlerweile ebenfalls
veraltet ist und in IKEv2[103] aufgenommen und abgelöst wurde.
10.7 IKE
IKE steht für Internet Key Exchange[134] und ist das Key Management Protokoll
in dem Protokollpaket von IPsec. Für das Schlüsselmanagement von SRTP ist es
ungeeignet, da kein Bezug zu SRTP-spezifischen Parametern genommen werde kann,
wie beispielsweise dem Signaling Source Identifiern der RTP Pakete.
10.8 SDES
Security Descriptions for Media Streams[135], oder kurz SDES ist ein Key Manage-
ment Protokoll, das den Schlüsselaustausch mit Hilfe von SDP-Nachrichten in der Si-
gnalisierungsebene vollzieht. Dazu führt SDES einen neuen Tag in SDP-Nachrichten
ein:
SDES benötigt den Schutz der Integrität und Vertraulichkeit in der Signalisie-
rungsebene, da das SDES Protokoll ohne externe Absicherung die Schlüssel un-
gesichert und nicht authentifiziert zwischen den Kommunikationsendpunkten aus-
tauscht. SDES-Nachrichten müssen deshalb durch ein geeignetes Verfahren wie TLS
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oder S/MIME geschützt werden. Die Ende-zu-Ende Vertraulichkeit beim Schlüsse-
laustausch mit SDES ist ausschließlich durch S/MIME zu erreichen (Vgl. [127]).
Die Verwendung von S/MIME für verschlüsselten Ende-zu-Ende Transport von
Schlüsselmaterial führt jedoch dazu, dass ein separater Schutz vor Replay Attacken
in der Anwendung integriert werden muss, wie beispielsweise eine lose Uhrensyn-
chronisation (Vgl. [104]).
SDES benutzt einen Late Binding Mechanismus, um die Signalisierungsebene, die
Medientransportebene sowie den Kryptografischen Kontext der Key Management
Ebene miteinander zu verknüpfen. Die Verknüpfung wird anhand der Signaling
Source Werte der SRTP-Pakete identifiziert. Ein erneutes Binding der Ebenen wird
auf der Medientransportebene durchgeführt. Dadurch wird der Angriffsvektor für ei-
ne DoS-Attacke im Vergleich zu einem vollständigen Binding in der Signalisierungs-
ebene vergrößert, weil ankommende SRTP-Nachrichten mit unbekannten SSRC-
Werten immer entschlüsselt werden müssen, bevor sie verworfen werden können.
10.9 Der Einsatz von Crypto-Smartcards unter
Android
Crypto-Smartcards wie die certgate SmartCard microSD[136] von Certgate[137] kön-
nen unter Android eingesetzt werden, um kryptographische Berechnungen zu unter-
stützen, beschleunigen und die Sicherheit zu erhöhen[138].
Die certgate SmartCard microSD hat eine Vielzahl von kryptographischen Algorith-
men in Hardware auf der microSD Karte implementiert und kann dadurch diese
kryptographischen Berechnungen schneller und sicherer ausführen als es in Software
auf dem Android OS möglich ist [139].
Der verbaute Chipsatz auf der microSD Karte ist der P5CC072[140] von NXP[141]
(Philips) der unter anderem folgende Berechnungen durchführen kann:
PKI co-processor zur Beschleunigung der RSA-Berechnung[142] und Berechnung
von Elliptischen Kurven (ECC)[143].
DES-3 co-processor zur Beschleunigung der Dual- und Triple-DES[144, S.309]
Schlüsselberechnung.
AES co-processor zur Beschleunigung der AES[74] Berechnung (wie er bei SRTP
und ZRTP Verwendung findet).
Zufallszahlengenerierung nach BSI-AIS31[145] Standard.
Die Sicherheit der kryptographischen Berechnungen wird dadurch erhöht, dass der
NXP P5CC072 Schutz vor Sidechannel-Attacken, wie der Differential Power Ana-
lysis[52] oder vor Timing-Attacken[53] bietet und dafür auch vom Bundesamt für
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Sicherheit in der Informationstechnik zertifiziert wurde unter [146].
Auf der Crypto-Smartcard können Private Schlüssel gespeichert werden, wodurch
Schlüssel nicht ausgelesen oder abgehört werden können, da sie nur innerhalb der
Smartcard verwendet und gespeichert werden[136].
Abschließend betrachtet sind Crypto-Smartcards eine Möglichkeit die Sicherheit von
kryptographischen Verfahren und Algorithmen unter Android zu erhöhen. Das in
dieser Thesis keine Crypto-Smartcards zum Einsatz kommen liegt darin begründet,
dass keine Crypto-Smartcard zu Evaluationszwecken beschafft werden konnte.
10.10 Fazit
Für das Key Management des Secure Real-Time Protokolls wird ZRTP eingesetzt.
ZRTP bietet ohne auf eine PKI angewiesen zu sein, Schutz vor Man-in-the-Middle
Angriffen, Perfect Forward Secrecy und ist nicht auf die Absicherung des Signali-
sierungsprotokoll angewiesen, da die Authentifizierung und der Schlüsselaustausch
vollständig im selben Kommunikationskanal wie das Medientransportprotokoll RTP
abgewickelt wird.
ZRTP kann ein beliebiges Signalisierungsprotokoll verwenden. Durch die Verwen-
dung des Sicherheitsfeatures Short Authentication String und der Key Continuity
Mechanismen werden Man-in-the-Middle Angriffe wirksam verhindert. Dadurch dass
der Schlüsselaustausch nach dem Diffie-Hellman Verfahren durchgeführt wird, ist
ein Schlüsselaustausch ohne den vorherigen Kontakt zweier Kommunikationspart-
ner möglich.
ZRTP ist das einzige der vorgestellten Key Management Protokolle, das alle hier
aufgelisteten Sicherheitsfeatures abdeckt. Der Vergleich der in diesem Kapitel vor-
gestellten Key Management Protokolle wird in Tabelle 10.1 nochmals übersichtlich
dargestellt.



































































































% % SIP-Identity SDP-basierende
Tabelle 10.1: Key Management Protokolle im Vergleich (Vgl. [88, erweitert] )
11 Übersicht über die Evaluation
In der vorliegenden Evaluation der Protokolle und Technologien zur sicheren Signa-
lisierung, dem Medientransport und der Schlüsselverwaltung wird eine Vielzahl von
Protokollen und Technologien betrachtet und bewertet.
In Abbildung 11.1 ist das Zusammenspiel der einzelnen Protokoll in der Anwendung
zur sicheren Sprachkommunikation dargestellt. Das Session Initiation Protokoll wird
zur Signalisierung verwendet, der verschlüsselte Medientransport wird durch das Se-
cure Real-Time Protokoll realisiert und das für SRTP notwendige Key Management









































Abbildung 11.1: Abhörsicheres VoIP (Überblick) (Vgl. [88, modifiziert] )
Die Technologien der drei Ebenen Medientransport, Signalisierung und Key Ma-
nagement wurden einander gegenübergestellt und bewertet. Mit Hilfe eines URN
Diagramms wird dies in diesem Kapitel nochmals übersichtlich in Abbildung 11.2
dargestellt. Die Eignung der einzelnen Technologien für die Realisierung einer der
drei Ebenen, wird mit der bekannten Symbolik der URN Modellierungssprache gra-
phisch bewertet.










































































































































































































































































































In diesem Kapitel wird das Konzept dargelegt, auf dessen Grundlage die Implemen-
tierung der Anwendung zur verschlüsselten Sprachkommunikation unter Android
realisiert wird. Es wird dabei auf die Auswahl der Bibliotheken eingegangen mit
deren Hilfe das Konzept umgesetzt werden soll, es wird die Architektur erläutert die
implementiert werden soll und es wird auf die Besonderheiten eingegangen die man
bei der Umsetzung unter Android beachten muss. Dies geschieht unter Beachtung
des Anforderungskataloges der unter Kapitel 4 definiert wurde.
Um auf die Referenzimplementierung im Text leichter Bezug nehmen zu können,
wird die mobile Anwendung zur verschlüsselten Sprachkommunikation auf Basis des
Android Betriebssystems auch mit dem Projektnamen MemhoPhone referenziert,
der Kurzform für MemoryHolePhone. Als Memoryhole wird ein Konzept aus dem
Roman 1984[147] von George Orwell bezeichnet, mit dem Dokumente, Fotografien
und alle Medien der Zeitgeschichte im Allgemeinen vernichtet werden können, als
ob sie nie existiert hätten:
A memory hole is any mechanism for the alteration or disappearance
of inconvenient or embarrassing documents, photographs, transcripts, or
other records, such as from a web site or other archive, particularly as
part of an attempt to give the impression that something never happened
[148].
Die Diagramme im Implementierungsteil wurden mit Hilfe der Modellierungssprache
SysML erstellt, die in Anhang B vorgestellt wird.
12.1 Auswahl der Bibliotheken
Um die ausgewählten Protokolle und Technologien in einer mobilen Anwendung zur
verschlüsselten Sprachkommunikation auf Basis des Android Betriebssystems ver-
wenden zu können, muss zunächst für möglichst alle Protokolle eine existierende
Implementierung als Bibliothek gefunden werden. Dies beschleunigt den Implemen-
tierungsprozess, verringert den Implementierungsaufwand und führt zu geringeren
Kosten für die Anwendungsentwicklung. Dies bedeutet für die Auswahl der Biblio-
theken auch, dass sie möglichst unter eine BSD-Lizenz zur Verfügung stehen, die
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eine spätere kommerzielle Verwertung der Anwendung, ohne eine Veröffentlichung
des Quellcodes, zu ermöglichen.
12.1.1 Audiocodec
Als Audiocodec kommt AMR-WB zum Einsatz, wie unter Kapitel 7 begründet wur-
de. Mittels der Android SDK Java-API ist das Live-Transcoding im Speicher mit
diesem Audiocodec nicht möglich. Man muss zum Transcoding den Flashspeicher
des Mobiltelefons verwenden. Unter Verwendung des im Android NDK mitgeliefer-
ten Audioverarbeitungsframeworks OpenSL ES ist ein Transcoding der Audiodaten
von und nach AMR-WB im Speicher möglich und wird von dessen API, die in C
geschrieben ist, unterstützt.
Die Verwendung von Android SDK und NDK Komponenten ist gegenüber der Ver-
wendung von externen Bibliotheken vorzuziehen, da dadurch die Chance von Kom-
patibilitätsproblemen verringert wird. Daher habe ich mich für den Einsatz von
OpenSL ES mittels des Android NDK entschieden. Insbesondere da dadurch die
Lizenzierungsgebühren für die Verwendung des AMR Codecs durch das Android OS
abgedeckt sind.
Diese Entscheidung hat zur Folge, dass die RTP und SRTP Bibliothek wenn möglich,
ebenfalls in C oder C++ implementiert sind um einen Datenaustausch zwischen
NDK und SDK Schicht zu vermeiden. Andernfalls würden zusätzliche Latenzen bei
der Audioverarbeitung auftreten, die es zu vermeiden gilt (dies wurde in Kapitel 4.1
dargelegt).
12.1.2 Medientransportprotokoll RTP und SRTP
Bei den möglichen (S)RTP Programmbibliotheken fällt aus der unter Tabelle 12.1
dargestellten Auswahl an evaluierten RTP-Bibliotheken, die ccrtp Bibliothek weg.
Sie bietet zwar SRTP Support und eine einfache ZRTP Integration mittels einer
Zusatzbibliothek, sie ist allerdings unter der GPL lizenziert, was eine kommerzielle
Vermarktung des Produktes erschwert.
Die Bibliotheken jlibrtp und jrtplib sind weniger gut geeignet für die Aufgabe des si-
cheren Medientransports, da eine Verschlüsselung und Integration des SRTP-Profils
in diese Bibliotheken aufwendig nachgerüstet werden müsste.
Die Bibliothek ortp bietet mittels der zusätzlichen Bibliothek libsrtp volle Unter-
stützung des RTP Protokolls, sowie des SRTP Profils. Wenn ortp mit SRTP Unter-
stützung und verlinkter libsrtp kompiliert wurde, kann die sichere Kommunikation
unter Android damit umgesetzt werden. Ein kleiner Nachteil der ortp Bibliothek ist,
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dass man sie mit Hilfe des Android NDKs verwenden muss, da sie in C implemen-
tiert ist. Dieser Umstand ist für den optimalen Transport der Audiodaten, nur auf
Android NDK Ebene, wiederum einen Vorteil. Die Lizenzierung unter LGPL ermög-
licht zudem eine problemlose kommerzielle Vermarktung eines späteren Produktes.
In der Bibliothek libsrtp sind die kryptographischen Algorithmen zur Verschlüsse-
lung mit dem Algorithmus AES im Cipher Block Chaining Mode und im Integer
Counter Mode bereits integriert (weitere Erläuterungen zu AES, Blockchiffren und
Operationsmodi befinden sich im Anhang C).
Eine fünfte Möglichkeit um den sicheren Medientransport unter Android zu realisie-
ren ist die Bibliothek FMJ (Freedom for Media in Java). Sie bietet SRTP Unterstüt-
zung und eine leichte Integration des ZRTP Protokolls. Da sie in Java implementiert
ist, kann man sie unter Android auch ohne größeren Aufwand verwenden. Da der
AMR-WB Audiocodec durch das Android NDK benutzt werden soll, hat die Verwen-
dung von FMJ allerdings den entscheidenden Nachteil dass ein latenzinduzierender
Datenaustausch zwischen Android SDK und NDK Ebene stattfinden würde.
Ich habe mich für ortp in Verbindung mit libsrtp entschieden, da sie in Kombination
mit OpenSL ES einen optimierten Sprachdatenfluss bietet, ohne der Notwendigkeit
des Datenaustausches zwischen der C und Java Schicht.
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Tabelle 12.1: RTP Bibliotheken (Vergleich)
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12.1.3 Signalisierungsprotokoll SIP
Aufgrund der Einschränkung die durch die gewünschte Lizenz gegeben ist, bleiben
von der möglichen Auswahl an Bibliotheken, die in Tabelle 12.2 dargestellt sind,
nur drei mögliche Bibliotheken zum weiteren Vergleich übrig. Dies wären J-SIP,
Sofia-SIP, sowie der SIP-Stack, der unter Android 2.3.4 integriert ist.
Bei der Verwendung des SIP-Stacks von Android 2.3.4 ist eine externe Absiche-
rung der SIP-Kommunikation über TLS nicht möglich. Dies ist zwar nicht zwingend
notwendig um mittels SRTP und ZRTP sicher zu kommunizieren, wäre aber als Op-
tion wünschenswert. Bei dem unter Android 2.3.4 mitgeliefertem SIP-Stack, handelt
es sich um eine modifizierte Version des J-SIP Stacks, der aber aufgrund der Ab-
geschlossenheit und der Modifikationen, wie der zusätzlichen Abstraktionsschicht
durch die Android API und der nicht-zugänglichen internen Funktionen nicht in
Frage kommt.

















MjSip Java GPL http://www.mjsip.org
Android
SIP (SDK)
Java % TLS nicht
möglich
Android SDK (API Level
10)[149]
Tabelle 12.2: SIP Bibliotheken (Vergleich)
J-SIP ist in Java programmiert und ist eine Entwicklung des National Institute
of Standards and Technology (NIST), was für die Qualität der Bibliothek spricht.
Zudem ist die Dokumentation und die Menge an Beispielanwendungen sehr zahl-
reich. Die Entwicklung von J-SIP wird zur Zeit weiterhin kommerziell vorangetrie-
ben durch mobicents[150].
Sofia-SIP ist eine Entwicklung die auf dem SIP-Stack des Nokia Research Centers
basiert, wurde allerdings von einer Open-Source Community weiterentwickelt. Sofia-
SIP unterstützt alle Features des SIP RFC 3261 und lässt sich durch TLS absichern.
Vergleicht man J-SIP mit Sofia-SIP, sprechen die freiere Lizenz (Public Domain),
sowie die einfachere Verwendung unter Android (Java) für den J-SIP Stack. Auf-
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Tabelle 12.3: ZRTP Bibliotheken (Vergleich)
grund dieser beider Fakten und der guten Dokumentation habe ich mich für die
Verwendung des J-SIP Stacks entschieden.
12.1.4 Key Management Protokoll ZRTP
Bei der Auswahl der Bibliothek für die ZRTP Implementierung ist man ebenfalls
stark eingeschränkt durch die Vorgabe der Softwarelizenz. Es existiert nur eine Bi-
bliothek, die eine spätere kommerzielle Verwendung des Produktes (ohne Offenle-
gung des Quellcodes) ermöglicht: ZRTP4J. Diese ist zwar unter GPL 3.0 veröffent-
licht, erlaubt aber durch eine Zusatzklausel eine Verwendung in unfreier Software
wenn man die Bibliothek in unabhängigen Modulen verlinkt.
ZRTP4J ist in Java implementiert, was zur Folge hat, dass eingehende ZRTP Pa-
kete von der Android NDK Ebene zur SDK Ebene weitergereicht werden müssen.
Dies ist bei ZRTP Paketen im Gegensatz zu RTP Paketen allerdings nicht weiter
problematisch, da eine geringe zusätzliche Latenz bei der Verarbeitung von ZRTP
Paketen nicht weiter ins Gewicht fällt.
Aus technischer Sicht betrachtet sind ZORG, libzrtpcpp und libzrtp SDK ebenfalls
geeignet um unter Android den Schlüsselaustausch mittels des ZRTP Protokolls zu
realisieren, scheiden aber aufgrund der Lizenzierung unter AGPL, beziehungsweise
GPL, aus. Eine Übersicht über ZRTP-Bibliotheken ist in Tabelle 12.3 zusammenge-
stellt.
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Abbildung 12.1: Protokolle und Bibliotheken
12.1.5 Übersicht über die verwendeten Bibliotheken
Die Referenzimplementierung MemhoPhone setzt sich aus zahlreichen in Android
integrierten Bibliotheken und zusätzlichen externen Bibliotheken zusammen. Die Bi-
bliotheken werden dabei für die Realisierung der Protokollfunktionalität von einem
oder mehreren Protokollen benutzt. Aus welchen Protokollen sich die Implemen-
tierung MemhoPhone zusammensetzt und welche Bibliotheken für die Realisierung
ausgewählt wurden, wird in Abbildung 12.1 dargestellt.
12.2 Datenflussmodell
Bedingt durch die Auswahl der Bibliotheken für das Audiotranscoding und den
(S)RTP Protokollstack wird die Verarbeitung der Audiodaten auf Ebene des Android
NDKs in einer Audioverarbeitungspipeline durchgeführt. Die Implementierung der
Audioverarbeitungspipeline erfolgt vollständig in der Programmiersprache C.
Die Verarbeitung der Daten in der Audioverarbeitungspipeline soll dabei schritt-
weise erfolgen. Die Audiodaten werden zunächst über die Audiohardware in den
Arbeitsspeicher geladen. Die Audiodaten liegen nach der Aufnahme in einem Au-
dio RAW Format vor und sind unkomprimiert und würden für den Transport über
das Netzwerk zu viel Bandbreite benötigen. Daher werden sie in einen Audiocodec
umgewandelt der weniger Bandbreite benötigt. Danach werden die encodierten Au-
diodaten in RTP Pakete verpackt und anschließend verschlüsselt. Der letzte Schritt
ist, die verschlüsseltem SRTP Pakete durch die Netzwerkhardware zu verschicken.
Die Audioverarbeitungspipeline ist in Abbildung 12.2 schematisch dargestellt.
Der Empfang von verschlüsselten SRTP Paketen geschieht analog dazu in umgekehr-
ter Reihenfolge. Der Datenaustausch zwischen den einzelnen Stufen der Audiopipe-





























Abbildung 12.3: Anwendungslogik Java
parallelisierbar zu implementieren. Allerdings wird nicht jede Verarbeitunsgstufe in
einem separaten Thread ausgeführt. Die Parallelisierung beschränkt sich auf das
Audiotranscoding und die Funktionalität des RTP-Stacks.
Die Anwendungslogik und Integration in das Android OS wird in Java realisiert,
da die Implementierung dieses Anwendungsmoduls in Java effizienter und besser
zu realisieren ist. Der Datenaustausch zwischen Audiopipeline im Modul DataFlow
und dem Modul Anwendungslogik beschränkt sich auf ein Minimum und beinhaltet
keinerlei Audiodaten die die Sprachkommunikation betreffen. Der Zusammenhang
zwischen Anwendungslogik und der Audioverarbeitungspipeline ist in Abbildung
12.3 dargestellt.
12.3 Anwendung als SystemService
Android Anwendung werden pausiert wenn sie nicht im Vordergrund ausgeführt wer-
den, das heißt wenn sie nicht auf dem Bildschirm des Mobilgeräts aktiv sind. Dadurch
wird der Anwendung keine Rechenzeit mehr zugewiesen und der Programmzustand
muss gesichert werden. Dies hat zur Folge, dass man bei der Implementierung als
gewöhnliche Android Anwendung, vor eingehenden Anrufen die Anwendung manu-
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ell starten müsste und man während der Laufzeit der Anwendung nichts weiter mit
dem Mobilgerät machen könnte.
Um dies zu umgehen wird der SIP-Protokollstack als Android System Service in ei-
nem separaten Thread implementiert. Ein Service unter Android ist mit einem Unix
Daemon, also einem Hintergrundprozess vergleichbar, der auf eingehende SIP Anruf-
signalisierung lauscht. Zusätzlich ist der SIP Service für das periodische Registrieren
am SIP-Registrar zuständig ist. Das periodische Registrieren ist notwendig, da die
maximale Registrierungsdauer nach einer einzelnen SIP-Register Nachricht nur 3600
Sekunden beträgt und die Registrierung bei längeren Registrierungszeiträumen da-
her periodisch erneuert werden muss.
12.4 Java Native Interface und NDK
Um die C Bibliotheken mit dem NDK verwenden zu können müssen Wrapperklas-
sen oder Wrapperfunktionen geschrieben werden. Zum einen in Java, zum anderen
deren Gegenstück in C. Dies ist bedingt durch die Funktionsweise des Java Nati-
ve Interfaces. Für weiterführende Informationen zur Verwendung des Java Native
Interfaces verweise ich an dieser Stelle an die offizielle Dokumentation[151].
Um den Implementierungsaufwand der Wrapperklassen gering zu halten, wird de-
ren Anzahl auf zwei beschränkt, was einen optimalen Kompromiss aus Modularität
und Implementierungsaufwand darstellt. Die beiden zu erstellenden Wrapperklas-
sen sind die Klasse für die Verwendung der Audiobibliothek und Audiohardware,
sowie eine Klasse für die Kontrolle der RTP-Funktionalität einschließlich der in-
tegrierten SRTP-Bibliothek. Dadurch wird es möglich die Audiobibliothek und die
RTP-Bibliothek auch in anderen verwandten Projekten zu verwenden. Zudem bleibt
dadurch die Übersichtlichkeit der Anwendungsarchitektur gewahrt.
12.5 Anwendungskonfiguration
Die Einstellung der Anwendungsparameter müssen vom Benutzer vorgenommen
werden können. Dazu zählen die Konfiguration der Medientransport- und SIP Ports,
der SIP Serveradresse und dem SIP Benutzernamen, sowie weitere relevante Anwen-
dungsparameter. Die benutzerdefinierten Einstellungen müssen für den Entwickler
in allen Bereichen der Anwendung zur Verfügung stehen. Die Architektur der Ein-
stellungsverwaltung muss entsprechend gewählt werden.
Die Konfiguration der benutzerdefinierten Anwendungsparameter sollte nur zentral
an einer Stelle erfolgen, damit nicht zu jeder Zeit und von jedem Anwendungsmodul
Parameter geändert werden können.
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Alle Anwendungskomponenten die die benutzerkonfigurierten Einstellungen verwen-
den, müssen nach deren Änderung darüber informiert werden, damit die entspre-
chende Anwendungskomponenten die neue Konfiguration laden können.
12.6 Graphische Benutzeroberfläche und
Systemintegration
Durch die Offenheit des Systems (Kapitel 2.4), hat man unter Android die Möglich-
keit seine eigene Anwendung nahtlos in das System zu integrieren. Die Anwendung
wird daher nicht als klassische Android Anwendung implementiert bei der man eine
Vollbildanwendung bedient, sondern in die originale Telefonieanwendung integriert.
Dies wurde in Kapitel 12.3 bereits thematisiert und wird in diesem Kapitel weiter
ausgeführt.
Erst im Falle eines eingehenden Anrufes, muss wie bei einem gewöhnlichen Anruf
aus dem Mobilfunknetz der Benutzer umgehen akustisch und visuell durch einen
Anrufbildschirm über den eingehenden Anruf informiert werden. Die akustische Be-
nachrichtigung soll sich dabei nach den Audioprofileinstellungen des Mobiltelefons
richten. Damit der Benutzer visuell über einen eingehenden Anruf informiert wird,
soll eine Activity, also eine Grafische Bedienoberfläche in Android, im Vollbild gest-
artet werden
Auf der Activity des Anrufbildschirm muss der ZRTP Short Authentication String
angezeigt werden damit sich die Anrufer gegenseitig authentifizieren können. Zu-
sätzlich muss auf dem Anrufbildschirm auch dargestellt werden wie der Status des
Verschlüsselungsmechanismus ist, da man sowohl verschlüsselt als auch unverschlüs-
selt über die Anwendung telefonieren kann. Zusätzlich wird die SIP-URI oder der
Name des Anrufers angezeigt sofern er im Telefonbuch eingetragen ist.
13 Implementierung
Die Umsetzung des Konzeptes aus dem vorangehenden Kapitel (Kapitel 12) wird
hier erläutert. Es werden zunächst die Entwicklungsumgebung und die verwendete
Hardware vorgestellt, bevor in Kapitel 13.3 der Aufbau der Anwendung MemhoPho-
ne dargelegt wird. Die darauf folgenden Kapitel präsentieren einzelne Module der
Referenzimplementierung, bevor in Kapitel 13.9 die Gesamtarchitektur dargestellt
wird. Besondere Aspekte bei der Entwicklung des Prototypen werden in Kapitel
13.10 separat erläutert, bevor auf die Verwendung eines Software Private Branch
Exchanges in Kapitel 13.11 eingegangen wird.
Die Referenzimplementierung (MemhoPhone) wird für das Android Release 2.3.4
(Android SDK API Level 10) entwickelt. Die Diagramme wurden mit Hilfe der
Modellierungssprache SysML erstellt, die in Anhang B vorgestellt wird.
13.1 Entwicklungsumgebung
Bei der Implementierung des Prototypen für die verschlüsselte Sprachkommunika-
tion wurde eine Vielzahl an Frameworks und Entwicklungswerkzeugen eingesetzt.
Entwickelt wurde unter Debian 7.0 Codename Wheezy[152], das aktuell noch die
Testing Distribution der Debian Distribution darstellt. Als Entwicklungsumgebung
kommt Eclipse in Version 3.7 zum Einsatz, inklusive des ADT-Plugins[153] in Versi-
on 12.0, welches die Android SDK Tools[154] in Eclipse integriert. Die Android SDK
Tools, darunter Debugger, Tracer und einem Management Programm für den An-
droid Emulator kommen ebenfalls in Version 12.0 zum Einsatz. Das Android NDK,
mit dem die externen Bibliotheken, die in C geschrieben sind verwendet werden,
wird in Revision 6 eingesetzt[155].
Die Referenzanwendung wird für Android 2.2 (API Level 8) kompiliert, inklusi-
ve aller Module und externen Bibliotheken und auf Android 2.3.4 auf dem Nexus
S getestet und eingesetzt. Einzelne Komponenten der Anwendung wurde auch im
Emulator (Android Virtual Device) mit Android 2.2 und Android 2.3.3 getestet.
Der gesamte Quellcode, einschließlich der externen Bibliotheken wird mittels des
git Versionskontrollsystems[156] verwaltet und ermöglicht es, durch die dezentrale
Versionierungsarchitektur, das Quellcode Repository auf mehreren Entwicklungs-
84 13 Implementierung
Abbildung 13.1: Google Nexus S (Quelle: [157])
computern und externen Laufwerken zu synchronisieren, um die Redundanz und
Mobilität der Softwareentwicklung zu ermöglichen, ohne dabei auf eine Internetver-
bindung angewiesen zu sein.
13.2 Google Nexus S
Die Referenzimplementierung und Evaluation wurde auf Basis des Smartphones Ne-
xus S (Codename Crespo), das durch eine Gemeinschaftsproduktion von Google und
Samsung entwickelt wurde, durchgeführt. Das aktuelle Google-Handy Nexus S (dar-
gestellt in 13.1) wird vom Hersteller Samsung auch als Samsung GT-I9020T geführt
und vertrieben. Das Google Nexus S genügt bezüglich der Konnektivität den unter
Kapitel 4.1 spezifizierten Anforderungen völlig.
Konnektivität
è Quad-band GSM: 850, 900, 1800, 1900
è Tri-band HSPA: 900, 2100, 1700
è HSPA type: HSDPA (7.2Mbps) HSUPA (5.76Mbps)
è WiFi 802.11 n/b/g
è Bluetooth 2.1+EDR
è Near Field Communication (NFC)
Prozessor
è 1GHz Cortex A8 (Hummingbird) Prozessor
è Samsung 16GB iNAND Flashspeicher
Betriebssystem
è Android 2.3.4 (Codename Gingerbread)
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13.3 Allgemeiner Anwendungsaufbau
Die Implementierung und die Verwendung der einzelnen Protokolle, die in der An-
wendung zur sicheren Sprachkommunikation Verwendung finden, sind in protokolls-
pezifische Klassen gekapselt. Diese Klassen tragen den Suffix “Manager” und weisen
sich dadurch als alleinige Kontrollinstanz für die Verwendung eines spezifischen Pro-
tokolls aus.
Neben den Managerklassen für die Implementierung der Protokollkomponenten,
existieren noch weitere Managerklassen für die Verwaltung der benutzerdefinierten
Einstellungen (SettingsManager), sowie für die Verwaltung von Anrufdaten (Call-
Manager).
Für die Interaktion zwischen Java (SDK) und C-Ebene (NDK) der Anwendung wur-
den zwei JNI-Wrapperklassen erstellt: ORTPWrapper für die JNI-Calls zur RTP-
Bibliothek ortp und libsrtp und OpenSLWrapper für die JNI-Calls zur Audio Trans-


























Abbildung 13.2: Systemkomponenten und Abhängigkeiten
In Abbildung 13.2 ist dargestellt aus welchen Hauptkomponenten sich die Anwen-
dung zur sicheren Sprachkommunikation zusammensetzt. Ebenso sind die Abhän-
gigkeiten der Komponenten untereinander dargestellt.
Besonders hervorzuheben ist die Eigenschaft des SettingsManagers, der die benut-
zerdefinierten Einstellungen der Anwendung zentral zugänglich macht. Um einen
einfachen Zugriff auf die Klasse zu ermöglichen und um die multiple Instantiierung
zu verhindern ist sie als Singleton implementiert. Der CallManager ist ebenfalls als
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Singleton implementiert aus den gleichen zuvor genannten Gründen.
Eine Besonderheit des SettingsManagers ist, dass er ausschließlich von der Klasse
SIPActivity aus beschrieben wird. Die SIPActivity ist die Hauptkomponente der An-
wendung MemhoPhone und starte die übrigen Managerklassen. Alle übrigen Klassen
greifen nur lesend auf ihn zu. Durch diese Eigenschaft wird verhindert, dass benut-
zerdefinierte Konfiguration an unterschiedlichen Stellen oder unbemerkt geändert
werden. Nach der Änderung der benutzerdefinierten Einstellungen, werden ausge-
hend von der SIPActivity alle Managerklassen benachrichtigt, damit die Bibliothe-
ken und Variablen, die in Abhängigkeit von den benutzerdefinierten Einstellungen
stehen, neu initialisiert werden.
Die Benutzeridentifikationssignatur (ZID) des ZRTP-Protokollstacks wird in einem
abgeschotteten Speicherbereich des Android OS gespeichert, zu dem nur die Anwen-
dung MemhoPhone Zugang hat.
Zur Interaktion zwischen den Klassen werden Callbackinterfaces benutzt, die nur
die wirklich benötigten Funktionen enthalten mit denen die Klassen interagieren.
Dadurch sind das Anwendungs- und Interfacedesign voneinander unabhängig, was
die Modularität der Anwendung und die Wartbarkeit erhöht.
Um den Quellcode und die Klassen strukturiert zu organisieren, sind sie in Pakete
unterteilt, deren Wurzelpaket, unter dem alle restlichen Pakete und Klassen organi-
siert sind, das Paket de.consistec ist. In Abbildung 13.3 ist die Organisation der
Klassen und Pakete grafisch dargestellt, beschränkt sich bei der Darstellung aber
auf die wichtigsten verwendeten Pakete und Klassen um die Übersichtlichkeit zu
wahren.
Besondere Erwähnung verdienen an dieser Stelle die Klassen im Paket de.consistec
.manager, die die wichtigsten Klassen zur Protokoll- und Ablaufsteuerung darstel-
len. Das Paket de.consistec.wrapper, das alle JNI Wrapperklassen beinhaltet,
sowie das Paket de.consistec.gui in dem alle Klassen zur Realisierung der grafi-
schen Benutzeroberfläche enthalten sind, sind ebenfalls von zentraler Bedeutung.
13.4 Audiopipeline
Eine der Hauptaufgabe der Anwendung zur sicheren Sprachkommunikation, ist die
effiziente Verarbeitung von Audiodaten. Das in Kapitel 12.2 vorgestellt Konzept
konnte wie dargestellt in der Implementierung umgesetzt werden. Die Verarbeitung
der Audiodaten erfolgt nach dem bekannten Entwurfsmuster einer Pipeline und wird
daher auch als Audiopipeline bezeichnet.
Der Hardwarezugriff für die Akquirierung und Wiedergabe der Audiodaten, das


























Abbildung 13.3: MemhoPhone Paketstruktur
Ver- und Entschlüsseln der RTP-Pakete und der Zugriff auf die Netzwerkhardware
erfolgt vollständig in der Programmiersprache C und wird mit Hilfe des Android
NDK realisiert. Dadurch wird die Problematik der latenzinduzierenden JNI Funk-
tionsaufrufe vermieden. Die vollständige Audioverarbeitungskette ist in Abbildung
13.4 dargestellt und wird in diesem Kapitel explizit erläutert.
Die Steuerung und Kontrolle über die Module Audiostack (mit der OpenSL ES Bi-
bliothek ) und dem (S)RTP-Stack (mit den ortp und libsrtp Bibliotheken) erfolgt
über zwei JNI Wrapperklassen, mit deren Hilfe man aus der Java Ebene Funktio-
nen der Audiostacks und des (S)RTP-Stacks aufruft. Die Kontrollinterfaces sind in
Abbildung 13.4 durch die entsprechenden Interface Symbole dargestellt. Die Aufbau
der Wrapperklassen ist an dieser Stelle nicht entscheidend und wird im folgende
Kapitel 13.5 separat beschrieben.
Durch die Verwendung einer ZRTP-Protokollimplementierung in der Programmier-
sprache Java (ZRTP4J ), wird es notwendig ZRTP-Pakete für die Abwicklung des
ZRTP-Protokolls in die Android SDK Ebene durchzureichen. Um das zu ermögli-
chen, müssen ZRTP-Pakete von der RTP-Implementierung erkannt werden, um sie
von den RTP Paketen zu unterscheiden. Dies ist notwendig da ZRTP-Pakete im
RTP Protokoll inband, über den gleichen Unix-Socket übertragen werden.
Eigentlich bietet die ZRTP4J Protokollimplementierung die Funktionalität der
ZRTP-Paketerkennung. Durch Übergabe von RTP Paketen an die folgende Funktion

































Abbildung 13.4: Datenfluss (Implementierung)
Listing 13.1: ZRTP4J Funktion zur Prüfung von RTP Paketen
processZrtpMessage(byte[] extHeader, int ssrc)
Falls dies zutrifft, wird das Paket entsprechend dem ZRTP Protokollablauf weiterver-
arbeitet und >>0<< zurückgegeben. Sofern es sich um ein gewöhnliches RTP-Paket
handelt gibt die Funktion >>1<< zurück und man kann das RTP wie gewohnt wei-
terverarbeiten. Die ZRTP-Erkennung auf Basis der ZRTP4J Bibliothek würde al-
lerdings bedeuten, dass die zusätzliche Latenz durch den JNI Funktionsaufruf auch
auf RTP Pakete Auswirkung hat und nicht nur – wie geplant – auf ZRTP Pakete.
Deshalb wurde die ZRTP-Paketerkennung nachträglich im RTP-Stack integriert, so
dass gezielt einzelne ZRTP-Pakete an den ZRTP4J-Stack weitergereicht werden kön-
nen ohne jedes RTP-Paket übergeben zu müssen. Dadurch bleibt die Verarbeitung
der Audiodaten auf Ebene des Android NDK davon unberührt und es wird keine
zusätzliche Latenz verursacht.
13.5 NDK Wrapperklassen
Um C Funktionen von Java aus aufzurufen und um vice versa auch Java Funktionen
aus dem C Quellcode aufzurufen wurden zwei Wrapperklassen implementiert, die die
Funktionsaufrufe der einen Programmiersprache in die Funktionsaufrufe der jeweils
anderen Sprache übersetzen.
Die vollständige Audiopipeline ist in C implementiert und wird durch den RTPMa-
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ibd JNI Wrapper Classes
Abbildung 13.5: Java Native Interface Wrapperklassen
Der RTPManager, sowie der AudioManager verwenden ihre jeweilige bibliotheksspe-
zifische Wrapperklasse ORTPWrapper und OpenSLWrapper um die Funktionen der
C-Bibliotheken aufzurufen. Die Audiopipeline wird dadurch auf abstrakter Ebene
von der SDK-Ebene aus mit einigen wenigen API Funktionsaufrufen gesteuert.
Die Audioverarbeitungspipeline ist in den Blöcken rtpcontrol.c und audiocontrol.c
implementiert. Zusätzlich ist in den beiden Blöcken die Implementierungen der na-
tiven Funktionen der beiden Wrapperklassen realisiert. Der Aufbau der NDK Wrap-
perklassen ist in Abbildung 13.5 dargestellt.
Es existieren Funktionen zur schrittweisen Konfiguration und Initialisierung der Bi-
bliotheken, zum Starten der RTP- und Audioübertragung, sowie zur Deinitialisie-
rung der Bibliotheken. Der ORTPWrapper hat zusätzliche Funktionen um ZRTP
Pakete zwischen C- und Javaebene auszutauschen, sowie um die SRTP Verschlüsse-
lung zu aktivieren, nachdem mittels ZRTP die Schlüssel vereinbart wurden.
13.6 Threadingarchitektur
Die Anwendung zur sicheren Sprachkommunikation unter Android macht es auf-
grund der multiplen und simultan operierenden Netzwerkprotokollstacks erforder-
lich, dass die einzelnen Bibliotheken in einem eigenen oder sogar mehreren Threads
operieren, damit eine parallele Abarbeitung der Protokolle möglich ist. Da es sich
beim ARM Cortex A8 um einen Singlecore Prozessor handelt ist die Abarbeitung

































mus[158] des Linux Kernels. Weitere Information zum CFS-Algorithmus können
unter [159] nachgelesen werden.
Die Benutzeroberfläche der Anwendung läuft bedingt durch die Android Systemar-
chitektur ebenfalls in einem separaten Thread, um die Benutzeroberfläche nie durch
länger andauernde Funktionsaufrufe zu blockieren und so das Benutzererlebnis zu
beeinträchtigen. Damit der Thread in dem die GUI Elemente dargestellt werden von
anderen Threads und Klassen manipuliert werden kann, wird der Anwendungskon-
text bei der Initialisierung der Klassen die auf die GUI zugreifen müssen mitgegeben.
Die Anwendungsmodule AudioManager, RTPManager und ZRTPManager sind als
Android AsyncTask realisiert. Die Android Javaklasse AsyncTask ist eine vereinfach-
te Möglichkeit um Java Threads unter Android zu realisieren und um die Grafische
Benutzeroberfläche von einem separaten Thread aus zu manipulieren. Die Abhän-
gigkeiten der Threadklassen untereinander sind in Abbildung 13.6 veranschaulicht.
Der native C Quellcode der RTP, SRTP und Audiobibliothek wird innerhalb der
Java Threads des AudioManagers und des RTPManagers in der Dalvik VM des
Android Betriebssystems ausgeführt.
Der Datenaustausch zwischen den Threads, also auch zwischen den einzelnen Modu-
len der Audioverarbeitungspipeline geschieht gepuffert (siehe Abbildung 13.7), was
bedeutet, dass nach der Übergabe einzelner Pakete zwischen den Threads nicht auf
deren Abarbeitung gewartet werden muss. Es wird nur die reine Zeit benötigt um
einen Pointer oder Referenz in die eingehende Verarbeitungsqueue eines Moduls zu






















Abbildung 13.7: I/O Buffer Audioverarbeitung bei Threads
schreiben, der dann vom dem entsprechenden Modul weiterverarbeitet wird, sobald
dem Thread vom Betriebssystem wieder Rechenzeit zugewiesen wird.
Das Lesen und Schreiben in die Threadbuffer ist durch Lockmechanismen gesichert
um atomar Elemente in den Threadbuffer zu schreiben und lesen zu können. Für
die Javabuffer wird dies durch eine ConcurrentLinkedQueue aus dem Java Concur-
rency Framework realisiert.
Für die Threadbuffer, die in C implementiert sind, wird die Queue durch einen
zusätzlich ergänzten Lockmechanismus für das Schreiben und Lesen in die Queu-
eimplementierung SIMPLEQ der Linux Bibliothek <sys/queue.h> realisiert.
13.7 Android Integration und GUI
Über ein Symbol im Notification Bereich des Android OS wird dem Benutzer signa-
lisiert, ob der SIP Service aktiv ist und ob auf eingehende Anrufe gelauscht wird.
Der Notification Bereich befindet sich am oberen Rand des Android Bildschirms
und ist mit dem Konzept der Status Area unter Windows ab Version ’95 aufwärts
vergleichbar (Abbildung 13.8). Aktiviert man die Vollbildansicht des Notification
Bereiches, wird die Detailansicht aktiviert. In der Detailansicht werden Statusmel-
dungen der Anwendung dargestellt und durch berühren der Statusmeldung, wird
die Telefonieanwendung mit aktiviertem Modus zur sicheren Sprachkommunikation
gestartet (Abbildung 13.8 rechts).
Im Feld, das die gewählte Nummer anzeigt, wird dargestellt ob man gerade über das
Mobilfunknetz wählt oder ob man über die Anwendung zur verschlüsselten Sprach-
kommunikation telefoniert. Durch einen einfachen Knopfdruck kann der Benutzer
umschalten über welche Kommunikationsanwendung gewählt werden soll (Abbil-
dung 13.9).
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Abbildung 13.8: SIP Service und Notification
Abbildung 13.9: Integration in Android Telefonieanwendung
Ist der Modus zur sicheren Sprachkommunikation aktiv, kann man über das Kon-
textmenü das unter Abbildung 13.10 dargestellte Einstellungsmenü starten, in dem
der Benutzer wichtige Anwendungsparameter konfigurieren kann, wie beispielsweise
die SIP-Serverdaten, Ports für RTP und SIP-Verbindungen oder das Zeitintervall in
dem sich periodisch am SIP Server neu registriert werden soll.
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Abbildung 13.10: Einstellungsdialog und Detailansicht
Startet man einen ausgehenden Anruf oder geht ein Anruf ein, wird der Anrufbild-
schirm in den Vordergrund gebracht. Auf dem Anrufbildschirm in Abbildung 13.11
wird ein eingehender Anruf dargestellt. Auf ihm ist der Short Authentication String
zu sehen. Durch das Schloss wird dargestellt ob der Anruf verschlüsselt ist und es
ist der Name und das Foto des eingehenden Anrufes sichtbar. Über zwei Buttons
kann der Anruf angenommen oder angelehnt werden.
Abbildung 13.11: Anrufbildschirm
Damit der Thread in dem das Benutzerinterface abläuft manipuliert werden kann
und Benutzerbenachrichtungen wie beispielsweise Alerts angezeigt werden können,
bietet eine Android Activity eine spezielle Funktion, von der aus andere Threads
und Klassen diese Meldungen und Manipulationen an der GUI durchführen können.
Diese Funktion ist in Listing 13.2 dargestellt der Android Activity aufgerufen. Dies
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Listing 13.2: Manipulieren der GUI von nicht UI-Threads
runOnUiThread( new Runnable() {
public void run() {
// Manipulate GUI here
}
} );
wird durch die Implementierung des IGuiCallbacks Interfaces von der SIPActivity
Klasse realisiert.
13.8 Programmablaufplan
In diesem Kapitel wird der Programmablauf in seiner Gesamtheit dargestellt. Die
Erläuterungen wurden in Abbildung 13.12 visuell aufbereitet und zusammenfassend
dargestellt. Die beiden Bereiche der RTP und ZRTP Übertragung und der SRTP
Übertragung sind in Abbildung 13.13 separat und detaillierter abgebildet.
Der Anwendungsstart erfolgt koordiniert nach einer festen Abfolge. Zunächst star-
tet die SIPActivity von der ausgehend, die grafische Benutzeroberfläche initialisiert
wird und die gespeicherten Anwendungseinstellungen geladen werden mit denen der
SettingsManager initialisiert wird. Nach der Initialisierung der Activity wird der
SIPManager gestartet, der den Android Systemservice implementiert. Nach dem
Start des Service verbindet sich die SIPActivity mit dem SIP-Service und initiali-
siert davon ausgehende die übrigen Anwendungskomponenten.
Nachdem die SIPActivity mit dem SIP-Service verbunden ist, wird nacheinander
der SIP-Stack, der RTP-Stack und der Audio-Stack soweit initialisiert, das einge-
hende und ausgehende Verbindungen möglich sind. Nachdem die VoIP Protokoll-
stacks fertig initialisiert sind, meldet sich die Anwendung, basierend auf den be-
nutzerdefinierten VoIP-Einstellungen am SIP-Registrar an und startet den Thread
der periodisch die Registrierung am SIP-Registrar erneuert. Ab diesem Zeitpunkt
lauscht der SIP-Service auf Anrufsignalisierungen durch andere Peers oder auf den
Verbindungswunsch durch den Benutzer des UE.
Bei einem ausgehenden oder ankommenden Anruf werden die RTP-Session und
die Audio-Session für die Übertragung der Sprachdaten, basierend auf dem Ver-
bindungsparametern der durch das SIP Protokoll übertragenen SDP Nachrichten,
aufgebaut. Der ZRTPManager wird erst initialisiert und erst aktiviert wenn eine
Sprachverbindung (RTP-Session) aufgebaut ist. Dies liegt darin begründet, dass
ZRTP-Pakete über den Port der RTP-Session versendet werden und der Port erst
nach der abgeschlossenen Initialisierung der RTP-Session geöffnet wird. Sind Audio-




















































tragung und der Empfang von Audiodaten in RTP-Paketen ebenso wie die Übertra-
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Abbildung 13.13: (S)RTP Mainloop
Zu Beginn werden die Audiodaten noch unverschlüsselt übertragen. Sobald der
Schlüssel für die SRTP Verschlüsselung mittels des ZRTP-Handshakes ausgetauscht
wurde (siehe Kapitel 10.3), wird die Verschlüsselung aktiviert. Ab diesem Zeitpunkt
wird der ZRTPManager deaktiviert und es findet kein ZRTP-Handshake oder die
ZRTP Signalisierung mehr statt. Audiodaten werden mittels SRTP nur noch ver-
schlüsselt übertragen.
Wird der Anruf durch den Benutzer des UE oder den Kommunikationspartner be-
endet, werden Audio- und RTP-Session wieder beendet und die Anwendung kehrt
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in den Zustand zurück in dem der SIPManager (Android System Service) auf einge-
hende und ausgehende Verbindungen wartet.
13.9 Gesamtarchitektur
Der Aufbau der Anwendung MemhoPhone wurde bisher nur in einzelnen Teilen
dargestellt um spezifische Implementierungsdetails herauszuarbeiten.
In diesem Kapitel und insbesondere in Abbildung 13.14 wird dargestellt wie die
einzelnen Module der Anwendung zusammenarbeiten. Dies geschieht in Hinblick
auf Kontrollinterfaces, ebenso wie in Hinblick auf den Datenaustausch zwischen
den einzelnen Module. Die Kontrollinterfaces dienen der Anwendungssteuerung und
sorgen für den koordinierten Ablauf der Anwendungslogik wie in den Kapiteln 13.8
und 13.8 dargestellt.
Die Ports für den Datenaustausch spezifizieren, welche Daten zwischen den Mo-
dulen ausgetauscht werden können. Die einzelnen kleineren Blöcken sind durch die
größeren Blöcke Android SDK (Java) und Android NDK (C) gegliedert, um zu visua-
lisieren in welcher Programmiersprache sie realisiert wurden, da dies ja wie bereits
in den Kapiteln 12.2 und 13.4 von entscheidender Bedeutung bei der Verarbeitung
der Sprachdaten ist.
Ankommende ZRTP-Pakete werden gefiltert und mit Hilfe des ORTPWrappers
(JNI) an den ZRTPManager weitergereicht. Der ZRTPManager verarbeitet die
ZRTP-Pakete anhand des ZRTP-Protokollablaufs. Ausgehende ZRTP-Pakete wer-
den direkt mit Hilfe des ORTPWrapper über den selben Port wie ausgehende RTP
Pakete versendet, ohne von der RTP-Bibliothek verarbeitet zu werden.
Die Anrufeinstellung die vom Benutzer in der SIPActivity festgelegt wurden, wer-
den dem Android Service SIPManager übergeben. Dieser generiert aus den Anruf-
einstellungen des Benutzers eine SDP-Nachricht die mit Hilfe des SIP-Stacks zum
SIP-Registrar versandt wird.
13.10 Erfahrungswerte der praktischen Umsetzung
Während der Implementierung der Referenzanwendung wurden zahlreiche Probleme
festgestellt und gelöst, von denen die erwähnenswerten in diesem Kapitel explizit
vorgestellt werden. Diese sind zum einen durch die Android Architektur begründet,
zum anderen aber auch durch die Architektur von Java oder sind beeinflusst von
Drittanwendungen wie der VoIP Serversoftware.
































































































































































































































































































































































































































































































































































































Abbildung 13.14: Datenfluss und Schnittstellen (Gesamtarchitektur)
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13.10.1 Latenz
Ein Schwerpunkt bei der Implementierung lag darauf, die Latenz in der Audioverar-
beitungspipeline zu minimieren um den Anforderungen an Digitale Sprachkommu-
nikation gerecht zu werden. Diese Anforderung wurde im Konzept bei der Auswahl
der Bibliotheken (Kapitel 12.1), sowie im Datenflussmodell in Kapitel 12.2 bereits
beachtet. Bei der Implementierung und Laufzeitminimierung half die Analyse der
Anwendungs- und Funktionslaufzeiten mit dem Android Tracingtool das im Android
SDK mitgeliefert wird.
13.10.2 SIP
Bei der Verwendung des SIP Stacks kam es während der Entwicklungszeit zu einigen
zeitaufwendigen Problemen, die an dieser Stelle nicht unerwähnt bleiben sollten, da
sie zudem auch Einfluss auf konkrete Designentscheidungen hatten.
Packagename Collision Mit dem Android Release 2.3 wurde das Feature der VoIP
Telefonie in die Android Plattform integriert[160]. Bei der Implementierung
der SIP Funktionalität in die MemhoPhone Anwendung wurde festgestellt,
dass die SIP Implementierung der Android Plattform ebenfalls durch den J-
SIP Stack realisiert wurde, allerdings in einer modifizierten Version.
Dies hat zur Folge dass die J-SIP spezifischen Klassen bei dem Deployment
der Anwendung auf dem Gerät nicht installiert werden, da der Namespace der
Javapakete kollidiert. Die Pakete sind identisch und werden ignoriert, da sie
bereits vorhanden sind. Da die in Android integrierte und modifizierte Version
von J-SIP nicht API kompatibel ist, mit der des externen J-SIP Stacks, kam
es zu Exceptions und Fehlfunktionen der SIP Implementierung, die durch eine
Refaktorisierung des externen SIP Stacks gelöst wurden.
Die Wurzelpakete des externen J-SIP Stacks wurden umbenannt und in die
Pakete von de.consistec umgezogen. Danach konnte der J-SIP Stack pro-
blemlos unter Android 2.3.3 eingesetzt werden.
DatagramSocket Bug Ein zeitaufwendiger Fehler, der augenscheinlich auf einen
Softwarebug in der Implementierung des DatagramSockets unter Android zu-
rückzuführen ist, war das Problem, dass SIP-Invite Nachrichten mit einer SDP-
Nachricht als Payload nicht verschickt werden konnten. Die Komplexität des
Softwarebugs wurde noch erhöht durch die Tatsache, dass er sich auf unter-
schiedlichen Geräten, trotz gleicher Androidversion, anders darstellte und eine
Lokalisierung des Fehlers erschwert wurde.
Verwendete man die MemhoPhone Anwendung im Android Emulator des
SDKs funktionierte sie fehlerfrei und die SIP Nachricht wurde korrekt ver-
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schickt. Auf dem Nexus S wurde die Nachricht nicht verschickt und es wur-
de keine Exception geworfen. Erst nach einem Test auf einem anderen Ge-
rät (HTC Dream) wurde beim Senden der SIP Nachricht eine Exception
(de.consistec.api.javax.sip.SipException:
Operation not permitted) geworfen und die Stelle des Softwarefehlers war
ausgemacht. Allerdings war die Ursache, geschweige denn die Lösung des Pro-
blems noch nicht gefunden.
Mehrere Tests mit Zugriffen auf einen beliebigen DatagramSocket und auch
auf den SIP Socket funktionierten problemlos, so dass immer noch unklar war
weshalb Zugriffe auf den Socket einmal funktionieren und ein anderes mal fehl-
schlagen.
Das Problem wurde schließlich im Payload der SIP Nachricht lokalisiert, de-
ren fest einprogrammierter SDP-Payload zum Fehlschlagen des Sendens via
DatagramSocket führte. Änderte man den String des SDP-Payloads auf an-
dere Werte, wurden die SIP/SDP Nachrichten versandt. Das Problem wurde
schlussendlich durch die Verwendung der SdpFactory des SIP Stacks umgan-
gen. Baute man den SDP-Payload der SIP Nachricht mit deren Hilfe zusam-
men, kam es zu keiner Exception mehr und alle SIP-Invite Nachrichten wurden
auf allen getesteten Plattformen verschickt.
Zur Lokalisierung des Bugs wurde neben dem Debugger zusätzlich die Android
Anwendung Shark[161] und tcpdump[162] auf dem Nexus S eingesetzt um zu
verifizieren ob die SIP-Invite Nachrichten von dem Gerät verschickt werden.
Das Android Nexus S musste vorher gerootet werden damit tcpdump für das
mitschneiden des Netzwerkverkehrs eingesetzt werden konnte. Als Rooting be-
zeichnet man man bei Android Smartphones das Freischalten des root System-
zugangs zum Android Betriebssystem[163].
13.10.3 JNI Nutzung
Die Verwendung des Java Native Interfaces ist recht aufwendig, da immer wieder
der selbe Quellcode für wenig Funktionalität geschrieben werden muss. Dies wird
auch als Boilerplate Code bezeichnet. So müssen beispielsweise übergebene Byter-
rays durch zusätzliche Funktionsaufrufe von der Javaebene kopiert werden, bevor
sie benutzt werden können. Zusätzlich muss der Speicher der angeforderten Varia-
blen, sofern es sich nicht um primitive Datentypen handelt, auch wieder freigegeben
werden (Beispiel im Quellcodeauszug 13.3).
Noch aufwendiger ist der Aufruf von Java Funktionen aus dem, C-Quellcode. Hierfür
muss zunächst anhand der Methodensignatur, wie dem Methodennamen, sowie den
Übergabe- und Rückgabeparametern die MethodenID Angefordert werden, bevor
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Listing 13.3: Bytearrays von Java nach C kopieren
jint Java_de_consistec_rtp_OrtpWrapper_sendZRTPThroughSocket(JNIEnv*
env, jobject thiz, jbyteArray data) {
// Kopiere das bytearray von der Java VM
jbyte* localRTPPacket = (*env)->GetByteArrayElements(env, data,
NULL);
// Arbeite mit localRTPPacket hier
// Gebe den Speicher des angeforderten Arrays wieder frei
(*env)->ReleaseByteArrayElements(env, data, localRTPPacket, 0);
}
Listing 13.4: Java Methodenaufruf von C
jstring Java_de_consistec_rtp_OrtpWrapper_setupJNI(JNIEnv* env,
jobject thiz) {
jclass cls = (*env)->GetObjectClass(env, thiz);





sie aufgerufen werden kann (dargestellt in Listing 13.4).
Zudem ist die Einarbeitung zeitaufwendig und die Dokumentation lässt stellenweise
zu wünschen übrig. Die Aufwendige Verwendung des JNI ist ein weiterer Grund
weshalb die Menge der deklarierten nativen Methoden und insbesondere der Daten-
austausch zwischen Android SDK und NDK Ebene der Anwendung möglichst gering
gehalten wurden. Weiterführende und ausführlicherer Informationen zum Java Na-
tive Interface sind unter [151] verfügbar.
13.10.4 RTP
ortp Die Inbetriebnahme der ortp Bibliothek verlief weitestgehend problemlos. In
der online verfügbaren Version aus dem git Repository ist bereits ein An-
droid.mk Makefile integriert, bei dem nur noch die Pfade angepasst werden
mussten um es mit dem Android NDK zu kompilieren.
Problematischer war es mittels ortp über einen einzelnen UDP Socket gleich-
zeitig zu senden und zu empfangen. Das Senden funktionierte problemlos und
wurde auch vom Kommunikationspartner empfangen. Zu Empfangen oder so-
gar gleichzeitiges senden und empfangen über den gleichen Socket funktionierte
nicht.
Die Lösung dieser Problematik lag in der Konfiguration des ortp Stack be-
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gründet. Eine Deaktivierung des ortp Connected Mode führte dazu, dass RTP
Pakete gesendet und empfangen werden konnten. Die Lösung dieses Problems
zu finden war daher problematisch, da bei der Funktion
void rtp_session_set_connected_mode( RtpSession* session, bool_t
yesno ) weder an der Funktionsdefinition, noch in der Dokumentation erkenn-
bar war, dass dieser Konfigurationsparameter darauf Einfluss haben kann.
libsrtp Integration Im Quellcode und in den Buildskripten der Win32 und *nix
Version der ortp Bibliothek war die Integration der libsrtp vorgesehen. In den
Buildskripten der Android Version war dies allerdings nicht mehr vorgesehen.
Die libsrtp musste daher von Hand integriert werden auf Basis der Informa-
tionen der beiliegenden Buildskripte des GNU Build Systems[164].
Schwieriger gestaltete sich danach die Inbetriebnahme der libsrtp. In den Kon-
figurationsskripten musste der CPU-Typ auf CISC konfiguriert werden, damit
die kryptographischen Algorithmen (namentlich, die Cryptoengine) der libsrtp
funktionieren können. Und das trotzdem dass es sich bei der im Nexus S ver-
bauten ARM CPU um eine RISC Architektur handelt. Nach der Konfigura-
tionen auf den “falschen” CPU Typ CISC funktionierte die in ortp integrierte
libsrtp tadellos und konnte für die Verschlüsselung der RTP Pakete verwendet
werden.
ortp ZRTP Integration Die Bibliothek ortp hat eine Netzwerkpaketerkennung in-
tegriert und verwirft alle nicht erwünschten Pakete. In der verwendeten ortp
Version aus dem SVN werden alle Pakete die nicht den Protokollen RTP,
beziehungsweise RTCP zuzuordnen sind oder keine Pakete des Session Traver-
sal Utilities for NAT (STUN) Protokolls[165] sind, verworfen. Um die ZRTP-
Erkennung und Pufferung zu integrieren, musste die ortp Bibliothek an meh-
reren Stellen erweitert werden.
Zunächst wurde eine ZRTP Paketerkennung integriert die eingehende Pakete
anhand der RTP Protokollversion und des ZRTPMagic-Cookies (ein Hexstring
im ZRTP-Header der ZRTP-Pakete ausweist) prüft ob sie dem ZRTP Proto-
koll zuzuordnen sind. Die ZRTP Paketerkennung im RTP Stack zu integrieren
hat auch zur Folge, dass dies wie im Kapitel 13.4 angesprochen, nicht durch
die ZRTP4J Bibliothek in der Java Ebene durchgeführt werden muss. Wur-
de das eingehende ZRTP Paket identifiziert, wird es in eine vom RTP-Puffer
separierte Queue abgelegt, die analog zum RTP-Puffer implementiert wurde,
damit später nicht erneut der Pakettyp überprüft werden muss.
Der letzte Schritt zur ZRTP Integration in ortp war die Implementierung der
ZRTP Empfangsfunktionen, mit denen man gepufferte ZRTP Pakete aus der
ZRTP Empfangsqueue auslesen kann.
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13.10.5 ZRTP
ZRTP4J war für die Verwendung mit der RTP- und Multimedia-Bibliothek Java
Media Framework vorbereitet und die Dokumentation von ZRTP4J bezog sich auf
die ins Java Media Framework integrierte Version. Um ZRTP4J mit ortp nutzen zu
können, musste die Initialisierung und Integration von ZRTP4J von Hand imple-
mentiert werden.
Neben der Implementierung des ZRTP4J Callbackinterfaces für das ZRTP Paket-
handling, wurde auch ein Sendepuffer für ausgehende ZRTP Pakete implementiert.
Der ZRTP Sendepuffer wurde durch Linux Systemqueues realisiert, die im Android
NDK integriert sind (<sys/queue.h>). Die Verwendung eines Sendepuffers liegt nicht
zuletzt auch darin begründet, dass die RTPManager und ZRTPManager Threads so
unabhängig voneinander arbeiten können und nicht bis zur vollständigen Abarbei-
tung einzelner Pakete aufeinander warten müssen. So kommt es beim Senden und
Empfangen von ZRTP oder RTP Paketen nicht zu Verzögerungen beim Zugriff auf
den Socket, da koordiniert an der gleichen Stelle der Anwendung nacheinander für
RTP und ZRTP auf den Socket zugegriffen wird.
Da ZRTP4J für die Realisierung aller kryptografischen Komponenten auf die externe
Java Bibliothek Bouncy Castle Crypto APIs angewiesen ist, kommt es beim Deploy-
ment der Anwendung erneut zu Java Packagename Collisions und die Bouncy Castle
Bibliothek wird nicht mitinstalliert. Android hat bereits die Bibliothek Bouncy Cas-
tle Crypto APIs (genau wie die Bibliothek J-SIP) integriert, wodurch es zu diesem
Verhalten kommt.
ZRTP4J verwendet daher die in Android integriert Version der Bibliothek und funk-
tioniert trotzdem tadellos. Daher wurde auch auf eine Refaktorisierung in andere Ja-
va Packages der Crypto Bibliothek verzichtet, bleibt als Option aber erhalten falls
es doch noch zu Komplikationen durch die Verwendung der in Android integrierte
Version der Bouncy Castle Crypto APIs kommen sollte.
13.11 Software Private Branch Exchange
Die Software die als SIP-Proxy und SIP-Registrar verwendet wurde, kurz gesagt, die
Software die als Private Branch Exchange (PBX) eingesetzt wurde, war zunächst
Asterisk[166]. Als Private Branch Exchange bezeichnete man früher eine Private
Telefon- oder Nebenstellenanlage. Dieser Begriff wird heute auch für Softwaretele-
fonanlage verwendet.
Asterisk wurde zunächst in der Version 1.6.2.9-2 unter Debian Linux eingesetzt. Da
das ZRTP-Protokoll nicht unterstützt wurde und damit auch nicht weitergeleitet
werden konnte (RTP-Relay) und auch die Direkte Medienverbindung ohne Asterisk
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als RTP-Relay nicht funktionierte, wurde Asterisk auf Version 1.8.4.4 aktualisiert.
Auch bei dieser Version wurden eingehende ZRTP Pakete verworfen und nicht wei-
tergeleitet. Eine Direkte RTP Verbindung konnte bei dieser Asterisk Version eben-
falls nicht aufgebaut werden.
Aus diesem Grund wurde Asterisk gegen die ebenfalls freie PBX Freeswitch[167]
getauscht. Freeswitch kann mit ZRTP Support kompiliert und eingesetzt werden.
Freeswitch leitet eingehende ZRTP Pakete weiter und kann auch als ZRTP-Relay
agieren und damit ZRTP-Pakete weiterleiten.
Mit Freeswitch konnte die ZRTP Funktionalität der Anwendung zur sicheren Sprach-
kommunikation unter Android getestet werden
Der Wechsel der Software PBX hatte noch andere positive Nebeneffekte. Durch den
zweimaligen Wechsel der Software PBX wurden zudem Fehler in der Implemen-
tierung der SIP Funktionalität festgestellt und behoben die andernfalls unentdeckt
geblieben wären.
Abschließend kann über die ZRTP Unterstützung bei den frei verfügbaren Software
PBXs gesagt werden, dass sie noch unzureichend ist. Außer der Software Freeswitch
konnte keine Software PBX gefunden werden die ZRTP direkt unterstützt. Jede Soft-
ware PBX die eine direkte Medienverbindung zulässt, kann allerdings für die Signa-
lisierung von RTP Verbindungen verwendet werden, über die man dann auch ZRTP
Pakete zwischen den Kommunikationspartner transportieren kann. Mittels ZRTP-
Masquerading kann zudem jede Software PBX, die auch RTP unterstützt, für die
Weiterleitung von ZRTP-Nachrichten verwendet werden[168]. ZRTP-Masquerading






Mit dieser Arbeit konnte belegt werden, dass eine mobile Anwendung zur verschlüs-
selten Sprachkommunikation auf Basis des Android Betriebssystems erstellt werden
kann und welche Technologien dazu am geeignetsten sind.
Bei der Erstellung der Arbeit lag der Schwerpunkt auf zwei Bereichen. Zunächst
wurde eine Technologieevaluation durchgeführt um einen Überblick über die Tech-
nologien zu erstellen, die man zur abhörsicheren Sprachkommunikation einsetzen
kann. Diese wurden im Kontext der eigens zusammengestellten Anforderungen an
sichere digitale Sprachkommunikation miteinander verglichen und bewertet.
Der zweite Schwerpunkt lag in der prototypischen Implementierung einer Anwen-
dung zur verschlüsselten Sprachkommunikation, deren Design ausführlich vorgestellt
wurde. Dabei wurde insbesondere auch auf die Schwierigkeiten und Fallstricke ein-
gegangen, auf die man bei der Softwareentwicklung unter Android und bei der Ent-
wicklung von abhörsicherer Sprachkommunikationssoftware trifft. Insbesondere der
Entwicklung von nativen Anwendungen in der Programmiersprache C und dem Java
Native Interface auf Basis des Android OS kam besondere Beachtung zuteil.
Es ist mit der vorliegenden Arbeit gelungen eine Übersicht über aktuell eingesetzte
Technologien zur Signalisierung, zumMedientransport und für das Key Management
des Secure Real-Time Protokolls zu erstellen. Diese Technologieevaluation kann für
andere Arbeiten als Basis dienen.
Mit dem Prototyp zur verschlüsselten Sprachkommunikation konnte das Konzept
und die Funktion der evaluierten Technologien verifiziert werden. Aufgrund der mo-
dularisierten Architektur, dem durchdachten Design und der Verwendung von Bi-
bliotheken die unter BSD-Lizenz veröffentlicht sind, wurde eine solide Basis für ein
kommerziell vermarktbares Produkt geschaffen.

15 Ausblick
Die in dieser Master-Thesis erstellte Evaluation und der darauf basierende Proto-
typ erfüllen alle aufgestellten Anforderungen an die sichere Sprachkommunikation.
Die prototypische Implementierung zeigt, dass man auf der Android Plattform eine
Anwendung zur verschlüsselten Sprachkommunikation realisieren kann.
In diesem Kapitel werden einige Perspektiven für die Anwendung zur sicheren
Sprachkommunikation vorgestellt und Ideen für eine Fortführung dieser Arbeit ge-
geben.
Anonymität Die in dieser Arbeit vorgestellten Technologien gewährleisten keiner-
lei Anonymität der Kommunikationspartner auf dem Kommunikationsweg. Es
wäre allerdings wünschenswert, dass zwei Peers anonym miteinander kommu-
nizieren können. Zum einen für Außenstehende anonym, so dass nicht nachge-
wiesen werden kann wer miteinander kommuniziert, zum anderen aber auch
für die Kommunikationspartner selbst anonym, um die Identität zu Verschlei-
ern.
Aufgrund der Authentifizierungsfeatures von ZRTP können sich zwei Kommu-
nikationspartner zwar wiedererkennen nachdem sie einmal miteinander kom-
muniziert haben, dadurch kann aber nicht auf die Identität des Peers geschlos-
sen werden.
Mögliche Einstiegspunkte sind die Webseite des TOR Projekts[169], eine Pa-
persammlung des freien anonymisierenden Darknets Freenet[170], sowie zwei
Erweiterungen des SIP Protokolls – dem User-Agent-Driven Privacy Mecha-
nism for SIP[171] und den Privacy Mechanism for the Session Initiation Pro-
tocol[172].
ZRTP Masquerading Ein weiteres lohnenswertes Feature für die Anwendung zur
sicheren Sprachkommunikation wäre die Integration von ZRTP Masquera-
ding[168]. Die Erweiterung ist zwar kein Bestandteil des offiziellen ZRTP Stan-
dards, sie wurde aber von ZORG[173] publiziert einem Projekt, das von einer
Sicherheitsfirma gesponsert wird.
Durch die Verwendung von ZRTP Masquerading, werden ZRTP Pakete so
maskiert, dass sie von einem RTP-Relay Server als RTP Pakete erkannt wer-
den und auch weitergeleitet werden. Dadurch wird keinerlei Unterstützung von
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Seiten der Software PBX für das ZRTP Protokoll benötigt, da die ZRTP Un-
terstützung in Software PBXs ohnehin nicht sehr weit verbreitet ist.
Ein möglicher Einstiegspunkt für die Umsetzung dieses Features ist die Websei-
te der ZRTP-Bibliothek von ZORG[173], die Beschreibung des ZRTPMasquer-





URN steht für User Requirements Notation und ist eine graphische Modellierungs-
sprache zur Erhebung, Analyse, Spezifizierung und Validierung von Anforderungen
an Systeme. Die User Requirements Notation ist untergliedert in zwei Subsprachen,
der Goal-Oriented Requirements Language (GRL) und in die Sprache Use Case
Maps (UCM) (Vgl. [41, 42]).
GRL Mit der Goal-Oriented Requirements Language werden die nicht-funktionalen
Anforderung an ein System formuliert um Zusammenhänge und Anforderun-
gen an das Gesamtsystem und Einzelkomponenten darzustellen und zu bewer-
ten.
UCM Durch Use Case Maps können funktionale Anforderungen an ein System dar-
gestellt und bewertet werden. Mit Use Case Maps werden Anwendungsszena-
rien für die Komponenten aus den GRL analysiert und bewertet.
Beide Diagrammtypen können nach ihrer Erstellung automatisch evaluiert werden,
wenn die Diagramme mit Hilfe einer Software, wie beispielsweise jUCMNav[174]
erstellt wurden. jUCMNav erwies sich in der Praxis allerdings als langsam zu bedie-
nendes und fehlerhaftes Werkzeug.
Die URN-Diagramme in dieser Thesis wurden mit Hilfe von Visio[175] und dem
Visio-Plugin Sandrila SDL[176] erstellt, das die URN Visio-Shapes in der freien
Version integriert hat. Visio ermöglicht allerdings keine automatische Evaluierung
der Diagramme.
Der praktische Einsatz von URN ist nicht sehr weit verbreitet, was sich auch in
der Anzahl der online verfügbaren Informationen bemerkbar macht – Diese sind nur
sehr spärlich verfügbar. So existiert zwar ein sehr kurzer Artikel über URN in der
deutschen Wikipedia[177], in der englischen Wikipedia beispielsweise fehlen Infor-
mation über URN allerdings völlig.
Zum Einarbeiten verweise ich daher an den offiziellen Standard, der einsteigerfreund-
lich strukturiert und geschrieben ist.
Meiner Meinung nach ist URN als Werkzeug für die initiale Anforderungsanalyse
gut geeignet. Durch die Möglichkeit verschiedene Alternativen für die Lösung eines
Problems darzustellen und zusätzlich auch zu bewerten, kann es gut in Meetings
oder Arbeitsgruppen eingesetzt werden um in Kooperation ein Problem darzustel-
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len und ansatzweise zu lösen.
Die Einarbeitung in URN ist sehr leicht und schnell, da einfach verständliche Sym-
bole verwendet werden. Mit Hilfe einer Übersichtstabelle, die im URN-Standard als
Anhang mitgeliefert wird, kann jeder auf Anhieb URN-Diagramme lesen.
Ich würde für die Anforderungsanalyse allerdings SysML bevorzugen, da SysML
nicht auf die Anforderungsanalyse beschränkt ist, sondern auch für die Beschreibung
der Systemarchitektur und Vorgänge geeignet ist. SysML wird im folgenden Kapitel
vorgestellt.
B SysML
Die Systems Modeling Language[178], oder kurz SysML ist ebenso wie URN eine
Modellierungssprache. SysML ist genau wie URN auch für die Anforderungsanalyse
geeignet und kann URN ersetzen. Die Systems Modeling Language ist im Gegen-
satz zu URN aber nicht auf die bloße Anforderungsanalyse beschränkt, sondern ist
eine universelle Modellierungssprache, ähnlich wie die Unified Markup Language
UML[179].
SysML ist eng verwandt mit UML, ist allerdings nicht auf die Analyse, Design und
Implementierung von objektorientierten Softwarearchitekturen beschränkt, sondern
vielseitiger einsetzbar. SysML baut auf UML auf und erweitert den Funktionsum-
fang und das Einsatzgebiet auf die Spezifizierung, Analyse, Design, Verifizierung
und Validierung von Systemen im Allgemeinen.
Einige Diagrammtypen wurden direkt von UML übernommen, wie das Sequence und
das Statemachine Diagramm. Andere wurden modifiziert, wie das Activity oder das
Block Diagramm und zwei Diagrammtypen sind vollständig neu entwickelt worden
(Requirement Diagramm und Parametrics Diagramm) (Vgl. [178]).
SysML wurde in dieser Thesis in allen Diagrammen eingesetzt, mit denen das Kon-
zept und die Implementierung des Softwaresystems MemhoPhone beschrieben wur-
de. Der modulare Aufbau der Diagramme und die Möglichkeit unterschiedliche Ab-
straktionsebenen in einem Diagramm zu vereinen, machen es aus meiner Sicht her-
vorragend geeignet um Softwaresysteme zu beschreiben. Einzelne Module können
spezifisch benannt werden und dann in separaten Diagrammen detaillierter erläutert
werden. Dadurch hat man die Möglichkeit, Diagramme übersichtlich zu gestalten,
ohne den Detailgrad einzelner Komponenten außer Acht zu lassen.
SysML ist aus meiner Sicht absolut empfehlenswert für die Beschreibung und das De-
sign von Softwaresystemen und Systemen im Allgemeinen. Der Einstieg fiel mir sehr
leicht, da die SysML-Dokumentation dank sehr zahlreicher Beispiele hervorragend
geeignet ist, die Sprache zu erlernen. Für weiterführende Informationen verweise
ich an dieser Stelle auf die offizielle Dokumentation oder an Literatur von [180] zu
diesem Thema.
Erstellt man Diagramme mit spezieller Modellierungssoftware, wie beispielsweise
dem SysML/UML Modellierungswerkzeug Papyrus[181], kann man sich Quellcode
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generieren lassen und dadurch ein Softwaresystem vollständig grafisch entwerfen.
Die SysML-Diagramme in dieser Thesis wurden mit Visio und einem SysML/UML
Templatepaket erstellt das unter [182] frei verfügbar ist.
C Kryptographische Grundlagen
In diesem Kapitel werden einige kryptographische Grundlagen und Algorithmen
erläutert die für das Verständnis dieser Arbeit hilfreich sind. Für tiefer gehende In-
formation zu Kryptographie verweise ich an das Buch von [144] und an das Buch von
[183], die beide einen sehr guten Einstieg in kryptographische Verfahren bieten. Die
Erläuterungen in diesem Kapitel basieren weitestgehend auf diesen beiden Büchern.
C.1 Blockchiffren
Bei der Verschlüsselung mit Blockchiffren werden Blöcke fester Länge auf Blöcke
derselben Länge abgebildet. Man kann sie auf unterschiedliche Weise benutzen und
beliebig lange Texte damit verschlüsseln.
Listing C.1: Blockchiffren[183, Def. 4.6.1]
Unter einer Blockchiffre versteht man ein Verschlüsselungsverfahren, in dem
Klartext- und Schlüsseltextraum die Menge Σn aller Wörter der Länge n über einem
Alphabet Σ sind. Die Blocklänge n ist eine natürliche Zahl.
Um längere Texte zu verschlüsseln, können Blockchiffren in unterschiedlichen Ver-
fahren angewandt werden (Vgl. [183]).
ECB Electronic Codebook Mode. Ein Text wird in gleichlange Blöcke der Größe n
aufgeteilt die dann einzeln verschlüsselt werden. Fehlende Zeichen des letzten
Blockes werden durch Zufallszahlen auf die Länge n ergänzt. Ein Problem des
ECB-Modus bei Blockchiffren ist, dass ein bestimmter Klartext immer zum
gleichen Ciphertext verschlüsselt wird (Vgl. [183]).
CBC Cipherblock Chaining Mode. Dieser Operationsmodus von Blockchiffren hebt
die Nachteile des ECB auf. Bei diesem Verfahren hängt der Ciphertext nicht
nur vom Klartext und dem Schlüssel ab, es werden bei der Verschlüsselung
auch die vorangehenden Blöcke mit verrechnet. Die Verschlüsselung ist damit
kontextabhängig. Gleiche Muster an unterschiedlichen Stellen werden dadurch
unterschiedlich verschlüsselt.
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Durch die Verwendung unterschiedlicher Initialisierungsvektoren, werden im
CBC-Modus der gleiche Klartext unterschiedlich verschlüsselt (Vgl. [183]).
CFB Cipher Feedback Mode. Der CBC-Modus ist gut geeignet um lange Nachrich-
ten zu verschlüsseln, allerdings muss gewartet werden bis ein gesamter Cipher-
textblock fertig verschlüsselt wurde, bevor mit dem Entschlüsseln begonnen
werden kann.
Der CFB-Modus behebt dieses Problem, indem Klartextblöcke nicht direkt
durch die Blockverschlüsselungsfunktion Ek verschlüsselt werden, sondern
durch Addition mod 2 entsprechender Schlüsselblöcke verschlüsselt. Dadurch
kann die Entschlüsselung auf Empfängerseite nahezu simultan mit der Ver-
schlüsselung begonnen werden.
Der CFB-Modus kann bei Public-Key Kryptographie nicht eingesetzt werden,
da Alice und Bob den gleichen Schlüssel benötigen (Vgl. [183]).
OFB Output Feedback Mode. Der OFB führt Änderungen am CFB-Modus ein um
auf Übertragungsfehler besser reagieren zu können. Wenn Bits bei der Übertra-
gung verändert werden, hat das nur Auswirkungen auf ein Bit des Klartextes.
Dies liegt darin begründet, dass die Verschlüsselung von Klartextblöcken nicht
vom vorhergehenden Klartext abhängt, sondern nur von der Position.
Ein Nebeneffekt dieses Verfahrens ist, dass ein Klartext leichter verändert wer-
den kann, wenn man den OFB-Ciphertext manipuliert, als ein Ciphertext der
im CBC-Modus verschlüsselt wurde.
Der OFB-Modus macht aus einem Blockchiffre einen Stromchiffre (Vgl. [183]).
ICM Integer Counter Mode. Der ICM funktioniert ähnlich wie der OFB-Modus
und kann wie ein Stromchiffre betrieben werden. ICM verwendet allerdings
eine number-used-once als Initialisierungsvektors eines jeden Blockes, der bei
jedem Block hochgezählt wird. Dadurch bringt der ICM die Vorteile mit sich,
dass er leicht parallelisierbar und beweisbar sicher ist und das Chiffretextblöcke
in zufälliger Reihenfolge entschlüsselt werden können (Vgl. [184]).
C.2 Stromchiffren
Stromchiffren konvertieren Klartext bitweise zu Chiffretext. Ein Schlüsselstromge-
nerator generiert hierzu einen Schlüsselstrom, der mit dem Klartext Bit für Bit XOR
verknüpft wird. Die Sicherheit beruht darauf, dass der Schlüsselstromgenerator kon-
tinuierlich Zufallszahlen liefert. Liefert der Schlüsselstromgenerator kontinuierlich
Nullen, wird der Klartext gar nicht verschlüsselt. Zur Verschlüsselung und zur Ent-
schlüsselung, werden die Schlüsselstromgeneratoren an einen Schlüssel gekoppelt,
der einen Bitstrom anhand des Schlüssels generiert. (Vgl. [144]).
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Stromchiffren verallgemeinern das Prinzip einiger Blockchiffre Operationsmodi, dass
Klartextblöcke kontextabhängig verschlüsselt werden. Sie lassen sich zudem effizient
in Hardware implementieren (Vgl. [183]).
C.3 AES
Laut [183] wurde der Advanced Encryption Standard (AES) vom National Institute
of Standards and Technology nach einem vierjährigen Auswahlprozess um einen
Nachfolger des DES Algorithmus zu finden, 2001 standardisiert. AES löst damit
DES ab. Der Chiffre des AES wird Rijndael-Chiffre genannt, wobei der AES ein
Spezialfall des Rijndael-Chiffres ist.
Der Rijndael-Chiffre ist ein Blockchiffre und besitzt eine variable Blockgröße von
128, 192 oder 256 Bit. Die Schlüssellänge ist ebenfalls variabel und kann 128 Bit
lang (AES-128), 192 Bit lang (AES-192) oder 256 Bit lang sein (AES-256) (Vgl.
[74]).
C.4 Diffie-Hellman Schlüsselaustausch
Laut [144] ist der Diffie-Hellman Algorithmus (DH), der erste Public-Key-Algorith-
mus und wurde 1976 patentiert. Die Sicherheit des Algorithmus liegt in dem Problem
der Berechnung des diskreten Logarithmus in endlichen Körpern. Berechnet man
stattdessen Potenzen in Körpern mit der gleichen Ordnung, ist dies im direkten
Vergleich eine einfache mathematische Berechnung.
Das Diffie-Hellman Schlüsselaustauschprotokoll eignet sich wenn zwei Kommunika-
tionspartner einen gemeinsamen Schlüssel über einen öffentlichen Kanal berechnen
möchten. Besonderes Merkmal des DH-Protokolls ist, dass die beiden Kommunika-
tionspartner vorher keinen Kontakt zueinander gehabt haben müssen. Der Ablauf
des DH-Protokolls ist in Definition C.2 dargestellt.
Selbst wenn der Kommunikationskanal abgehört wurde, ist der Angreifer jetzt nicht
im Besitz des Schlüssels, da er nur im Besitz von n, g, X und Y ist. Das Problem
lässt sich ausschließlich durch die Berechnung des diskreten Logarithmus lösen.
Die Sicherheit ist von der Auswahl von n und g abhängig. (n − 1)/2 sollte eine
Primzahl sein und n sollte sehr groß gewählt sein. g kann eine beliebige Zahl sein, so
lange es primitiv modn ist oder eine große Untergruppe der multiplikativen Gruppe
modn erzeugen kann (Vgl. [144]).
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Listing C.2: Diffie-Hellmann Schlüsselaustausch
1. Alice wählt eine große Zufallszahl x und sendet Bob:
X = gxmodn
2. Bob wählt ebenfalls eine große Zufallszahl y und sendet an Alice:
Y = gymodn
3. Als dritten Schritt berechnet Alice:
k = Y xmodn
4. Bob kann dann genau wie Alice k′ berechnen:
k
′ = Xymodn
5. Alice und Bob sind nun in Besitz des gleichen Schlüssels:
k = k′
C.5 Elliptische Kurven
Elliptische Kurven über endliche Körper, insbesondere über Primkörper sind für die
Kryptographie sehr wichtige Funktionen. Kryptographie mit elliptischen Kurven
wird auch als Elliptic Curve Cryptography bezeichnet (ECC).
Elliptische Kurven können zur Public Key Kryptographie eingesetzt werden und
sind bisher die wichtigste Alternativen zu Verfahren die auf dem RSA Algorithmus
basieren. Diese Alternative ist auch wichtig, da niemand für die Sicherheit von RSA
garantieren kann[183].
Der entscheidende Vorteil von ECC ist die Länge der Schlüssel und dem daraus
resultierenden geringeren Berechnungsaufwand gegenüber RSA-basierenden Verfah-
ren. Wo RSA-Verfahren 1024 Bit lange Schlüssel benötigen, kommen ECC-Verfahren
mit 162 Bit langen Schlüsseln aus. Die Berechnung von elliptischen Kurven ist zwar
eigentlich komplexer und aufwändiger, durch die geringe Schlüssellänge wird dies
aber kompensiert.
Verfahren die auf dem diskreten Logarithmus beruhen, wie der hier vorgestellte
Diffie-Hellman Algorithmus lassen sich sehr einfach auf Elliptische Kurven portie-
ren und haben dann ebenfalls den Vorteil bei geringerer Schlüssellänge, weniger
Speicher zu verbrauchen und schneller berechenbar zu sein. Eine Elliptische Kurve
über endliche Primkörper ist wie folgt definiert:
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Sei Fp ein endlicher Primkörper und gelte für a, b ∈ Fp:
Listing C.3: Elliptische Kurve (Bedingung für non-Singularität)
4a3 + 27b2 6≡ 0
Eine elliptische Kurve E (Fp) über Fp ist über die Parameter a, b ∈ Fp definiert
und besteht aus der Menge an Lösungen oder Punkten P = (x, y) für x, y ∈ Fp zur
Gleichung:
Listing C.4: Elliptische Kurve (Gleichung)
y2 ≡ x3 + ax + bmod p

D ZRTP-Handshake
Ein vollständig mitgeschnittener ZRTP-Handshake wird in Abbildung D.1 darge-
stellt. Darin ist der in Kapitel 10.3 (Abb. 10.1) vereinfacht dargestellte ZRTP-
Handshake, gut nachvollziehbar.
Zu beachten sind in dieser Abbildung die mehrfach versendeten Pakete, wenn deren
Erhalt durch den Kommunikationspartner noch nicht bestätigt wurde.
Abbildung D.1: ZRTP-Handshake (Wireshark Mitschnitt)
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