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ABSTRACT
This dissertation deals with the computational study of free-surface flows with air
entrainment. The aim of the study was to identify a suitable multiphase flow model that is
capable of not only simulating the intricate flow physics but is also able to capture the freesurface deformations and predict the air entrainment at a reasonable computational cost.
Finite volume based computations were performed using STAR-CCM+ commercial
solver. The volume of fluid (VOF) multiphase model was used in the present study. First,
a submerged hydraulic jump with an inlet Froude number F1 = 8.2 is simulated to determine
the capabilities of the VOF multiphase model in capturing the free-surface deformations
and other flow characteristics. The submerged hydraulic jump entrains lesser quantities of
air and the free-surface deformations are not as abrupt as the classical hydraulic jump.
Hence, this problem was chosen as a benchmark to validate the model. The VOF
multiphase model was able to accurately capture the submerged hydraulic jump flow field.
Proper orthogonal distribution (POD) analysis of the fluctuating velocity of the submerged
hydraulic jump revealed the breakdown of large-scale structures into smaller-scale
structures by the interaction of the roller and wall-jet flow, leading to the dissipation of
energy.
Subsequently, a classical hydraulic jump with inlet Froude number F1 = 8.5 was
studied using the VOF multiphase model. The mean and unsteady features of the classical
hydraulic jump were predicted accurately by the VOF multiphase model. Quadrant
decomposition of the Reynolds stresses revealed that the outward and inward interactions
were dominant in the classical hydraulic jump flow field. Analysis of the higher-order
moments showed that the outward interactions caused a flux of turbulent kinetic energy
vi

towards the free surface, leading to interfacial aeration. The VOF multiphase model overpredicted the air concentration in the classical hydraulic jump due to numerical diffusion.
Further simulations were performed by including a sharpening factor in the formulation of
the VOF multiphase model to contain the numerical diffusion. It was demonstrated that the
air concentration showed that the air concentration distributions in a classical hydraulic
jump is closely related to the velocity field.
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CHAPTER 1
FREE-SURFACE FLOWS

1.1

Introduction
Multiphase flows are encountered in various applications related to our day-to-day

lives. Some of the common examples include, rain drops falling in the atmosphere,
sediment transport in rivers, oil spills in water bodies, air bubbles in an aerated drink, etc.
In most cases there is no necessity to measure the properties of the individual phases.
However, for applications in petroleum, chemical, and pharmaceutical industries, and in
certain scenarios in hydraulic engineering, it has become increasingly imperative to
determine the properties of the individual phases. A cautionary note about terminology
used in the area of multiphase flows is useful. The term “phase” generally refers to a
“thermodynamic state of matter i.e., solid, liquid or gas”, however, in multiphase flows this
term can be a misnomer as it can be used to describe flows such as oil spill in water, which
is essentially a multi-component or multi-fluid flow. In the current dissertation while
referring to multiphase flows, a more generic definition of phase is adopted and can be
defined as an identifiable class of material that offers a particular inertial response to and
interaction with the flow and the potential field in which it is immersed.
Although the phases present in a flow field can be mixed below the molecular level,
this dissertation only deals with multiphase flows where the phases are mixed well above
the molecular level. This still presents us with a wide spectrum of flow fields. These
multiphase flow fields can be described based on the thermodynamic state of the phases
such as liquid-liquid, liquid-solid, etc. Since, the present dissertation involves air-water

1

flow, some of the multiphase flow regimes encountered in horizontal gas-liquid flow is
discussed in section 1.2 and is depicted in Fig. 1.1. However, with the inclusion of the solid
phase, several other flow regimes are also possible.
1.2

Classification of multiphase flows
Topologically multiphase flows can be classified into two distinct types, dispersed

and separated flows. Dispersed flows are flows in which one of the phases is dispersed in
the other continuous phase in the form of bubbles, drops or particulate matter. Separated
flows consist of two or more continuous streams of different phases separated by interfaces.
The multiphase flow regimes depend upon the relative velocities of the individual phases
and also on the orientation of the flow. Some of the multiphase flow regimes (Fig.1.1)
encountered in a horizontal gas-liquid multiphase flow are described below:
(i)

Stratified or free-surface flow: These flows involve two or more immiscible

fluids separated by a clearly defined interface, e.g., open-channel flow, sloshing in offshore
separator devices, etc. Such flows occur at comparatively lower liquid and gas velocities.
(ii)

Plug and slug flow: These flows show intermittent flow patterns, as they have

alternating regions of high and low liquid concentrations. As the rate of the liquid flow
increases, the liquid becomes the dominant phase and the flow changes from plug to slug,
e.g., large bubble motion in pipes or tanks.
(iii)

Bubbly flow: When discrete gas bubbles are present in a continuous liquid it is

referred to as bubbly flow, e.g., air lift pumps, hydraulic jumps, etc. Bubbly flows occur
at high liquid velocities.
(iv)

Annular flow: Annular flow occurs at high gas velocities when the gas flows

along the central core of a pipe and the liquid forms a layer on the pipe wall.
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(v)

Mist flow: As the gas flow increases, it picks up liquid from the walls and

incorporates it into the gas flow, this is called a mist flow.
As discussed in chapter 2, identifying the multiphase flow regime is critical in the
choice of the numerical methodology used to model the flow. There is no universal
multiphase flow model that works well in all the multiphase flow regimes.
1.3

Relevance of free-surface flows in hydraulic engineering
Hydraulic engineering deals with the study of the storage, conveyance and flow of

water and other liquids. The open-channel flows that are encountered in hydraulic
engineering are free-surface flows, with an air-water interface. The driving force in openchannel flows is gravity and there is typically a change in the depth of flow along the
streamwise direction due to the loss of momentum caused by the drag exerted by the bed.
Hence the location of the free surface varies along the streamwise direction. Also, the freesurface elevation can vary if the flow encounters bumps or other obstacles in its flow path.
The important dimensionless number when studying open-channel flows is the Froude
number defined as F = U⁄√gd, where U is the velocity of the flow, g is the acceleration
due to gravity and d is the depth of flow. In a sub-critical flow (F < 1), the disturbances
of the free surface due to the presence of obstacles tend to travel both upstream and
downstream, while in a super-critical flow (F > 1) , the disturbances travel only
downstream. If the Froude number of the flow is equal to one, then a standing wave is
produced in front of the obstacle. These fore-mentioned changes also affect the velocities
in the flow field due to continuity considerations. Hence, when studying open-channel
flows in hydraulic engineering, it is crucial to accurately capture the free-surface elevation.

3

Energy dissipation in hydraulic structures is another important issue in hydraulic
engineering. When water is discharged from hydraulic structures, the flow has a large
quantity of kinetic energy associated with it. Chute spillways and stilling basin are often
used to dissipate this kinetic energy below hydraulic structures. The failure to dissipate the
energy can result in severe erosion and loss of habitat downstream of the hydraulic
structure. By design, significant quantities of air are entrained in the chute spillways and
stilling basins making the flow two-phase in nature. Fig. 1.2 shows the “white waters”
caused by the air entrainment in (a) bell-mouth spillway of Lady Bower reservoir in
England (b) chute spillway of Itiapu dam, Paraguay.
1.4

Energy dissipation in stilling basins
Stilling basins are hydraulic structures constructed at the base of the spillway to

facilitate the kinetic energy dissipation generally in the form of a hydraulic jump. Hydraulic
jump is a free-surface phenomenon which occurs when a super-critical flow transitions to
a sub-critical flow. Hydraulic jumps are associated with energy dissipation, sharp increase
in free-surface elevation, strong turbulence and air entrainment (Chanson and Brattberg,
2000). The super-critical depth d1 and sub-critical depth d*2 are called conjugate depths (see
Fig. 1.3); the ratio of depths is given by the Bélanger equation. The location were the free
surface rises abruptly is called as the toe of the hydraulic jump. The location of the toe
depends upon the tail water depth in the stilling basin. As long as the tail water depth is
less than the sub-critical depth d*2 for a given inlet Froude number F1 , the toe of the
hydraulic jump occurs somewhere downstream of the sluice gate. This is called as the
classical hydraulic jump. As the tail water depth increases, the toe of the jump moves
towards the sluice gate. If the tail water depth in the stilling basin is higher than the sub-
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critical depth d*2 for a given F1 , then the toe of the hydraulic jump gets submerged and it
is called as a submerged hydraulic jump. The flow fields of the classical and submerged
hydraulic jumps are explained in detail in chapter 3 and chapter 4, respectively. The
classification of classical hydraulic jump based on the inlet Froude number F1 , depicted
in Fig. 1.3 can be described as follows:
(i)

Undular jump: 1 < F1 < 1.7

Hydraulic jumps with inlet Froude numbers between 1 and 1.7 are called as undular jumps,
which are characterized by a slight undulation of the free surface. The difference between
the conjugate depths is not very significant. The recirculation or the roller region is not
formed.
(ii)

Weak jump: 1.7 < F1 < 2.5

Hydraulic jumps with inlet Froude number between 1.7 and 2.5 are termed as weak jumps.
Small recirculating eddies appear near the free surface. The loss of energy is not significant
and the ratio between the conjugate depths is of the order of 2 to 3.
(iii)

Oscillating jump: 2.5 < F1 < 4.5

Hydraulic jumps with inlet Froude number between 2.5 and 4.5 are known as oscillating
jumps, the jet like super-critical flow emanating from the sluice gate oscillates in the
vertical direction, resulting in surface waves and significant horizontal oscillation of the
toe. The ratio between the conjugate depths is of the order of 3 to 5. A recirculation region
known as the roller is fully developed in this kind of jump, resulting in significant energy
dissipation. However, due to the pressure fluctuations caused by the oscillatory nature of
the jump, this type of jump must be avoided for energy dissipation purposes.
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(iv)

Stable jump: 4.5 < F1 < 9

Hydraulic jumps with inlet Froude number between 4.5 and 9 are considered to be the most
stable and are used as energy dissipators below hydraulic structures. The location of the
jump, i.e., the point where the free surface increases abruptly, remains fixed regardless of
downstream conditions. These jumps provide adequate energy dissipation and the rise in
free surface is quite significant with the ratio between the conjugate depths of the order of
6 to 12.
(v)

Rough jump: F1 > 9

If the inlet Froude number increases beyond 9, the jump becomes increasingly rough with
large quantities of air entrained into the flow. This results in colossal sprays, and a very
large size of stilling basins is required to contain the flow. The ratio of conjugate depths
can exceed 20 in this type of jump.
1.5

Types of air entrainment in free-surface flows
Air entrainment aids in the dissipation of energy in hydraulic jumps. The energy is

dissipated due to the shear between air and water and due to turbulent kinetic energy
required to breakup the free surface to initiate the air-entrainment process. Two basic types
of air entrainment processes are identified in free-surface flows (Chanson, 2004).
(i)

Local or singular aeration:

This type of air entrainment happens in plunging jets or hydraulic jumps. A singularity or
discontinuity is created at the location where the jet-like flow impinges the surrounding
waters. This singularity is termed as a free-surface cusp (Eggers, 2001). Air gets trapped
in the free-surface cusp and entrained into the flow. This phenomenon is depicted in Fig.
1.4(a).
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(ii)

Interfacial aeration:

Interfacial aeration occurs at the air-water interface as shown in Fig. 1.4(b). Air is entrained
into the flow when the turbulent kinetic energy generated in the flow is large enough to
overcome the surface tension and gravity effects. This type of air entrainment can be
observed in chute flows.
Depending upon the type of flow field, air is entrained into the flow by either one
or a combination of both the air-entrainment mechanisms. The entrained air is also
responsible for the bulking of the flow. It is estimated that about 25% of energy dissipated
in stilling basins is due to air entrainment (Hoque and Aoki, 2005).
1.6

Motivation for the present study
From the above discussion it is clear that the free surface, its deformation and its

breakup play an influential role in several problems of practical relevance in hydraulic
engineering. However, when open-channel flows are studied numerically, there is tendency
to use the ‘rigid-lid’ approximation. The free surface is treated as non-deforming and a
free-slip condition is applied on the free surface. This is done to manage the computational
cost and time. However, the ‘rigid-lid’ approximation does not truly reflect the influence
of the free surface on the flow field. Especially in shallow flows, the deformations of the
free surface could influence the velocities throughout the depth of flow (Nasif et al., 2016).
The first objective of the present study is to identify a multiphase flow model that is capable
of modeling the sharp deformations of the free surface with all relevant open-channel flow
parameters encountered in hydraulic engineering with reasonable cost and engineering
accuracy.
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Fig. 1.5 shows a typical schematic of a hydropower dam project. The water in the
reservoir, usually consists of two layers, i.e., the top layer called epilimnion and a bottom
layer called the hypolimnion. The epilimnion is well mixed due to the free-surface
turbulence and retains higher dissolved oxygen (DO) due to photosynthesis and exchanges
near the free surface. However, the hypolimnion, contains depleted DO levels due to
animal and plant respiration and bio-chemical oxygen demand. As shown in Fig. 1.5, due
to design considerations, the intake for the penstock pipe is located close to the bottom of
the reservoir, i.e., in the hypolimnion. When water from the hypolimnion with depleted
DO levels reaches downstream, it causes adverse ramifications for the aquatic eco-systems.
In order to increase the DO levels in the downstream flows, the spillway flows are often
adjusted to increase the aeration in the flow. When water is discharged through the
spillway, two mechanisms contribute to increase of DO levels (i) water from the epilimnion
which has higher DO levels mixes with the water from hypolimnion thereby increasing the
overall DO levels, (ii) hydraulic jump occurring in the stilling basin results in the
entrainment of the atmospheric gases into the flow. However, if the reservoir is fully
depleted of DO, then air entrainment through hydraulic jumps remains the only effective
mechanism to increase the depleted DO levels. Alternatively, highly elevated levels of DO
downstream results in supersaturation of dissolved gases and causes gas-bubble disease in
fishes resulting in fish kill (Baxter, 1977). Hence, hydropower projects may have to cease
operations if optimal DO levels are not met downstream of the flow.
Improved prediction of air entrainment occurring in stilling basins will alleviate the
financial impacts caused by the alteration of flow schedules. Though field measurements
can be made at the hydropower projects, it is expensive and often not cost-effective. Also,
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they have considerable uncertainties associated with it and they cannot be considered to be
representative of the routinely occurring flow scenario. Another alternative is to use
physical modeling, however air entrainment has scale effects associated with it and cannot
be accurately modeled in a laboratory setup (Chanson and Gualtieri, 2008). Also, the
measuring devices commonly used for air-water measurements have their inherent
limitations making the measurements only relatively accurate (Boyer et al., 2002). The
second objective of the present study is to validate whether the adopted multiphase flow
model is capable of making meaningful prediction of the air concentration in free-surface
flows. Since flow bulking and gas transfer rates are dependent on air concentration, the
model should be effective in scenarios like hydropower projects where prediction of DO
concentrations is vital.
1.7

Overview of the dissertation
In order to realize the above-mentioned objectives, two free-surface flow

problems, i.e., submerged hydraulic jump and classical hydraulic jump were identified and
investigated numerically using multiphase flow models. The submerged hydraulic jump
entrains only moderate quantities of air; however, it provides a benchmark to assess the
capabilities of the volume of fluid (VOF) multiphase model to capture all the relevant flow
features reported in literature. Also, due to its moderate air entrainment, the submerged
hydraulic jump presents the opportunity to carry out higher-order analysis like proper
orthogonal distribution (POD) of velocity fluctuations that are commonly used in singlephase flows. These higher-order analyses are useful in understanding the internal microstructure of the hydraulic jump phenomenon. The classical hydraulic jump represents the
extreme in free-surface breakup and air entrainment with singular or local aeration being
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the dominant phenomenon. Hence, the multiphase flow model would be pushed to its limits
to capture the free-surface deformations. Several experimental investigations have reported
the air concentrations in a classical hydraulic jump. Hence, after successfully validating
the flow parameters with experimental results, the air concentration predicted from the
present simulations can be validated. The present dissertation is organized into the
following chapters.
Chapter 2 presents the basis for selecting the VOF model used in the present study.
Also, the present study uses the improved delayed detached eddy simulations (IDDES) to
model turbulence. IDDES uses a combination of Reynolds-averaged Navier-Stokes
(RANS) and large eddy simulation (LES) methods to simulate turbulence. The hybridRANS methodology and its advantages are briefly explained along with the equations for
the IDDES model.
Chapter 3 describes the submerged jump flow field. The free-surface profiles,
velocity, turbulence quantities and Reynolds stresses predicted by the model are compared
with the experimental results of Long et al. (1990). Unsteady flow features such as vortex
shedding from the sluice gate and the mechanism of air entrainment is presented and
discussed. The coherent structures are educed using the λ2-criteria and POD analysis of the
fluctuating velocity field is presented with pertinent discussions.
Chapter 4 describes the classical hydraulic jump flow field. The free-surface
profiles, velocity, turbulence quantities and Reynolds stresses are compared with available
experimental data. The fluctuations of the hydraulic jump toe are captured by the present
simulation. Quadrant analysis of the velocity field and the third-order moments are
presented with rigorous discussions.
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Chapter 5 presents the air entrainment characteristics of the classical hydraulic
jump. The use of a sharpening factor in the VOF model to mitigate numerical diffusion is
discussed. The air concentration profiles predicted by the model are compared with the
experimental results. Three-dimensional air concentration distributions in the classical
hydraulic jump are presented for the first time in literature. The three-dimensional
distribution of air concentrations reveals that it is closely related to the velocity field.
Summary and conclusions are presented in Chapter 6.
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Fig. 1.1 Types of multiphase flow regimes in a horizontal gas-liquid flow (adapted from Brennen, 2005)

Fig. 1.2 Air-water flows in hydraulic engineering: “white waters” encountered in (a) bell
mouth spillway of the Lady Bower reservoir, UK (b) chute spillway of Itaipu dam,
Paraguay
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Fig. 1.3 Classification of hydraulic jumps based on the super-critical Froude number

Fig. 1.4 Types of aeration in free-surface flows; (a) local or singular aeration,
(b) interfacial aeration (adapted from Chanson, 1996)
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Hypolimnion. (adapted from Hu and Cheng, 2013)

Fig. 1.5 Thermal stratification in reservoirs depicting the intake for the penstock in the

CHAPTER 2
MODELING FREE SURFACE AND TURBULENCE IN HYDRAULIC JUMPS

2.1

Introduction
This chapter briefly describes the modeling approaches to simulate multiphase

flow. Both the submerged and classical hydraulic jump considered in the present study are
unsteady, turbulent and incompressible two-phase flows. The research reported in this
dissertation is carried out using the STAR-CCM+ (from CD-adapco) commercial solver.
One of the advantages of this commercial code is its ability to tackle problems involving
multi-physics and complex geometries (Nasif, 2014). The Volume of Fluid (VOF)
multiphase flow model is used to model these flow fields. The rationale behind the choice
of the VOF model is provided in this chapter, along with the formulation of the model. The
present study also uses improved delayed detached eddy simulations (IDDES) to model
turbulence. This is a hybrid RANS – LES methodology for modeling turbulence. The
formulation of this methodology from the SST k-ω model is described. The present study
uses the finite volume method (FVM) to discretize the governing equations. It is one of the
most versatile discretization techniques available in CFD. This methodology is described
in Versteeg and Malalasekera (2007), in the STAR-CCM User Guide v8.06 (2013) and
elsewhere, and hence is not presented here.
2.2

General modeling approaches
The term multiphase flow refers to any fluid flow which comprises more than one

phase (term ‘phase’ was defined in chapter 1). A myriad of multiphase flows is encountered
in engineering, entailing different modeling approaches. The choice of the modeling
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approach depends upon the flow regime that needs to be modeled and also on the physical
properties of the phases involved. The complexity of the multiphase flow model depends
upon the complexity of the physics that the model is expected to capture. Two of the most
commonly used multiphase flow modeling approaches are described below:
(i)

Euler – Lagrangian approach:

This type of approach is commonly used for dispersed flows. An Eulerian formulation is
used to model the flow of the continuous phase(s), i.e., the Navier-Stokes equations are
solved for each continuous phase. For the dispersed phase, the Lagrangian approach is
adopted, i.e., equations of motions are used to describe the motion of the individual
particles in the discrete phase. This type of modeling approach provides the detailed
information about the trajectory of each particle and the particle size distribution. Particleparticle interaction and interaction between the particles and the continuous phase can be
easily modeled using this approach by adding appropriate force terms to the equations of
motion, such as drag, particle collisions, etc. Any mass transfer between the particles can
also be captured. However, a significant amount of computational power is required to
track all the particles and hence this approach is generally restricted to smaller
concentrations of particles. Also, a considerable amount of post-processing is required to
calculate mean quantities like the void fraction. An example of the Euler-Lagrangian model
is the discrete element method that is employed extensively to model granular material in
the pharmaceutical, food processing and chemical industries.
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(ii)

Euler – Euler approach:

In this modeling approach, an Eulerian formulation of the conservation of mass and
momentum equations are solved for each individual phase. The volume fractions of the
phases are tracked separately. A single pressure field is used for all phases. The advantage
of this model is that it can be used for a wide range of concentrations. It also accounts for
the mixing and separation of the phases. The mean quantities can be obtained directly.
However, capturing the individual particles requires a very fine mesh. Particle size
distributions, particle interactions, etc., cannot be modeled directly. Since, the Eulerian
model solves the governing equations for each individual phase, it can be computationally
exhaustive. To reduce computational costs, researchers has developed simplified Euler –
Euler approaches such as the Volume of Fluid (VOF) model. The VOF method treats the
multiphase flow as a mixture and solves a single set of governing equations for the mixture.
This helps to reduce the computational overhead significantly while also yielding results
with acceptable engineering accuracy.
The hydraulic jump is a free-surface phenomenon with sharp deformation of the
free surface. Our first objective is to accurately capture this free-surface deformation. The
VOF model is known to perform well in stratified flows, hence it could be used to model
the hydraulic jump. However, hydraulic jumps have a significant amount of air
entrainment. Experiments have revealed that the nature of the flow is bubbly near the toe
of the hydraulic jump (Chanson and Brattberg, 2000). An extremely fine mesh is required
to capture the individual bubbles in the flow. Nevertheless, the second objective of the
present study is to capture the mean air concentration. This can be computed from the
volume fraction that is tracked in the VOF model. Hence, based on the objectives of the
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present study stated here and described in chapter 1, the VOF model appears to be the most
appropriate multiphase model for this research.
2.3

Volume of fluid (VOF) model
The Volume of Fluid (VOF) multiphase model was first proposed by Hirt and

Nichols (1981) and is available in STAR-CCM+. The VOF model is a variation of the
Eulerian-Eulerian multiphase flow model which considers that the immiscible phases
present in a control volume share the same velocity and pressure fields. Therefore, it uses
a single set of equations to describe the transport of mass and momentum for all the phases.
Thus, the equations that are solved are for an equivalent fluid which is a mixture of the
phases present in the flow. The formulation of the model is described in the STAR-CCM+
User Guide v8.06 (2013) and is summarized below. The continuity and the momentum
equations can be written in the integral form as follows:
∂
∫ ρdV + ∮ (ρu) ·ndA= ∫ Sr dV
∂t V
A
V

(2.1)

∂
∫ ρudV + ∮ ρu⊗u ·ndA = - ∮ pI∙ndA + ∮ T·ndA + ∫ FdV
∂t V
A
A
A
V

(2.2)

where Sr in Eq. (2.1) is any other additional mass source terms described by the user, n is
the unit normal vector to the surface element dA, ρ is the mixture density and u is the
instantaneous velocity vector. The two terms in the left hand side of Eq. (2.2) are the
transient and convective fluxes. On the right hand side of Eq. (2.2) are the pressure gradient
term, the viscous flux and the body force terms. T is the viscous stress tensor, which for a
turbulent flow is the sum of laminar and turbulent stress tensors Tl and Tt respectively, and
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I is the identity matrix. The body force term F can be any force that might be included in
the study.
The mixture density and viscosity can be calculated as:
ρ = ∑ ρi αi

(2.3)

i

μ = ∑ μi αi

(2.4)

i

where αi is the volume fraction of the ith phase defined as Vi ⁄V. Here Vi is the volume of
the ith phase and V is the total volume. ρi and μi are the density and viscosity of the ith
phase, respectively. The conservation equation that is solved for the volume fraction is:
∂
αi Dρi
∫ αi dV + ∫ αi 𝐮 ∙ ndA = ∫ (Sαi ) dV
∂t V
ρi Dt
S
V

(2.5)

where Sαi is the source or sink of the ith phase and Dρi ⁄Dt is the material derivative of the
phase densities.
The discretization of the transient term in Eq. (2.5) is fairly straightforward,
however for the convective term ∫S αi u ∙ ndA, the standard discretization schemes are
known not to approximate the large spatial variations of the phase volume fraction. This
can cause smearing of the interface (Rusche, 2002). Hence, to achieve necessary
compression of the interface, an artificial compression term is introduced into the volume
fraction equation (2.5). This term is called the sharpening factor in STAR-CCM+. For a
non-zero sharpening factor, the term
∇∙(vci αi (1-αi ))

(2.6)
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is added to the volume fraction Eq. (2.5), where vci is defined as
vci = Cα |u|

∇αi
|∇αi |

(2.7)

Here, Cα is called the sharpening factor, which can take values between 0 and 1, and u is
the fluid velocity. The sharpening factor can be used to reduce the numerical diffusion of
the simulation due to convection of the step function. If the sharpening factor is set to 0,
there is no reduction in numerical diffusion. If the value is set to 1, there is no numerical
diffusion and a very sharp interface is obtained. This artificial term is only active within a
thin region close to the interface due to the multiplication factor αi (1-αi ) in Eq. (2.6).
Therefore, it does not affect the solution significantly outside of this region. However, the
sharpening factor must be used responsibly as it can result in a non-physical alignment of
the free surface.
2.3.1

Surface tension formulation
Another advantage of the VOF model is that it enables inclusion of any other forces

that might be significant for the problem under consideration, through the body force term
in the right hand side of the momentum equation, Eq. (2.2). Dimensional analysis has
revealed that surface tension is an important parameter when studying air entrainment in
hydraulic jumps (Chanson and Gualteri, 2008). Failure to include surface tension in the
simulation can result in over-prediction of air entrainment (Jesudhas et al., 2016). The
methodology employed in STAR-CCM+ to calculate the surface tension can be described
as follows
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The surface tension force is a tensile force tangential to the interface separating two
fluids. It works to keep the fluid molecules at the free surface in contact with the rest of the
fluid. Its magnitude depends on the nature of the fluids and on the temperature. For a curved
interface, the surface tension force fσ , can be resolved into the normal and tangential
components
fσ = fσ,n +fσ,t

(2.8)

where:
fσ,n = σKn

fσ,t =

(2.9)

∂σ
t
∂t

(2.10)

where fσ,n is the normal component and fσ,t is the tangential component of the surface
tension force. Also, σ is the surface tension coefficient, n is the unit vector normal to the
free surface, t is the unit vector in the tangential direction to the free surface and K is the
mean curvature of the free surface. For the present study a constant surface tension
coefficient σ = 0.074 N/m between the air-water interface was used. When the surface
tension coefficient is constant, the tangential component of surface tension force becomes
zero. The vector normal to the interface is calculated using the volume fraction of the phase
n = ∇αi

(2.11)

The curvature of the interface can be expressed in terms of the divergence of the unit
normal vector n, as:
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K = -∇∙

∇αi

(2.12)

|∇αi |

Therefore, the expression for the normal component of the surface tension force fσ,n i.e.,
Eq. (2.9) can be re-written as:
∇α
fσ,n = -σ∇∙ ( i )
|∇αi |

(2.13)

Since, the tangential component of the surface tension force is zero in our present study,
only the normal component of surface tension force is included in Eq. (2.2) to model the
effects of surface tension on the flow field.
2.4

Hybrid RANS-LES approach to model turbulence
Over the years several methodologies have been developed by researchers to model

turbulence in a flow field. The choice of the approach used depends upon the problem
under consideration, computational resources and the purpose of the simulation. At the
very least, the goal of every simulation is to determine the mean quantities of the flow field
with adequate precision. In some cases, the computation of higher-order moments or the
capture of unsteady features of the flow may be required. The Reynolds-Averaged NavierStokes (RANS) models provide a reasonable prediction of the mean quantities with
sufficient engineering accuracy in a majority of flow fields (Casey and Wintergerste,
2000). However, in flow fields dominated by large-scale anisotropic vortical structures,
e.g., wake behind a bluff body, the RANS models yield less than satisfactory results
(Fröhlich and von Terzi, 2008). In such scenarios, large eddy simulation (LES) performs
better and has less uncertainties due to modeling. Also, by formulation, LES resolves the
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unsteady characteristics of the flow, which is critical in flow fields where the unsteady
forces must be determined. However, LES is 10 to 100 times costlier than RANS
computations since it requires a finer grid and also calculates the mean quantities by timeaveraging the unsteady quantities over a long sampling time (Fröhlich and von Terzi,
2008). In order to reduce the computational costs and also to adequately capture the
unsteady features of the flow, an endeavor has been made by researchers to combine the
RANS and LES modeling approaches. The objective is to perform LES only where it is
needed and use RANS in regions where it is reliable and efficient.
Another motivation for these hybrid RANS-LES methods comes from wall
bounded flows. In wall bounded flows, the LES concept of resolving the most energetic
eddies results in a significant reduction in the grid size, as the dominating vortical structures
are very small near the wall. As the Reynolds number (Re) is increased, a grid similar to
that for direct numerical simulation (DNS) is required to resolve the flow field (Chapman,
1979). Hence, the LES approach becomes unfeasible for high Re flows. The only way to
circumvent this problem is to use a wall-function near the wall. The use of statistical
information in place of higher resolution is not new to LES as wall functions based on
logarithmic law of the wall has been in use since the early days of LES (Deardorff, 1970).
It is logical to extend this approach by employing a full RANS model near the wall and to
combine it with the LES in the computation of the outer flow.
Though several hybrid RANS-LES approaches are available in the literature, one
of the most prominent and widely used representatives is the detached eddy simulation
(DES), first described by Spalart et al. (1997). It was termed ‘detached eddy’ simulation
because it was meant to resolve the detached eddies far from boundaries using LES and
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employ RANS models in the near-wall regions. The model was first described using the
one equation Spalart-Allmaras RANS model, however, this approach can be extended to
other RANS models as well.
2.4.1

SST k-ω model
The present study uses the improved delayed detached eddy simulation model

(IDDES) available in STAR-CCM+ to simulate both the submerged hydraulic jump and
the classical hydraulic jump. The DES model is suited best in case of flows such as the
hydraulic jump where the turbulence generated at the shear layer between the roller region
and the wall-jet flow region is dominant. The DES model has been used in conjunction
with the SST k-ω RANS model, as it is known to perform better in adverse pressure
gradient flows (Menter, 1992). The formulation of the IDDES version of the SST k-ω
turbulence model, as described by Shur et al. (2008) and in the STAR-CCM+ User Guide
v8.06 (2013), is presented here.
The transport equations for the turbulent kinetic energy k and the specific dissipation rate
ω in the SST k-ω model are:
d
∫ ρkdV + ∫ ρuk∙ndA = ∫ (μ+σk μt )∇k∙ndA +
dt
V

A

A

∫ (γeff Gk -γ' ρβ* fβ* (ωk ω0 k0 )+Sk ) dV

(2.14)

V

d
∫ ρωdV + ∫ ρωu∙ndA = ∫ (μ+σω μt )∇ω∙ndA + ∫ (Gω -ρβfβ (ω2 -ω20 )+Dω +Sω )dV (2.15)
dt
V

A

A

V
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where Sk and Sω are the user-specified source terms, k0 and ω0 are the ambient turbulence
values in the source terms that counteract turbulence decay, γeff is the effective
intermittency provided by the γ-Reθ transition model, μ and μt are the dynamic and
turbulent viscosities respectively, σk and σω are the inverse turbulent Schmidt numbers and
γ' is defined as,
γ' = min[max(γeff ,0.1),1]

(2.16)

The production of turbulent kinetic energy Gk is evaluated as:
2
2
2
Gk = μt fc S2 - ρk∇∙ u- μt (∇∙u)
3
3

(2.17)

where ∇∙u is the velocity divergence and S is the modulus of the mean strain rate tensor,
S = |S| = √2S:ST = √2S:S

(2.18)

and

S=

1
(∇u+∇uT ) .
2

(2.19)

The production of specific dissipation rate ω is evaluated as
2
2 2
Gω = ργ [(S2 - (∇∙u) ) ω∇∙u]
3
3

(2.20)

where γ is a blended coefficient of the model and S is the modulus of the mean strain rate
tensor given by Eq. (2.18).
The term Dω is a cross-derivative term, defined as
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Dω = 2(1-Fn1 )ρσϖ2

1
∇k∙∇ω
ω

(2.21)

where Fn1 is a blending function calculated using Eq. (2.30).
The turbulent viscosity is computed as
μt = ρkT

(2.22)

where T is the turbulent time scale.
The turbulent time scale is computed as (Durbin, 1996):
∝* a1
T=min (
)
ω SFn2

(2.23)

and S is the modulus of the mean strain rate tensor defined in Eq. (2.18). The values of the
coefficients are taken as ∝* = 1, a1 = 0.31.
The function Fn2 is given by:
Fn2 = tanh(arg2 2 )

(2.24)

where,

arg2 = max (

2√k 500v
,
)
β* ωy y2 ω

(2.25)

and constant β* has the default value β* = 0.09.
The coefficients appearing in Eq. (2.14) and (2.15) are calculated using the blending
function Fn1 , such that each coefficient (ϕ) is given by:
ϕ = Fn1 ϕ1 +(1-Fn1 )ϕ2

(2.26)
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The coefficients of set 1 (ϕ1 ) are:

β1 = 0.0750, σk1 = 0.85, σω1 = 0.5, κ = 0.41, γ1 =

β1
β

-σω1
*

κ2
√β

(2.27)
*

The coefficients of set 2 (ϕ2 ) are:

β2 = 0.0828, σk2 = 1.0, σω2 = 0.856, κ = 0.41, γ1 =

β2
β

-σω2
*

κ2
√β

(2.28)
*

and, in both Set 1 and Set 2, the constant values are:
β* = 0.09, α* = 1.

(2.29)

The blending function Fn1 is defined as follows:
tanh(arg1 4 )
Fn1 = {

without the γ-Reθ model
8

ReT
max (tanh(arg1 4 ), exp [- (
) ]) with the γ-Reθ model
120

(2.30)

with
500v
2k
√k
arg1 = min (max (
, 2 ), 2
)
0.09ωy dw ω y CDkω

(2.31)

where dw is the distance to the nearest wall and CDkω is related to the cross-diffusion term,
defined by
1
CDkω = max ( ∇k∙∇ω, 10-20 ) .
ω

(2.32)

The term fβ* in Eq. (2.14) is a “vortex stretching modification” designed to overcome the
round-jet/plane-jet anomaly. It is defined by Wilcox (1998) and in the STAR-CCM+ User
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Guide v8.06 (2013) and is set at the default value of 1. Also, near the wall the current
simulations uses the all-y+ wall treatment due to the varying nature of y+ for hydraulic
jumps. This formulation is also available in the STAR-CCM+ User Guide v8.06 (2013).
2.4.2

IDDES formulation of the SST k-ω model
For the IDDES formulation, the dissipation term in the transport equation for k, Eq.

(2.25), is replaced with
⁄2

Dk =

ρk3

(2.33)

lHYBRID

where lHYBRID is a hybrid length scale defined as
lHYBRID = fd (1+fe )lt +(1+fd )Cdes ∆IDDES

(2.34)

Two more functions are introduced to the length scale calculation to add Wall-Modeled
LES (WMLES) capability, a blending function fB and an “elevating” function fe :
fB = min[2 exp(-9αdes 2 ) , 1.0]

(2.35)

dw
∆

(2.36)

αdes = 0.25 -

fe = max[(fe1 -1), 0]fe2
fe1 = {

(2.37)

2 exp(-11.09αdes 2 ) if αdes ≥0
2 exp(-9.0αdes α2 )
if αdes < 0

(2.38)

fe2 = 1.0 - max(ft ,fl )

(2.39)

3

ft = tanh [(C2t rdt ) ]

(2.40)
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10

fl = tanh [(C2l rdl ) ]
rdt =

rdl =

(2.41)

νt

(2.42)

√∇u:∇uT κ2 dw 2
ν

(2.43)

√∇u:∇uT κ2 dw 2

Here, Ct and Cl are model constants with values 1.87 and 5.0 respectively, νt and ν are the
eddy viscosity and kinematic viscosity respectively. Also, κ is the von Karman constant
and dw is the distance to the nearest wall. The WMLES and DDES branches of the model
are combined using the function fd as follows:
fd = max((1 − fdt ),fB )

(2.44)

fdt = 1 - tanh[(Cdt rdt )3 ]

(2.45)

Here Cdt is a model constant of value 20.0. The IDDES model also uses an altered version
of the mesh length scale ∆IDDES , computed as:
∆IDDES = min(max(0.15*d, 0.15*Δ, Δmin ),Δ)

(2.46)

where Δmin is the smallest distance between the cell centre under consideration and the cell
centres of the neighboring cells.
2.5

Concluding remarks
VOF model is used in the present study to simulate the submerged and classical

hydraulic jump flow fields. Generally, Eulerian models perform well in stratified/freesurface flows. However, the two-equation Eulerian model is very expensive in terms of the
CPU time as it has to solve the governing equations for each individual phase. The VOF
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model treats the flow as a mixture and solves a single set of governing equations for the
mixture, making it computationally less exhaustive than the two-equation Eulerian models.
This is especially useful if simulations must be done on a 1:1 scale for a prototype stilling
basin.
The purpose of this chapter was to present the formulation of the VOF multiphase
model and the IDDES formulation of the SST k-ω model. The VOF model uses other
interface capturing techniques such as the high resolution interface capturing (HRIC)
technique, which is not present here. It is described in the STAR-CCM+ User Guide v8.06
(2013) and also in Nasif (2014).
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CHAPTER 3
CFD STUDY OF SUBMERGED HYDRAULIC JUMPS USING DES*

3.1

Introduction
In this chapter, three-dimensional, unsteady, detached eddy simulation (DES) of a

submerged hydraulic jump with an inlet Froude number of 8.2 is performed. The Volume
of Fluid (VOF) method with a high resolution interface capturing (HRIC) scheme is used
for free-surface tracking. The mean velocity and turbulence quantities including the
Reynolds stresses are compared with available experimental data to validate the results.
The mechanism of air entrainment caused by the interaction of vortices with the free
surface is captured. The three-dimensional nature of the flow in the developing and
developed zone of the submerged hydraulic jump is evaluated by examining the coherent
structures using the λ2 -criteria. Additionally, proper orthogonal decomposition (POD)
analysis reveals the dominance of smaller structures in the developed region of the
submerged hydraulic jump. The presence of these smaller scales is directly responsible for
the energy dissipation characteristic of the submerged hydraulic jump.
Hydraulic jumps are a free-surface phenomenon that occur when the flow
transitions from a super-critical to sub-critical flow. The super-critical depth d1 and the
sub-critical depth d*2 are called sequent depths and are a function of the inlet Froude number
F1 (Chow, 1959), defined as:
d*2
= 0.5 (√1 + 8F21 - 1)
d1

*

(3.1)

This chapter has been submitted as a manuscript to ASCE, Journal of Hydraulic Engineering

where F1 is the inlet Froude number. The point where the free surface increases rapidly is
called the toe of the hydraulic jump. When the tail-water depth d2 is higher than the subcritical sequent depth d*2 , the hydraulic jump becomes submerged. Rajaratnam (1967)
defined a dimensionless submergence factor S1 = (d2 -d*2 ) ⁄d2 for the hydraulic jump. The
toe of the submerged hydraulic jump is located at the tip of the sluice gate. The flow field
in a typical submerged hydraulic jump consists of an expanding wall-jet region below a recirculatory flow region as schematically depicted in Fig. 3.1. The recirculatory flow region
is also called the roller region. The distance from the sluice gate to the end of the roller
region is referred to as the length of the roller, Lr . The distance from the sluice gate to the
location where the free surface is devoid of perturbations is designated as the length of the
jump, Lj . Hydraulic jumps are used extensively as energy dissipaters below hydraulic
structures and both Lr and Lj are important design parameters.
The flow field of a submerged hydraulic jump is complex as depicted in Fig. 3.1.
From a flow development perspective, it can be divided into four zones. The developing
zone resembles the potential core of a wall jet and extends to about 10d1 from the sluice
gate. The transition from the developing region to the developed region is marked by the
lowest depth in the flow field. In the developed region, the flow consists of a wall-jet region
at the bottom and a recirculation region above it. There is an expanding shear layer that
develops between the wall-jet flow and the recirculation above it. The flow is mainly
influenced by this shear layer in the developed region. Hence, the flow field can be
considered to be similar to a wall-jet under the influence of an adverse pressure gradient
(Rajaratnam, 1967). Once the recirculation zone ends, the flow recovers to an open-channel
flow, this region is called the transition region. In this region, the flow is influenced only
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by the bed. The transition zone extends to a distance of 10d2 after the developed region
(Liu et al., 2004). The flow recovers to a fully developed open-channel flow beyond this
region. Experimental and numerical studies of submerged hydraulic jumps are sparse. A
summary of the published experimental and numerical studies pertaining to submerged
hydraulic jumps is presented below.
Long et al. (1990) carried out an experimental study to evaluate the characteristics
of the submerged hydraulic jump using laser Doppler velocimetry (LDV). They were able
to quantify the velocity field not only in the streamwise direction but also in the crossstream direction. A complex three-dimensional nature of the flow field was reported in the
developing and developed zones of the submerged hydraulic jump. Long et al. (1991)
carried out a 2-D simulation of the submerged hydraulic jump using the k-ε turbulence
model and an offset control volume method for capturing the free surface. They compared
the results of the simulation with their experimental data and concluded that the model was
adequate in capturing the free-surface profile and mean velocities. However, there were
discrepancies in calculating the turbulence quantities. They attributed this to the isotropic
turbulence model they used and suggested the adoption of anisotropic turbulence models.
Ma et al. (2001) studied the submerged hydraulic jump by implementing a 2-D simulation
using the k-ε turbulence model and volume of fluid (VOF) method for free-surface
tracking. While the free surface was captured well, the velocity and turbulence quantities
showed discrepancies with the experimental results. They concluded that these were a
result of not taking into consideration the 3-D nature of the submerged hydraulic jump.
Javan and Eghbalzadeh (2013) modeled the submerged hydraulic jump using a 2-D k-ε
turbulence model and a Lagrangian moving grid method for free-surface tracking. They
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noticed that the Lagrangian moving grid method was only reasonably accurate in capturing
the free-surface profile. They also commented on the necessity of conducting 3-D
simulations to accurately capture the flow field of a submerged hydraulic jump. From these
earlier studies it is apparent that the flow field of the submerged hydraulic jump can be
accurately predicted only by implementing a full 3-D simulation.
Motivated by the fore-mentioned conclusions derived from earlier studies, full 3-D
numerical simulations are performed using detached eddy simulation (DES) in the present
work. The case of the submerged hydraulic jump with inlet Froude number F1 = 8.2 and
submergence factor S1 = 0.24 , similar to that reported by Long et al. (1990), was
investigated using the CFD software STAR-CCM+. The present Froude number was
selected since hydraulic jumps with inlet Froude numbers between 4.5 to 9 are considered
to be stable and are often used as energy dissipators below hydraulic structures. The free
surface was captured using the multiphase volume of fluid (VOF) method. As a validation
test, results of the present simulations are compared with the experimental results of Long
et al. (1990). The turbulence parameters including Reynolds stresses are further analyzed.
This chapter also investigates the role of the coherent structures in the dissipation of energy.
The regions of concentrated vorticity are captured using the λ2 -criterion. The organized
structures are further examined using proper orthogonal decomposition (POD) analysis.
3.2

The model setup
The volume of fluid (VOF) approach is a Eulerian method to model multiphase

flows (Hirt and Nichols, 1981). It offers an efficient means to track free boundaries using
a volume fraction α. The value of α is one in any region completely occupied by water and
zero in regions completely occupied by air. The VOF method differs from other Eulerian
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models for multiphase flow in that it solves a single momentum equation on the entire
domain making it computationally less expensive. The equations for the VOF method are
described in chapter 2. Surface tension is also included in the VOF model since the failure
to include it results in an increased air entrainment in the domain (Jesudhas et al., 2014).
In the present simulation the VOF method is used in conjunction with a version of
the detached eddy simulation (DES) method for modeling turbulence. The DES method
uses uses Reynolds-Averaged Navier-Stokes (RANS) models close to the walls and large
eddy simulation (LES) in the outer regions of the flow. It is particularly useful in flows like
the submerged hydraulic jump where the turbulence generated at the shear layer between
the wall-jet flow and recirculation region is more dominant than wall generated turbulence.
Improved delayed detached eddy simulation (IDDES) is used in the present study. The
IDDES method avoids the problematic ‘log-layer mismatch’ that occurs in ordinary DES
by defining a new sub-grid length-scale which depends not only on the grid spacing, but
also on the wall distance (Shur et al., 2008). The present simulations use the k-ω detached
eddy model as it is known to perform well in adverse pressure gradient flows such as the
hydraulic jump (Menter, 1992). The complete IDDES formulation of the k-ω detached
eddy model is presented in Shur et al. (2008) and the STAR-CCM+ v8.06 User Guide
(2013).
The schematic in Fig. 3.2 depicts a 2-D cross-section of the computational domain
used in this study. The geometry of the present simulation is based on the experiments of
Long et al. (1990) to enable a direct comparison for purposes of validating the model used
in this research. The size of the domain used in the present study is 2.5 m  0.467 m  0.5
m. The Cartesian coordinates x, y and z are adopted as streamwise, vertical (wall-normal)
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and transverse directions respectively. The origin of the coordinate system is located on
the central plane of the flume, at the bottom wall and below the sluice gate, as depicted in
Fig. 3.2. The boundary conditions used in the simulation are also presented in Fig. 3.2. A
no-slip condition is applied to the side walls. The initial water depth in the computational
domain is set as d2 . The mesh used in the present simulation consists of about 5.6 million
hexahedral cells with a finer grid in the region close to the sluice gate. The mesh was
selected based on a grid sensitivity analysis. The choice of grid was based on not only the
flow parameters but also on the resolution of the free surface. This is explained in chapter
4. A total of six prism layers were used close to the wall within a distance of 1 mm to
capture the wall effects. Due to the varying nature of the non-dimensional wall distance
y+ , the all-y+ wall treatment available in the commercial software STAR-CCM+ was used
in the present study. The IDDES model uses a blending function to switch between the
RANS (i.e., SST k-ω) and LES regions. The value of blending function is 1 in the RANS
regions and 0 in the LES regions. The blending function was monitored at different time
steps to ensure that in the region of interest, i.e., the shear layer, LES was used. Only after
validating this, the POD analysis presented below was carried out. The transient
simulations were run with a time step δt = 0.001 s. The solution was considered to be
converged when the residuals of continuity and momentum fell below 10-6 . The velocity
statistics of the present simulation have been calculated by averaging the data for 10 s
following convergence.
3.3

Validation
As mentioned above, the present simulations are based on the experiments of Long

et al. (1990). Ideally, the results would be compared at the center plane, i.e., z = 0. However,
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Long et al. (1990) reported the mean velocity and turbulence intensities profiles along the
plane z/W = 0.167. Hence, the results of the present simulation are compared with the
experimental results of Long et al. (1990) in the same z/W = 0.167 plane, to establish
validation of the present DES model.
3.3.1

Mean quantities at z/W = 0.167
Fig. 3.3 shows the comparison of the free-surface profile predicted in the present

simulation with the experimental results of Long et al. (1990) and the numerical predictions
of Javan and Eghbalzadeh (2013). In the present simulation, the free surface was identified
using the condition that the volume fraction α = 0.5, in accordance with the value used by
other VOF researchers (Dimas et al., 2008, Lubin et al., 2009). Close to the sluice gate, due
to the high velocity of flow, the water depth decreases initially before it again increases to
the tail-water depth d2 . The present simulation predicts the streamwise location of the
minimum depth reasonably well, but there is a slight deviation between the experimental
results and the present simulation in the region immediately downstream of the minimum
depth location. The present study has a low submergence factor S1 = 0.24 , hence a
moderate amount of air entrainment is expected (Long et al., 1990). The majority of air
entrainment occurs in the vicinity of the minimum depth, causing the bulking of the flow.
Hence it is difficult to predict the location of the free surface in this region, both
numerically and experimentally. The 2-D simulation of Javan and Eghbalzadeh (2013)
underestimates the streamwise location of this minimum depth. Beyond x⁄d1 > 50, the
free-surface profile prediction agrees well with the experimental results. Liu (1949) and
Long et al. (1990) have observed the presence of two vertical counter-rotating vortices near
the sluice gate. The presence of these vortices results in a highly three-dimensional flow
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close to the sluice gate and in the developed zone of the submerged hydraulic jump i.e.,
0< x⁄d1 < 70. It can be seen from Fig. 3.3 that the present 3-D simulation gives a better
prediction of the free-surface profile in this region than the 2-D simulation of Javan and
Eghbalzadeh (2013). In the transition region, where the three dimensional effects are
reduced, the results of the present simulation match well with the 2-D results of Javan and
Eghbalzadeh (2013).
Fig. 3.4 depicts the mean streamwise velocity (𝑈) profiles at different x-locations
along the plane z/w = 0.167. The profiles are again compared with those of Long et al.
(1990) and the 2-D simulations of Javan and Eghbalzadeh (2013). It can be seen that mean
velocity profiles agree extremely well with the experimental results at all locations. In the
developed zone, i.e., 10 < x⁄d1 <70, the velocity profiles resemble that of a wall jet. The
velocity is zero at the bed and gradually increases from the wall, reaching a positive peak
velocity U = Um in the jet flow zone. Away from the wall, the velocity of the wall jet
decreases and becomes negative in the recirculation zone. The shear layer is enclosed
between the maximum positive and negative velocities. Beyond the developed
zone, x⁄d1 >70, the flow is in transition and is only influenced by the bed as seen from the
absence of negative velocity in the profiles. Fig. 3.5 shows the profiles of the RMS values
(u) of the streamwise velocity fluctuations at different streamwise locations. It can be seen
that the present simulation slightly over-predicts the velocity fluctuations at the beginning
of the developed zone i.e., 10< x⁄d1 <30. Similar behavior was also reported in several
other numerical simulations (Long et al., 1991, Ma et al., 2001, Javan and Eghbalzadeh,
2013). Since these previous simulations were 2-D in nature, the researchers have attributed
this behavior to an inadequacy in their simulation. However, as mentioned earlier, due to
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the low submergence factor, a moderate amount of air is entrained. The presence of air in
this region can influence the measurements, as the LDV system used by Long et al. (1990)
has shortcomings when measuring turbulence in two-phase flows. The profile of u at
x⁄d1 =12 shows multiple peaks, as marked by arrows in the inset in Fig. 3.5. The peak
closer to bed shows that the flow in this location is strongly influenced by the bed. As the
shear layer develops, it dominates the flow field as seen from the profiles of u at subsequent
locations, where the peak of u occurs in the shear layer. Numerical results of Long et al.
(1991), Ma et al. (2001) and Javan and Eghbalzadeh (2013), have reported similar
behavior. Fig. 3.6 shows the profiles of the Reynolds shear stress at different streamwise
locations. The Reynolds shear stress due to the influence of the bed is positive as expected
and with the increase in y⁄d1 it becomes negative due to the influence of the shear layer.
The peak Reynolds shear stress occurs in the shear layer due to the interaction between the
wall-jet region and the recirculation region and reduces to a value close to zero near the
free surface. Similar to u, the Reynolds shear stress is over-predicted at the beginning of
the developed zone. The comparisons shown in Figs. 3.3 – 3.6 establish that the results of
the present simulation are in good agreement with the experimental results of Long et al.
(1990) in the z/W = 0.167 plane.
3.4

Three-dimensional features of the flow field
As mentioned above, Liu (1949) and Long et al. (1990) have reported the presence

of two vertical counter-rotating vortices near the sluice gate in a submerged hydraulic
jump. Figs. 3.7(a) and 3.7(b) shows the iso-surface of the volume fraction α=0.5 i.e., the
free surface, colored with contours of U velocity and vorticity magnitude, respectively. In
the developed zone, the mean velocity distribution on the free surface is clearly three-
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dimensional in nature. The negative velocity in the central region is higher than near the
walls. The mean streamwise velocity on the free surface becomes positive as we move
away from the developed zone into the transition zone as seen from Fig. 3.7(a). From the
undulations of the free surface it is apparent that the free surface fluctuates vigorously in
the developing and developed zones, and becomes fairly smooth downstream. These
fluctuations are caused by the interaction between the sluice gate vortices and the
submerged roller. The fluctuations of the free surface generate free-surface cusps that are
responsible for the entrainment of air in a submerged hydraulic jump. The mechanism of
air entrainment is explained in detail in a later section. Fig. 3.7(b) shows that the maximum
value of the mean vorticity magnitude occurs in the developed zone of the hydraulic jump
where the free surface is impacted by the submerged roller. The sluice gate vortices are
weak due to the low submergence factor. This is substantiated by the fact that there are
lower levels of vorticity in the free surface near the sluice gate.
Fig. 3.7(c) shows the contours of mean U velocity superimposed by the mean
velocity vectors in the horizontal x-z plane at y⁄d1 =5.3. The mean velocity contours show
features similar to that described in Fig. 3.7(a). The vectors illustrate a cross-sectional view
through the two vertically oriented counter-rotating vortices near the sluice gate. The
reverse flow due to the roller occupies the central region of the channel, however, near the
walls the flow is in the streamwise direction. This can be more clearly observed in the
region marked by the red arrow in the inset of Fig. 3.7(c). In the developing zone, i.e.
x⁄d1 < 10, the sluice gate vortices constrict the roller causing a reduction in the width of
the reverse flow region.
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Long et al. (1990) presented the experimental cross-stream profiles of the
submerged jump to highlight the three-dimensional nature of the flow. Comparison of these
profiles with previous numerical results by Long et al. (1991), Ma et al. (2001) and Javan
and Eghbalzadeh (2013) was not possible because of the 2-D assumption underlying their
simulations. Since the present study is three-dimensional, such a comparison with the
experimental results is possible, as illustrated by the variation of streamwise velocity
profiles as a function of transverse distance from the central plane of the channel, at several
streamwise locations, in Fig. 3.8(a). It can be seen that the present simulations predict the
three-dimensional nature of the submerged hydraulic jump reasonably well. There are
some differences in the experimental and simulation results in the developing zone, i.e., at
streamwise locations x⁄d1 =20 and 26. The location of the measurement plane in this
figure is close to the free surface and therefore more susceptible to inaccuracies due to the
entrained air. From Fig. 3.8(a) it is clear that, although the velocity in the center of the
flume remains negative, the velocity near the walls remain positive.
The sluice gate vortices extend from the free surface to the shear layer below the
surface. For higher submergence factors, these vortices have greater influence on the flow
field (Long et al. 1990). From Fig. 3.8(b) it is clear that the flow close to the sluice gate
i.e., at x⁄d1 =5, is two-dimensional up to y⁄d1 ≈ 1.5. Above this, the influence of the sluice
gate vortices causes differences in the velocity profiles. The counter-rotating sluice gate
vortices cause a reverse flow in the center of the flume and streamwise flow near the walls.
Even though the submergence factor of the present simulation is only 0.24, the influence
of the sluice gate vortices can be seen downstream. The difference between the maximum
velocity near the walls and the center is about 7% at x⁄d1 =25 and 11% at x⁄d1 =50. This
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difference can be as high as 50% for large submergence factor cases S1 > 1 (Long et al.,
1990). Another important effect of the sluice gate vortices is referred to as the ‘climb of
the submerged hydraulic jump’ (George, 1959, Rajaratnam and Kanakatti, 1968), where
the half width b is higher near the wall than at the center of the flume, as observed from
Fig. 3.8(b).
Fig. 3.9 shows the mean x-vorticity superimposed by the mean velocity vectors at
different y-z planes located at different streamwise stations, illustrating the evolution of the
shear layer. Fig. 3.9(a) shows the flow field at x⁄d1 =3, in the developing zone of the
submerged hydraulic jump. The location of the distinct shear layer is marked in the figure.
The structures in the shear layer are symmetric and counter-rotating, i.e., red and blue,
switching locations on either side of the center of the flume (z-W)⁄d1 = 0 . The fluid
experiences an up-wash caused by the wall-jet below the shear layer. The recirculation
zone causes a down-wash of the fluid above the shear layer. The larger vortices shed from
the sluice gate are broken down into smaller counter-rotating vortices as seen in Fig. 3.9(b)
at location x⁄d1 =6. Since the roller is constricted to the center by the sluice gate vortices
in the developing zone, the breakdown of the shear layer structures starts from the center
and proceeds towards the wall as we move downstream, as seen in Fig. 3.9(c). Also, the
vertical location of the shear layer moves upwards towards the free surface as we move
downstream, as marked in Fig. 3.9(d). The shear layer is completely broken down at
locations x⁄d1 = 16 and 26 by the impact of the roller, giving rise to smaller counterrotating vortices along its length as seen from Figs. 3.9(d) and (e). These smaller vortices
are pushed towards the free surface by the influence of the roller and are responsible for
the undulations of the free surface in the developed zone (Sarpkaya, 1996). As the shear
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layer grows downstream the smaller vortices are carried by the roller and the wall-jet flow
and are dispersed throughout the flow field as seen in Fig. 3.9(f) at the location x⁄d1 =40.
The aspect ratio W⁄d2 of the present study is less than 4, which gives rise to secondary
currents near the walls, marked using the dashed ellipses in Figs. 3.9(d) and (e). From the
above discussions, it is substantiated that the present 3-D simulation of the submerged
hydraulic jump captures all the features of the submerged jump reported in the literature.
Hence, further analysis of the data was pursued to reveal the unsteady features of the
submerged hydraulic jump.
3.5

Unsteady flow features

3.5.1

Vortex shedding and mechanism of air entrainment
Numerical pressure probes, to collect time-dependent pressure data, where

positioned at a height of d1 at different streamwise locations along the channel. FFT
analysis was carried out on the data collected for 10 s and the frequency of vortex shedding
from the gate was found to be f=13 Hz. The time period T= 1⁄f of the vortex shedding
was split into eight time intervals. The contours of z-vorticity at the end of each time
interval are presented in Fig. 3.10, to highlight the vortex shedding from the gate and to
understand the interaction of these vortices with the free surface. At time t = T⁄8, it can
be seen that a vortex has just shed from the gate. The vortex shed from the gate is broken
down into multiple smaller vortices ‘A’ and ‘B’ at t = 2T⁄8, due to the impact of the roller.
The smaller vortex ‘A’ is pushed up towards the free surface by the accelerating influence
of the roller, as observed at times t = 3T⁄8 and t = 4T⁄8. The location where vortex ‘A’
reaches the free surface is close to the free-surface cusp i.e., the lowest point of the freesurface profile as seen at t = 5T⁄8. The interaction of this vortex with the free surface and
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the impinging roller causes the free-surface cusp to collapse. The collapse of the freesurface cusp causes the air to be entrained in the submerged hydraulic jump (Eggers, 2001).
If the submergence factor of the hydraulic jump is large, the smaller vortices are completely
broken down before they reach the surface and hence do not have enough intensity to cause
the collapse of the free surface cusp, leading to a reduction in the amount of air entrained.
At t = 3T⁄8 it can also be seen that the smaller vortex ‘B’ is pushed towards the bed by
the downwash caused by the roller and interact with the counter-rotating structures near
the bed. This vortex is further broken down by the interaction with the bed and moves
downstream without disturbing the free surface.
The variation of mean air concentration Cmean normalized by the maximum mean
value Cmm along the central plane is presented in Fig. 3.11. The field measurements of
Valle and Pasternack (2006) is also plotted in Fig. 3.11. The streamwise distance is
normalized using the aeration length La . The air concentration predicted by the present
simulation agrees well with the measured values in the developing zone and also most of
developed zone. The peak air concentration for the submerged hydraulic jump occurs near
the sluice gate. Even though most of the air is entrained through the free-surface cusps
ensuing close to the location of minimum depth, the entrained air is dispersed near the
sluice gate by the reverse flow of the roller. Also plotted in Fig. 3.11 is a typical Cmean plot
for a classical hydraulic jump from Hager (1992). In contrast to the submerged jump, the
toe of the classical hydraulic jump occurs downstream of the sluice gate consequently the
maximum air concentration occurs downstream of the toe. Overall the amount of the air
entrained by the classical hydraulic jump is higher than the submerged hydraulic jump, as
observed from Fig. 3.11.

46

3.5.2

Coherent structures
Many researchers have suggested that coherent structures play a significant, even

dominant, role in the momentum transfer process in turbulent flows (Wallace, 2009).
Various techniques exist to identify these organized structures in the flow field. The λ2 criterion proposed by Jeong and Hussain (1995) is based on dynamical considerations, i.e.,
the search for a pressure minimum. A vortex is defined as a connected fluid region between
two negative eigenvalues of (S2T +Ω2 ) where ST is the strain tensor and Ω the rotational
tensor. The tensor (S2T +Ω2 ) is symmetric and therefore has real eigenvalues. If these values
are ordered as λ1 ≥ λ2 ≥ λ3 , then λ2 < 0 indicates a region of vorticity while λ2 > 0 has no
physical interpretation. Higher negative values of λ2 indicate stronger vortical regions.
Calculating the value of λ2 for a given flow field gives a qualitative insight into the types
of coherent structures present in the flow field. Fig. 3.12 shows the iso-surface of
λ2 = -1750 colored with contours of z-vorticity. Strong tube-like structures are shed from
the sluice gate in the developing zone. These vortex tubes are broken down into small
vortex worms in the developed zone of the hydraulic jump. The vortex tubes are
fragmented by the action of the roller and the interaction with the bed. Various researchers
have reported the presence of ‘hairpin’ structures in a developing turbulent boundary layer
(Adrian, 2007). However, due to the complexity of the flow field in the developed zone of
the submerged hydraulic jump and also due to the mesh resolution in the near bed region,
it is not possible to capture such structures in the present simulation.
Proper orthogonal decomposition (POD) of the velocity data was carried out to
elicit further details of the coherent structures in the flow field. The center plane and two
y-z planes were chosen to perform the POD analysis. The region of analysis in these planes
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was limited to y⁄d1 ≤ 5 to ensure that the entrained air does not affect the data. The y-z
planes were located in the developing and developed regions, at x⁄d1 =3 and x⁄d1 =26,
respectively. The POD analysis was carried out on all three components of the fluctuating
velocity field based on the methods described by Meyer et al. (2007), as briefly described
below.
̃ can be computed from the fluctuating velocity as
The auto-covariance matrix C
̃ = U'T U'
C

(3.2)

where U' is the fluctuating velocity matrix. This leads to the corresponding eigenvalue
problem
̃ Ai = λi Ai
C

(3.3)

̃ and Ai are the corresponding eigenvectors. The
Here, λi are the eigenvalues of C
eigenvalues can be arranged according to their magnitude as
λ1 > λ2 >… > λN

(3.4)

where N is the number of snapshots. The POD modes (ϕi ) can be constructed using the
eigenvectors Ai as
ϕi =

i n
∑N
n=1 An u

i n
‖∑N
n=1 An u ‖

i, …, N

(3.5)

Here, Ain corresponds to the nth component of the eigenvector corresponding to λi . The
POD modes are arranged as Ψ= [ϕ1 ϕ2 … ϕn ] and the POD coefficients are then
determined by projecting the fluctuating part of the velocity 𝑢𝑛 onto the POD modes, i.e.,

48

an = ΨT un

(3.6)

The fluctuating part of the snapshot can then be reconstructed as
N

u = ∑ ani ϕi = Ψan
n

(3.7)

i=1

Therefore, a low-dimensional spatially filtered flow field can be obtained by using only the
first few modes. The energy (Ek ) associated with each POD mode is
Ek = λk

(3.8)

and the cumulative energy distribution for the first N modes can be obtained as

c

E=

∑Nk=1 λk

(3.9)

k
∑∞
k=1 λ

Fig. 3.13(a) shows the modal energy distribution in the central plane of the
submerged hydraulic jump. The central plane extends from 0 < x⁄d1 < 26 , therefore it
includes the developing region and part of the developed region of the submerged jump.
This section of the central plane was chosen to capture the developing shear layer between
the jet flow region and the recirculation region. It is apparent that the first mode contributes
to about 7.5% of the total energy and 50% of the energy is recovered within the first 18
modes. In order to quantitatively investigate the contribution of coherent structures to the
turbulence statistics, the spatial distribution of the POD modes was also studied as shown
in Figs 10-12. Figs. 3.13(b)-(d) shows the spatial distribution of the low-order modes (1,
̅̅̅̅/U2m in the central plane. The contour value for the first mode is higher in all
5, 10) of u'v'
the three cases indicating significant contribution from the large-scale structures. As the
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order of modes increases the modal contribution to turbulence quantities decreases. The
̅̅̅̅/U2m is almost negligible in the central
contribution of mode 10 to the Reynolds stress u'v'
plane.
In order to further understand the energy dissipation characteristic of submerged
hydraulic jump, two y-z planes were chosen at x⁄d1 =3 and x⁄d1 =26 , such that the planes
were in the developing and developed regions, respectively. The POD analysis for these
two planes is presented in Figs. 3.14 and 3.15. For the x⁄d1 =3 plane, the first mode
contributes to about 21% of the total energy and 50% of the energy is recovered within the
first 10 modes as seen from Fig. 3.14(a). However, in the x⁄d1 =26 plane, the first mode
only contributes to about 6% of the total energy and 50% of the energy is recovered only
after the first 20 modes as seen in Fig. 3.15(a). These results indicate the prevalence of
large- scale structures in the developing region compared to the developed region (AgelinChaab and Tachie, 2011).
Figs. 3.14(b)-(d) and 3.15(b)-(d) shows the reconstruction of Reynolds stress
̅̅̅̅̅/U2m for modes 1, 5 and 10 at the two y-z planes located at x⁄d1 =3 and x⁄d1 =26. From
v'w'
these figures it is clear that the Reynold stresses in the developed zone (x⁄d1 =26) is higher
than the Reynold stresses at the developing zone (x⁄d1 =3). This can be attributed to the
fact that the primary contributor to the turbulence in this flow field, namely the shear layer,
is still at a nascent stage at x⁄d1 =3. From Fig. 3.14(a) it is evident that the first mode in the
x⁄d1 =3 plane contributes to about 20% of the total energy, indicating the presence of largescale structures in this region. As the order of modes increases in this plane, the modal
contribution to Reynolds stress decreases. The impact of the roller on the wall-jet region is
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clearly observed in the fifth mode reconstruction in the x⁄d1 =3 plane, as demonstrated in
Fig. 3.14(b). As mentioned earlier, the roller impacts the wall jet at the center, i.e.,
(z-W) ⁄d1 = 0, since it is constricted by the two counter-rotating sluice gate vortices near
the walls. Fig. 3.14(c) shows the symmetric distribution of ̅̅̅̅̅
v'w'/U2m near the center,
indicating the advent of the shear layer between the wall jet and the recirculation zone. The
contribution of mode 10 to the Reynolds stress ̅̅̅̅̅
v'w'/U2m is almost negligible in this plane,
as seen from Fig. 3.14(d). However, in the developed zone, i.e. x⁄d1 =26, it can be seen
that the modal contribution to the turbulence quantities does not drop abruptly as compared
̅̅̅̅̅/U2m shown in Fig. 3.15(d) has
to the developed zone. The mode 10 reconstructions of v'w'
intensities comparable with the mode 1. This indicates the presence of small-scale
structures in the developed zone of the submerged hydraulic jump. The reverse flow of the
roller in the hydraulic jump completely breaks down the large-scale structures into smaller
scales. One of the primary applications of hydraulic jumps is their use as energy dissipaters
below hydraulic structures. The presence of the smaller scales in the developed region of
the submerged hydraulic jump contributes to the energy dissipation characteristic of the
submerged hydraulic jump since the energy is dissipated primarily from the smaller scales.
3.6

Conclusions
The detached eddy simulations of a submerged hydraulic jump at an inlet Froude

number of 8.2 is performed. The free surface was tracked using the Volume of Fluid
method combined with a high resolution interface capturing (HRIC) technique. The major
conclusions based on the analysis of the results of the present simulation are:


The VOF model facilitates the accurate modeling and evaluation of the free-surface
profile of a submerged hydraulic jump. The mean free-surface profiles match well
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with experimental data. The mean streamwise velocity, mean turbulence quantities
and shear stress agree reasonably well with the experimental results.


The three-dimensional nature of the flow field in the developing and developed
zones of the submerged hydraulic jump was accurately captured by the present
simulation. The cross-stream profiles agree well with experimental results. Other
three-dimensional flow features, such as the occurrence of sluice gate vortices and
the ‘climb of the wall jet’ were also accurately predicted by the simulation.



The evolution of the shear layer in the streamwise direction demonstrates the
breakdown of shear layer by the impact of the roller. The movement of shear layer
in the vertical direction from the location of sluice gate towards the free surface
along the streamwise direction was captured by the present simulation.



The mechanism of air entrainment caused by the collapse of free-surface cusps due
to the interaction of vortices with the free surface, was investigated using the
present simulation. The air concentration of the submerged hydraulic jump has been
quantified and analyzed. The frequency of vortex shedding from the gate was also
identified.



The coherent structures in the flow were identified using the λ2 -criteron. The
analysis showed large vortex tubes that were generated from the sluice gate. These
tubes were broken by the interaction of the bed and the roller into smaller vortex
worms in the developed zone.



The POD analysis of the flow field revealed that the large-scale structures in the
developing zone were broken down to small-scale structures in the developed zone.
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The breakdown of these structures occurs in the shear layer between the
recirculation zone and the wall-jet flow. The developed zone is dominated by smallscale structures, thereby promoting energy dissipation as typically occurs at the
smaller scales.
The present study illustrates the potential of the VOF model combined with DES
to simulate the submerged hydraulic jump. The mean features of the flow are well predicted
by the model. The present study also gives valuable insights into the internal nature of the
submerged hydraulic jump.
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Fig. 3.1 Schematic representation of the flow field in a submerged hydraulic jump
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Fig. 3.2 2-D representation of the simulation domain at initial time (t = 0 s)
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Fig. 3.3 Free surface profile of the submerged hydraulic jump
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Fig. 3.4 Profiles of mean streamwise velocity
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Fig. 3.5 Profiles of streamwise turbulence intensity
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Fig. 3.6 Profiles of Reynolds shear stress
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magnitude, (c) velocity vectors on y/d1 = 5.3 plane

Fig. 3.7 Free surface colored with contours of (a) mean x-velocity, (b) vorticity
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(b) mean streamwise velocity normal to the bed at different transverse locations

Fig. 3.8 Variation of (a) mean streamwise velocity across the channel at different streamwise locations,
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Fig. 3.9 Evolution of shear layer at different streamwise locations of the submerged hydraulic jump
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Fig. 3.10 Vortex shedding from the sluice gate and air entrainment in the roller

Fig. 3.11 Variation of maximum air concentration in the central plane of the submerged
hydraulic jump

Fig. 3.12 Iso-surfaces of 𝜆2 colored by contours of z-vorticity
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for higher order modes in the central plane

Fig. 3.13 Modal distribution of turbulent kinetic energy and spatial distribution of Reynolds stress
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for higher order modes in the x⁄d1 =3 plane

Fig. 3.14 Modal distribution of turbulent kinetic energy and spatial distribution of Reynolds stress
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for higher order modes in the x⁄d1 =26 plane

Fig. 3.15 Modal distribution of turbulent kinetic energy and spatial distribution of Reynolds stress

CHAPTER 4
CFD ANALYSIS OF CLASSICAL HYDRAULIC JUMPS USING DES*

4.1

Introduction
In this chapter, three-dimensional, unsteady, detached eddy simulation (DES) of a

classical hydraulic jump with an inlet Froude number of 8.5 is performed. The Volume of
Fluid (VOF) method with a high resolution interface capturing (HRIC) scheme is used for
free-surface tracking. The simulation exposes the three-dimensional nature of the flow in
the developed zone of the hydraulic jump and provides an understanding of the interaction
between the wall-jet flow and the roller region above it. Turbulence parameters including
the Reynolds stresses are discussed. Quadrant decomposition of the Reynolds shear
stresses reveals that the inward and outward interactions dominate the flow field. This was
further ascertained by the analysis of the third-order moments of the velocity field. The
outward interaction causes the flux of turbulent kinetic energy towards the free surface
resulting in interfacial aeration.
The hydraulic jump is a free-surface phenomenon which occurs when a supercritical flow transitions to a sub-critical flow and the free surface rises rapidly to a constant
depth downstream of the hydraulic jump. A hydraulic jump occurring in a uniform
prismatic channel is referred to as a classical hydraulic jump; it is depicted schematically
in Fig. 4.1(a). The point where the free surface rises rapidly is known as the toe of the jump
and it oscillates about a mean position.

*This chapter has been submitted as a manuscript to ASCE, Journal of Hydraulic Engineering

The super-critical depth at the toe (d1 ) and the corresponding sub-critical depth (d*2 )
are called sequent depths. The ratio between the sequent depths is a function of the Froude
number F1 = U1 ⁄√gd1 , given as
d*2
= 0.5 (√1 + 8F21 - 1)
d1

(4.1)

where U1 is the streamwise velocity at the toe and g is acceleration due to gravity.
As shown in Fig. 4.1(a), the hydraulic jump is characterized by a reverse flow
occurring close to the free surface, referred to as a roller. The length of this highly turbulent
roller region, measured from the toe, is denoted as L*r . The flow in a hydraulic jump can
be classified into four regions as illustrated in Fig. 4.1(a). The region from the sluice gate
to slightly beyond the toe of the hydraulic jump is called the developing zone. The flow in
this zone resembles the potential core of a wall jet and extends to about 6d0 from the sluice
gate, where d0 is the height of the gate opening. The flow upstream of the toe is partially
developed and consists of a developing boundary layer with thickness 𝛿 ≈ 0.65d1 . The
boundary layer continues to develop beyond the developing zone, while the roller region
starts developing beyond the toe. The region from the toe to the end of the roller is called
the developed zone. This region resembles that of a wall jet (Rajaratnam, 1967). Beyond
the developed zone, the flow goes through a transition region and eventually becomes an
open-channel flow.
A schematic of the velocity distribution in the developed zone is shown in Fig.
4.1(b). The region from the bed up to the point where the velocity profile reaches its
maximum (U = Um ) is called the inner layer of the wall-jet flow. The outer layer of the

69

wall-jet flow is located from the vertical location where U = Um to the vertical location
where ∂2 U⁄∂y2 =0. Beyond the inflection point, the flow transitions from the wall-jet flow
to the roller region. The vertical region from where ∂2 U⁄∂y2 =0 up to U = 0 is called the
inner layer of the roller region, where the flow is primarily in the streamwise direction.
Beyond the point of zero velocity to the free surface is the outer region of the roller. The
flow in this region is highly aerated and is directed towards the upstream. The mixing layer
or the shear region is located between the points of maximum positive and maximum
negative velocities. The mixing layer develops at the toe and tends to expand within the
developed zone of the classical hydraulic jump. The distance from the toe to the point
where the flow is not perturbed by the jump is referred to as the length of the jump L*j . The
transition zone extends to about 10d*2 after the developed zone and is characterized by the
displacement of Um towards the free surface. Beyond this region the flow profiles resemble
that of an open-channel flow.
Hydraulic jumps are associated with large-scale turbulence, spray, energy
dissipation and air entrainment. Hydraulic jumps have been experimentally studied
extensively due to their application for energy dissipation below hydraulic structures
(Rouse et al., 1959, Schroder, 1963, Rajaratnam, 1967, Resch and Leutheusser, 1972,
Ohtsu et al., 1990, Hager, 1992, Wu and Rajaratnam, 1995). These experimental studies
have produced various empirical formulae that are used in the design of hydraulic
structures (Hager, 1992). However, the internal flow field of the hydraulic jump is still not
fully understood. This is attributed to the fact that conventional measuring devices used in
experimental studies such as laser Doppler velocimetry (LDV), acoustic Doppler
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velocimetry (ADV) and particle image velocimetry (PIV) have limitations when measuring
the velocity field in bubbly two-phase flows.
The earliest attempt to measure the turbulence characteristics of the hydraulic jump
was made by Rouse et al. (1959). It should be noted that their measurement was conducted
in an air-duct using hot-wire anemometry. Flow at Froude numbers of 2, 4 and 6 were
studied and the turbulence intensities and Reynolds stresses were presented. Resch and
Leutheusser (1972) studied the turbulence intensities and Reynolds stresses at Froude
numbers of 2.85 and 6 in a water channel using hot-film anemometry. Liu et al. (2004)
presented a detailed study of the turbulence characteristics of hydraulic jumps at low
Froude numbers of 2, 2.5 and 3.3 using ADV. They noted that the ADV under-estimates
the mean velocity in bubbly two-phase flows. Zobeyer et al. (2010) studied the turbulence
characteristics of hydraulic jumps at a Froude number of 7 using an ADV. However, their
results were limited to the transition and open-channel flow zones. Turbulence
characteristics of classical hydraulic jumps with Froude number higher than 7 have not
been reported in the literature.
Significant research has also been conducted to understand the free-surface
characteristics of hydraulic jumps (Mossa and Tolve, 1998, Mossa, 1999, Mouaze et al.,
2005, Murzyn et al., 2007, Murzyn and Chanson, 2009, Chachereau and Chanson, 2011,
Wang and Chanson, 2014). In most studies, an acoustic displacement meter was used to
locate the free surface. The oscillation of the toe of the hydraulic jump was analyzed and
the frequency of these oscillations (ftoe ) have been reported. Murzyn and Chanson (2009)
first reported the presence of higher secondary frequencies, fsec , in addition to the main
toe frequency ftoe. Wang and Chanson (2014) also proposed an empirical correlation to
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obtain a self-similar free-surface profile using the length of the roller as a scaling
parameter.
Air entrainment in hydraulic jumps has been given considerable attention as about
25% of energy dissipated in hydraulic jumps is due to air entrainment. Significant
contributions in the study of air entrainment have been made by Chanson (1995, 1996
2007, 2010). Conductivity probes have been used to measure the velocity in bubbly twophase flows (Chanson and Brattberg, 2000, Mouaze et al., 2005, Murzyn et al., 2007,
Murzyn and Chanson, 2009, Chachereau and Chanson, 2011, Wang and Chanson, 2014).
Conductivity probes measure the properties of individual phases and hence are better suited
to multiphase flow than LDV or ADV. However, they are intrusive and can cause
significant disturbance to the flow, hence they are not suitable to measure the turbulence
characteristics of the flow field, which is extremely sensitive to perturbations (Misra et al.,
2008). Chanson (2010) proposed an equation for the air concentration distribution based
on the diffusion equation of air bubbles. Researchers have also studied the Froude number
effects on air entrainment and scale effects of air bubbles (Chanson and Gualtieri, 2007,
Gualtieri and Chanson, 2008).
Numerical studies of hydraulic jumps are sparse and mostly based on twodimensional models (Long et al., 1991, Carvalho et al., 2008, Cassan and Belaud, 2012).
However, Long et al. (1990) and Zhang et al. (2013) have reported that the flow field
cannot be approximated as two-dimensional in the fully developed zone. Another
shortcoming of these earlier simulations lies in the use of Reynolds Averaged NavierStokes (RANS) turbulence models. Since RANS models are inherently time–averaged,
they are not suitable to study the unsteady features of the flow. Lubin et al. (2009)
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attempted a 2-D large eddy simulation (LES) study of a hydraulic jump and was not
successful in capturing the free-surface profile. They noted the importance of using a robust
free-surface tracking scheme in problems such as the hydraulic jump where the free-surface
deformations are high. Wang et al. (2014) commented that physical modeling is to date the
most reliable method for the study of the hydraulic jump. To the authors’ knowledge 3-D
simulations of a classical hydraulic jump at a high Froude number do not exist.
Understanding the flow structure at high Froude numbers, i.e., 4.5 < F1 < 9, is important
since they are considered to be more stable and are used as energy dissipaters below
hydraulic structures (Hager, 1992).
The present chapter presents the detailed results of a three-dimensional detached
eddy simulation of a hydraulic jump at a Froude number of 8.5. This chapter aims to
address the lack of turbulence description in hydraulic jumps at high Froude numbers and
also showcase the capabilities and limitations of the Volume of Fluid (VOF) model with
modern free-surface re-construction techniques to resolve the flow field. The results are
validated using the experiments of Chanson and Brattberg (2000) and with other available
experimental data. The time-averaged features of the hydraulic jump such as free-surface
profile, velocity profiles and Reynolds stresses are presented with detailed discussions. For
the first time, the cross-stream features of the flow field are presented and the 3-D nature
of the flow in the fully developed zone is discussed. Analysis is also carried out using
higher-order velocity moments and quadrant decomposition. The results provide more
insight into the fundamental features of the flow field and also on the events that are
involved in the energy dissipation.
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4.2

The model
The continuity and momentum equations for open-channel flow are

∇·u = 0

(4.2)

∂ρu
+ ∇·(ρu·u) - ∇·[μ(∇u + ∇uT )]= -∇p + ρ𝐠 + 𝐅
∂t

(4.3)

In Eqs. (4.2) and (4.3), u is the velocity vector field, p is the pressure field, μ and ρ are the
dynamic viscosity and density respectively and F is any body-force term.
In the present simulation a VOF approach is used. VOF is an Eulerian method used
to model multiphase flows (Hirt and Nichols, 1981). VOF offers an efficient means to track
free boundaries using a function α representing the volume fraction. The value of α is 1 in
any region fully occupied by water and 0 in regions completely occupied by air. The VOF
method differs from other Eulerian models for multiphase flow in that it solves a single
momentum equation for the entire domain. The fluid properties are calculated as a mixture
based on the volume fraction α,
μ = αμwater + (1 - α)μair

(4.4)

ρ = αρwater + (1 - α)ρair

(4.5)

Along with the continuity and momentum equations, the model also solves an equation for
the transport of α in the domain, given by
∂α
+ ∇·(uα) = 0
∂t

(4.6)

Special numerical interface reconstruction techniques are required to solve Eq. (4.6) close
to the free surface to minimize numerical diffusion which will smear the calculated free

74

surface over several cells. Various interpolation schemes such as donor-acceptor, piecewise
linear interface calculation (PLIC) and high resolution interface capturing (HRIC) are
available for this purpose. The HRIC technique available in STAR-CCM+ is used in the
current simulation to capture the interface. One of the advantages of the VOF model is that
it allows the inclusion of other external forces that might be significant for the problem
under consideration, through the body-force term in the right hand side of the momentum
equation (Eq. (4.3)). Dimensional analysis indicates that the surface tension force can be
important when dealing with air entrainment in open-channel flows (Chanson and
Gualtieri, 2008). The effect of surface tension is included in the governing equations of the
present simulation as described in chapter 2. Failure to include surface tension in this kind
of flow field results in over-prediction of air entrainment in the flow (Jesudhas et al., 2014).
A caveat when working with VOF in bubbly flows like the hydraulic jump is that it does
not capture the discrete bubbles and their interactions. However, as illustrated in
forthcoming sections, with the right mesh resolution it can accurately predict the flow
features and the time-averaged air concentration. In the present simulation, DES is used in
conjunction with k-ω SST model along with the VOF formulation for modeling the openchannel flow.
The 2-D representation of the simulation domain used in this study is depicted in
Fig. 4.2. The size of the domain is 0.25 m x 0.35 m x 3.5 m. The width and length of the
domain correspond to the flume dimensions used in the experiments of Chanson and
Brattberg (2000). Several other experiments were considered for this study, but the
experiments of Chanson and Brattberg (2000) were identified to be the most appropriate.
Also, for practical relevance, a Froude number in the stable range was mandatory. Hence,
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the above-mentioned data set was chosen. The height of the simulation domain was set to
be greater than 2d*2 , so that the numerical boundary condition imposed at the top of the
domain would not affect the water surface. The flume in the experiments of Chanson and
Brattberg (2000) had a weir at a distance of 3.2 m from the sluice gate, to control the
downstream water depth. This weir was modeled in the present study as depicted in Fig.
4.2. The governing equations were discretized based on a finite volume method and solved
using the STAR-CCM+ solver. The boundary conditions are indicated in Fig. 4.2. The side
walls of the flume are considered as no-slip walls. The inflow conditions are similar to the
experimental conditions of Chanson and Brattberg (2000). Since the VOF model is known
to produce better resolution of the free surface when a hexahedral mesh is used (STARCCM+ v8.06 User Guide, 2013), the trimmer meshing feature in STAR-CCM+ is used to
generate the hexahedral mesh. The trimmer mesher generates a volume mesh by cutting a
hexahedral template mesh with the geometry of the surface. The mesh is refined in the xdirection close to the upstream sluice gate and is coarser farther downstream. Similarly, the
mesh is refined in the y-direction in the water region and coarser in the air region. The
initial conditions for the volume fraction α were set as shown in the Fig. 4.2. The initial
water depth in the domain up to the weir at x = 3.2 m was set as the depth of the
inlet d0 = 0.02 m and beyond the weir the depth was set as the height of the weir
hwier = 0.097 m.
The final mesh size of 7 x 106 cells was chosen based on a grid dependency study
similar to the one used by Witt et al. (2014). A relative error of less than 10% of
experimental velocity in the wall-jet region was considered as acceptable due to the
multiphase nature of flow in this region. Fine prism layer cells were used close to the wall
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to resolve the effect of the wall. The prism layer consists of 6 layers packed within 2 mm
with a stretching factor of 1.5. This yielded a wall normal distance of y+ ≈14 close to the
inlet where the flow is super-critical, 1 < y+ < 10 in the roller region and y+ < 1 in the
transition and open-channel flow regions. Due to this varying nature of y+ , the hybrid ally+ wall treatment available in STAR-CCM+ was used. Unsteady, three-dimensional,
detached eddy simulation (DES) was chosen because it is computationally less exhaustive
compared to LES and resolves the complete scales away from the boundary. The DES
model is suited best in case of flows such as the hydraulic jump where the turbulence
generated at the shear layer between the roller region and the wall-jet flow region is
dominant. DES uses a RANS model close to the boundaries and therefore is not very useful
in flow fields where wall-generated turbulence is more dominant (Spalart et al., 1997). The
k-ω SST model is used in conjunction with DES, as this model is known to perform better
in adverse pressure gradient flows (Menter, 1992). The formulation of this model is
available in Menter and Kuntz (2004) and STAR-CCM+ User Guide v8.06 (2013), and is
not repeated here. The model uses a blending function to switch between the RANS and
LES regions. The blending function was monitored at different time steps to make sure that
LES was used in the region of interest i.e., the shear layer between the roller region and
wall-jet region. A typical instantaneous contour of the blending function is shown in Fig.
4.3. The value of blending function is 1 in the RANS region and 0 in the LES regions.
From the figure it is clear that in the shear layer between the roller region and the wall jet,
the present simulation uses LES. The region near the wall where RANS is used is limited
to y⁄d1 <0.3, therefore most of the flow field is modeled using LES. Only after validating
this, the quadrant analysis and higher-order moment analysis presented in this paper were
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carried out. The time step used in the current simulation is δt = 0.001 s. The solution was
considered to be converged when the residuals of continuity and momentum fell
below 10-6 .
4.3

Validation
In spite of the vast number of experimental studies, and more recent numerical

simulations, attempts to describe the turbulence characteristics in a classical hydraulic
jump are still ongoing. Over the years, our understanding of the classical hydraulic jump
has been enhanced with the development of new experimental capabilities and improved
numerical models and computer hardware and software. However, modern measurement
techniques are still unable to accurately capture the behavior of the flow near the free
surface, in particular the air entrainment and the turbulent mixing that occurs in the shear
layer, especially at higher Froude numbers. Many experimental researchers (Chanson,
2002, Boyer et al., 2002, Misra et al., 2008) have acknowledged the deficiencies associated
with measurements in these highly complex multiphase flows.
The objective of the present work is to use CFD to fill some gaps in our current
knowledge about the classical hydraulic jump, particularly in the developed zone. In
situations where it is difficult to accurately measure important flow parameters, CFD can
play a valuable role since it can provide a detailed picture of the entire flow field. However,
an inappropriate numerical model will undoubtedly produce erroneous results. For this
reason, it is imperative to validate, as thoroughly as possible, the numerical model used to
simulate the flow under investigation. Since reliable experimental data for the classical
hydraulic jump at the Froude number range under consideration is incomplete, we have
validated our CFD model in the following ways: (i) by using the submerged hydraulic jump
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as a benchmark problem; (ii) by comparing the computed results of the classical hydraulic
jump with the available experimental results for the same Froude number; (iii) using
similarity analysis to compare with other available experimental data at different Froude
numbers; and (iv) by meticulous analysis of the computational results in light of the
expected physics of the flow.
Each of these validation exercises is elaborated in the forthcoming sections. A
submerged hydraulic jump of similar Froude number was simulated using the numerical
modeling procedures described above and validated based on the experiments of Long et
al. (1990). The submerged hydraulic jump at a high Froude number has moderate to
negligible air entrainment and hence the conventional experimental techniques have lesser
uncertainties when used in this flow field. An exhaustive comparison of various quantities
e.g., free-surface profile, velocity and second-order statistics, was made between the
computed and experimental results for the submerged hydraulic jump and presented in
chapter 3. As an example, the comparison of streamwise velocity fluctuations for the
submerged hydraulic jump is illustrated in Fig. 4.4. The results of the submerged hydraulic
jump simulation agree well with the experimental results.
It is well-known that one of the shortcomings of DES is that it produces nonmonotonic results in some flow fields when subjected to grid refinement (Spalart, 2009).
Hence, two grids i.e., a fine grid (7.2 million cells) and a coarse grid (4.3 million cells),
were considered in the present classical hydraulic jump simulations. Both meshes had
similar cell size in the x and z directions and the prism layers were similar. The refinement
was made in the y-direction to study the effect of grid size on the free-surface predictions
from the VOF model. Following convergence, the data was acquired for a time interval of
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5 seconds to calculate the mean quantities for both grids. The calculated mean velocities
were compared with the experimental results of Chanson and Brattberg (2000) in Fig.
4.5(a). It can be seen from Fig. 4.5(a) that the fine and coarse meshes yield similar results
and both agree reasonably well with the experimental results close to the bed. However,
for a flow field like the classical hydraulic jump, it is not adequate to perform a grid
sensitivity analysis based only on the flow parameters, it is also important to consider the
resolution of the free surface. Hence, the free surface profiles obtained from both the
meshes were compared. It was found that the sub-critical depth d*2 predicted by the fine
mesh was closer to the predicted empirical value for the given Froude number. Hence, the
fine mesh data was selected for subsequent analysis.
It is important to note that all experimental techniques have deficiencies when
measuring in multiphase flow. Chanson and Brattberg (2000) used a pitot tube to measure
the velocity close to the bed and a conductivity probe to measure the velocity near the free
surface. Since the conductivity probe is insensitive to the direction of flow, one must know
the direction of flow apriori. It is particularly difficult to ascertain the direction of flow in
the roller region. Furthermore, the flow near the free surface contains large amounts of air
mixed with water and the conductivity probe measures the properties of individual phases.
The experiments show positive velocity close to the free surface. However, it should be
noted that due to the presence of the roller, the flow near the free surface must be negative.
Hence, the velocity predicted by the VOF model is closer to the expected negative velocity
in the roller region. It can be concluded that the present DES simulation yields a satisfactory
prediction of the flow field close to the free surface. The results of Witt et al. (2014),
discussed below, also corroborate the present results.
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Fig. 4.5(b) shows the mean free-surface profile from the present study compared
with the experimental results of Murzyn and Chanson (2009) for the same Froude number
of 8.5. The classical hydraulic jump with an inlet Froude number of 8.5 entrains large
quantities of air. In such a scenario, it becomes increasingly difficult to locate the free
surface both experimental and computationally. It can be seen that the free-surface profiles
are close up to (x-x1 )⁄d0 = 20, after which there is a difference of about 10 percent, which
may be attributed to the difference in definition of free surface between the two cases.
Chanson and Brattberg (2000) did not present the second-order velocity statistics and such
results do not presently exist for high Froude numbers. Hence, a similarity analysis was
carried out using other available experimental data to further validate the model.
Different lengths scales have been proposed to scale the characteristic parameters
of a classical hydraulic jump. Wang and Chanson (2014) presented a correlation to collapse
the free-surface profiles based on the roller length L*r , defined as the distance from the
jump toe over which the mean free-surface level increases monotonically. Fig. 4.6(a) shows
the mean free-surface profiles of hydraulic jumps at different Froude numbers plotted as a
self-similar profile. It can be seen that the results of the present study agree reasonably well
with the experimental results. A drawback in using L*r as a length scale is that it is difficult
to accurately determine its value, hence it results in a wider band of data as seen in Fig.
4.6(a). As mentioned earlier, the flow field in the developed zone of a hydraulic jump
resembles a wall jet. Hence, using local maximum velocity Um as the velocity scale and b,
defined as the half width of the jet, as the length scale, the velocity profiles can be collapsed
into self-similar profiles. The self-similar velocity profiles of the present study are
compared with those of Witt et al. (2014) and with a classical wall jet in Fig. 4.6(b). These
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results clearly indicate that the velocity near the free surface tends to be negative due to the
presence of the roller region. This re-affirms the credibility of the results of our present
simulation near the free surface. There is a slight difference in the velocity profiles of the
hydraulic jump and wall jet in the inner layer of the jet. This can be attributed to the effect
of the adverse pressure gradient on the flow field. The velocity close to the free surface,
i.e. the outer layer of roller region, is lower than in a wall jet due to the flow reversal in this
region.
Another important feature of the wall-jet flow is the decay of U along the
streamwise direction. Fig. 4.6(c) shows the decay of Um along the streamwise direction.
The length scale L, defined by the streamwise distance at which Um = 0.5U1 , was used by
Long et al. (1990) to show the difference between a wall jet and hydraulic jump. It can be
seen that the velocity decays far more rapidly in a hydraulic jump due to the adverse
pressure gradient. Turbulence parameters and Reynolds shear stress have been reported
only for low to intermediate Froude numbers, F1 < 7 (Liu et al., 2004) in the transition
region of the jump. Fig. 4.6(d) shows the variation of maximum Reynolds shear stress in
the vertical central plane. The length scale d*2 was used as the scaling parameter as
proposed by Liu et al. (2004). Maximum Reynolds shear stress decreases rapidly from the
fully developed zone to the transition zone. This is attributed to the absence of a roller
region beyond the fully developed zone, which significantly influences the magnitude of
u v  in the developed zone.

Pressure fluctuation is also an important hydrodynamic characteristic in the case of
classical hydraulic jumps. Due to the curved free surface and the presence of entrained air,
the pressure distribution is clearly not hydrostatic. The pressure also fluctuates significantly
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due to bulking effects. Consequently, the coefficient of pressure fluctuations C' p =
̅ 2 ⁄0.5*ρ*U21 , where p' is the pressure fluctuations at the bed, was compared with the
√p'
experimental results of El-Khashab (1987) as shown in the inset in Fig. 4.6(d). It can be
seen that the results of the present simulation agree reasonably well with the experimental
results. Also, the peak value of C' p lies between 12< (x-x1 )⁄d1 <22, as reported by Rouse
(1959) and also verified by El-Khashab (1987). From Fig. 4.6, it can be inferred that the
results of the present study are comparable with available experimental results and follow
the expected trend when normalized using appropriate scaling parameters. The results of
these validation procedures clearly demonstrate that the model adopted in the present study
is both valid and relevant for the flow field under consideration.
4.4

Results and discussions

4.4.1

Toe oscillations
Researchers have reported that the toe of the hydraulic jump oscillates about a mean

position. The fluctuations of the toe were obtained from the record of the instantaneous
pressure monitored at different x-locations at a fixed vertical locations corresponding to
the super-critical depth at the toe (y = d1). The pressure was sampled for a total of 5 s of
flow time with a sampling interval of 0.001 s. The dominant frequency of the motion of
the toe was calculated from the Fast Fourier Transform (FFT) of the pressure data. Multiple
(numerical) probes were also set at z⁄W = 0.25, 0.5, 0.75 to verify the frequency. The
averaged dominant frequency obtained from the pressure was ftoe = 1.3 Hz which
corresponds to the time period of the oscillations, T = 1⁄ftoe = 0.76 s. The movement of the
toe and the evolution of the z-vorticity at different time instants are shown in Fig. 4.7. At
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time t = T⁄8, the toe of the hydraulic jump is located at 0.2 m and moves up to 0.3 m at
t = 4 T⁄8. Although hydraulic jumps with Froude numbers 4.5 < F1 < 9 are considered to
be the most stable, there is a slight oscillation of the toe caused by the bulking of the fluid
due to air entrainment. The magnitude of the vorticity is the strongest in the roller region
of the hydraulic jump. Most of the vorticity is generated near the toe, where the strong
vortical structures are advected towards the free surface. These structures play a critical
role in the free-surface fluctuations and air entrainment. It can be seen from Fig. 4.7 that
pockets of air enter the flow at the toe of the hydraulic jump due to the impingement of the
high velocity jet flow on the roller. Chanson (1995) and Chanson and Brattberg (2000)
have also observed experimentally a similar supply of air at the toe. This air entrainment
causes a local maximum of air concentration close to the toe (to be discussed in section
4.5). In Fig. 4.8(a), the variation of Strouhal number Sttoe = ftoe d1⁄U1 with the Froude
number F1 = U1 ⁄√gd1 is presented. The simulation results are compared with the
experimental results of various sources. In general, the value of Sttoe decreases with
increasing Froude number as seen from the dotted trend line for Sttoe. The value of Sttoe
from the present simulation is comparable with the experimental results of Wang and
Chanson (2014) for the same Froude number. The FFT analysis of pressure signals in the
roller region yielded a secondary frequency fsec that is higher than the ftoe. This is similar
to the secondary frequency reported by Wang and Chanson (2014) who attributed it to the
free-surface fluctuations in the roller of the jump. The frequency of these vertical
fluctuations was found to be 3.0 Hz and the Strouhal number Stsec = fsec d1 ⁄U1 decreases
with increasing Froude number as shown by the dashed trend line for Stsec . Fig. 4.8(b)
shows the variation of Strouhal number with Reynolds number ρwater U1 d1 ⁄μwater . It can
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be seen that both Sttoe and Stsec of the present study are comparable with previous
experimental results.
4.4.2

Mean flow and turbulence quantities
Distributions of time-averaged velocity profiles, i.e. U⁄U1 at different streamwise

locations on the center plane of the hydraulic jump are shown in Fig. 4.9. The results were
averaged for 5 s after convergence. The toe is located at (x-x1 ) ⁄d1 = 0. The velocity profiles
at locations downstream of the toe were extracted from the bed up to the mean free surface.
The velocity profiles within the fully developed zone ( 0 < (x-x1 ) ⁄d1 < 60) resemble the
wall jet with high positive velocity near the bed. Fig. 4.9 also presents the loci of U = Um ,
which depicts the growth of the inner layer of the wall-jet flow. The impinging flow into
the roller creates conditions for intense recirculation near the free surface, where the
velocity reverses and becomes negative. The loci of U = 0, is also shown in Fig. 4.9. It must
be noted that there is an exchange of momentum across this line within the roller region.
The loci of U = 0 approaches the free surface at the end of the developed zone. The
transition zone is formed for (x-x1 )⁄d1 > 50 and generally extends up to a distance of 10d*2 .
However, in the present study the flow does not evolve into a complete open-channel flow
as evident from the velocity profile at (x-x1 )⁄d1 = 130. The length of the computational
domain is not sufficient enough for the flow to completely transition into a fully developed
open-channel flow. It should be noted that the length of the computational domain was kept
similar to the flume length used in the experiments of Chanson and Brattberg (2000) to
enable direct comparison with the experimental results.
The profiles of the non-dimensional time-averaged root-mean squared (RMS)

̅̅̅̅) 0.5 at different streamwise locations are presented in Fig. 4.10. The
velocity i.e. u = (u'u'
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influence of the bed can be seen in the distributions of 𝑢 at locations (x-x1 ) /d1 < 30, as
indicated by the presence of minor peaks close to the bed (see inset in Fig.4.10). The
turbulence intensities in the inner layer of the wall jet are influenced by the roller region
and 𝑢 attains its maximum value at the top of the wall-jet layer. The magnitude of 𝑢
increases because of the interaction between the wall-jet flow and the roller region. This
can be further confirmed by the absence of this characteristic in the distributions of 𝑢
beyond the location (x-x1 ) ⁄d1 = 50, where the streamwise turbulence intensity is mainly
influenced by the wall.
Zhang et al. (2013) presented the mean and instantaneous positions of the jump toe
in the plan view and concluded that the flow field is not two-dimensional, especially in the
roller region. In order to more fully understand the three-dimensional nature of the flow
field, the velocity field in the x-z plane at different locations i.e., y⁄d1 =1, 4, 7.5 is
analyzed. Fig. 4.11 presents the velocity profiles at different streamwise locations in plan
view for three x-z planes. The plane y⁄d1 =1 in Fig. 4.11(a) is located at the toe below the
roller region where the streamwise velocity profiles are positive throughout the entire
plane. Near the side walls, velocity profiles attain higher magnitude than the velocity at the
center for 20 < (x-x1 ) ⁄d1 < 50. The plane y⁄d1 = 4 shown in Fig. 4.11(b) cuts through the
roller region and the mixing layer. In the central region ( z⁄W≈0.5), velocity profiles are
negative up to (x-x1 )⁄d1 = 20 due to the presence of the roller region. Some scatter in the
velocity profile is noted due to the highly turbulent nature of the flow. Similar to the
y⁄d1 = 1 plane, the velocity near the walls in the y⁄d1 = 4 plane is higher than the center
velocity for 20 < (x-x1 ) ⁄d1 < 50. It is also observed that the velocity does not become twodimensional as expected beyond (x-x1 ) ⁄d1 > 100. Fig. 4.11(c) shows the velocity profiles
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in the x-z plane at y⁄d1 = 7.5 close to the free surface. As in the case of the other two planes,
the velocity in the center is less than the velocity close to the walls for 20 < (x-x1 ) ⁄d1 < 50.
The increase of the velocity observed in all three planes is due to the fact that the flow
tends to accelerate along the side walls, resembling a wall jet. Hence, it must be noted that
the velocity distribution in the developed zone of the classical hydraulic jump is threedimensional in nature. The channel aspect ratio W⁄d*2 , where W is the width of the
channel, has been chosen to be less than two to match that of Chanson and Brattberg (2000)
and can influence the flow beyond the roller region (x-x1 ) ⁄d1 > 50, due to the presence of
secondary currents (Nezu and Nakagawa, 1993).
Chanson (2007) reported that the aspect ratio has no effect on the flow parameters
in the developed zone for W⁄d1 values between 8 to 21. Though the present study falls
within this range, another simulation was conducted taking W = 0.5 m to ascertain this fact.
Fig. 4.12(a) shows the comparison of the free-surface profile predicted using the two
different aspect ratios. It can be seen that the free-surface profiles agree reasonably well.
However, there is a difference of 10% close to the toe i.e., 0< (x-x1 ) ⁄d0 < 20. The increase
in the width of the domain increases the mesh size considerably. In-order to reduce
computational cost the higher aspect ratio simulations were conducted on a coarser grid
compared with the lower aspect ratio simulations. The difference in free-surface resolution
can be attributed to the effect of the coarser grid. As mentioned in the grid dependency
study, mesh resolution affects the free-surface profile, particularly in the region close to
the toe where large quantities of air are entrained in the flow. Fig. 4.12(b) shows the
comparison of velocity profile for the two different aspect ratios. It can be seen that in all
the three locations the velocity profiles of the two simulations agree well. From Fig. 4.12,
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it is evident that the aspect ratio of the domain does not have a significant effect on the
developed zone flow parameters in the central plane of the classical hydraulic jump. Only
after ascertaining this the higher-order analysis described in sections 4.4.3 and 4.4.4 was
carried out.
Fig. 4.13(a) shows the mean free surface of the hydraulic jump colored by the
contours of mean streamwise velocity. The three-dimensional features of the free surface
are captured by the present simulation. The location of the toe of the hydraulic jump varies
along the z-direction as shown within the enclosed dotted ellipse in Fig. 4.13(a). Similar
observations on the toe location have been reported by Zhang et al. (2013). The contours
clearly show that the velocity at the center is lower than the velocity close to the walls. Fig.
4.13(b) shows the mean free surface colored by the contours of mean vorticity magnitude.
It can be seen that the vorticity magnitude attains its maximum close to the toe and
decreases further downstream. Beyond the roller, the vorticity magnitude reduces
significantly as the flow is only influenced by the walls in this region.
Fig. 4.14(a) shows the profiles of time-averaged Reynolds shear stress, i.e.̅̅̅̅̅
u'v'⁄U21 ,
at different streamwise locations in the fully developed zone. In the immediate vicinity of
̅̅̅̅⁄U21 is negative due to the influence of the wall (see inset in Fig.
the wall, the value of u'v'
4.14(a)). Away from the wall the profile becomes positive due to the influence of the roller
̅̅̅̅⁄U21 remains positive and becomes close to zero near the free
region. The value of u'v'
̅̅̅̅⁄U21 occurs close to the inflection point of U due to the interaction
surface. The peak of u'v'
between the wall-jet flow and the roller region. Beyond the fully developed zone, the
̅̅̅̅⁄U21 is influenced only by the bed. Fig. 4.14(b) shows the variation of timeprofile of u'v'
averaged dimensionless wall shear stress τw / (ρU21 ) in the streamwise direction. The wall
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shear stress decreases rapidly within the fully developed region of the jump due to the rapid
decay of U in this region. Researchers have reported a gradual increase in the wall shear
stress in the transition zone, after which it remains fairly constant in the fully developed
open-channel flow zone (Wu and Rajaratnam, 1996). However, this phenomenon is not
observed in the present study because the flow does not recover to a fully developed openchannel flow.
4.4.3

Quadrant analysis
The fluctuating components of velocity in the streamwise and vertical directions,

u' and v' , can be conditionally decomposed into four quadrants. This conditional
decomposition has the potential to highlight the contributions of turbulent events from
different quadrants to the total Reynold shear stress. The turbulent events can be classified
as outward interactions (Q1: u' > 0 and v' > 0), ejections (Q2: u' < 0 and v' > 0), inward
interactions (Q3: u' < 0 and v' < 0) and sweeps (Q4: u' > 0 and v' < 0). In this study, u v  at
each location was first calculated and then further decomposed as a sum of the different
quadrant events based on the procedure described by Lu and Willmarth (1973). The
contribution from each of the quadrants can be decomposed as
1 T
∫ u(t)v(t)I(t)dt
T→∞ T 0

̅̅̅̅̅̅
(u'v')Q , H = lim
i

(4.8)

where I(t) is a detection function, defined as
I(t)= {

1
0

when |u'v'|Q ≥ Huv
otherwise

(4.9)

The parameter H, defined as the hyperbolic hole size, is a threshold value based on
which the extreme events can be segregated from the background turbulence. Larger values
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of H result in more extreme events being identified. The velocity used to compute ̅̅̅̅̅̅
(u' v' )𝑄

𝑖

H

is assumed to be a function of time only. In the present study, the Reynolds stress
contribution to each quadrant for a given value of H is denoted as (u' v' ) Q (y) and
i

normalized with uv. In boundary layer type flow, ejection and sweep events dominate the
flow. However, in the case of the classical hydraulic jump, the behavior is quite different.
Fig. 4.15 presents contributions to the Reynold shear stress profiles for the four
quadrants at three streamwise locations, i.e. (x-x1 )⁄d1 =12.5, 17.5, 22.5, for two different
hole sizes (H = 0 and 1). The streamwise locations selected for the quadrant analysis were
such that (x-x1 )⁄d1 >10, so that the profiles were not affected by the large quantities of air
entering at the toe of the jump. It is evident from Fig. 4.15 that close to the bed there is
equal contribution from all four quadrants. In all three profiles, Q2 and Q4 attain highest
negative values close to the bed, indicating the presence of ejections and sweeps close to
the boundary. As indicated earlier, the wall-jet flow in the developed region of the
hydraulic jump is largely influenced by the roller region. Hence, the maximum
contributions to the Reynolds shear stress come from Q1 and Q3 events. This is evident
from the near-zero values of Q2 and Q4 away from the bed, in all three profiles where the
background turbulence is filtered using hole size H = 1. The value of Q1 increases away
from the bed and attains a maximum at a location close to the vertical location where U = 0.
The value of Q3 increases as we move away from the bed and attains a peak value at a
location close to the point of maximum velocity, i.e. U = Um . The location where the Q1
and Q3 profiles intersect, i.e. the inflection point of U, indicates the location of maximum
Reynold shear stress. This location corresponds to the crossover from the wall-jet flow to
the roller region.
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4.4.4

Third-order moments
It is known that at any given point the burst events that are associated with the

quadrants can be reasonably ascertained by the third-order moments of velocity
fluctuations (Nakagawa and Nezu, 1977). Hence, the third-order moments of the velocity
fluctuations are analyzed to further investigate the dominance of Q1 and Q3 events. The
characteristics of the time-averaged third-order moments of the velocity fluctuations in the
developed zone of the classical hydraulic jump have not been reported in literature. The
third-order moments retain the sign information (i.e., positive or negative) and contain
important stochastic information related to the flux of turbulent stresses. From the fluid
mechanics perspective, u3 = ̅̅̅̅̅̅̅
u' u'u' defines the streamwise flux of Reynolds normal stress
' u'v' defines the turbulent advection of ̅̅̅̅
̅̅̅̅, u2 v= u̅̅̅̅̅̅
̅̅̅̅̅̅ defines
u'u'
u'u' in the y-direction, v3 = v'v'v'

̅̅̅̅, and uv2 = u'v'v' defines the streamwise
the vertical flux of the Reynolds normal stress v'v'
̅̅̅̅.
advection of v'v'
Fig. 4.16 presents the plots of the time-averaged third-order moments at three
streamwise locations normalized using Um and b, similar to Fig. 4.6(b). The trends of these
quantities are qualitatively similar to the results from experimental studies on wall jets
(Tachie, 2000). The profiles of these quantities have values close to zero near the wall and
decrease in the inner region of the wall-jet flow. The location of the negative peak is
slightly above the point of maximum velocity U= Um , as the wall jet expands in the outer
region of the wall-jet flow the values then increases and turns positive close the location
where there is a transition from wall-jet flow to the roller region. The zero-crossings of
̅̅̅̅⁄U21 , i.e., the point
these quantities are between 0.8 < y⁄b < 1.2, where there is a peak of u'v'
of inflection of U. The value of these quantities further increase and have a positive peak
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corresponding to the location where U = 0. The flow is in the opposite direction beyond
this point and contains large quantities of air, producing scatter in the results.
̅̅̅̅ flux is towards
Both negative and positive values of u3 show that the flux of u'u'
the jet origin in the wall-jet flow layer and in the streamwise direction in the roller region.
The negative peak of u3 is larger than the negative peak of u2 v and the negative peak of v3
is larger than uv2 . This indicates a low speed downward fluid flow that retards the wall jet
in its inner layer. Similarly, in the wall-jet outer layer, the positive peak of u3 is larger than
the negative peak of u2 v and the positive peak of v3 is larger than uv2 , signifying high speed
flow that accelerates the jet in this region. The low speed fluid particles in the inner region
that are retarded by the resistance associated with the wall are responsible for inward
interactions and the high speed fluid particles that are accelerated by the circulatory flow
in the outer layer of the wall jet are responsible for the outward interaction. The quantity u3
can be used to calculate the skewness factor, defined as Su = (u' u' u' )⁄(u)3 . Su describes the
asymmetry in the probability density of u' and similarly Sv = (v' v' v' )⁄(v)3 describes the
asymmetry in the probability density of v'. A value of Su other than zero indicates the
degree of temporal asymmetry of the events. Figs. 4.17(a, b) show the profiles of Su and Sv
at three streamwise locations (x-x1 )⁄d1 = 12.5, 17.5, 22.5. In case of boundary layer flow,
the change in sign of Su from negative to positive indicates the crossover from sweep to
ejection motion. For the hydraulic jump, this denotes the crossover from inward
interactions to outward interactions. The inward interactions cause the probability
distribution function to be skewed towards the left and the outward interactions cause it to
be skewed to the right.
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The flux of the turbulent kinetic energy in the streamwise and vertical directions is
given by Fku = 0.75(u3 + uv2 ) and Fkv = 0.75(v3 + vu2 ), respectively (Balachandar and
Bhuiyan, 2007). Figs. 4.17(c, d) show the vertical distribution of Fku and Fkv normalized
using U31 at the three streamwise locations (x-x1 )⁄d1 = 12.5, 17.5, 22.5. It can be seen that
the profiles of Fku and Fkv decrease from zero and reach a negative peak close to the
location of maximum jet velocity. The values then change to positive and reach a positive
peak. The crossover and the positive peak can be correlated to the maximum Reynolds
stress and the location of zero velocity, respectively. Turbulent kinetic energy is always
produced in excess of dissipation and transported from energy-rich to energy-deficient
zones to maintain kinetic equilibrium. The production of turbulent kinetic energy in the
developed zone of the hydraulic jump is dominated by the interaction of the roller region
with the wall-jet region. The negative value of Fku indicates that the flux of kinetic energy
is towards the jet origin in the inner layer of the jet. The retardation of the fluid particles
by the wall in this region causes Fku to be negative in this zone. The negative value of
Fkv shows that the downward flux of kinetic energy is towards the wall in the inner layer
of the jet. The negative values of both Fku and Fkv signifies the dominance of inward
interactions as seen in the quadrant analysis. Similarly, in the outer layer of the jet, both
Fku and Fkv are positive indicating a streamwise and upward flux of kinetic energy. This
suggests that outward interactions are dominant in this region as predicted from the
quadrant analysis. This upward flux of turbulent kinetic energy towards the free surface
overcomes the effect of surface tension and causes the breakup of the free surface,
contributing to the interfacial air entrainment.
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4.4.5

Air concentration
The transition from super-critical to sub-critical flow in a classical hydraulic jump

is characterized by large quantities of air entrained in the roller region. The typical profile
of time-averaged air concentration C as described by Chanson and Brattberg (2000) is
shown in Fig. 4.1(a). The air concentration reaches maximum at the shear layer due to the
steady supply of air bubbles from the toe. The VOF model is able to quantify the amount
of air entrained in the flow. Fig. 4.18 shows the profiles of time averaged air
concentration C, at different locations along the streamwise direction. The results of the
present simulation are compared with the experimental results of Chanson and Brattberg
(2000) at three locations. It can be seen that the profiles of C match reasonably well with
the experimental results. An equation for the distribution of C was proposed by Chanson
(2010) based on the diffusion equation of air bubbles. This equation is also plotted in Fig.
4.18 and shows considerable difference in the air concentration near the bed
for (x-x1 )⁄d1 > 5. The VOF model retains more air in the flow, thereby predicting higher
air concentration downstream of the jump toe. One of the shortcomings of the VOF model
is that it uses interface reconstruction techniques to locate the interface once the volume
fraction is calculated at each iteration (Rusche, 2002). In flows like the hydraulic jump,
where the free surface is not sharp, numerical diffusion can be expected, causing the VOF
model to over-predict the air concentration. As seen from Fig. 4.18, the air concentrations
can be predicted reasonably well close to the toe (x-x1 ) ⁄d1 < 10. This is important because
the maximum air concentration in a hydraulic jump occurs close to the toe.
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4.5

Conclusions
The detached eddy simulation of a classical hydraulic jump at an inlet Froude

number of 8.5 is performed. The free surface was tracked using the Volume of Fluid
method combined with modern interface reconstruction techniques, i.e., HRIC. The
following are the major conclusions based on the analysis of the results of the present
simulation.


The VOF model is reasonably accurate in determining the free-surface profile of
the classical hydraulic jump. The oscillations of the toe of the hydraulic jump were
captured in the present simulation and the frequency of oscillations compares well
with the experimental result.



The velocity profiles in the fully developed region of the hydraulic jump show an
inflection point were the flow transitions from a wall-jet flow to the roller region
above it.



The profiles of U in the x-z plane reveal that the flow is three-dimensional in the
fully developed zone of the hydraulic jump and the flow tends to accelerate along
the side walls.



The profiles of streamwise turbulence velocity u' in the fully developed region of
the hydraulic jump are governed by the roller region near the free surface. The
maximum value of u' occurs close to the inflection point of U. Similarly, the
Reynolds shear stress is maximum at the inflection point of U, due to the interaction
between the wall-jet flow and the roller above it.
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Quadrant decomposition of the Reynolds shear stress shows that the outward and
inward interactions are dominant in a classical hydraulic jump. The sweep and
ejection type events are significant only very close to the bed.



From third-order moments of the velocity field it can be inferred that the flow is
retarded in the inner layer of the wall jet due to the presence of the bed, and is
accelerated in the outer region of the wall jet due to the circulatory flow in the roller
region.



The retardation of flow in the inner region of the wall jet is responsible for the
inward interactions and the acceleration of flow in the outer region of the wall jet
is responsible for the outward interactions.



The inward interactions cause the turbulent kinetic energy flux to be upstream
towards the toe and downwards towards the bed. The outward interactions cause
the turbulent kinetic energy flux to be towards the downstream and upwards
towards the free surface. The upward flux of turbulent kinetic energy is responsible
for interfacial aeration. The transition from inward interaction to outward
interaction occurs close to the inflection point of U.



The flow retains more air due to numerical diffusion and over-predicts the air
concentration in the flow field beyond (x-x1 ) ⁄d1 > 10. Hence, it is necessary to
control the numerical diffusion when the VOF model is used to study flow fields
like the classical hydraulic jump where severe free-surface deformation and
breakup is expected.
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The present study showcases the capabilities of the VOF model combined with
DES to simulate the classical hydraulic jump. The mean features of the flow are predicted
reasonably well by the model. The present study also gives valuable insights into the
internal nature of the classical hydraulic jump. Within the developed zone, the flow field
in the wall-jet layer is affected by the roller region above it. The inward and outward
interactions dominate the flow, which is different from a boundary layer type flow where
sweeps and ejections dominate. The outward interactions cause the flux of turbulent kinetic
energy towards the free surface resulting in interfacial aeration. A suitable methodology
must be adopted in the VOF model formulation to reduce the numerical diffusion to
accurately predict the air concentration in the classical hydraulic jump.
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Fig. 4.1 (a) Schematic depicting the different zones of flow in a classical hydraulic jump,
(b) typical velocity profile in the developed zone of the classical hydraulic jump
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Fig. 4.2 2-D representation of the simulation domain at time t = 0

Fig.4.3 Contours of blending function depicting the RANS and LES regions

Fig. 4.4 Comparison of streamwise velocity fluctuations for the
submerged hydraulic jump
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Fig. 4.5 (a) Comparison of computed mean velocity with experimental data,
(b) comparison of computed free-surface profiles with experimental data
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Fig. 4.6 Similarity analysis of different time-averaged quantities
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Fig. 4.7 Movement of the toe of the hydraulic jump, superimposed with contours of z-vorticity
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Fig. 4.8 Frequency of toe fluctuations (a) Strouhal number vs. Froude number, (b) Strouhal number vs. Reynolds number
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Fig. 4.9 Profiles of time-averaged streamwise velocity at different streamwise locations
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Fig. 4.10 Profiles of RMS of streamwise turbulence intensity at different streamwise locations

Fig. 4.11 Time-averaged streamwise velocity at different x-z planes
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Fig. 4.12 Effect of channel aspect ratio on the flow parameters
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Fig. 4.13 Mean free surface colored by contours of (a) mean streamwise velocity,
(b) mean vorticity magnitude
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(b) bed shear stress along the length of the hydraulic jump

Fig. 4.14 (a) Time-averaged Reynolds shear stress at different streamwise location
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Fig. 4.15 Contribution of Reynolds shear stress from different quadrants

Fig. 4.16 Vertical distribution of third-order moments at different streamwise locations
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Fig. 4.17 (a) Skewness of the streamwise velocity fluctuations, (b) skewness of the
vertical velocity fluctuations, (c) streamwise turbulent kinetic energy flux, (d) vertical
turbulent kinetic energy flux
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Fig. 4.18 Air concentration at different streamwise locations

CHAPTER 5
PREDICTION OF AIR ENTRAINMENT IN HYDRAULIC JUMPS

5.1

Introduction
From chapters 3 and 4, it is evident that the VOF multiphase model is capable of

accurately predicting all the flow physics of both the submerged and classical hydraulic
jumps. The VOF model was able to capture the air concentration of the submerged
hydraulic jump with acceptable accuracy, however, there was a tendency to over-predict
the air concentration for the classical hydraulic jump. One of the shortcomings of the VOF
model is that it uses interface reconstruction techniques to locate the interface once the
volume fraction is calculated at each iteration. In flows like the classical hydraulic jump,
where the free surface is not sharp, numerical diffusion can be expected, causing the VOF
model to over-predict the air concentration. This chapter deals with the prediction of air
concentration in a classical hydraulic jump using the VOF multiphase model. The artificial
compressive term referred as a sharpening factor in STAR-CCM+ is used to contain
numerical diffusion. The air concentration predicted by the simulation was validated using
the experiments of Chanson and Brattberg (2000). For the first time in the literature, the
three-dimensional distribution of air concentration is analyzed. It is shown that the
distribution of air concentration is closely related to the velocity field. Singular aeration
was found to be the dominant mechanism of air entrainment in the classical hydraulic jump.
Hydropower contributes to over 60% of the total electricity produced in Canada.
Several hydropower dams have been constructed across rivers in various regions in Canada
and across the world. A key environmental consideration in hydropower operations is the
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quality of water that is passed downstream of the project. Dissolved oxygen (DO) levels
downstream of the project is of particular interest. Optimum DO levels are necessary to
perpetuate the assimilative capacity of a river and to bolster stable ecosystems downstream
(Railsback et al., 1991). In any reservoir two distinct layers of fluid occur due to thermal
stratification. The upper well-mixed, warmer layer called the epilimnion and a lower colder
layer called the hypolimnion that is not well mixed. The epilimnion retains higher DO
levels due to the free-surface turbulence and also due to photosynthesis. However, the
hypolimnion has a depleted DO due to animal and plant respiration and bio-chemical
oxygen demand. In order to have the maximum hydraulic head, the in-take for the
hydropower turbine is located close to the bottom of the reservoir i.e., in the hypolimnion.
When water hauled from the hypolimnion reaches downstream it can cause serious
consequences to the aquatic eco-system due to the depleted levels of DO. Several
techniques are employed to increase the depleted levels of DO. One of the least expensive
and most commonly used mechanisms is to adjust the spillway flows to increase the
aeration (Sale et al., 1991). When, water is released from the spillway, two mechanisms
contribute in the increase of DO levels: (i) water from the epilimnion which has higher DO
levels mixes with the water from hypolimnion thereby increasing the overall DO levels,
(ii) hydraulic jump occurring in the stilling basin results in the entrainment of the
atmospheric gases into the flow. If the reservoir is fully depleted of DO, then air
entrainment through hydraulic jumps remains the only effective mechanism to increase the
depleted DO levels. Alternatively, highly elevated levels of DO downstream results in
supersaturation of dissolved gases and causes gas-bubble disease in fishes resulting in fish
kills (Baxter, 1977). Hence, hydropower projects may have to cease operations if optimal
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levels of DO levels are not met downstream of the flow. Improved prediction of air
entrainment occurring in the stilling basin will alleviate the financial impacts caused by the
alteration of flow schedules.
The best method to quantify the air entrainment would be to take field
measurements. Field measurements have been carried out by researches by taking DO
profile measurements upstream and downstream of stilling basins (Urban et al., 2001).
However, these field measurements are not cost effective and has several uncertainties
associated with it. Another viable option is to study air entrainment based on physical
modeling. Several researchers have experimentally studied the air entrainment associated
with hydraulic jumps (Chanson and Brattberg, 2000, Chanson and Gualteri, 2007, Gualteri
and Chanson, 2008, Chanson, 2010, Zhang et al., 2013, Murzyn et al., 2007). These
experimental results have acknowledged that the two-phase flow in a hydraulic jump is
bubbly in structure. Fig.5.1 shows the schematic description of the two-phase flow within
the hydraulic jump. The wall jet like super-critical flow emerges from the sluice gate and
is retarded by the adverse pressure gradient and transitions into the sub-critical flow
creating the hydraulic jump. The hydraulic jump is characterized by the recirculation zone
near the free surface called as the roller as shown in Fig. 5.1. The reverse flow of the roller
impacts the upstream wall jet creating a free-surface cusp, which collapses and air is sucked
into the flow. The location where the free-surface cusp occurs is called as the toe of the
hydraulic jump. The toe provides a steady supply of bubbles that are convected
downstream (Chanson and Brattberg, 2000).
The interaction between the roller and the wall-jet region causes a turbulent shear
layer to develop starting from the toe. This shear layer expands in the vertical direction as
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we move further downstream as shown in Fig.5.1. Void fraction or air concentration C,
defined as the ratio between volume of air over the total volume of air and water is often
used to describe the air-entrainment characteristics of a flow field. The experimental
studies have used several measurement techniques to measure the air concentrations in the
flow field i.e., conductivity probes (Rajaratnam 1967, Chanson, 2007), visual techniques
(Hoyt and Sellin, 1989, Mossa and Tolve, 1998), imaging techniques (Leandro et al., 2012)
and optical fiber probes (Murzyn et al., 2007). All these techniques have their inherent
limitations, making the measurements only relatively accurate (Boyer et al., 2002).
However, several inferences about the air concentration distribution have been revealed by
these measurements. The maximum air concentration Cmax for the hydraulic jump occurred
close to the toe and rapidly decreased downstream (Hager, 1992). Also, the air
concentration distributions in the hydraulic jump depends on the inflow conditions
(Chanson and Brattberg, 2000). The present study deals with a hydraulic jump with
partially developed inflow conditions i.e., δ⁄d1 ≈ 0.65, where δ is the boundary layer
thickness and d1 , is the upstream super-critical flow depth as shown in Fig.5.1. Hence,
subsequent discussions will be pertaining to hydraulic jumps with similar inflow
conditions. For designing stilling basins and to regulate spillway flows it is important to
predict the flow bulking and gas transfer rates respectively. These flow bulking and gas
transfer rates are dependent on the air concentration, hence it is imperative to predict the
air concentration accurately.
The recent advances in computer hardware and multiphase flow models have
contrived numerical study as a feasible option to study the air-entrainment characteristics
in hydraulic jumps. The early numerical studies on hydraulic jumps were carried out by
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Chippada (1994) and Liu and Drews (1994). These early 2-D simulations were interested
in capturing the free-surface fluctuations of the hydraulic jump, but over looked airentrainment characteristics. Ma et al. (2001) carried out a 2-D simulation of hydraulic jump
and presented the profiles of the flow characteristics, however, the air concentration results
were not presented. The first quantitative validation of air concentration profiles of
hydraulic jumps was presented by Ma et al. (2011) using a sub-grid air-entrainment model.
Subsequently, Witt et al. (2014) presented the validation of air concentration along with
the bubble dynamics and also described the physics associated with air entrainment using
VOF model in conjunction with RANS model for a hydraulic jump. However, RANS
model do not reproduce the strong fluctuations near the free surface resulting in erroneous
results in the roller region (Ma et al. 2011). Also, the Froude numbers of the 3-D
simulations presented by Ma et al. (2011) and Witt et al. (2014) were 1.8 and 4.8,
respectively. Hydraulic jumps with Froude numbers between 4.5 to 9 are considered to be
practically relevant as they are considered to be stable to be used as energy dissipators in
stilling basins. The aim of this chapter is to address the shortcomings of previous simulation
discussed in chapter 4 and to present a quantitative validation of air concentration profiles
along with the bubble diameters and flow dynamics associated with air entrainment. To
this end, a 3-D simulation of a hydraulic jump at a Froude number of 8.5 was performed.
The flow parameters are compared with available experimental data to validate the
simulation and the air concentration results are compared with the experimental results of
Chanson and Brattberg, (2000). The three-dimensional distribution of air concentration is
also presented with relevant discussions.
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5.2

The model
The Volume of Fluid (VOF) model described in chapter 2 is used in the present

simulation. Surface tension was included in the simulation as failure to include surface
tension resulted in over-prediction of air concentration in the flow (Jesudhas et al., 2014).
However, for the present simulations, sharpening factor Cα described in Eq. (2.7) was
included in the formulation of the VOF model. The domain used in the simulation is shown
in Fig. 4.2(a). The size of the domain was selected as 0.25 m x 0.35 m x 3.5 m. The width
and length of the domain were selected to match with the experiments of Chanson and
Brattberg (2000). The experiments of Chanson and Brattberg (2000) was chosen based on
the practical relevance of the Froude number under consideration. The height of the domain
was set to be greater than 2d*2 , so the numerical boundary condition imposed at the top of
the domain would not affect the water surface. The flume in the experiments of Chanson
and Brattberg (2000) had a weir at a distance of 3.2 m from the sluice gate, to control the
downstream water depth. This weir was modeled in the present study as depicted in Fig.
4.2(a). The governing equations were discretized based on a finite volume method and
solved using the STAR-CCM+ solver. The boundary conditions are indicated in Fig. 4.2(a).
The side walls of the flume are considered as no-slip walls. The inflow conditions are
similar to the experimental conditions of Chanson and Brattberg (2000). Since the VOF
model is known to produce better resolution of the free surface when a hexahedral mesh is
used (STAR-CCM+ v8.06 User Guide, 2013), the trimmer meshing model in STARCCM+ is used to generate the hexahedral mesh. The trimmer mesher generates a volume
mesh by cutting a hexahedral template mesh with the geometry of the surface. The mesh
is refined in the x-direction close to the upstream sluice gate and is coar
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ser farther downstream. Similarly, the mesh is refined in the y-direction in the water
region and coarser in the air region. The refinement of the mesh and the grid dependency
study was carried out based on the study of Witt et al. (2014) and a final mesh of size of 7
x 106 cells was selected for the study. The initial conditions for the volume fraction α, were
set as shown in the Fig. 4.2(a). Prism layer was used close to the wall to resolve the effect
of the wall. The prism layer consists of 6 layers packed within 2 mm with a stretching
factor of 1.5. Due to the varying nature of y+ , the hybrid all-y+ wall treatment available in
STAR-CCM+ was used. Unsteady, three-dimensional, detached eddy simulation (DES)
was chosen because it is computationally less exhaustive compared to LES and resolves
the complete scales away from the boundary. The DES model is suited best in case of flows
such as the hydraulic jump where the turbulence generated in the shear layer i.e., between
the roller region and the wall-jet flow, is dominant. The SST k-ω model is used in
conjunction with DES, as this model is known to perform better in adverse pressure
gradient flows (Menter, 1992). The formulation of this model is available in chapter 2 and
is not repeated here. The time step used in the current simulation is δt = 0.001 s. The
solution was considered to be converged when the residuals of continuity and momentum
fell below 10-6 .
5.3

Validation of flow parameters
A complete validation of all the flow parameters i.e., velocity, turbulence quantities

and Reynold’s stresses was done earlier and presented in chapter 4. It was found that the
results of the present simulation agreed well with the experimental results of Chanson and
Brattberg (2000). Also, the results of the present simulations were also compared nondimensionally with several other experimental results. Fig.5.2(a) shows the contour of the
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mean streamwise velocity U⁄U1 in the central plane of the hydraulic jump. The streamwise
length scale is taken as (x-x1 )⁄d1 , where x1 is the distance of the jump toe from the sluice
gate. The free surface rises abruptly at the toe (x-x1 )⁄d1 =0 and reaches to a more or less
stable height downstream. The distance from the sluice gate to the location where the free
surface is devoid of perturbation is called as the length of the hydraulic jump 𝐿𝑗∗ . The value
of 𝐿𝑗∗ obtained from the simulation is comparable with the expected 𝐿𝑗∗ for the given Froude
number (Hager, 1992). The free surface was located using the condition α=0.5, similar to
other VOF simulations (Dimas et al., 2008, Lubin et al., 2009). The contours clearly depict
the roller region as the region of negative velocity close to the free surface. The wall-jet
region is the region of positive velocity below the roller region. Fig. 5.2(b) shows the
vector plot of mean velocity field. The vector field clearly depicts the recirculation of the
roller near the free surface. The loci of U= Um and U=0 is denoted by the dotted lines.
These lines denote the lower and upper extremities of the developing shear layer between
the wall-jet flow and the roller region. Fig. 5.2(c) shows the contours of mean Reynolds
stresses. The turbulence quantities and Reynolds stresses are expected to be maximum in
the shear layer than near the bed. It can be seen from Fig. 5.2(c) that the present simulations
accurately capture the Reynolds stress distribution. The maximum Reynolds stress values
occur close to the toe i.e., 0< (x-x1 )⁄d1 <20 , indicating the presence of maximum
fluctuations in this region. This is also the region where maximum air entrainment occurs
as a steady supply of bubbles are entrained near the toe of the hydraulic jump due to impact
of the falling roller on the wall-jet flow (Chanson and Brattberg, 2000).
The mean streamwise velocity decays exponentially along the streamwise direction
as shown in Fig. 5.3. This characteristic has been studied extensively in hydraulic jumps
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(Liu, 2004, Chanson, 2010, Witt et al., 2014). The equation for the decay of streamwise
velocity is given by:
(x-x1 )
Um
= exp (-A
)
U1
d1

(5.1)

The best fit for the present results yielded a value of A = 0.29, which is similar to value
obtained from the experiments of Chanson (2010). Hence from the above results it is
apparent that the flow field predicted by the present simulation is both valid and accurate.
Once this was established conclusively, the air entrainment analysis was carried out.
5.4

Results and discussions
As mentioned earlier, in flow fields like the hydraulic jump were a large amount of

air entrainment is expected, significant amount of numerical diffusion of the interface is
expected. Hence, it is necessary to include a sharpening factor Cα in the conservation
equation for volume fraction. However, no rigorous value of sharpening factor, pertaining
to hydraulic jumps exists in the literature. Hence three simulations with sharpening factors
of 0, 0.5 and 1 were performed. It is important to analyse if the inclusion of the sharpening
factor has any effect on the flow parameters. As mentioned in chapter 2, the sharpening
factor has a tendency to cause artificial alignment of the free surface (Rusche, 2002). Fig.
5.4 shows the comparison of the free-surface profile of the three simulations compared
with the experimental free-surface profile of Murzyn and Chanson (2009) for the same
Froude number of 8.5. From Fig 5.4 it is evident that the sharpening factor effects the freesurface profile considerably. Both the simulations with sharpening factor of 0.5 and 1 over
predict the height of free surface near the toe and under predict the free-surface height
beyond (x-x1 )⁄d1 > 15. Overall lowering the value of sharpening factor results in better
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resolution of the free surface. Fig. 5.5 shows the comparison of velocity profiles of the
simulation with the experimental results of Chanson and Brattberg (2000) at three
streamwise locations. The results indicate that the inclusion of sharpening factor causes a
slight decrease in the maximum velocity in the wall-jet region. The results with
Cα = 0.5 and 1 are closer to the measured values of Chanson and Brattberg (2000) than the
result with Cα = 0 in all three streamwise locations. Overall, the result with Cα = 0.5 is the
closest to the measured values of Chanson and Brattberg. It must be noted that, though the
effect of Cα , is confined to a region close to the free surface, since the depth of flow is low,
its effects are felt even in the wall-jet region.
The velocities near the free surface do not agree well with the experimental results
even after the inclusion of sharpening factor. The difference between the results of the three
simulations is less than 5% near the free surface. Chanson and Brattberg (2000) used a
conductivity probe to measure the velocities and have measured positive velocities close
to the free surface. This is erroneous as physically the velocities near the free surface are
negative due to the presence of the roller. This can be attributed to the inherent limitations
associated with a conductivity probe as it measures the velocity of individual phases (Boyer
et al., 2002). However, the present simulations predict negative velocities close to the free
surface in all three cases i.e., Cα = 0,0.5 and 1 in agreement with the physics of the flow.
A typical profile for the time-averaged air concentration is presented in Fig. 5.1.
The air concentration is zero close to the bed and gradually increases as we move towards
the free surface. The maximum value of the time-averaged air concentration Cmax , occurs
in the shear layer between the roller and wall-jet region. There is a slight dip in the air
concentration as we move higher, before increasing again near the free surface due to
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interfacial aeration. Fig.5.6 shows the comparison of the mean air concentration profile
obtained from these simulations with the measurements of Chanson and Brattberg, (2000)
at three streamwise locations. The profiles of air concentration described by the model are
similar to the experimental results of Chanson and Brattberg, (2000). The maximum air
concentration occurs in the shear layer due to the steady supply of air from the toe of the
hydraulic jump. The air concentration profile increases again close to the free surface after
a slight dip due to the interfacial aeration that occurs at the free surface. However, the cases
with Cα = 0.5 and 1, give better predictions of air concentration profiles in all the three
streamwise locations. The differences are more predominant near the free surface as the
sharpening factor Cα , is most effective in the region close to the free surface. It can be seen
the results obtained at locations (x-x1 )/d1 =5 and 7.5 are comparatively better than the
results obtained at (x-x1 )/d1 =2.5. This is due to the fact that this location is close to the toe,
thus resulting in greater uncertainties both in measurement and simulation. It is clear from
Figs. 5.4-5.6 that the inclusion of sharpening factor improves the prediction of air
concentration, however, it also has considerable effects on the flow parameters, particularly
the free-surface profile. Hence, it is clear that though the sharpening factor can be used to
improve air concentration predictions in flow fields like the classical hydraulic jump, its
value has to be kept low, so that it does not cause any adverse effect on the resolution of
the free surface. Hence, for all subsequent air-entrainment analysis the results obtained
from using Cα =0.5 will be used.
The maximum air concentration Cmax , at any streamwise location along the center
plane is another characteristic that has been studied extensively by researchers. The decay
of this maximum air concentration along the streamwise direction has been found to be
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exponential (Chanson and Brattberg, 2000, Murzyn et al., 2007). Fig. 5.7(a) shows the plot
from the decay of Cmax , for the present simulation. It can be seen from Fig. 5.7(a) that the
value of Cmax decreases exponentially along the streamwise direction as expected. Also
plotted are the results of other available experimental data. Maximum air concentration
increases with the increase in Froude number as revealed from Fig. 5.7(a). It can be seen
from the results that the maximum air concentration predicted from the simulation are
lower than the experimental results of Chanson for a Froude number of 11.2. However, the
results are comparable with the experimental results for a Froude number of 9.2 which is
closer to the simulation Froude number of 8.5. The vertical location of maximum air
concentration YCmax, also varies along the streamwise direction. As mentioned earlier the
maximum air concentration Cmax occurs somewhere within the shear layer. As we move
downstream the location of the shear layer moves towards the free surface, consequently
the value of YCmax increases. This characteristic has been plotted by several researchers and
have found that the increase in the value of YCmax along the streamwise direction is linear.
Fig. 5.7(b) shows the plot of the variation of YCmax along the streamwise direction. Also
plotted are other available experimental data. Chanson and Brattberg (2000) made a linear
best fit of their data and reported a slope and intercept of 0.108 and 1 respectively. The
present study yielded a slope of 0.13 and intercept of 0.93, which is reasonable considering
the fact that due to high turbulent nature of the air-water flow it is difficult to accurately
measure the air concentration profiles from which the value of Cmax and YCmax are
determined. The large scatter in the experimental data further attests to this fact.
In the literature one can find the results of air concentration distributions and other
parameters along the center plane of the hydraulic jump. However, studies on the flow
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features have divulged that the flow field of hydraulic jumps is three-dimensional in nature
(Long et al., 1990, Jesudhas et al., 2016). Hence, it is relevant to study the threedimensional distribution of air concentration and its liaison to the flow field. Fig. 5.8(a),
(b) and (c) shows the distribution of air concentration in three x-z planes at different
elevations i.e., y⁄d1 = 1, 4 and 7.5 respectively. The plane y⁄d1 =1 is exactly at the level
of the toe of the hydraulic jump. The distributions of air concentration reveal that it is
dispersed close to the center of the flume, with zero to negligible air concentration near the
walls. The simulations of the flow field of the hydraulic jump have indicated that the
reverse follow of the roller is confined to the center of the flow field while near the walls
there is positive velocity. The source of air entrainment in the y⁄d1 =1 plane is by the
mechanism of local aeration at the toe of the hydraulic jump. The reverse flow of the roller
falls on the approaching wall-jet and caused free-surface cusps through which air is
entrained in the flow. This phenomenon is called as local/singular aeration; it is similar to
the phenomenon of aeration in plunging jets (Chanson, 2004). Since, the roller is confined
to the center so is the air entrainment at this plane. Since this plane is located farther from
the free surface, it is not effected by the interfacial aeration that occurs at the free surface.
As we move higher towards the free surface, interfacial aeration plays a dominant role in
the air entrainment. The sub-surface turbulence of the flow field reaches the free surface
causing it to breakdown thereby entraining air. This phenomenon is called as the interfacial
aeration (Chanson, 2004). This is similar to the “white water” phenomenon in spillway
chute flows, however in the hydraulic jump the turbulence is generated at the shear layer
between the wall-jet and the roller. The distribution of air concentration in the
y⁄d1 =4 and 7.5 planes reveal the impact of interfacial aeration. The air concentration is
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distributed throughout the width of the flow field as we move closer towards the free
surface.
Fig. 5.9(a) to (f) shows the distribution of air concentration at different y-z planes
along the streamwise directions. Also plotted are the mean velocity vectors in these planes.
Fig. 5.8 shows that the air concentration is lower as we move further downstream of the
toe, indicating local or singular aeration is the predominant mechanism of aeration in a
hydraulic jump. The air concentrations near the wall are always lower than the air
concentration at the center. This can be attributed to the confinement of the roller to the
center. Also the vector field in Figs. 5.9(d), (e) and (f) shows that the impact of the roller
gives rise to several cross-stream vortices which further effects the free surface
contributing to air entrainment. The vortices are highlighted by the dotted ellipses in Fig.
5.8. The presence of this spanwise vortices have also been reported by Witt et al. (2014).
From Figs. 5.8 and 5.9 it is clear that the air concentration distribution in a hydraulic jump
is closely associated with the velocity distributions in the hydraulic jump.
5.5

Conclusions
The air-entrainment characteristics of a hydraulic jump of inlet Froude number 8.5,

have been examined in the present chapter. From the study the following conclusions can
be stated:


When modeling the air-entrainment characteristics of free-surface flows like the
hydraulic jump where significant disruption of the free surface is expected,
sharpening factor of the VOF model can be varied suitably to improve the airentrainment prediction capabilities of the VOF model. However, the value of the
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sharpening factor must be kept low to avoid non-physical resolution of the free
surface.


The comparison of velocity profiles revealed that the inclusion of sharpening factor
in the VOF formulation affects the wall-jet region of the flow, due to the lower
depth of the flow. However, the difference is less than 5%.



The profiles of the air concentration predicted by the present simulation agree well
with the experimental results of Chanson and Brattberg, (2000). The profiles agree
with the distribution predicted by the experiments, the maximum value of the timeaveraged air concentration Cmax occurs in the shear layer of the classical hydraulic
jump.



The elevation of the maximum air concentration YCmax increases linearly as we
move in streamwise direction as the shear layer moves towards the free surface.



The three-dimensional distribution of air concentration reveal that the singular or
local aeration is the predominant mechanism of aeration in hydraulic jumps and the
air concentration reduces as we move away from the toe.



The three-dimensional distribution of air concentration shows that the air
concentration distribution in a hydraulic jump is closely related to the velocity field
of the hydraulic jump.
It is apparent from the present study that the VOF model can be used successfully

to predict the air concentration of a hydraulic jump with reasonable accuracy suitable for
hydraulic engineering purposes.
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Fig. 5.1 Schematic representation of the classical hydraulic jump
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(a) contours of mean velocity (b) velocity vector field (c) mean Reynolds stresses

Fig.5.2 Flow parameters along the center plane of the hydraulic jump

Fig.5.3 Decay of mean streamwise velocity

Fig.5.4 Effect of sharpening factor on free-surface profile
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Fig. 5.5 Effect of sharpening factor on the flow parameters
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Fig. 5.6 Effect of sharpening factor on the air concentration

Fig. 5.7 Variation of (a) maximum air concentration (b) location of maximum
air concentration long the streamwise direction
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Fig. 5.8 Distribution of air concentration in different x-z planes

136

137

Fig. 5.9 Distribution of air concentration in different y-z planes

CHAPTER 6
SUMMARY AND FUTURE WORK

6.1

Summary
Hydraulic jumps are a complex flow phenomena associated with large-scale

turbulence and intricate flow physics. As the inlet Froude number F1 increases, the
complexity associated with modeling the flow is also increased due to the large quantities
of air that is entrained into the flow. However, for practical relevance it is imperative to
study hydraulic jumps with Froude numbers between 4.5 and 9. When hydraulic jumps are
used to improve the aeration in hydropower projects, the flow mechanism facilitating the
air entrainment must be captured accurately. In this dissertation, the flow characteristics of
a submerged hydraulic jump and a classical hydraulic jump with inlet Froude numbers 8.2
and 8.5, respectively, are investigated in detail using the VOF multiphase model.
Significant advancement in multiphase flow modeling and computational power over the
last decade have enabled us to simulate these flow fields.
Initially, the submerged hydraulic jump was studied computationally to access the
capabilities of the VOF multiphase model in capturing the free-surface deformations and
the complex flow physics. The submerged hydraulic jump entrains lesser quantities of air
and the free-surface deformations are not as abrupt as a classical hydraulic jump. Hence,
this problem was chosen as a benchmark to validate the model. The following major
conclusions can be drawn from the simulation of the submerged hydraulic jump:


The VOF multiphase model coupled with DES version of SST k-ω model for
turbulence was able to accurately predict the free-surface deformation, velocity
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field, turbulence parameters including the Reynolds stresses for the submerged
hydraulic jump.


The three dimensional flow features of the submerged hydraulic jump and other
important unsteady flow features like vortex shedding from the sluice gate was
accurately captured by the present simulation.



Since the RANS formulation of the SST k-ω model was restricted close to the bed,
it was possible to reduce the coherent structures responsible for the dissipation of
energy using λ2 criteria and POD analysis.



The evolution of the shear layer and the POD analysis of the fluctuating velocity
for the submerged hydraulic jump revealed the breakdown of large-scale structures
into small-scale structures in the developed zone of the submerged hydraulic jump
abetting in the dissipation of energy.



The mechanism of air entrainment in a submerged hydraulic jump due to the
interaction of the vortices with the free-surface was also analyzed. The air
concentrations for the submerged hydraulic jump was predicted with acceptable
accuracy by the VOF model without the use of any sharpening factor in the
formulation.
The above conclusions clearly establish the credentials of the VOF multiphase flow

model for predicting free-surface flow phenomenon. The classical hydraulic jump was then
simulated using the VOF multiphase model. Classical hydraulic jump represents an
extreme case in free-surface deformation and breakup, resulting in large quantities of air
entrained into the flow. The following major conclusions can be drawn from the classical
hydraulic jump simulation:
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The VOF multiphase model coupled with DES version of SST k-ω model for
turbulence was able to accurately predict the free-surface deformation, velocity
field, turbulence parameters including the Reynolds stresses for the classical
hydraulic jump.



The three-dimensional flow features of the classical hydraulic jump and other
important unsteady flow features like the oscillation of the jump toe was accurately
captured by the present simulation.



Quadrant decomposition of the Reynolds shear stress showed that the outward and
inward interactions are dominant in the classical hydraulic jump. The higher-order
moments of the velocity field revealed that the outward interactions are responsible
for the flux of turbulent kinetic energy towards the free surface causing its breakup
thus facilitating interfacial aeration.



The VOF multiphase model was able to capture the mechanism of local aeration at
the jump toe and predict the air concentration with acceptable accuracy. However,
for the VOF multiphase model to make accurate predictions of air entrainment in a
flow field like the classical hydraulic jump were severe deformation and breakup
of free surface is expected, sharpening factor must be included in the formulation.



Three-dimensional distributions of air concentration were analyzed for the first
time. The three-dimensional distributions of air concentration revealed that the
distribution of air concentration in the hydraulic jump is closely related to the
velocity field of the classical hydraulic jump hydraulic jump. Local or singular
aeration was found to be the dominant air-entrainment mechanism.

140

6.2

Recommendations for future work
The present computational study throws light on several issues pertaining to the

internal structure of hydraulic jumps and on the mechanism of air entrainment in hydraulic
jumps. Some recommendations for future work are as follows:


Stilling basins often contain artificial roughness elements such as chute blocks,
baffle blocks etc., to force the formation of hydraulic jumps (Habibzadeh et al.,
2011). The influence of these artificial roughness on the free-surface deformation
and air entrainment of hydraulic jumps must be investigated.



Scale effects in air concentrations are observed in hydraulic jumps when the
Reynolds number is increased while preserving Froude number similitude
(Chanson and Gualteri, 2008). Hence, from a practical design perspective, a 1:1
scale simulation of the prototype spillway is necessary to capture all the relevant
flow and air-entrainment characteristics. However, this would result in unfeasible
grid size and computational time. Hence further computational approaches must
also be investigated to reduce the cost of computation.



Compared to a rectangular channel, trapezoidal channels of comparative bottom
width are superior based on the natural stability of the side walls (Hager, 1992).
Hence hydraulic jumps occurring in trapezoidal channel must be investigated for
practical applications.
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