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ABSTRACT 
Necessary and sufficient conditions are presented for an rn x n matrix (m < n) 
to be reducible to a so-called row-rhomboidal form by premultiplication by a 
nonsingular matrix. 
1. INTRODUCTION 
For the sake of brevity, in a rectangular m × n matr ix  A with m < n, we 
define its left (right) square submatrix as the m x m submatr ix  of A con- 
sisting of the first (last) m columns of A. We say then that  such a matr ix  
is in row-rhomboidal form if its left square submatr ix  is upper t r iangular  
and nonsingular and its right square submatr ix  is lower t r iangular  and 
nonsingular. 
Observe that  a general m × n matr ix  A satisfying m < n can be brought 
by premult ip l icat ion by a nonsingular matr ix  into row-rhomboidal  form in 
the following way: We express the left square submatr ix  A1 of A as the 
product  L1U1 of a lower tr iangular  matr ix  L1 and an upper t r iangular  
matr ix  U1. Because of the general i ty of A, A1 is nonsingular, and the right 
square submatr ix  of L-~IA can be expressed as the product  U2L2 of an 
upper  t r iangular  matr ix  U2 and a lower tr iangular  matr ix  L2. The matr ix  
U~ 1L ~- 1A is then clearly row-rhomboidal .  
In this note, we find necessary and sufficient condit ions for the existence 
of such a row-rhomboidal  form of a matr ix.  We shall also show that  this 
form is uniquely determined up to premult ip l icat ion by a diagonal nonsin- 
gular matr ix.  
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2. RESULTS 
We shall first prove the mentioned uniqueness of the row-rhomboidal 
form. 
THEOREM 2.1. Let A ,B  be m x n matrices, m < n, both in row- 
rhomboidal form. Then A is row-equivalent to B, i.e. A = PB  for some 
nonsingular matrix P, if and only if P is a diagonal nonsingular matrix. 
Proof. The "if" part being immediate, let us prove the converse. The 
left square submatrices A1, B1 of A and B satisfy A1 = PB1 and are both 
nonsingular upper triangular. Thus P is upper triangular. The same argu- 
ment used for the right square submatrices yields that _P is lower triangular 
as well. • 
COROLLARY 2.2. I f  (~ l , . . . , am (~ l , . . . ,~m)  are the diagonal entries 
of the left (right) square submatrix in a row-rhomboidal form of an m x n 
matrix A, then the m-tuple (aa /~ l , . . . ,  am/~m)  is an invariant of A with 
respect o premultiplication by a nonsingular matrix. 
We shall now formulate and prove the main result. 
THEOREM 2.3. Let A = (A1, . . . ,An)  be an m × n matrix, m < n, 
where Ak denotes the kth column of A. Then there exists a row-rhomboidal 
matrix row-equivalent to A if and only if all m + 1 matrices 
Mk = (A1 , . . . ,Ak ,An-m+k+l , . . . ,An) ,  k = 0 , . . . ,m,  
are nonsingular. In that case, the diagonal entries a l  , . . . , am (/31, . . . , /3m) 
of the left (right) square submatrix of this form can be chosen as 
det Mk 
/3k = 1, k = 1 , . . . ,m.  
(~k -- det Mk- l '  
Proof. Let us first formulate the following facts: 
Fact 1. If A and B are row-equivalent and B = PA for P nonsingular, 
then every m × m submatrix of B is equal to the product of P with the 
corresponding submatrix of A. 
Fact 2. If A = ( / l l , . . . , -An) is a row-rhomboidal form of A with diag- 
onal entries c~k,/3k, then the matrices Mk satisfy 
detMk = a l ' "ak f lk+ l ' " t im,  k = O, . . . ,m.  (1) 
The condition is thus necessary. 
ROW-RHOMBOIDAL FORM 151 
To prove the converse, observe that if the conditions are fulfilled, we 
can arrange by premultiplication by a nonsingular matrix P0 that the right 
square submatrix of A = PoA is lower triangular (and, of course, non- 
singular). It then follows from Fact 1 that the left square submatrix of 
A is strongly nonsingular [1, p. 22], i.e. that the nested sequence of all 
m upper-left corner submatrices consists of nonsingular matrices. Thus e~ 
can be written as LU where L(U) is a lower (upper) triangular nonsingular 
matrix. For P =/ , -1P0 ,  the matrix PA is in the row-rhomboidm form. 
The last assertion follows immediately from (1) and Theorem 2 1. • 
The following is immediate: 
THEOREM 2.4. I f  A1, A2 are matrices in row-rhomboidal form which 
can be multiplied (in that order), then A1A2 is again in the row-rhomboidal 
form. 
In the next theorem, we say that an (n - m) x n matrix B is dual to the 
m x n matrix A if both matrices have full row rank and if 
AB T = O. 
Clearly B is dual to A if and only if A is dual to B. We say then simply 
that A and B are dual. It is also obvious that for nonsingular matrices P 
and Q, PA  and QB are dual if and only if A and B are dual. In geometric 
terminology (cf. [3]) the class of all matrices PA corresponds to a linear 
subspace of a projective (n - 1)-dimensional space (all matrices over some 
field), and the class of the matrices QB (for B dual to A) to the dual 
space of this subspace. To formulate an algebraic equivalent, let us recall 
a known result: 
THEOREM 2.5 [1, Theorem 1). Let nl, n2 be positive integers, n l  + n2 
= n. I f  A1 is an n x nl matrix and B2 an n2 × n matrix, then there exist 
an n × n2 matrix A2 and an ntx  n matrix B1 such that 
B1)  = I 
(A1 A2) B2 
if and only if 
and 
r(A1) = h i ,  
r(B2) = n2, 
B2A1 = 0 
152 MIROSLAV FIEDLER 
where r(.) denotes rank. I f  these conditions are satisfied, then A2 can be 
chosen as any right inverse of B2, i.e. as any matrix B + satisfying 
B2B + : In. 
In our terminology, we have the following: 
COROLLARY 2.6. Let m, n be integers, m < n. Then an m x n matrix 
A and an (n - m) x n matrix B are dual if and only if there exist ma- 
trices X and Y of dimensions (n - m) x n, m × n respectively, such that 
the matrices 
- 
are inverse to each other. 
COROLLARY 2.7. Let A and B be dual matrices having the dimensions 
m × n, (n -  m) × n, respectively. For a subset MofN = {1, . . . ,  n}, IMI = 
m, denote by A(M)  the m × m submatrix of A having columns with in- 
dices in M, by B(N  \ M)  the submatrix o rB  having columns with indices 
in N \ M.  Then there exists a nonzero constant K independent of M 
such that 
(-1) ~ det A(M)  = K det B(N \ M),  (2) 
where a = E ieM i. 
Proof. Let X, Y be matrices atisfying the condition 
from Corollary 2.6. Then A(M)  and B(N\M)  T are complementary square 
submatrices of mutually inverse matrices. Therefore, by Sylvester% theo- 
rein [4, Chapter 1] 
( - i )  ~+~ det B(N \ M) = det A(M)  det(Y T BT), 
where T : ~m i. This implies (2). • 1 
REMARK. The proportionality in (2) is in accordance with the prop- 
erty of Grassmann coordinates and dual Grassmann coordinates of the 
abovementioned linear subspace [3, Chapter 7]. 
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By Corollary 2.7, we have thus: 
COROLLARY 2.8. Let A be an m x n matrix, m < n, and let B be 
dual to A. Then A admits a row-rhomboidal form if  and only i f  B has the 
property that all its consecutive n - m columns are linearly independent. 
In the next theorem, we denote by C (k) the kth compound matr ix 
[2, p. 142] to the matrix C. 
THEOREM 2.9• For each k, 1 < k < min(m,n) ,  the kth compound ma- 
trix to an m x n matr ix in a row-rhomboidal form is again row-rhomboidal. 
Pw@ Let C be a row-rhomboidal matrix Then its left (right) square 
submatrix is upper (lower) triangular and nonsingular. By I1, Theorem 
6.12], the same is true for each of its compound matrices. [] 
COROLLARY 2.10. I f  a matr ix admits a row-rhomboidal form, then each 
of its compound matrices has the same property. 
REMARK. The ordered set of invariants (mentioned in Corollary 2.2) 
of the kth compound matrix to a matrix C is equal to the lexicographically 
ordered set of products of k-tuples of invariants of C. 
3. EXAMPLE 
Let us illustrate the results on an example which, in fact, gave impetus 
to this note. 
As usual [2, p. 159], the (row-)Vandermonde matrix (with distinct sim- 
ple nodes t l , . . .  ,tin) of length n is the rn x n matrix 
t k V=( i ) ,  i= l , . . . ,m,  k=O, . . . ,n -1 .  
Denote by fo , . . . ,  fin the coefficients in 
7It 
1-I(x - ti) = fo + f ix  +""  + f ,~x "~, 
i= l  
and by F the (n - m) x n matrix 
F = 
i f l  - " f0  "" 
0 ' "  
f~  0 ' " 
f ,~-i  f,~ "" 
f0 f l  "" 
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Clearly F is a dual matrix to V. Also, if all the ti 's are different 
from zero, then both f0 and fm are different from zero and F is in row- 
rhomboidal form. This is in accordance with Corollary 2.8, since also all 
consecutive m × m submatrices of V are nonsingular. 
On the other hand, if all consecutive (n - m) × (n - m) submatrices 
of F are nonsingular, V can be brought to a row-rhomboidal form by 
premultiplication by a nonsingular matrix. Observe that in this form, the 
kth row starts with k - 1 zeros and ends with m - k zeros, thus having at 
most n - m + 1 intermediate ntries different from zero. These entries can 
be found (up to a common multiplicative factor) by solving the system 
~kx z 0, 
where Fk is the (n - m) × (n - m + 1) submatrix of F formed by columns 
with indices k,k + 1,... ,n -  m + k. It follows that  x T is dual to Fk, so 
that  the coordinates x l , . . .  ,Xn-m of x can be chosen as 
xj = ( -1 )  j+l  det(Fk with column j deleted). 
This is of interest in particular when V is a confluent Vandermonde 
matr ix (with nodes of multiplicity greater than one in some cases), in which 
case this approach also applies. 
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