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The striatum is a key structure for mediating behavioral control. As the main input nucleus of the basal ganglia, it provides the first step in translating situations (or states) to actions. The appropriate actions in each state are learned by principles of reinforcement learning, and midbrain dopamine plays a major role in this process by providing a reward prediction error (RPE) instructional signal (Wickens et al., 2007) . Anatomically, the striatum can be subdivided along its dorsoventral and mediolateral axes, with different subdivisions subserving different roles in learning and in behavioral and emotional control (Hart et al., 2014) . However, the architecture of the underlying neuronal circuits is remarkably preserved: throughout the striatum, external excitatory input meets a circuit comprised of inhibitory projection neurons (medium spiny neurons, MSNs or SPNs), organized in two streams interconnected by a number of different types of interneurons (Tepper et al., 2007) . This structural similarity hints at comparable information processing mechanisms along the axis. One may ask, then, how are the strikingly distinct roles of the subdivisions achieved? The answer may lie in the unique placement of this computational unit. Since the incoming inputs to the circuit can hold vastly different types of information, a single computation can yield different messages that are subsequently conveyed to the respective target structures.
To understand the information processing scheme of the striatum, it would be beneficial to study the different components composing the information processing circuit and compare it across all striatal subdivisions under similar behavioral conditions that encompass the full repertoire of functions that the striatum is implicated in. The study by Atallah et al. (2014) in the current issue of Neuron is an important step forward in an ongoing effort by the same team toward this end.
In a number of studies, striatal neurons were recorded while rats engaged in an instrumental T-maze task ( Figure 1A ), in which a stimulus-response (SR) association was eventually formed upon pairing with a rewarding outcome (O). Importantly, recordings were performed throughout a number of different behavioral stages: training, gradual acquisition of the S-R-O association; overtraining, habitual behavior governed by the S-R association; and relearning, replacing the previously associated stimulus with a new one (note that this is not attentional set-shifting). Previously, Atallah et al. (2014) examined response patterns of neurons in the dorsolateral striatum (DLS) and dorsomedial striatum (DLM) (Thorn et al., 2010) . In this series of studies, the atuhors attempted to provide a full description of the functional circuit by separating the data into presumed neuronal types. With the new and exciting paper by Atallah et al. (2014) , mapping of striatal activity is completed by data from the ventromedial striatum (VMS). Furthermore, Atallah et al. (2014) go one step further and provide first results in this setting of the responses of tonically active neurons (TANs), presumably corresponding to cholinergic interneurons. The main findings are summarized in Figure 1A and are discussed below.
Owing to this effort, as well as to other groups engaged in the same journey (Jin and Costa, 2010; Yarom and Cohen, 2011; Gage et al., 2010) , we now have many of the pieces of the puzzle, which we can start putting together. Figure 1B summarizes our current state of knowledge.
The most complete picture we now have concerns the striatal projection neurons/medium spiny neurons (SPNs/ MSNs). Atallah et al. (2014) show that similar to other striatal areas, and a number of different tasks (Thorn et al., 2010; Jin and Costa, 2010) , SPNs converge after training into marking the beginning and end of a behavioral plan. A fraction of neurons encode motor parameters of the behavioral response (Jin and Costa, 2010 ). An interesting result of Atallah et al. (2014) relates to the initial stages of learning. Here, a subpopulation of SPNs respond to the outcome (reward in this case), a response that disappears after learning and does not reappear, or reappears transiently, with the new cue set. In other words, the activity of VMS SPNs follows the behavioral shift from outcome-directed behavior to habitual response. Initially, the activity of SPNs in the task reports S-R-O associations, and after overtraining, when the outcome is no longer instrumental and the behavior proceeds to habit, they continue responding to the S-R.
The study describes two types of electrophysiologically defined interneurons: tonically active neurons (TANs) and high-frequency neurons (HFNs), also known as fast-firing (FF) or fast-spiking interneurons, which are believed to be parvalbumin-positive GABAergic interneurons. First, many HFNs exhibited discriminative responses for left and right turns. Such an increase in firing when the rat initiates one chosen action while suppressing alternative possibilities was previously observed in DLS (Gage et al., 2010) . At the time of reward, HFNs responded as a population to the outcome. The population response increased during the course of training. On the individual neuron level, two types of responses were observed. Neurons whose firing was depressed at reward prevailed at the beginning of training, whereas those with elevated reward-associated responses were seen mainly at the end of training. Atallah et al. (2014) conclude For each event, three columns of responses are shown for a cell: response to this event when the task was performed at initial learning stage (left dark-gray column), response to the same event when animal proceed to overtraining stage (habit, middle light-gray column), and the response at the relearning stage, after a cue-switch was applied (right dark-gray column). Inconclusive findings are shown as question marks. (B) Puzzle pieces collected so far of the functional role of different cell types throughout striatal subregions. Each puzzle piece represents a specific striatal subdivision (DLS, dorsolateral striatum; DMS, dorsomedail striatum; and VS, ventral striatum), at a specific learning stage (learning, habit, and relearning). Marks by the cells' names inside the pieces denote the extent to which the cells were inspected under these specific conditions. (C) Illustration of the striatal TANs as summation units, fed by two different input signals: a negative component signaling expectation and a positive component signaling salient sensory input. (a), (b), and (c), outputs of the summation unit at the initial learning stage, when expectation signal is weak, to inputs of the warning click, reward, and reward omission, respectively. (d), (e), and (f), outputs of the summation unit at the habit stage, when expectation signal is strong. Sensory inputs are as described for (a), (b), and (c), respectively. that the HFNs provide feedforward inhibition to SPN, governing their transition from S-R-O to S-R responses by increased inhibition at the time of reward after prolonged training.
However, a significant decrease in HFN activity during cue presentation did not result in a matching increase of SPN firing, and therefore this hypothesis may require a reexamination.
The neuronal population that displayed the most interesting learning-related behavior was the TANs. In the VMS, they respond with transient elevations at the behavioral boundaries, but they also show excitation at the time of the reward upon learning and relearning, and depression upon reward omission in all stages. This pattern is reminiscent of the bidirectional RPE of midbrain dopamine neurons.
The role of TANs remains a mystery. While previously thought to mirror the activity of midbrain dopamine neurons, accumulating evidence suggests distinct roles. The responses of midbrain dopamine neurons and TANs do often coincide and it is therefore tempting to consider their roles as complementary (Morris et al., 2004) . Most of the functional knowledge about these neurons stems from primate research. However, primate TANs responses were traditionally considered to be inherently different from TANs in rodents: while in primates TANs typically display stereotypical pauses, often surrounded by one to two peaks (Morris et al., 2004; Ravel et al., 2003) , the TANs in this and other rodent studies have a broader repertoire of responses. In a recent study, Benhamou et al. (2014) have shown these differences to be task related rather than species related, allowing us to apply knowledge from primate research to decipher TAN responses in rodents.
Recently, it has been suggested that TANs play a role in signaling the identity of a given situation (Bradfield et al., 2013) . Correctly identifying the identity is crucial for both learning and behavioral control, and the TAN response has been interpreted as providing an identity prediction error (IPE) signal to aid this identification (Schoenbaum et al., 2013) . What type of information is needed to detect an identity prediction error? There are two ways in which such an identity error can be noticed: either something noticeable has changed in the environment, or the previously appropriate actions are no longer useful. The latter will also produce an RPE, and it is therefore no wonder that the two coincide.
The nature of the outcome signal of the TANs poses a challenge for the interpretation of the TAN signal as an IPE. Atallah et al. (2014) report a bidirectional signal at the time of the reward: positive for reward and negative for its omission. What is the meaning of a negative IPE? We propose that the scale, in the identity case, ranges between an expectation that was not fulfilled (lack of an expected event), which would yield a negative prediction error, to an unexpected addition (yielding a positive prediction error). Therefore, in contrast to the dopamine RPE, unexpected aversive stimulus, just like an unexpected reward, will show a positive IPE, whereas their unexpected omission will show a negative one. Studies in primates (Joshua et al., 2008; Ravel et al., 2003) are in line with this prediction. Moreover, the results by Atallah et al. (2014) clearly show short duration pauses, most prominently around reward omission, or prior to receipt of delayed reward (Figures 5E-5J in Atallah et al., 2014) . Examination of the events that evoke pauses reveals that they all involve expectation, whereas surprising stimuli cause excitation alone.
Mechanistically, we propose that identity error coding is achieved by summation of two components ( Figure 1C ): a negative component signaling expectation and a positive component signaling salient sensory input. The origin of the excitatory input could differ depending on the nature of the stimulus (novelty signaling from hippocampus; sensory input from thalamus or cortex; saliency signals from superior colliculus). Therefore, the timing and duration of the excitation may differ, resulting in different phases of the pause-elevation compound response ( Figure 1C ). To summarize, we propose that the TANs provide an identity error (IPE) signal, informing the system of a suspected change of state. As the reward prediction error, the IPE is also bidirectional, but the directionality refers to physical entities: addition of (unexpected) entities results in positive responses, whereas omission of entities results in pause.
The article by Atallah et al. (2014) opened a window to the variety of computations carried by different types of striatal neurons during leaning and behavior. With the advance of novel tools to manipulate activity in specific cell types, it would be of great interest to directly examine their differential control on behavior.
