Abstract: This paper describes a design scheme for terminal sliding mode controllers of certain types of non-linear dynamical systems. Two classes of such systems are considered: the dynamic behavior of the first class of systems is described by non-linear second-order matrix differential equations, and the other class is described by non-linear first-order matrix differential equations. These two classes of non-linear systems are not completely disjointed, and are, therefore, investigated together; however, they are certainly not equivalent. In both cases, the systems experience unknown disturbances which are considered bounded. Sliding surfaces are defined by equations combining the state of the system and the expected trajectory. The control laws are drawn to force the system trajectory from an initial condition to the defined sliding surface in finite time. After reaching the sliding surface, the system trajectory remains on it. The effectiveness of the approaches proposed is verified by a few computer simulation examples.
Introduction

Motivation
Stabilization of non-linear systems finds applications in many areas of engineering, particularly in the fields of mechanics, robotics, electronics, and so on [1, 2] . Non-linear problems arise when analyzing the dynamical behavior of systems, such as robot manipulators with flexible links, different types of oscillators, electrical and electronic circuits, buildings, bridges, and even embedded control systems [3] [4] [5] [6] [7] . In some non-linear systems, such as Chua's circuit, a phenomenon called chaos can be observed [8, 9] . This chaotic behavior can be caused, for example, by uncertainties and non-idealities of the electronic circuit elements [10] . The main objective of this paper is to develop a terminal sliding mode stabilization technique for two classes of non-linear systems with dynamic behavior. The first class of systems considered in the paper is described by non-linear matrix differential equations of the second order. The second class of the systems can be mathematically modeled by non-linear matrix differential equations of the first order. These two classes of non-linear systems are not completely disjointed or mutually exclusive; however, they are not equivalent and, therefore, are investigated together; some theorems might be applicable to both classes, while others might fit well into one class only. Additionally, all systems considered in the analysis can be affected by some unknown external disturbances.
Related Work
Use of a sliding mode control (SMC) is a robust method that can successfully be applied to control both linear and non-linear systems [11] [12] [13] . As the structure of the control system may vary during the control process, a SMC is useful for its control versatility and consistency across a variety of different applications (see, e.g., [12, 14] ). The first step in this approach requires a definition of the appropriate sliding surface [15] . Next, a controller must be designed to derive the state of the system from an initial condition to this sliding surface. When the system reaches the sliding surface, it remains in a so-called sliding mode. When the system is in such a mode, the robustness of the closed-loop system against external disturbances, parameter uncertainties, and variations can be assured. A SMC can be designed in two ways: (1) a linear sliding mode control system (LSMC) is used to asymptotically stabilize the closed-loop system, which means that the system will reach an equilibrium in infinite time [11] ; or conversely, (2) a terminal sliding mode control system (TSMC), based on non-linear and non-smooth differential equations, enables finite-time convergence to the equilibrium [16, 17] . This paper focuses on the second design of the SMC process. Moreover, it is important to note that modern SMCs are implemented as embedded control systems. A SMC is, then, implemented on a custom hardware platform, designed and configured for the specific application. During this phase, special attention also needs to be paid to the implementation aspects, as outlined in [18] .
TSMC-based methods for linear and non-linear systems, with and without external disturbances, have been investigated in many papers. The formal description of the systems usually has differing forms, depending on the control approach applied. In most cases, the system is described by a set of first-order differential equations; however, these are often decomposed into several sub-systems. The second-order form is typically used for mechanics, robotics, mechatronics, and other systems that find applications in many areas of engineering. There have also been papers investigating higher-order forms of mathematical models of the systems when designing the TSMC. The general conclusion, after the literature review, is that there are not many papers where the TSMC has been designed for a general class of systems, as the model of the system may influence both the sliding surface and controller design.
A TSMC for linear second-order systems, with multiple inputs and multiple outputs, was considered in [17] . A similar case, with external disturbances included, was investigated in [19] . In this paper, the mathematical model of the system was decomposed into two sub-systems, where each of them were described by a set of first-order differential equations. Another TSMC, for an uncertain linear multi-variable system analyzed completely in a first-order form, was presented in [20] . A TSMC control for a single-input non-linear control system without disturbances was investigated in [21] . The paper [22] investigated applications of TSMC strategies to rigid robotic manipulators, whose dynamics were described by a second-order non-linear matrix differential equation. Other TSMC strategies, for similar types of systems, have been investigated in [23] [24] [25] [26] . Another TSMC approach was presented in [27, 28] for non-linear dynamical systems, including some external disturbances. In [29] , a TSMC-based approach was proposed that could eliminate so-called singular phenomena. More enhancements in this research area on the topic of TSMC can be found in [30] [31] [32] . The TSMC can also be applied to uncertain linear systems, using some fuzzy logic mechanisms, as presented in [33] . In this paper, the system model is decomposed into two first-order sub-systems. A Fuzzy TSMC, for some class of non-linear systems, was developed in [34] ; this approach also considered external disturbances which might influence the dynamics of the system. The class of systems in [34] was very similar to the matrix first-order form considered in this paper. With fractional-order calculus attracting recent interest in the control system community [35] , the work of [36] also merits mention, where a novel fractional-order non-singular TSMC method was proposed. This new approach has been verified experimentally on a rigid hydraulic manipulator under heavy uncertainties and non-linearities. There are also papers in the literature [37, 38] which investigated applications of TSMC techniques to time-delay systems, described mathematically by first-order differential equations. The paper [39] addressed a TSMC for non-linear discrete systems.
The system model was given in canonical form, and the non-linearities and disturbances appeared in the last equation. TSMC techniques can also be applied to the system models described by high-order differential equations, as shown in [40] . This paper is based on the results presented in [41] , for the class of non-linear systems described by second-order matrix differential equations with external disturbances. The effectiveness of this approach has been illustrated by comparison of the proposed control scheme and other controllers. In particular, the continuous TSMC developed in [25] , the non-singular TSMC presented in [23] , and the linear dynamic feedback control given in [1] have been compared. The comparison analysis, even if done only for second-order systems, can be representative of other forms of system descriptions. In many cases, even if a particular method deals with a second-order model of the system, further analysis is conducted for a first-order form. As shown in the sections below, a TSMC for a first-order matrix system can somehow be considered as a special and simplified form, due to the lower order of the system, of a TSMC for a second-order matrix system. More recently, in [42] , it has been shown and formally proven that two different classes of non-linear control systems can be asymptotically stabilized with the help of the same linear dynamic feedback control law. The dynamic behavior of one class is described by non-linear first-order differential equations, while the other class is modeled by non-linear second-order differential equations.
Contribution
The main contribution of the paper is a design of the terminal sliding mode control laws for two classes of non-linear dynamical systems. The classes studied in the paper are described by secondand first-order matrix-vector non-linear differential equations. Both classes of systems include external disturbances, which are unknown but bounded. One part of this paper is devoted to explaining the terminal sliding mode control strategy, applied to the class of the non-linear second-order systems, which has already been described in [41] . Based on these results, an extension of the TSCM approach is proposed to another class of non-linear systems, described by first-order differential equations. The first-order form of the mathematical model is the default representation of the system dynamics, and hence, the control laws formulated using this form can be more beneficial from both a theoretical and an applied point of view, even though, in some cases, having the system in the second-order form is more natural for some types of systems. An extension of the results obtained in [41] can be considered to be a more detailed contribution to this paper. It is also shown that these two classes of systems are not equivalent, and that there is no bi-directional transformation from one class to the other. Moreover, putting together the control schemes for the two classes of systems can help to understand the approach taken to prove the theorems, and can probably help in extending it to other classes (e.g., higher orders) of the systems by analogy.
Another type of contribution relates to the design of the sliding surface. In general, there is no standardized method for the selection of sliding surfaces; however, several points are necessary during the design process. Firstly, the sliding mode dynamics produced by the controller must be stable, as control laws designed on the basis of unstable sliding surfaces will not be able to steer the system to the point of equilibrium. In this paper, the selection of a proper sliding surface was influenced by the Lyapunov stability theory. The sliding variable was taken as a function of the tracking error. The sliding surfaces shall also be designed in such a way so as not to exceed the order of the system. Finally, the form of the sliding surface shall assure that the system will reach a stability condition in finite time. The sliding surface proposed for the matrix first-order system was taken as a function of the tracking error and compared to the sliding surface designed for the matrix second-order system, which does not contain a non-linear term. This cannot be considered as a direct simplification of the results presented in [41] . Having the sliding surface in such a simple form, we can conclude that the closed loop reaching the sliding surface in finite time is equivalent to the system reaching the desired trajectory in finite time (a classical stabilization problem).
Organization of the Paper
The paper is organized as follows. In Section 2, two classes of non-linear systems are mathematically described. In the following section, the main results are given; that is, a design procedure of the terminal sliding mode controllers and proofs that the trajectories of the closed-loop systems can reach the sliding surfaces in finite time and then remain on these surfaces. In Section 4, the concept is applied to exemplary electrical circuit structures, in order to verify the approach presented in the paper, with the help of computer simulation experiments. The conclusions are in outlined in Section 5.
Systems Description
Matrix Second-Order System
Consider a non-linear system, whose dynamics are given bÿ
where x(t) ∈ X ⊂ R n represents the internal state of the system, u(t) ∈ U ⊂ R r is the input state, z(ẍ,ẋ, x, t) ∈ R n is a noise disturbance, t > 0 is the time,
X is the internal state space, U is the input state space, R n and R r are vector spaces of column vectors with real elements, and R n×n (R n×r ) stands for a matrix with n rows and n columns (n rows and r columns), n ∈ N, r ∈ N.
The functions F, G, and H have the following form:
The system starts from an initial condition, denoted aṡ
Assumption 1. The functions f ij (·, ·), g i (·), and h ik (·), i, j = 1, 2, . . . , n, k = 1, 2, . . . , r and their derivatives, with respect to each variable in the set Ω, are considered to be continuous.
Assumption 2.
The function z(ẍ,ẋ, x, t) represents an external noise disturbance, which is unknown but fulfils the following condition:
Assumption 3. The matrix H(x) is non-singular for every x ∈ Ω.
Matrix First-Order System
Consider a special case of the system (1) and (5), given as follows:
The meaning of the system parameters are exactly the same as described in the previous section. It is assumed that Assumptions 1-3 hold for the system (7) as well. The system model being in the form of (7) will allow, as illustrated in following sections, for creation of the terminal sliding model controller in a much more simplified form than in the case of the system (1) and (5) . This class of the systems can also be considered as an approximation of the class described in the previous section. This might occur for slowly-varying systems, where the second derivative can be neglected (compared to the first derivative).
Controller Design
TSMC for Matrix Second-Order System
As a first step, define a sliding surface for the system (1) as
where Λ = [P I n ], P ∈ R n×n represents a gain matrix, I n is an identity matrix of size n, Q ∈ R n×n , Q = Q T > 0 is a positive-definite matrix , ψ : R n → R n is an n × n matrix with entries that are non-linear, non-negative functions of e x , and e(t) = [e x (t) e dx (t)] T is a vector composed of the actual and expected trajectory
As a next step, a control law shall be designed to guarantee the existence of the sliding mode in the closed-loop system. Consider the following formula:
where σ > 0 and γ > 0 are positive coefficients,
and η is a ratio of two odd positive integers, such that 0 < η < 1. The control input (11) to achieve the required sliding surface dynamics can be considered as a function of several parameters; that is, the matrices P, Q, and ψ and the scalars γ, σ, and η. Some of these parameters influence the sliding surface (8) itself, as well. We can then define a performance index (objective function) for the closed-loop system for evaluation and comparison purposes. The evaluation and comparison criteria can, for example, include indicators related to tracking accuracy, tracking response, robust performance, control effort, chattering behavior, and so on. Weighting factors can be applied to these indicators to define the level of their importance in the performance index. Considering the criteria that are important from an application-specific point of view and combining them into an objective function gives us an optimization problem, the solution of which leads to the best parameters. The problem of selecting the best values of the parameters, in the sense of the defined objective function, has already shown up in the optimal control design literature [43] [44] [45] .
Theorem 1.
Under the Assumptions 1-3, the trajectory of the system (1), (5), when forced by the control (11), will reach the sliding surface (8), starting from the initial condition (5), within a finite time and then remain on this surface.
Proof. Consider the following Lyapunov function,
Next, calculate the time derivative of V along the solutions of the system (1),
The substitution of (11) into (16) yields:
V(t) = −s(t) T S(t)z max − σs(t) T S(t)s η (t) − γs(t) T s(t) + s(t)
T z(ẍ,ẋ, x, t) .
Hence, based on Assumption 2,
2 , and according to the thesis of Lemma 1, the trajectory of the system (1) will reach the sliding surface, at least, within a time
where
Lemma 1 ([19,46] ). Consider a continuous positive-definite function V(t) that satisfies the following inequalitẏ
where α > 0, β > 0, and κ is a ratio of two odd positive integers, such that 0 < κ < 1. Then, for any given time, t 0 , V(t) converges to zero, at least, within a finite time, calculated as follows:
Proof. The proof of this lemma can be found in [19] .
TSMC for Matrix First-Order System
Define a sliding surface for the system (7) by
where x d (t) stands for the expected trajectory. In order to enable the sliding mode in the system, design the control law as
where η is a ratio of two odd positive integers, such that 0 < η < 1. The control input (24) can be considered to be a function of three scalar parameters: σ, γ, and η. The optimal values of these parameters can be identified during the optimization procedure by minimizing a certain objective function, which is defined to achieve particular system performance goals. When the closed-loop system reaches the sliding surface (23), then s(t) = 0, and consequently, x(t) = x d (t) for t > t r . This means that the trajectory of the system x(t) reaches the desired trajectory x d (t). Thus, the formulated problem is equivalent to the classical stabilization problem.
Theorem 2.
Under the Assumptions 1-3, the trajectory of the system (7), when forced by the control (24), will reach the sliding surface (23), starting from the initial condition x 0 , in finite time and then remain on this surface.
Proof. Consider the following Lyapunov function candidate for the closed-loop system (7) and (24):
Calculating the time derivative of V and presenting it along the solutions of the system (7) giveṡ
Substitution of (24) into (28) yieldṡ
By Assumption 2, it follows thaṫ
By
2 , and according to the thesis of Lemma 1, the trajectory of the system (7) will reach the sliding surface in finite time, and after that, remain on this surface.
Illustrative Examples
RLC Circuit
Consider a simple electrical circuit (see Figure 1 ) which consists of (connected in series) an inductor, a resistor, a capacitor (R-resitor, L-inductor, C-capacitor -RLC), and a voltage source. The resistor and capacitor are considered to be non-linear electrical elements, which means that they have non-linear characteristics. In the circuit presented in Figure 1 , there also exists a noise signal, such that The dynamic behaviour of the circuit can be described by the equation:
Denote , t) . Then, the equation (32) can be presented in the form of (1). Table 1 contains a list of the circuit and controller parameters. The values for these parameters have been chosen mostly heuristically, trying to cover the largest possible range of parameter variability. In order to achieve particular system performance objectives, a proper performance index shall be defined, and values of the parameters can then be obtained as a result of solving the optimization problem. This type of optimization problem can be quite easily solved by using numerical optmization methods. It is also easy to check that Assumptions 1-3 are valid. The simulation results are shown in Figures 2-8 . The results confirm the property of finite-time convergence of the closed-loop system, as well as robustness to disturbances. Table 1 . List of the RLC (R-resitor, L-inductor, C-capacitor) circuit and terminal sliding mode control system (TSMC) parameters.
RLC Circuit Controller
Parameter Value Unit Parameter Value Unit 
RC Circuit
Consider, now, another non-linear analog circuit, as shown in Figure 9 . This circuit consists of two power sources, two resistors, and two non-linear capacitors. Additionally, the circuit is disturbed by a noise signal.
C1
The dynamics of electric charge flow in the circuit can be described by the following equations (based on Kirchhoff's current and voltage laws):
with given initial conditions p 1 (0) and p 2 (0). The system parameters are shown in Table 2 . Table 2 . Parameters of the RC circuit.
Parameter
Value Unit
Introduce the state variable x(t) = [x 1 (t) x 2 (t)] T , where x 1 (t) = p 1 (t), x 2 (t) = p 2 (t) and the control vector u(t) = [u 1 (t) u 2 (t)] T . Without loss of generality, it can be considered that
Then, the Equations (33) and (34) can be rewritten in the form (7), assuming that
It is easy to check that Assumptions 1-3 hold. The parameters of the controller (24) were chosen according to Table 3 , with simulation results shown in Figures 10-16 to illustrate the effectiveness of the TSMC. The good performance of the system is verified using the proposed control scheme. Both finite-time convergence and robustness to disturbances were guaranteed. Further improvements of the system performance can be achieved through solving an optimization problem where, by minimizing a defined objective function, optimal values of the parameters can be determined. Table 3 . Parameters of the sliding mode controller.
Parameter Value
Unit 
Discussion and Conclusions
It should be noted that the system described by the matrix-vector second-order differential equation (1) is not equivalent to the system described by the matrix-vector differential equation of the first-order (7). Indeed, the system (1) can be rewritten equivalently into the first-order form as:
It is easy to show that the matrixH is non-singular, and that Assumption 3 cannot hold. This means that both systems cannot be considered to be equivalent and should be discussed separately. This is a natural conclusion as, generally, the dynamic properties of second-order differential equations are different to those of first-order differential equations. However, the second class can be considered as an approximation of the first one, which occurs for slowly-varying systems where the second derivative of the system state can be neglected, when compared to the first derivative.
It is well-known that TSMC is very effective in systems subjected to both parameter uncertainties and disturbances. The parameters of the systems considered in this paper had the form of the matrices F, G, and H. The elements of these matrices were, in general, non-linear functions of the system state variables. If the parameter uncertainties can be modeled as continuous functions of the state variables, then it is mathematically proved, by Theorems 1 and 2, that such uncertainties have no influence on the performance of the closed-loop systems, which means that the design control schemes are robust against parameter uncertainties. Such a situation has been demonstrated in the provided examples, where the parameters of the RLC and RC electrical circuits (that is, the capacitances C, C 1 , C 2 and resistance R) contained such types of uncertainties. The case when the parameters of the systems (that is, the elements of the matrices F, G, and H) are also functions of time t has formally neither been covered nor proven. In such a case, we would need to apply an alternative theory more suitable for non-stationary systems. The effectiveness of the proposed control approach has been demonstrated on simple electrical circuits. However, the stabilization scheme can also be applied successfully to mechanical, electromechanical [47] , electronic, mechatronic, and even pure software systems.
The most important aspect of this paper is the proof that the trajectory of the closed-loop system reaches, and remains on, the sliding surface after a finite amount of time. This finite time can be calculated analytically. Furthermore, the simulation of the dynamical behavior of electrical circuits with non-linear elements showed the effectiveness of the proposed method. The numerical calculations and computer simulations were performed in the MathWorks TM MATLAB R /Simulink R environment (The MathWorks, Inc., Natick, MA, USA). It should be noticed here that in practical applications (and in computer simulations), sliding mode controllers induce high-frequency oscillations, known as chattering in the system output and control. Chattering is a harmful phenomenon, which degrades the performance of the system and can damage its physical components. It can be caused by fast dynamics which were neglected in the model, as well as by digital controllers with a finite sampling rate. There exist various approaches to efficiently reduce the amount of chattering; however, they have not been explored in this paper, as they should be discussed separately.
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