The electron temperatures of high-metallicity (12+log(O/H) > 8.2) H ii regions have been studied. The empirical ff relations which express the nebular-to-auroral [O iii] line ratio Q 3,O (as well as the nebular-to-auroral [O ii] line ratio Q 2,O , and the nebular-toauroral [N ii] line ratio Q 2,N ) in terms of the nebular R 3 and R 2 line fluxes in spectra of high-metallicity H ii regions are derived, and the electron temperatures t 3,O , t 2,O , and t 2,N in a number of extragalactic H ii regions are also determined. Furthermore, the t 2 -t 3 diagram is discussed. It is found that there is a one-to-one correspondence between t 2 and t 3 electron temperatures for H ii regions with a weak nebular R 3 lines (logR 3 0.5). The derived t 2,N -t 3,O relation for these H ii regions is similar to commonly used t 2 -t 3 relations. The H ii regions with a strong nebular R 3 line flux (logR 3 0.5) do not follow this relation. A discrepancy between t 2,N and t 2,O temperatures is found, being the t 2,N temperatures systematically lower than t 2,O ones. The differences are small at low electron temperatures and increases with increasing electron temperatures up to 10% at t = 1. The uncertainties in the atomic data may be the cause of this discrepancy.
INTRODUCTION
The two-zone model describing the electron temperatures within H ii regions is commonly used for oxygen abundance determination (see, e.g., Campbell, Terlevich & Melnick 1986; Garnett 1992) . It is typically used when only the electron temperature t3 is measured and the value of the other temperature t2 is estimated using a t2-t3 relation. Since the form of the t2-t3 relation may be disputed (Pilyugin, Vílchez & Thuan 2006; Pilyugin 2007 , and references therein) the value of t2 can be rather uncertain even if accurate measurements of t3 are available.
The majority of H ii regions in spiral galaxies are low excitation objects (Zaritsky, Kennicutt & Huchra 1994, e.g.) and, consequently, the O + zone makes a significant (or even dominant) contribution to the total oxygen abundance. This shows that an accurate determination of t2 is crucial for abundance determinations in H ii regions of spiral galaxies. Furthermore, the nitrogen abundances in H ii regions are derived from a relation of the form N/O = f (t2). This, again, underlines that accurate determinations of t2 is very important.
The main objective of the present study is to find the electron temperatures in the zones of singly and doubly ionised oxygen, and a relation between them. The measured ratio Q2,N of nebular-to-auroral lines of singly ionised nitrogen is used to determine the electron temperature t2,N in the low-ionization zone of the H ii regions, and the measured ratio Q2,O of nebular-to-auroral lines of singly ionised oxygen is used to determine the electron temperature t2,O. One may expect that t2,N and t2,O are the same, or at least similar. The measured ratio Q3,O of nebular-to-auroral lines of doubly ionised oxygen is used to determine the electron temperature t3,O in the high-ionisation zone of the H ii regions.
A comparison between different electron temperatures reveals some problems. First of all, the precision of the measurements of the weak auroral lines [O ii] (Pilyugin 2005; Pilyugin 2007 ).
This paper is organised as follows. The adopted set of the atomic data used to convert the measured line ratios to the electron temperatures is discussed in Section 2. The ff relations for Q3,O, Q2,O and Q2,N are derived in Section 3. The relations between different temperatures are examined in Section 4. The results are discussed in Section 5 and Section 6 presents the conclusions.
Throughout this paper, we will be using the following 
DETERMINATION OF ELECTRON TEMPERATURES
To convert the values of the Q3,O, Q2,O, and Q2,N to the electron temperatures t3,O, t2,O, and t2,N, we have used the fivelevel-atom solution for ions O ++ , O + , and N + together with recent atomic data. The Einstein coefficients for spontaneous transitions A jk for five low-lying levels for all ions above were taken from Froese Fisher & Tachiev (2004) . The energy levels were taken from Edlén (1985) for O ++ , from Wenåker (1990) for O + , and from Galavís, Mendoza & Zeippen (1997) for N + . The effective cross-sections, or effective collision strengths, for the electron impact Ω jk were taken from Aggarwal & Keenan (1999) for O ++ , from Pradhan et. al. (2006) for O + , and from Hudson & Bell (2005) for N + . The effective cross-sections are continuous functions of temperatures, as tabulated by Aggarwal & Keenan (1999); Pradhan et. al. (2006) ; Hudson & Bell (2005) at a fixed temperatures. The effective cross sections for a given electron temperature are derived from two-order polynomial fits to the data (from the studies cited above) as a function of temperature.
In the low density regime (ne < 500 cm −3 ), the following simple expressions provide good approximations of the numerical results. For the t3,O -Q3,O relation
where
and for t2,O -Q2,O, 
Similarly, for the t2,N -Q2,N relation
where Ct = −0.89 − 0.19 log t2,N + 0.032t2,N + log(1 + 0.26x2,N), (7) and x2,N = 10 −4 ne t
These equations can be used instead of computing the electron temperature in low-density H ii regions numerically.
FF RELATIONS
It has been argued that the excitation parameter P , combined with the measured fluxes of the strong nebular oxygen lines, can be used to estimate the physical conditions in the H ii region (Pilyugin 2000 (Pilyugin , 2001 (Pilyugin , 2003 . One may also say that the electron temperature in an H ii region may be estimated using the nebular oxygen line fluxes only, since the excitation parameter P in itself is defined in terms of the nebular oxygen line fluxes, i.e., the diagnostic line ratios can be expressed in terms of just the fluxes of the oxygen nebular lines. It has been found empirically that there exist a relation (the ff relation) between auroral [O iii]λ4363 and nebular oxygen line fluxes in spectra of H ii regions (Pilyugin 2005; Pilyugin, Thuan & Vílchez 2006) . It has been also shown that there exist a relation between Q2,N and nebular oxygen-line fluxes in spectra of H ii regions (Pilyugin 2007) . Here, relations of this type are derived for Q3,O, Q2,O and Q2,N.
A sample of the calibration data
The reliability of the derived ff relations depend on the quality of the calibration data, i. Bresolin (2007) Table A1 .
After this investigation has been completed, a new spectrophotometric measurements for H ii regions have been published by Bresolin et al. (2009); Esteban et al. (2009) . Those data are used to test the reliability of the relations derived in the present paper. Fig. 2 shows that the Q2,N values correlate both with the R3 line flux and the excitation parameter P . It has been found that an expression of the simple form log Q2,N = a1 + a2 P + a3 log R3
reproduces the calibration data quite well. The coefficients in Eq.(9) are found using our sample of calibration H ii regions as described in Pilyugin (2005) ; Pilyugin & Thuan (2007) . We obtain log Q2,N = 2.04 + 0.66 P − 0.56 log R3, log R3 < 0.5. (10) The coefficients in Eq.(10) are found using calibration data with relatively weak R3 lines (log R3 < 0.5). The calibration data with strong R3 lines (logR3 0.5) do not follow this relation. A gap in the calibration data with logR3 around 0.5 prevents us to establish a solid value of the limit of the applicability of the derived relation. This (conservative) value was estimated on the base of other diagram (see Section 5). It is possible that another set of coefficients should be derived for these objects, or a more complex functional form should be used for the ff relation in order to reproduce the measurements over the whole interval of R3 fluxes. This would require more calibration data points (in particular those with strong R3 lines). The family of Q2,N = f (R3, P ) curves for different values of the excitation parameter is shown in Fig. 2 , superimposed on the observational data. The curve with P = 0.0 is shown by the solid line, the long-dashed line shows the P = 0.30 case, and the short-dashed line shows the P = 0.6 case. Fig. 3 shows the electron temperature t2,N estimated from the derived ff relation and plotted against the measured electron temperature t2,N. The filled circles show the H ii regions used for calibration. The solid line shows the case of equal values and the dashed lines show ±10% deviations. 
The ff relation for Q2,O
The sub-sample of H ii regions, where the auroral oxygen line [O ii]λ7325 is available, has been analysed in a way similar to that of the sub-sample considered in the previous section (see . We find the following ff relation for [O ii] lines in the low-R3 range, (log R3 < 0.5) log Q2,O = 1.66 + 0.60 P − 0.46 log R3, log R3 < 0.5. (11) Again, the calibration data with strong R3 lines (logR3 0.5) do not follow this relation. In this case, the calibration data follow the derived relation over the whole range of R3 values.
RELATIONS BETWEEN ELECTRON TEMPERATURES
4.1 Comparison between t2,N and t2,O temperatures temperatures the discrepancy is small, but it increases with increasing electron temperature. The difference is around 10% at t2 = 1.0. We find four possible causes for this discrepancy:
( electron temperatures and do not reflect the true electron temperature in an H ii region.
(4) The the [N ii] lines are sometimes blended with the Hα lines. In such cases it is possible that the electron temperatures t2,N are affected by the errors occurring when disentangling these two lines. It is quite likely that this is mostly a problem for objects where emission lines are strong, but it is difficult to quantify the effects. Hence, we here only mention this possibility and do not analyse it in any further detail.
We have also considered the effects of absorption from an underlying stellar population. But since absorption effects are pronounced mostly in the Balmer lines, the impact on, e.g., R2 and R3 is negligible and cannot be the cause of the discrepancy described above. Uncertainties in the electron temperatures t3,O, t2,O and t2,N caused by uncertainties in the atomic data have been considered by Pilyugin (2009) . Following that work, we like to point out a few critical issues, regarding such uncertainties. To convert the temperature indicator Q2,N into the electron temperature t2,N, we have used the five-level-atom solution for N + with the Einstein coefficients for spontaneous transitions A jk obtained by Froese Fisher & Tachiev (2004) and the effective cross-sections for electron impact Ω jk from Hudson & Bell (2005) . It is expected that the best present effective collision strengths between the lowlying states have a typical uncertainty of around 10% (Hudson & Bell 2004; Tayal 2007) . The general accuracy of the present probabilities is expected to be within 10% (Galavís, Mendoza & Zeippen 1997) .
The uncertainty in t2,N, caused by the uncertainty in the atomic data, can be estimated in the following way from -15% to +15% to every value of A jk and Ω jk . The electron temperature derived from the five-level-atom solution with an random-error component added to the atomic data will be referred to as t * 2,N . The t * 2,N values for a set of Q2,N values were computed with 500 different random errors added to the atomic data. The relative error in the t2,N temperature δt2,N = 1.-t * 2,N /t2,N caused by the uncertainties in the atomic data, increases with increasing of electron temperature. The top panel of Fig. 11 shows δt2,N at t = 1 versus the mean of the absolute values of the relative random error component in Ω jk . The value of δt2,N is mainly governed by the uncertainties in the effective collision strengths for transitions from level 1 to levels 4 and 5. When the errors in Ω14 and Ω15 are large (and have opposite signs), the value of δt2,N is large even if the mean of the absolute values of the random error component in Ω jk are small due to small errors in other Ω jk . On the other hand, when the errors in Ω14 and Ω15 are small then the value of δt2,N is small, even if the mean of the absolute values of the random error component in Ω jk are large due to large errors in other Ω jk .
To convert the temperature indicator Q2,O into the electron temperature value t2,O, we have used the five-level-atom solution for O + with the Einstein coefficients for spontaneous transitions A jk obtained by Froese Fisher & Tachiev (2004) and the effective cross sections for electron impact Ω jk from Pradhan et. al. (2006) . Again, the t * 2,O values for a set of Q2,O values were computed with 500 different random errors (from -15% to +15%) added to every value of A jk and Ω jk . The bottom panel of Fig. 11 shows δt2,O at t = 1 versus the mean of the absolute values of the random error component in Ω jk . The Fig. 11 shows that the value of the error in the electron temperatures t2,O and t2,O caused by uncertainties in the atomic data is comparable with the obtained discrepancy between t2,N and t2,O. We find that the errors in the electron temperatures t2,N and/or t2,O caused by uncertainties in the atomic data can explain the discrepancy between the electron temperatures t2,N and t2,O that we obtain. However, it should be noted that the errors caused by uncertainties in the ff relation for [O ii] lines and/or the ff relation for [N ii] lines can also make a contribution to the discrepancy between t2,N and t2,O. More high-precision measurements of nitrogen and oxygen auroral lines are needed in order to find better ff relations and to elucidate the origin of the discrepancy between t2,N and t2,O. 
The relation between electron temperature in low-and high-ionisation zones
has been obtained by least-squares fitting. The coefficients in Eq. (13) were derived from the data for H ii regions with weak R3 line fluxes using an iterative fitting routine. Data points with large deviations were excluded in the fit. The resultant t2,N -t3,O relation is shown by the solid line in Fig. 12 . There is a trace of non-linearity in the t2,N -t3,O diagram. The origin of this "bending" (if real) can be twofold: It can be artificial and caused by the fact that the particular form of the analytical expression adopted for the ff relation 
for [O iii] lines and/or the ff relation for [N ii].
We have chosen a simple form, but perhaps a more complex expression may give a better fit to the ff relation(s). It may also be that the linear expression adopted here for the t2,N -t3,O relation is inappropriate. It is possible that the expression suggested by Pagel et al. (1992) is more realistic. If so, the relations derived here may be considered as the first-order approximation. More high-precision measurements of nitrogen and oxygen auroral lines are needed to find better relations and to elucidate the origin of the possible non-linearity. The t2,O -t3,O diagram ( Fig. 13 ) has been examined in a similar way, and we thus obtain the expression t2,O = 0.264 + 0.835 t3,O.
This t2,O -t3,O relation is shown by the solid line in Fig. 13 . The general properties of the t2,O -t3,O diagram and the t2,N -t3,O diagram are similar. The scatter in the t2,N -t3,O diagram (Fig. 12) is smaller than that in the t2,O -t3,O diagram (Fig. 13) . This may suggest that the t2,N temperature is more reliable than the t2,O temperature. Pilyugin et al. (2006b) this study (t 2,N ) this study (t 2,O ) Figure 14 . Comparison of the t 2 -t 3 relation derived here with those derived by other authors. The different lines are t 2 -t 3 relations derived by these authors. Our t 2,N -t 3,O relation is shown by the circles, and our t 2,O -t 3,O relation is shown by the triangles.
DISCUSSION
Since the electron temperature t2,N seem to be more reliable than t2,O, the t2,N-t3,O diagram needs some further discussion.
The comparison with previous t2 -t3 relations
We compared the t2,N -t3,O and t2,O -t3,O relations derived here with those obtained by other authors. Since our t2 -t3 relations are derived for cool, high-metallicity H ii regions, the high-temperature and low-metallicity part of the relation is not considered here. The different lines in Fig. 14 shows that our t2,N -t3,O relation is very similar to the widely used t2 -t3 relation after Campbell, Terlevich & Melnick (1986) (see also Garnett (1992) ). Just recently Esteban et al. (2009) derived a t2,N -t3,O relation, which is very close to the one we have obtained here.
Abundances in spiral galaxy NGC 300
New spectrophotometric observations of H ii regions in the spiral galaxy NGC 300 have recently been published by Fig. 15 by the open circles. The line is the linear best fit to those data. We have estimated the t3 temperature from the ff relation, Eq.(12), and then the t2 temperature from the t2-t3 relation, Eq.(13). Fig. 15 also shows that at the galactocentric distances larger than ∼ 0.7R25, the oxygen abundance is lower than 12+log(O/H) = 8.2 (the R25 is the isophotal radius). Therefore, the derived ff relation, Eq. (12), is applicable only to the H ii regions with galactocentric distances less than ∼ 0.7R25. The derived (O/H) ff abundances for 20 out of 21 H ii regions are shown in Fig. 15 by the filled circles (the H ii region # 12 shows a very large deviation and was rejected). The (O/H) ff abundances follow well the radial gradient traced by the (O/H)T e abundances. This confirms that the relations derived here, result in realistic oxygen abundances.
Deviations from the t2 − t3 relation
We have found that the calibration data with strong R3 lines (log R3 0.5) do not follow the ff relation for Q2,N. Here, the deviations from the t2,N -t3,O relation are examined. We define the deviation of t2,N from the t2,N-t3,O relation as the difference ∆t2,N between the measured electron temperature t2,N and electron temperature t lations since only a small part of the galactic H ii regions are measured and, therefore, the obtained excitation-parameter value is not representative for the whole nebula. However, they provide a remarkable possibility to test the derived t2,N -t2,O relation. The open squares in Fig. 16 show the deviations ∆t2,N of galactic H ii regions. The measured t3,O and t2,N temperatures in galactic H ii regions are used. Inspection of Fig. 16 shows that the general behaviour of the deviations in the case of galactic H ii regions is quite similar to that of extragalactic H ii regions. The galactic H ii regions with weak R3 line fluxes follow the derived the t2,N-t3,O relation (the deviations ∆t2,N are small) and significant deviations occur in the case of galactic H ii regions with strong R3 line fluxes. Thus, the consideration of galactic H ii regions confirms the results derived based on extragalactic H ii regions. Fig. 12 shows that there is a one-to-one correspondence between t2,N and t3,O within the uncertainties for H ii regions with weak R3 lines. The H ii regions with strong R3 line fluxes do not follow the t2,N-t3,O relation obtained from the H ii regions with weak R3 line fluxes, and the deviations ∆t2,N do not depend on the electron temperature t3,O. As a result, the one-to-one correspondence between electron temperatures t2,N and t3,O disappears if a sample contains H ii regions with both weak and strong R3 line fluxes.
A possible origin of the deviations from the t2 − t3 relation
One may assume that the S/O abundance ratio is constant in all the H ii regions since the sulfur and oxygen are thought to be produced by the same massive stars. It is commonly accepted that the [O ii] and [S ii] lines are formed at similar temperatures. The energy of the level that gives rise to the R2 line (the [O ii]λ3727,3729 doublet) is higher than the energy of the level giving rise to the S2 line (the [S ii]λ6717,6731 doublet). Thus, the line-emissivity ratio j(S2)/j(R2) is temperature sensitive, i.e., the ratio increases with decreasing electron temperature. Furthermore, the S + -zone does not coincide with the O + -zone. Hence, the S2/R2 line ratio depends on two parameters; the electron temperature t2 and the size ratio of S + and O + zones α. An analysis of the variation of the S2/O2 ratios in H ii regions can help to illuminate the reason for the irregularity of high-R3 H ii regions. Fig. 17 shows the measured S2/R2 ratio as a function of electron temperature t2 (the values t r 2,O are used) for H ii regions from our sample together with a family of theoretical curves computed for different values of α
The solar S/O abundance ratio was used in the computations, i.e., log(S/O) = −1.50 (Lodders 2003) . The line emissivities j(S2) and j(R2) were derived from the five-levelatom solution for S + and O + . The energy levels and the Einstein coefficients for spontaneous transitions for five lowlying levels for S + were taken from Irimia & Froese Fisher (2003) , the effective collision strengths for the electron impact were taken from Keenan et al. (1996) . The atomic data for O + were discussed above. Fig. 17 shows a clear correlation between S2/R2 and t2.
Since there is a one-to-one correspondence between the t2 and t3 electron temperatures for high-metallicity H ii regions, one might expect that there is also a correlation between S2/R2 and t3. The use of the S2/R2 vs. t3 instead of the S2/R2 vs. t2 diagram has the advantage that the direct measurements of t3,O in high-R3 H ii regions are available in greater numbers than are direct measurements of t2,O and/or t2,N. The top panel of Fig. 18 shows the Q3,O 2) H ii regions in the dwarf galaxy DDO 68 (Pustilnik, Kniazev & Pramskij 2005) are shown for comparison (plus signs). Fig. 18 (the top panel) shows a clear correlation between S2/R2 and Q3,O; the S2/R2 line ratio decreases with decreasing of Q3,O. In fact, the S2/R2 value can be used as an alternative indicator of the t3, although the scatter in the Q3,O vs. S2/R2 relation is large. Fig. 18 (top panel) shows that the H ii regions with large deviations follow the general trend, although they are located near the end of the sequence. The bottom panel of Fig. 18 shows a R3 vs. S2/R2 diagram. The H ii regions with log R3 > 0.5 show a shift relative to the general trend obtained from the H ii regions with log R3 < 0.5. There are two possible causes for this shift. Either the high-R3 and the low-R3 H ii regions do not belong to the same sequence (the upper branch), or the line fluxes of low-ionisation ions (N + , O + , S + ) are distorted in H ii regions with strong R3 line fluxes.
Our sample only contains H ii regions with 12+log(O/H) > 8.2. This selection criterion comes from the following consideration. It is well known that the relation between the oxygen abundance and the strong oxygen-line intensities is double valued with two distinct sequences, traditionally known as the upper and the lower branches of the R23 -O/H diagram. The transition zone between the upper and the lower branches is sometimes also taken into consideration (Pilyugin & Thuan 2005) . We adopt 12+log(O/H) = 8.2 as the boundary between the upper branch and the transition zone. This division is somewhat arbitrary, however. Fig. 19 shows the R23 -O/H diagram for the H ii regions with measured t2,N or t2,O temperature. The question is, if one should adopt a higher oxygen abundance (e.g., 12+log(O/H) = 8.4) as the boundary between the upper branch and the transition zone? We believe that is probably not the way to solve the problem. It should be noted that both H ii regions with small deviations and H ii regions with large deviations follow the ff relation for Q3,O rather well. Furthermore, Fig. 19 shows that the area occupied by the H ii regions with large deviations is also populated by the H ii regions with small deviations. Finally, some high-metallicity galactic H ii regions also show large deviations. It is possible that a criterion other than a specific metallicity should be used to divide the H ii regions into sequences (branches).
The deviations suggest that the Q2,N values are shifted in H ii regions with strong R3 line fluxes (high excitation parameter P ). It has been suggested that the low-lying metastable levels in some ions are excited not only by the electron collisions, but may also be significantly populated by recombination processes (Rubin 1986; Liu et al. 2000) . Since recombination-excited emission of [O ii] in the auroral λ7325, and [N ii] in the auroral λ5755 radiation will occur in the O ++ zone, the effect on the collision-excited lines will depend on the R3 line flux. As a result, one may expect a significant shift of the Q2,N and Q2,O values for H ii regions with strong R3 line fluxes. Our results are generally in agreement with this picture. However, other mechanisms causing a shift of this kind of the Q2,N value cannot be excluded.
CONCLUSIONS
The electron temperatures of high-metallicity (12+log(O/H) > 8.2) H ii regions have been studied. Empirical ff relations which express the nebular-to-auroral lines ratios (Q3,O, Q2,O, and Q2,N) in terms of the nebular R3 and R2 line fluxes in spectra of H ii regions have been derived. The ff relations for Q2,O and Q2,N only reproduce the observational data in spectra of H ii regions with weak nebular R3 line fluxes (logR3 0.5). The ff relation for Q3,O, on the other hand, reproduces the observational data over the whole range of nebular R3 line fluxes.
The t2 -t3 diagram has also been considered. We found that there is a one-to-one correspondence between the t2 and t3 electron temperatures, within the uncertainties of these electron temperatures, for H ii regions with weak nebular R3 line fluxes. The derived t2,N -t3,O relation for these H ii regions is very similar to the commonly used t2 -t3 relation after Campbell, Terlevich & Melnick (1986) . The H ii regions with strong nebular R3 line fluxes do not follow this relation, however. Thus, as a result, the one-to-one correspondence between the electron temperatures t2,N and t3,O disappears if H ii regions with both weak and strong R3 line fluxes are included.
There is a discrepancy between t2,N and t2,O temperatures. The t2,N temperatures are systematically lower than the t2,O temperatures. The difference is small at low electron temperatures and increases with the electron temperature to about 10% at t = 1. The uncertainties in the atomic data (Einstein coefficients for spontaneous transitions and effective cross sections for electron impact) may be the cause of this discrepancy. Table A1 . Line intensities of the sample of calibration H ii regions. The line intensities are given on a scale where Hβ = 1.
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