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Se estudia la dina´mica de una neurona utilizando la teor´ıa de sistemas dina´micos,
la teor´ıa de procesos estoca´sticos y la teor´ıa de la informacio´n. Se utiliza una te´cnica
de ana´lisis de series temporales de disparos de las neuronas basada en la entrop´ıa de
permutacio´n, la informacio´n de Fisher de permutacio´n y la complejidad de permutacio´n,
siguiendo la metodolog´ıa de Bandt y Pompe. A partir de esta descripcio´n se describe la
dina´mica de dos modelos: uno proveniente de la teor´ıa de sistemas dina´micos (el modelo
simple de neurona) y otro descripto por una ecuacio´n estoca´stica (modelo de Hodgkin-
Huxley con ruido de fondo sina´ptico blanco al cual se le aplica el formalismo de integral de
caminos para estimar anal´ıticamente las probabilidades de cruzar los umbrales de disparo).
Se estudia la posible equivalencia dina´mica entre estos dos modelos. Adema´s se aplica este
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Para entender co´mo vemos, o´ımos o pensamos, es necesario conocer de que´ manera
la actividad neuronal se relaciona con la percepcio´n del mundo. La hipo´tesis central de
la neurociencia teo´rica es que el cerebro computa. Es decir, en general, se acepta que el
cerebro es un sistema dina´mico complejo cuyas variables de estado codiﬁcan informacio´n
sobre el mundo exterior. El co´mputo es por lo tanto igual a la codiﬁcacio´n ma´s la dina´mica.
Para la deteccio´n de cambios sutiles en la dina´mica del cerebro es de importancia investigar
la dina´mica de las interacciones funcionales entre las neuronas. Las neuronas utilizan la
actividad esponta´nea producida por los potenciales de membranas celulares, conocidos
como potenciales de accio´n, para transmitir informacio´n en la corteza cerebral. Este tipo
de eventos temporales unitarios, denominados ‘spikes’, nos permiten describir en forma
bastante completa las respuestas de las neuronas a est´ımulos sensoriales.
La deteccio´n de cambios dina´micos en sistemas complejos es una de los cuestiones ma´s
relevantes en neurociencias teo´ricas. Se han desarrollado muchas herramientas teo´ricas y
experimentales que dan cuenta de esos cambios. Por el lado teo´rico se han desarrollado
mu´ltiples modelos biof´ısico-matema´ticos de neuronas, que reproducen ciertas caracter´ısti-
cas de las mismas (principalmente las sen˜ales ele´ctricas que se env´ıan entre ellas). El ma´s
famoso, que dio inicio al campo de la modelacio´n matema´tica de las neuronas, es el de
Hodgkin y Huxley, del an˜o 1952 [7]. En dicho modelo explicaron los mecanismos io´nicos
que subyacen a la iniciacio´n y propagacio´n de los potenciales de accio´n en el axo´n gigante
del calamar. Consiste en un conjunto de ecuaciones diferenciales ordinarias no lineales que
aproxima las caracter´ısticas ele´ctricas de ce´lulas excitables como las neuronas o los mioci-
tos card´ıacos. En 1963 recibieron el Premio Nobel en ﬁsiolog´ıa-medicina por este trabajo.
A partir de este modelo, aplicando la teor´ıa de sistemas dina´micos no lineales, pueden
obtenerse modelos minimalistas, cuyo nu´mero de variables es considerablemente menor,
aunque estos para´metros dejan de ser factibles de medirse directamente en un laboratorio
(puesto que carecen de una interpretacio´n biolo´gica directa). Uno de estos modelos mi-
nimalistas es el modelo simple de neurona disparando de Izhikevich [8]. Dicho modelo es
utilizado para reproducir las caracter´ısticas esenciales observadas en las sen˜ales (obtenidas
experimentalmente) de las neuronas. Pero, a diferencia del modelo de Hodgkin-Huxley, el
modelo simple de Izhikevich es mucho ma´s eﬁciente desde el punto de vista computacional.
Estos modelos describen la dina´mica de una neurona, pero la comprensio´n de las fun-
ciones del cerebro requiere enfoques interdisciplinarios que participan en distintos niveles
de estudio: desde el nivel molecular hasta el nivel celular (neuronas individuales), a nivel
de pequen˜os ensambles de neuronas (como las columnas corticales), o a escala de grandes
subsistemas como el de la percepcio´n visual, que incluye la corteza cerebral, el cerebelo y
el sistema nervioso como un conjunto. Una posible manera de investigar la dina´mica neu-
ronal es a trave´s de modelos estoca´sticos de la ecuacio´n de Hodgkin-Huxley que pueden
ser tratados en el marco del formalismo de integrales de caminos. Dichos modelos tienen
la ventaja de que permiten obtener una estimacio´n anal´ıtica de la probabilidad de que una
neurona alcance el umbral de disparo en un tiempo determinado.
Por otra parte, la teor´ıa de la informacio´n es una herramienta muy u´til para investigar
el co´digo neuronal ya que nos permite entender co´mo la informacio´n es procesada en la
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corteza cerebral [9, 10]. Nuestra propuesta es utilizar herramientas de teor´ıa de la infor-
macio´n, en combinacio´n con simulaciones neuronales realizadas en el marco de sistemas
dina´micos y ca´lculos anal´ıticos obtenidos en el marco de integrales de caminos con el ﬁn




Los objetivos del presente trabajo son:
1) Realizar una introduccio´n al conocimiento del sistema neuronal y las leyes f´ısicas y
qu´ımicas que se utilizan para explicar sus feno´menos ma´s relevantes: los potenciales
de accio´n.
2) Estudiar dos modelos que explican la transmisio´n de informacio´n a trave´s de las
neuronas en funcio´n de la variacio´n del potencial de membrana de las mismas: el
modelo -biof´ısico- de Hodgkin-Huxley y el modelo -minimalista- de Izhikevich.
3) Estudiar una modificacio´n al modelo de Hodgkin-Huxley, en la cual se agrega un
ruido de fondo sina´ptico; este estudio se hace a trave´s del formalismo de integrales
de caminos aplicadas a ecuaciones estoca´sticas.
4) Analizar los diferentes tipos de sen˜ales que generan la variacio´n del potencial de







EDE: ecuacio´n diferencial estoca´stica.




1Caracter´ısticas biof´ısicas de las ce´lulas
nerviosas
1.1 Generalidades
Existen aproximadamente 1011 neuronas en el cerebro humano, y alrededor de 108 en
el resto del sistema nervioso, mucho menos que el nu´mero de ce´lulas no neurales, como la
glia, que son entre 10 y 50 veces ma´s que las neuronas, y tienen caracter´ısticas y funciones
variadas. Lo que resulta u´nico de las neuronas es que solo ellas pueden transmitir sen˜ales
ele´ctricas a lo largo de grandes distancias.
Las neuronas son ce´lulas altamente especializadas en generar sen˜ales ele´ctricas en
respuesta a distintas sen˜ales de entrada, y de transmitirlas hacia otras ce´lulas. Las espe-
cializaciones morfolo´gicas que permiten esto son las dendritas, que reciben las sen˜ales de
entrada de otras neuronas, y el axo´n (o, en algunos casos, varios axones), que transmite
la salida neuronal hacia otras ce´lulas (Fig.1.1).
Una neurona t´ıpica recibe sen˜ales de entrada de ma´s de 10.000 neuronas a trave´s de
los contactos en el a´rbol dendr´ıtico, llamados sinapsis; (Fig. 1.1). Las sen˜ales de entrada
producen corrientes ele´ctricas transmembrana que cambian el potencial de membrana de la
neurona. Las corrientes sina´pticas producen cambios, llamados potenciales postsina´pticos
(PSPs). Pequen˜as corrientes producen pequen˜os PSPs; corrientes mayores producen PSPs
signiﬁcativos que pueden ser ampliﬁcados por los canales sensibles al voltaje presentes en
la membrana neuronal [11]. Este cambio abrupto y transitorio del voltaje de la membrana
se conoce como potencial de accio´n o spike, y es transmitido a otras ce´lulas nerviosas a
trave´s del axo´n.
Figura 1.1. Dos neuronas corticales piramidales interconectadas, el axo´n de una co-




Los spikes son los principales medios de comunicacio´n entre las neuronas. En general,
las neuronas no disparan por s´ı solas, ellas disparan como resultado de spikes provenientes
de otras neuronas. Por ello se hace necesario entender la dina´mica de los mecanismos
generadores de spikes de las neuronas.
1.2 Membrana celular y canales io´nicos
La membrana celular es una bicapa lip´ıdica, esencialmente impermeable a la mayor´ıa
de las mole´culas cargadas, que presenta algunos poros o canales especiales que permiten
el pasaje de iones en determinadas condiciones, (Fig. 1.2).
Figura 1.2. Esquema de la seccio´n de una membrana celular con dos canales io´nicos.
(Figura adaptada de [12])
La propiedad de la membrana de actuar como aislante, separando las cargas a un lado
y otro, hace que sea asimilable a un capacitor.
Existen dos magnitudes que explican el pasaje de iones a trave´s de los canales de la
membrana: el gradiente de potencial ele´ctrico y el gradiente de concentracio´n.
Por convencio´n, se ﬁja el potencial ele´ctrico del ﬂuido extracelular como 0 mV. En
condiciones de reposo (cuando la neurona esta´ inactiva), el potencial ele´ctrico dentro de
la membrana celular de una neurona es aproximadamente -70 mV (relativo al exterior),
y se dice entonces que la ce´lula se encuentra polarizada [12]. Bajo condiciones normales,
los potenciales de membrana neuronales pueden variar sobre un rango de -90 a +50 mV
aproximadamente, mediante el cambio de las concentraciones intra y extracelulares.
La actividad ele´ctrica de las neuronas es sostenida y propagada v´ıa corrientes io´nicas
a trave´s de las membranas neuronales. La mayor´ıa de esas corrientes involucran una de
estas cuatro especies io´nicas: sodio (Na+), potasio (K+), calcio (Ca2+), o cloro (Cl−).
Las concentraciones de estos iones, expresadas en miliMoles (mM), son diferentes dentro
y fuera de la ce´lula, lo cual crea gradientes electroqu´ımicos. El medio extracelular tiene
una mayor concentracio´n de sodio, cloro, y calcio que el medio intracelular. El medio
intracelular tiene mayor concentracio´n de potasio y de mole´culas cargadas negativamente
(denotadas por A−), como se ve en la Fig. 1.3.
Los iones difunden en contra del gradiente de concentracio´n. La acumulacio´n de cargas
positivas y negativas en lados opuestos de la superﬁcie de membrana produce un potencial
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ele´ctrico a trave´s de la membrana -el potencial transmembrana o voltaje de membrana-.
En equilibrio, ambos efectos (que se oponen entre s´ı), se compensan, dando lugar a un
ﬂujo neto nulo a trave´s de la membrana. Este valor del potencial de equilibrio es diferente










donde [Ion]extracelular y [Ion]intracelular son las concentraciones de la especie io´nica fuera y
dentro de la ce´lula respectivamente, R es la constante universal de los gases (8,315 mJ/(K
Mol)), T es la temperatura en Kelvin, F es la constante de Faraday (96.480 coulombs/Mol)
y z es la valencia del ion (1 para Na+ y K+, -1 para Cl− y 2 para Ca2+). De esa manera
se obtienen los valores de la Fig. 1.3.
Figura 1.3. Concentraciones de equilibrio y potenciales de Nernst de equilibrio en una
neurona t´ıpica de mamı´fero. (Figura adaptada de [11])
En determinadas condiciones de desequilibrio del potencial de membrana, se disparan
potenciales de accio´n, (Fig. 1.4). Estos son eventos localizados en tiempo y espacio. Sirven
para llevar informacio´n entre unos tejidos y otros [13]. Pueden propagarse a grandes
distancias porque son regenerados activamente a lo largo del axo´n [12]. Por ejemplo los
axones de las neuronas que se extienden desde la me´dula espinal hasta los pies pueden
llegar a medir un metro de longitud. Se observa que luego del spike existe un per´ıodo,
conocido como refractario, durante el cual la neurona no puede volver a disparar otro
spike.
El spike es transmitido entre neuronas a trave´s de los axones. Estos terminan en
sinapsis donde el voltaje transitorio del spike abre canales io´nicos, permitiendo la entrada
de Ca2+, lo cual lleva a la liberacio´n de neurotransmisores, (Fig. 1.5). Estos se ligan a
receptores en la otra neurona (llamada postsina´ptica), causando la apertura de canales
io´nicos en la u´ltima. Dependiendo de la naturaleza del ﬂujo io´nico, la sinapsis puede tener
un efecto inhibitorio o excitatorio en la neurona postsina´ptica.
Para facilitar la comparacio´n de neuronas de distinto taman˜o, se utiliza por conve-
niencia la corriente de membrana por unidad de a´rea de membrana celular. Esta´ deﬁnida
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Figura 1.4. Esquema de un potencial de accio´n (o spike) disparado por una neurona
una vez que algu´n est´ımulo despolarizo´ la membrana lo suﬁciente para que se supere
el umbral de voltaje. Se observa que luego del spike existe un per´ıodo, conocido como
refractario, durante el cual la neurona no puede volver a disparar un spike.
Figura 1.5. Esquema con los principales elementos en una sinapsis modelo. La sinapsis
permite a las ce´lulas nerviosas comunicarse con otras a trave´s de los axones y dendritas,





gi (V − Ei) , (1.2.2)
donde la diferencia V − Ei es la fuerza electromotriz y gi es la conductancia por unidad
de a´rea, o conductancia espec´ıﬁca, del canal i.
Gran parte de la complejidad y riqueza de la dina´mica neuronal surge debido a que
las conductancias de membrana cambian con el tiempo. Este hecho responde a que los
canales io´nicos son sensibles a cambios en el voltaje de membrana, y esto modiﬁca las
corrientes io´nicas respectivas. Por este motivo, es necesaria la utilizacio´n de modelos ma´s
complejos para poder describir completamente la corriente io´nica de la membrana de una
neurona. El modelo ma´s aceptado para esta descripcio´n es el de Hodgkin-Huxley [7] ,
que separa dicha corriente en te´rminos correspondientes a las dina´micas de los canales de
Calcio, Potasio y las corrientes de fuga (que es el conjunto de factores que permanecen
relativamente constantes con el tiempo).
1.3 Representacio´n de propiedades de la membrana a
trave´s de un circuito equivalente
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Es usual representar las propiedades ele´ctricas de la membrana en te´rminos de circuitos
equivalentes, como el de la Fig. 1.6 [11]. De acuerdo a la ley de Kirchhoﬀ, la corriente total
que ﬂuye a trave´s de un a´rea de la membrana, es la suma de la corriente de desplazamiento
de Maxwell de la membrana (si se la considera como un capacitor, de capacitancia C) y





+ INa + ICa + IK + ICl, (1.3.1)
Se puede reescribir la ecuacio´n despejando la derivada de V respecto del tiempo (en
adelante V˙ ) en funcio´n de las corrientes:
CV˙ = I − INa − ICa − IK − ICl, (1.3.2)
o
CV˙ = I − gNa (V − ENa)− gCa (V − ECa)− gK (V − EK)− gCl (V − ECl) . (1.3.3)
En el caso de que no haya corrientes sina´pticas (provenientes de otras neuronas), corrientes
de fuga o corrientes inyectadas mediantes electrodos, entonces I = 0. En ese caso el
potencial de membrana se encuentra acotado por los potenciales de Nernst de cada especie
io´nica, EK < ECl < Vreposo < ENa < ECa, de modo que INa, ICa < 0 (corrientes entrantes,
aumentan el potencial de membrana) y IK , ICl > 0 (corrientes salientes, disminuyen el
potencial de membrana).
Figura 1.6. Circuito equivalente para una seccio´n de la membrana celular. Donde Ix,
gx y Ex son la corriente, la conductancia y el potencial de Nernst asociados al ion x
(x = Cl,K,Ca,Na). C es la capacitancia de la membrana.(Figura adaptada de [11])
1.4 Conductancias
Los canales io´nicos son largas prote´ınas que atraviesan la membrana y que tienen
poros acuosos a trave´s de los cuales los iones pueden ﬂuir. La conductancia ele´ctrica de
los canales individuales puede controlarse mediante compuertas que pueden modiﬁcar el
estado de los canales entre abierto y cerrado, (Fig. 1.7).
Ma´s alla´ de la naturaleza estoca´stica de las transiciones entre estados abiertos y ce-
rrados para un cierto canal individual, la corriente neta generada por una larga poblacio´n
de canales ide´nticos puede describirse por la ecuacio´n:
I = g¯p(V − E), (1.4.1)
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Figura 1.7. Ejemplos de mecanismos de apertura y clausura de canales io´nicos.(Figura
adaptada de [12])
donde p es la proporcio´n promedio de canales en el estado abierto, g¯ es la conductancia
ma´xima de la poblacio´n, y E es el potencial de inversio´n de la corriente, i.e., el potencial
para el cual la corriente invierte la direccio´n. Si los canales son selectivos a una u´nica
especie io´nica, entonces este potencial es igual al potencial de Nernst correspondiente a
esa especie io´nica.
Podemos escribir la proporcio´n de canales abiertos p en una poblacio´n de canales
io´nicos (independientes) como:
p = mahb, (1.4.2)
donde m es la probabilidad de que una compuerta de activacio´n este´ abierta, a es el
nu´mero de compuertas de activacio´n por canal, h es la probabilidad de que una compuerta
de inactivacio´n este´ abierta, y b es el nu´mero de compuertas de inactivacio´n por canal.
Los canales pueden estar parcialmente (0 < m < 1) o completamente activados (m = 1);
desactivados (m = 0); inactivados (h = 0); desinactivados (h = 1). Algunos canales no
tienen compuertas de inactivacio´n (b = 0), con lo cual p = ma. Estos canales no se
inactivan, dando lugar a corrientes persistentes. Los canales que se inactivan dan lugar a
corrientes transitorias.
1.5 Modelo de Hodgkin-Huxley
Las ecuaciones de Maxwell en el formato tal como aparecen en los libros y habitual-
mente se ensen˜an las escribio´ Oliver Heaviside, quien no pudo estudiar por su precaria
salud y fue un autodidacta en matema´tica, f´ısica y tecnolog´ıa. Estudio´ las publicaciones
de Maxwell y escribio´ y publico´ sus propios aportes al electromagnetismo. Sus conoci-
mientos y capacidad pra´ctica le permitieron acceder al puesto de director del primer cable
submarino entre Escocia y Dinamarca, lo que le signiﬁco´ encontrarse con la sorpresa de que
las sen˜ales telegra´ﬁcas llegaban muy atenuadas y deterioradas por el ruido en ambas ca-
beceras. Estudio´ a fondo el problema planteado y lo resolvio´ con la denominada ‘Ecuacio´n
del cable’, la que en su homenaje paso´ a designarse la ‘Ecuacio´n del telegraﬁsta’, aunque
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raramente se indique que el telegraﬁsta era Heaviside. Esta ecuacio´n es la que adaptaron
Hodgkin y Huxley para el axo´n gigante del calamar. El modelo de Hodgkin-Huxley (HH)
fue propuesto por Alan Lloyd Hodgkin y Andrew Huxley en 1952 para explicar los meca-
nismos io´nicos que subyacen a la iniciacio´n y propagacio´n de los potenciales de accio´n en
el axo´n gigante del calamar, cuyo dia´metro es del orden de 1 mm [4, 5, 6, 7]. Consiste en
un sistema de ecuaciones diferenciales, acopladas, no lineales y dependientes del tiempo.
Usando te´cnicas experimentales pioneras en su e´poca, Hodgkin y Huxley determinaron
que el axo´n gigante del calamar propaga potenciales de accio´n debidos a tres corrientes
principales: la corriente persistente deK+ con cuatro compuertas de activacio´n (resultando
en el te´rmino n4 en la ec. 1.5.1, siendo n la probabilidad de apertura de la compuerta),
la corriente transitoria de Na+ con tres compuertas de activacio´n y una de inactivacio´n
(el te´rmino m3h, donde m y h son las probabilidades de apertura de las compuertas de
activacio´n e inactivacio´n respectivamente), y una corriente de pe´rdida (IL = gL(V −EL)),
que se debe en su mayor´ıa a iones Cl−.
En 1939 Hodgkin y Huxley publican el primer registro detallado de un potencial de
accio´n [1]. Este registro derriba una teor´ıa en la cual se supon´ıa que el potencial de
membrana se anulaba durante el potencial de accio´n (es decir, se igualaban los potenciales
dentro y fuera de la ce´lula). En 1945 Hodgkin y Huxley propusieron diversas explicaciones
para el sobrevoltaje del potencial de accio´n [2]. Recie´n en 1949 Hodgkin y B. Katz [3]
lograron explicar este sobrevoltaje por un incremento en la permeabilidad del sodio.
El conjunto completo de ecuaciones de Hodgkin-Huxley para una seccio´n homoge´nea
de la membrana es:
CV˙ = I − g¯Kn4(V − EK)− ¯gNam3h(V − ENa)− gL(V − EL) (1.5.1)
n˙ = αn(V )(1− n)− βn(V )n,
m˙ = αm(V )(1−m)− βm(V )m,
h˙ = αh(V )(1− h)− βh(V )h,
donde






































Estos para´metros, presentados en el art´ıculo original de Hodgkin y Huxley, corresponden al
potencial de membrana corrido en aproximadamente 65 miliVolts (mV), lo que corresponde
a un potencial de reposo V ≈ 0. Los potenciales de Nernst con este corrimiento son
EK = −12mV , ENa = 120mV y EL = 10, 6mV . Los valores t´ıpicos de las conductancias
ma´ximas son: g¯K = 36mS/cm
2, ¯gNa = 120mS/cm




hace referencia a la unidad Siemens (1S = 1Ω). El valor t´ıpico de la capacitancia de la
membrana es C = 1μF/cm2. La corriente aplicada es I = 0μA/cm2.
Las funciones α(V ) y β(V ) describen las tasas de transicio´n entre los estados abiertos
y cerrados de los canales.
La manera actual de presentar este modelo se muestra en las ec. 1.5.2, 1.5.3 y 1.5.4.
Ya se corrio´ el potencial de membrana en ≈ −65mV de forma que el cero de potencial














n∞ = αn/(αn + βn), τn = 1/(αn + βn),
m∞ = αm/(αm + βm), τm = 1/(αm + βm),
h∞ = αh/(αh + βh), τh = 1/(αh + βh),
como se muestra en la Fig. 1.8. La funcio´n de activacio´n m∞(V ) nos da el valor asinto´tico
de m cuando el potencial es ﬁjo. La funcio´n τm(V ) juega el rol de una constante de
tiempo, menores valores de τm(V ) resultan en una dina´mica ma´s ra´pida de m. La misma
interpretacio´n vale para las funciones de las otras dos compuertas, n y h.
Figura 1.8. (Izquierda) Funciones de activacio´n (n,m) e inactivacio´n (h) para estados
estacionarios en el modelo de HH. (Derecha) Constantes de tiempo dependientes del
voltaje en el modelo de HH.(Figura adaptada de [11])
En general, se dice que todos los modelos basados en conductancias, i.e. donde el
potencial de membrana es suma de los potenciales debidos a las diversas especies io´nicas,
son de tipo HH. Estos modelos son importantes no solo porque sus para´metros tienen
signiﬁcado biof´ısico y son determinables experimentalmente, sino tambie´n porque permiten
investigar cuestiones referidas a la integracio´n sina´ptica, ﬁltros del cable dendr´ıtico, efectos
de la morfolog´ıa de las dendritas, la relacio´n entre las corrientes io´nicas, y otras propiedades
referidas a la dina´mica de una ce´lula individual [14].
El modelo de Hodgkin-Huxley tiene para´metros biof´ısicos, susceptibles de ser medidos
experimentalmente. Este es el modelo usado para estudiar anal´ıticamente el inicio del spike
en el cap´ıtulo 3, y su dependencia con el ruido de fondo sina´ptico. No obstante, este modelo
es imposible de utilizar para simular largos tiempos, ya que requiere 1200 operaciones de
punto ﬂotante (suma, resta, multiplicacio´n, divisio´n) por cada 1 milisegundo (ms) de
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simulacio´n. Es decir que uno puede usar el modelo de HH solo para simular un pequen˜o
nu´mero de neuronas conectadas o cuando el tiempo de simulacio´n es muy corto.
En el siguiente cap´ıtulo se analiza la generacio´n de los spikes y las diferentes respues-
tas de las neuronas usando la teor´ıa de sistemas dina´micos. En ese marco se obtiene un
modelo equivalente al de HH, pero cuyos para´metros no se relacionan directamente con
las caracter´ısticas biof´ısicas de las ce´lulas; por ello se lo conoce como minimalista. Este
modelo es mucho ma´s eﬁciente para simular largos tiempos de actividad de las neuronas;
requiere solo 13 operaciones de punto ﬂotante cada 1 ms de simulacio´n. En el cap´ıtulo 5,
se utiliza este modelo minimalista y se analiza a trave´s de herramientas de Teor´ıa de la
Informacio´n.
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2Neuronas como sistemas dina´micos
2.1 Propiedades neurocomputacionales
¿Por que´ dos neuronas podr´ıan responder de manera diferente a la misma sen˜al de
entrada?
La respuesta de una neurona depende de muchos factores, como del tipo de canales
dependientes del voltaje y del Ca2+, la morfolog´ıa de su a´rbol dendr´ıtico, la localizacio´n de
la sen˜al, etc. Estos factores son importantes, pero no determinan la respuesta neuronal por
s´ı solos. Puede ocurrir que dos neuronas con corrientes y conductancias iguales respondan
de diferente manera a una sen˜al de entrada, o que dos neuronas diferentes respondan de
igual manera frente a est´ımulos [11].
Dividimos las corrientes en dos clases principales: ampliﬁcadoras y resonantes, con
la corriente persistente de Na+ y la persistente de K+ como ejemplos de la primera y
la segunda respectivamente. Dado que hay decenas de corrientes conocidas, argumentos
combinatorios implican que existen muchos mecanismos electroﬁsiolo´gicos de generacio´n
de los spikes.
T´ıpicamente, todas las variables que describen la dina´mica de las neuronas pueden
clasiﬁcarse en cuatro clases, de acuerdo a su funcio´n y a la escala temporal t´ıpica:
1. Potencial de membrana.
2. Variables de excitacio´n, como la corriente de activacio´n de Na+. Estas variables
son las responsables del comienzo del spike.
3. Variables de recuperacio´n, como la corriente de inactivacio´n de Na+ y la acti-
vacio´n de la corriente ra´pida de K+. Estas variables son las responsables de la
repolarizacio´n del spike.
4. Variables de adaptacio´n, como la activacio´n de las corrientes lentas dependientes
del voltaje. Estas variables se vuelven importantes durante la actividad de disparos
de spikes (‘spiking’) prolongada y pueden afectar la excitabilidad para tiempos
largos.
Esta dependencia de las variables con el tiempo puede estudiarse con el enfoque de
sistemas dina´micos. La ventaja de este enfoque es que se pueden sacar muchas conclusiones
acerca del sistema bajo estudio sin conocer todos los detalles acerca de la evolucio´n de
este. La descripcio´n cualitativa de la dina´mica puede obtenerse a trave´s del estudio del
espacio de fases del sistema, en el cual aparecen dibujadas ciertas trayectorias particulares
(equilibrio, separatrices, ciclos l´ımite) que determinan el comportamiento topolo´gico del
resto de las trayectorias en ese espacio.
Una propiedad fundamental de las neuronas es la excitabilidad, ilustrada en la ﬁgura
Fig. 2.1. La neurona esta´ en reposo, es decir, su espacio de fases tiene un equilibrio esta-
ble. Pequen˜as perturbaciones, como A, resultan en pequen˜os alejamientos del equilibrio,
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denotados como PSPs (potenciales postsina´pticos). Grandes perturbaciones, como B, son
ampliﬁcadas por la dina´mica intr´ınseca de la neurona y resultan en un spike. Para enten-
der el mecanismo dina´mico de esta ampliﬁcacio´n se necesita considerar la geometr´ıa del
espacio de fases cerca del equilibrio estable, en la regio´n donde se deﬁne si se dispara o no
el spike. Si se inyecta una corriente suﬁcientemente grande en la neurona, se produce un
modo de spiking perio´dico. Esto indica que el estado de esa neurona se encuentra sobre
un ciclo l´ımite estable, tambie´n conocido como o´rbita perio´dica estable. Los detalles elec-
troﬁsiolo´gicos de la neurona (i.e., el nu´mero y tipo de corrientes que tiene, sus cine´ticas,
etc.) determinan solo la localizacio´n, la forma, y el per´ıodo del ciclo l´ımite. Mientras este
ciclo exista, la neurona sera´ susceptible de tener una actividad de spiking perio´dica.
Figura 2.1. Actividad de reposo, excitable y de spiking perio´dico correspondientes a un
equilibrio estable (a y b) o a un ciclo l´ımite (c). En los diagramas de fase n representa
la variable de activacio´n de la corriente de K+ y V el potencial de membrana. (Figura
adaptada de [11])
2.2 Bifurcaciones
Se supone que la magnitud de la corriente inyectada es un para´metro que se puede
controlar, y que puede aumentarse de manera lineal (lo que se conoce como ‘rampa’). Una
ce´lula puede estar en reposo al comienzo de la rampa, entonces su espacio de fases puede
ser como el de la Fig. 2.1(a y b). Sigue aumentando la magnitud de la corriente y empiezan
a dispararse spikes perio´dicamente, entonces su espacio de fases tiene un atractor de ciclo
l´ımite, como el de la Fig. 2.1(c), con un c´ırculo blanco denotando un equilibrio inestable.
Aparentemente existe algu´n nivel intermedio de corriente inyectada que corresponde a la
transicio´n desde el reposo al spiking sostenido.
La transicio´n corresponde a una bifurcacio´n de la dina´mica, i.e. un cambio cualitativo
del espacio de fases del sistema. Por ejemplo, no existe una bifurcacio´n entre las dos pri-
meras ﬁguras de la Fig. 2.1; la diferencia es cuantitativa pero no cualitativa. En contraste,
existe una bifurcacio´n desde la segunda a la tercera ﬁgura, ya que el equilibrio ya no es
estable, y aparece un atractor de ciclo l´ımite. La neurona no es excitable en la Fig. 2.1(a),
mientras que s´ı lo es en la Fig.2.1(b), porque el primer espacio de fases esta´ alejado de la
bifurcacio´n, mientras que el segundo esta´ cercano a esta.
En general, las neuronas son excitables porque esta´n cerca de una bifurcacio´n des-
de el reposo hasta la actividad de spiking, con lo cual el tipo de bifurcacio´n determina
las propiedades de las excitaciones neuronales. El tipo de bifurcacio´n depende de la elec-
troﬁsiolog´ıa de las neuronas. Si bien puede haber muchos mecanismos electroﬁsiolo´gicos
Roma´n Baravalle 11
Trabajo de Diploma
de excitabilidad y spiking diferentes, solo existen cuatro tipos de bifurcaciones desde el
equilibrio que un sistema bidimensional puede atravesar. Entonces, considerando estas
cuatro bifurcaciones en general, se pueden entender las propiedades de excitabilidad de
varios modelos. Ma´s au´n, se pueden entender las propiedades de neuronas cuyas corrientes
no hayan sido medidas y cuyos modelos son desconocidos, ya que es posible identiﬁcar
experimentalmente cual de las cuatro bifurcaciones atraviesa la neurona.
Las cuatro bifurcaciones esta´n ilustradas en la Fig. 2.2, donde se graﬁcan el espacio de
fases antes (izquierda), durante (centro) y despue´s (derecha) de que ocurra una bifurcacio´n
particular.
Figura 2.2. Cuatro bifurcaciones gene´ricas de un equilibrio estable que producen la
transicio´n desde el estado de reposo al de spiking en las neuronas. El eje vertical repre-
senta una variable de recuperacio´n, mientras que el horizontal representa el potencial de
membrana con una variable de activacio´n instanta´nea.(Figura adaptada de [11])
Las caracter´ısticas de las cuatro bifurcaciones son las siguientes:
Bifurcacio´n nodo-silla. A medida que cambia la magnitud de la corriente inyectada,
o de algu´n otro para´metro de bifurcacio´n, el equilibrio estable correspondiente
al estado de reposo es alcanzado por un equilibrio inestable. Al encontrarse se
aniquilan entre s´ı, con lo cual no existe ma´s un estado de reposo, y el sistema se




Bifurcacio´n nodo-silla sobre un c´ırculo invariante. Es similar a la anterior bifurca-
cio´n, solo que ambos equilibrios esta´n sobre un c´ırculo invariante al momento de
la bifurcacio´n, que se transforma luego en el atractor de ciclo l´ımite.
Bifurcacio´n de Andronov-Hopf subcr´ıtica. Un pequen˜o ciclo l´ımite inestable se
acerca a un punto de equilibrio estable y hace que este pierda su estabilidad.
Debido a esta inestabilidad, la trayectoria diverge desde el equilibrio hacia un
ciclo l´ımite o algu´n otro atractor.
Bifurcacio´n de Andronov-Hopf supercr´ıtica. El equilibrio estable pierde estabili-
dad y se genera un atractor de ciclo l´ımite pequen˜o, que crece a medida que el
para´metro de bifurcacio´n crece.
En las primeras dos bifurcaciones existe coexistencia de estados de reposo con estados
de spiking, no as´ı en las u´ltimas dos bifurcaciones. Por ello se conoce a las primeras como
biestables y a las otras como monoestables.
Los sistemas que atraviesan una bifurcacio´n de Andronov-Hopf, ya sea supercr´ıtica o
subcr´ıtica, experimentan oscilaciones subumbral amortiguadas, por eso se conoce a estos
sistemas como resonadores. A los que no tienen esta propiedad, como los que experimentan
bifurcaciones nodo-silla, con o sin c´ırculo invariante, se les conoce como integradores. En
la Fig. 2.3 puede observarse esta clasiﬁcacio´n.
Figura 2.3. Clasiﬁcacio´n de las neuronas en monoestables/biestables e integradoras/
resonadoras, de acuerdo a la bifurcacio´n desde el estado de reposo.(Figura adaptada de
[11])
En la Fig. 2.4 se muestran los espacios de fase para sistemas cerca de las cuatro
bifurcaciones mencionadas anteriormente. Se pueden usar estos espacios para explicar
que´ sucede ‘cerca del umbral’, es decir donde la neurona dispara o no. Se asume que las
neuronas reciben impulsos de corriente breves y de una gran magnitud que no cambian
el espacio de fases, solo modiﬁcan el potencial de membrana, de manera que permiten
explorar el espacio de fases del sistema.
El eje horizontal en la Fig. 2.4 corresponde al potencial de membrana V con corriente
insta´ntanea de Na+, y el eje vertical a una variable de recuperacio´n, por ejemplo una
corriente de activacio´n K+. Los c´ırculos negros denotan equilibrios estables, correspon-
dientes a estados de reposo de la neurona. Los atractores de ciclo l´ımite corresponden a
estados de spiking sostenido, que existen en los dos casos de la mitad izquierda de la ﬁgu-
ra, correspondientes a dina´mica biestable. Los dominios de atraccio´n de estos ciclos esta´n
representados por la regio´n sombreada. Las regiones blancas son el dominio de atraccio´n
del equilibrio estable. Para iniciar los spikes, la corriente externa debe llevar el estado de
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la neurona hasta la regio´n sombreada, y para detenerlos debe regresar el estado a la regio´n
blanca.
Figura 2.4. La geometr´ıa del espacio de fases de sistemas excitables cerca de las cuatro
bifurcaciones pueden explicar muchas propiedades neurocomputacionales.(Figura adap-
tada de [11])
En los casos de la mitad derecha no existen ciclos l´ımites, con lo cual todo el espacio
de fases es el dominio de atraccio´n del equilibrio estable, la dina´mica es monoestable. No
obstante, si la trayectoria comienza en la regio´n sombreada, el sistema realiza una rotacio´n
de gran amplitud antes de regresar al estado de reposo; se produce un spike transitorio.
Si se compara la mitad inferior de la ﬁgura con la mitad superior, correspondientes
a integradores y resonadores respectivamente (Fig. 2.3), se pueden mencionar algunas
propiedades diferentes entre ambos tipos de dina´mica.
Corrientes inhibitorias impiden el spiking en los integradores, pero pueden promo-
verlo en los resonadores. En los integradores, la regio´n sombreada se encuentra
a la derecha del estado de reposo, en la regio´n ma´s despolarizada. Entonces un
est´ımulo de corriente inhibitorio tiende a polarizar la membrana (lleva al siste-
ma hacia la izquierda del reposo), alejando al sistema de la regio´n de spiking. En
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los resonadores la regio´n de spiking rodea al estado de reposo, con lo cual ambos
est´ımulos pueden llevar al sistema al spiking.
Los integradores generan spikes de la misma amplitud; los resonadores no nece-
sariamente. Cualquier trayectoria que comience en la regio´n sombreada para los
integradores rota alrededor del punto silla (representado por el c´ırculo blanco). No
solo eso, sino que el estado del sistema ra´pidamente se acomoda sobre el atractor
de ciclo l´ımite, generando spikes ide´nticos en cada rotacio´n sobre el ciclo. Los reso-
nadores pueden responder con oscilaciones subumbral cuando el estado se mueve
en trayectorias pequen˜as llamadas PSPs o pueden generar spikes de mediana am-
plitud cuando la trayectoria del sistema esta´ entre las trayectorias PSPs y las de
spike.
Los integradores tienen un umbral bien deﬁnido Los c´ırculos blancos se conocen
como sillas. Son estables a lo largo de la direccio´n vertical e inestables a lo largo de
la direccio´n horizontal. Las dos trayectorias que llevan al punto silla a lo largo de
la direccio´n vertical se conocen como separatrices, pues separan el espacio de fases
en dos regiones. Estas separatrices cumplen el rol de umbrales, ya que de un lado
de las separatrices esta´ el dominio de atraccio´n del equilibrio estable, mientras
que del otro esta´ el dominio del ciclo l´ımite. Los resonadores tienen un umbral
bien deﬁnido solo en el caso de la bifurcacio´n de Andronov-Hopf subcr´ıtica: es el
pequen˜o ciclo l´ımite inestable que separa los dominios de atraccio´n del equilibrio
estable y del ciclo l´ımite.
Los integradores ‘suman’ sen˜ales, los resonadores responden a la frecuencia de los
est´ımulos. Sea un est´ımulo consistente de mu´ltiples pulsos: los integradores dispa-
ran ma´s pronto cuanto mayor sea la frecuencia del est´ımulo. Un pulso excitatorio
despolariza el potencial de membrana, es decir, lleva al sistema a un estado a la
derecha del de reposo en la Fig. 2.4. Si el primer pulso no alcanza para pasar
el umbral, lentamente el sistema regresa al estado de reposo. Si ra´pidamente lle-
ga otro est´ımulo excitatorio, el sistema se acerca cada vez ma´s al umbral, hasta
que eventualmente lo atraviesa. En el caso de los resonadores, puede ocurrir que
la frecuencia sea tal que el est´ımulo excitatorio inicial (marcado con un 1 en el
cuadrante inferior derecho de la Fig. 2.4) lleva al sistema a una trayectoria de
oscilacio´n subumbral. Si el pro´ximo est´ımulo es el 2, el sistema retorna al estado
de reposo. En cambio, si el est´ımulo siguiente es el 3, este produce un alejamiento
mayor del estado de reposo y el sistema se mueve ma´s a la derecha, pudiendo
producirse eventualmente un spike.
2.3 Reduccio´n de las ecuaciones de Hodgkin-Huxley a un
modelo simple
Las metodolog´ıas de bifurcaciones permiten reproducir con precisio´n las propiedades
biof´ısicas de los modelos neuronales de Hodgkin-Huxley solo tomando un sistema bidimen-
sional de ecuaciones diferenciales ordinarias y cuatro para´metros diferentes. Este modelo
es nombrado modelo simple de neuronas disparadoras, propuesto por Izhikevich [8], y el





= 0, 04v2 + 5v + 140− u+ I (2.3.1)
du
dt
= a(bv − u) (2.3.2)
con el reinicio auxiliar luego del spike:
si v ≥ +30mV, entonces
⎧⎨
⎩v ← cu ← u+ d (2.3.3)
donde v es el potencial de membrana de la neurona, y u es la variable de recuperacio´n
de la membrana, que tiene en cuenta la corriente io´nica de activacio´n de K+ y la de
inactivacio´n de Na+, y produce una realimentacio´n negativa a v. Entonces se considera
solo un sistema bidimensional de ecuaciones diferenciales ordinarias de dos variables u y
v, y todos los tipos de dina´micas de neuronas conocidas pueden reproducirse tomando
diferentes valores de los cuatro para´metros a,b,c y d. Luego de que el spike alcanza su
cu´spide en +30 mV (no confundir con el umbral de disparo) el voltaje de membrana y la
variable de recuperacio´n se reinician de acuerdo a la ecuacio´n 2.3.3. La variable I tiene
en cuenta las sen˜ales de entrada, ya sean inyectadas desde afuera o sen˜ales sina´pticas
provenientes de otras neuronas.
La parte 0, 04v2+5v+140 es obtenida a partir de ajustar la dina´mica de iniciacio´n del
spike de una neurona cortical (son posibles otras elecciones), con lo cual v tiene unidades
de mV y el tiempo unidades de ms. El potencial de reposo en el modelo esta´ entre -70
y -60 mV dependiendo del valor de b. El umbral no esta´ ﬁjo, depende de la historia del
potencial de membrana antes del spike; puede variar desde -55 mV hasta -40 mV .
El para´metro a describe la escala de tiempo de la variable de recuperacio´n u.
Valores menores resultan en una recuperacio´n ma´s lenta. Un valor t´ıpico es a =
0, 02.
El para´metro b describe la sensibilidad de la variable de recuperacio´n u a las
ﬂuctuaciones subumbral de v. Grandes valores de b acoplan ma´s intensamente u
y v, resultando en posibles oscilaciones subumbral y disminucio´n del umbral. Un
valor t´ıpico es b = 0, 2. El caso b < a (b > a) corresponde a la bifurcacio´n nodo-silla
(Andronov-Hopf) desde el estado de reposo.
El para´metro c describe el valor de reinicio de v luego del spike. Un valor t´ıpico es
c = −65mV .
El para´metro d describe el reinicio, luego del spike, de la variable de recuperacio´n
u. Un valor t´ıpico es d = 2.
Este modelo fue el usado para realizar las simulaciones presentadas en la Fig. 2.5.
2.4 Dina´micas particulares de las neuronas
Se observa que, frente a diversos pulsos de corriente continua, existen 20 respuestas
caracter´ısticas en las neuronas. Cada respuesta frente a estos pulsos esta´ relacionada con
las propiedades dina´micas de la neurona (por ejemplo su espacio de fases o las bifurcaciones
que experimenta cada sistema).
Roma´n Baravalle 16
Trabajo de Diploma
Figura 2.5. Resumen de las propiedades neurocomputacionales de las neuronas. (Figura
adaptada de [11]).
Se explicara´n estos 20 tipos de respuesta, los cuales pueden verse en la Fig. 2.5.
A. Spiking to´nico
La mayor´ıa de las neuronas son excitables, esto es, esta´n en reposo pero pueden
disparar spikes cuando son estimuladas. Para probar esta propiedad, los neuroﬁ-
sio´logos inyectan pulsos de corriente continua a trave´s de un electrodo colocado
en la neurona y registran su potencial de membrana. La corriente inyectada y la
respuesta de la neurona son graﬁcadas una debajo de la otra, siendo el eje vertical
la magnitud (corriente o potencial de membrana) y el eje horizontal el tiempo (Fig.
2.5(A)). Mientras la corriente inyectada sea no nula (y constante), la neurona con-
tinua disparando spikes. Este tipo de comportamiento, llamado spiking to´nico, se
observa en tres tipos de neuronas corticales. El disparo continuo de estas neuronas
implica que hay una corriente inyectada persistente.
B. Spiking fa´sico
Una neurona puede disparar un u´nico spike en el momento en que comienza
a inyectarse la corriente, como en la Fig. 2.5(B), y permanecer en reposo luego.





Algunas neuronas disparan ra´fagas perio´dicas de spikes cuando son estimula-
das, como en la Fig. 2.5(C). La distancia entre ra´fagas puede ser tan grande como
50 Hz, y se cree que estas neuronas contribuyen a las oscilaciones de frecuencia
gamma en el cerebro.
D. Ra´faga fa´sica
Similarmente a las neuronas que presentan spiking fa´sico, existen otras que
presenta ra´fagas fa´sicas, como en la Fig. 2.5(D). Estas neuronas disparan una
ra´faga de spikes al comienzo del est´ımulo.
Existen tres hipo´tesis principales sobre la importancia de las ra´fagas en el
cerebro: 1) son necesarias para superar fallas en las transmisiones sina´pticas y
reducir el ruido; 2) pueden transmitir el rasgo sobresaliente de la sen˜al, dado que
el efecto de una ra´faga en una neurona postsina´ptica es mayor que el efecto de
un solo spike; 3) son usadas para comunicacio´n selectiva entre neuronas, donde la
frecuencia interspike dentro de las ra´fagas codiﬁca el canal de comunicacio´n.
E. Modo mixto (ra´faga y luego spiking)
Ciertas neuronas en la neocorteza de los mamı´feros pueden exhibir un tipo de
spiking mixto, descripto en la Fig. 2.5(E). Disparan una ra´faga fa´sica al comienzo
de la estimulacio´n y luego cambian a un modo de spiking to´nico.
F. Adaptacio´n con la frecuencia
El tipo de neurona excitatoria ma´s comu´n en la neocorteza de los mamı´feros,
la ce´lula de spiking regular (RS), dispara spikes to´nicos con frecuencia decreciente,
como en la Fig. 2.5(F). La frecuencia es relativamente alta al comienzo del est´ımulo,
y luego se adapta. La frecuencia interspike de estas ce´lulas puede codiﬁcar el tiempo
transcurrido desde el inicio de la estimulacio´n.
G. Excitabilidad de Clase 1
La frecuencia del spiking to´nico en las neuronas RS depende de la intensidad de
la corriente inyectada, y puede variar desde 2 Hz hasta 200 Hz, o incluso mayor. La
habilidad de disparar spikes de bajas frecuencias cuando el est´ımulo es pequen˜o
(pero supraumbral) es llamada excitabilidad de Clase 1. Este comportamiento
permite codiﬁcar la intensidad de la corriente inyectada en la tasa de disparo de
spikes, como en la Fig. 2.5(G).
H. Excitabilidad Clase 2
Algunas neuronas no pueden disparar spikes de baja frecuencia. Es decir, esta´n
en reposo, y comienzan a disparar spikes con una frecuencia ﬁja cuando el voltaje
de membrana supera un cierto umbral (Fig. 2.5(H)). Estas neuronas se conocen
como excitables de Clase 2. Su tasa de disparo no permite predecir la intensidad
del est´ımulo.
I. Latencia de spike
La mayor´ıa de las neuronas corticales disparan con una cierta latencia que
depende de la intensidad de la corriente. Para un est´ımulo relativamente chico
pero supraumbral, la latencia de spike puede ser grande, como en la Fig. 2.5(I).
J. Oscilaciones subumbral
Pra´cticamente toda estructura en el cerebro tiene neuronas capaces de exhibir
potenciales oscilatorios (Fig. 2.5(J)).
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K. Preferencia de frecuencias y resonancia
Debido al feno´meno de resonancia, las neuronas que tienen potenciales oscila-
torios pueden responder selectivamente a sen˜ales de entrada que tengan frecuencias
similares a las de las oscilaciones subumbral. En la Fig. 2.5(K) se estimula la neu-
rona con dos dobletes (pares de sen˜ales) que tienen diferente frecuencia interspike.
La neurona responde solo al doblete cuya frecuencia resuena con la frecuencia de
las oscilaciones subumbral. Estas neuronas son las llamadas resonadoras.
L. Integracio´n y deteccio´n de coincidencias
Las neuronas que no tienen potenciales oscilatorios actu´an como integradoras.
Preﬁeren sen˜ales de entrada de alta frecuencia; cuanto mayor sea la frecuencia, ma´s
probable es que dispare (Fig. 2.5(L)). Esta cualidad puede ser u´til para detectar
spikes coincidentes o aproximadamente coincidentes.
M. Spike de rebote
Cuando una neurona recibe una sen˜al inhibitoria, puede disparar un spike
(conocido como post-inhibitorio o de rebote), como se muestra en la Fig. 2.5(M).
N. Ra´faga de rebote
Algunas neuronas, incluyendo las ce´lulas ta´lamo-corticales, pueden disparar
ra´fagas post-inhibitorias (Fig. 2.5(N)).
O. Variabilidad del umbral
Como vimos antes, el umbral de voltaje no necesariamente es una cantidad
ﬁja. Ma´s bien este umbral depende de la actividad anterior de las neuronas. En la
Fig. 2.5(O) primero se estimula la neurona con un pulso de corriente excitatorio
breve que produce una despolarizacio´n de 10 mV. La neurona no dispara pues
este est´ımulo no permite superar el umbral de voltaje. Luego, aplicamos un pulso
inhibitorio breve y luego la misma sen˜al excitatoria que antes. La diferencia es
que ahora la neurona dispara un spike, debido a que el umbral fue disminu´ıdo por
el pulso inhibitorio anterior. Entonces, la misma despolarizacio´n de 10 mV puede
ser supra o subumbral de acuerdo a la actividad pasada de la ce´lula. Tambie´n, un
pulso excitatorio puede elevar el umbral y volver a la neurona menos excitable.
P. Biestabilidad entre reposo y spiking
Algunas neuronas pueden exhibir dos modos estables de operacio´n: reposo y
spiking to´nico (o incluso ra´fagas). Un pulso inhibitorio o excitatorio puede cambiar
la neurona de un modo a otro (Fig. 2.5(P)). Para cambiar del modo de spiking
to´nico al de reposo, el pulso de corriente debe inyectarse en la fase apropiada de
la oscilacio´n. Esto indica la importancia de la sincronizacio´n de los spikes en el
procesamiento de la informacio´n.
Q. Despolarizacio´n luego del spike
Luego de dispararse un spike, el potencial de membrana puede exhibir una
prolongada hiperpolarizacio´n, como en las Fig. 2.5(B),(I) o (M) por ejemplo, o
una despolarizacio´n, como en la Fig. 2.5(Q). Esta neurona tiene disminu´ıdo el
per´ıodo refractario y entonces se vuelve superexcitable.
R. Adaptacio´n
Las neuronas son extremadamente sensibles a sen˜ales breves coincidentes, pe-
ro pueden no disparar en respuesta a una sen˜al intensa pero de crecimiento lento,
como en la Fig. 2.5(R). La corriente que aumenta lentamente no produce ningu´n
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spike, mientras que la corriente ma´s pequen˜a pero de mayor pendiente s´ı lo produ-
ce. Durante la corriente de crecimiento lento, las corrientes entrantes y las salientes
tienen suﬁciente tiempo para producir los efectos de inactivacio´n y activacio´n res-
pectivamente, con lo cual la neurona acomoda su potencial de membrana, se vuelve
menos excitable y no puede generar un spike.
S. Spiking inducido por inhibicio´n
Una caracter´ıstica existente en ciertas neuronas es que esta´n en reposo cuan-
do no hay corriente inyectada, pero disparan cuando se hiperpolarizan por una
corriente inhibitoria, como se muestra en la Fig. 2.5(S).
T. Ra´faga inducida por inhibicio´n
Una neurona puede disparar ra´fagas de spikes frente a una hiperpolarizacio´n
prolongada, como en la Fig. 2.5(T). Se supone que estas ra´fagas juegan un rol
importante en los ritmos de suen˜o.
En la tabla 1 se muestran los valores de los cuatro para´metros del modelo simple de
neurona para cada una de las 20 simulaciones de la Fig 2.5.
a b c d a b c d
A 0,02 0,2 -65 6 K 0,1 0,26 -60 -1
B 0,02 0,25 -65 6 L 0,02 -0,1 -55 6
C 0,02 0,2 -50 2 M 0,03 0,25 -60 4
D 0,02 0,25 -55 0,05 N 0,03 0,25 -52 0
E 0,02 0,2 -55 4 O 0,03 0,25 -60 4
F 0,01 0,2 -65 8 P 0,1 0,26 -60 0
G 0,02 -0,1 -55 6 Q 1 0,2 -60 -21
H 0,2 0,26 -65 0 R 0,02 1 -55 4
I 0,02 0,2 -65 6 S -0,02 -1 -60 8
J 0,05 0,26 -60 0 T -0,026 -1 -45 -2
Tabla 1. Valores de los cuatro para´metros del modelo simple de neurona de Izhikevich
para los 20 tipos de dina´mica de la Fig. 2.5. [11]
Los dos modelos vistos hasta ahora (modelo simple y el modelo de HH) permiten
reproducir estos 20 comportamientos. Sin embargo, ningu´n modelo puede predecir todas
estas propiedades a la vez, ya que, por ejemplo, una neurona no puede ser resonadora e
integradora a la vez.
En el cap´ıtulo 3 se estudiara´ anal´ıticamente el modelo de HH, al cual se le agrega una
corriente estoca´stica que simula el ruido de fondo sina´ptico. Se estudiara´ la distribucio´n
de probabilidad de los tiempos para los cuales se alcanza un voltaje umbral, para un ruido
de fondo gaussiano. Esta distribucio´n permitira´, en el cap´ıtulo 5, caracterizar la dina´mica
de una neurona para diferentes ruidos.
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3Modelo estoca´stico para una neurona
Estudios experimentales y teo´ricos recientes muestran que existen ciertas situacio-
nes donde las ﬂuctuaciones (o ruido) juegan un rol esencial en la generacio´n de nuevos
feno´menos. Algunos ejemplos de estas situaciones son: ciertos problemas relacionados con
la autoorganizacio´n y estructuras disipativas, transiciones inducidas por ruido, patrones
mantenidos por el ruido y motores moleculares [15].
Existen muchas aplicaciones de las ecuaciones diferenciales estoca´sticas (EDEs) para
modelado matema´tico. En el campo de las neurociencias, las EDEs son usadas para mode-
lar feno´menos estoca´sticos que abarcan disparos neuronales, redes de neuronas acopladas,
e incluso feno´menos cognitivos como problemas de decisio´n. En muchas aplicaciones, es
deseable obtener soluciones cerradas o aproximaciones de cantidades, como los momentos
de los procesos estoca´sticos [16]. No obstante, las EDEs generalmente son no lineales y
dif´ıciles de resolver. Por ejemplo se encuentran ecuaciones de la forma:
dx
dt
= f(x) + g(x) η(t) (3.0.1)
donde η(t) representa algu´n proceso de ruido; en el caso ma´s simple un proceso de
ruido blanco con 〈η(t)〉 = 0 y 〈η(t)η(t′)〉 = δ(t− t′). Interesa conocer los momentos de x(t)
o la funcio´n de densidad de probabilidad p(x, t). En este cap´ıtulo se utilizara´n me´todos




Una variable estoca´stica es un objeto X deﬁnido por un conjunto de posibles valores
(llamado ‘rango’, ‘conjunto de estados’, ‘espacio de muestras’ o ‘espacio de fases’) y una
distribucio´n de probabilidad sobre este conjunto. En el caso de que la variable tenga un
rango continuo y sea unidimensional, la distribucio´n de probabilidad esta´ dada por una
funcio´n P (x) que no es negativa, P (x) ≥ 0, y normalizada, ∫ P (x)dx = 1.
Una vez que deﬁnimos una variable estoca´stica X, una inﬁnidad de otras variables
estoca´sticas pueden derivarse de ella; so´lo hace falta deﬁnir una cantidad Y como funcio´n
de X a trave´s de un mapeo f . Estas cantidades Y pueden ser tambie´n funciones de una
variable adicional t,
YX(t) = f(X, t)
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Esta cantidad Y (t) es llamada funcio´n aleatoria, o, cuando t se reﬁere al tiempo,
proceso estoca´stico. Por lo tanto un proceso estoca´stico es una funcio´n de dos variables, el
tiempo t y una variable estoca´stica X. Al reemplazar en X alguno de los posibles valores
x de la variable, se obtiene una funcio´n ordinaria de t, Yx(t) = f(x, t), llamada funcio´n
de muestra o realizacio´n del proceso. Se puede observar un proceso estoca´stico como un
ensamble de estas funciones de muestra [17].





De forma ma´s general, tomando n valores para la variable tiempo, se puede calcular
el momento n-e´simo:
〈Y (t1)Y (t2)...Y (tn)〉 =
∫
Yx(t1)Yx(t2)...Yx(tn)PX(x)dx
De particular intere´s es la funcio´n de autocorrelacio´n:
κ(t1, t2) = 〈{Y (t1)− 〈Y (t2)〉}{Y (t2)− 〈Y (t1)〉}〉
= 〈Y (t1)Y (t2)〉 − 〈Y (t1)〉〈Y (t2)〉.
Para t1 = t2 se reduce a la varianza dependiente del tiempo 〈Y (t)2〉 − 〈Y (t)〉〈Y (t)〉 ≡
σ2(t).
Un proceso estoca´stico se llama estacionario cuando los momentos no esta´n afectados
por un cambio en el tiempo:
〈Y (t1 + t′)Y (t2 + t′)...Y (tn + t′)〉 = 〈Y (t1)Y (t2)...Y (tn)〉,
para todo n, todo t′, y todo t1, t2, ..., tn. En particular, 〈Y 〉 es independiente del tiempo.
La funcio´n de autocorrelacio´n κ(t1, t2) de un proceso estacionario depende solo de |t1− t2|.
Generalmente existe una constante τc tal que κ(t1, t2) es cero o despreciable para |t1−t2| >
τc; por ello se le llama a τc el tiempo de correlacio´n.




= F (x, ζ) (3.1.1)
donde x corresponde a una variable de estado mientras que ζ es un para´metro de control
(la temperatura por ejemplo), que indica co´mo el sistema esta´ acoplado con su entorno.
Es imposible mantener el valor de este para´metro ﬁjo, y en consecuencia, las ﬂuctuaciones
se vuelven relevantes. La ecuacio´n original determin´ıstica adquiere un cara´cter aleatorio o
estoca´stico.
Para poder incluir la presencia de ﬂuctuaciones en esta descripcio´n, se escribe ζ =
ζ0 + ξ(t), donde ζ0 es un valor constante y ξ(t) es la contribucio´n aleatoria al para´metro
ζ. La forma de la ec. 3.1.1 a primer orden es:
dx
dt
= x˙ = F (x, ζ0) + g(x, ζ0)ξ(t)
Se transformo´ la ecuacio´n diferencial original en una EDE, donde ξ(t) es llamado te´rmino
de ruido o proceso estoca´stico.
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Cualquier proceso estoca´stico x(t) esta´ completamente especiﬁcado si se conoce la
jerarqu´ıa completa de las densidades de probabilidad. Se escribe:
Pn(x1, t1;x2, t2; ...;xn, tn)dx1dx2...dxn,
para la probabilidad de que x(t1) este´ en el intervalo (x1, x1+dx1), x(t2) en (x2, x2+dx2),
y as´ı sucesivamente. Estas Pn esta´n deﬁnidas para n = 1, 2, ..., y solo para diferentes
tiempos. La jerarqu´ıa satisface ciertas propiedades:
i) Pn ≥ 0.
ii) Pn es invariante frente a permutaciones de pares (xi, ti) y (xj , tj).
iii)
∫
Pndxn = Pn−1, y
∫
P1dx1 = 1
Otra cantidad importante es la densidad de probabilidad condicional Pn/m, que correspon-
de a la probabilidad de tener el valor x1 en el tiempo t1, x2 en t2, . . . , xn en tn, dado que
tenemos los valores x(tn+1) = xn+1, x(tn+2) = xn+2, . . . , x(tn+m) = xn+m. Su deﬁnicio´n
es:
Pn/m(x1, t1; . . . ;xn, tn|xn+1, tn+1; . . . ;xn+m, tn+m) = (3.1.2)
= Pn+m(x1, t1; . . . ;xn, tn;xn+1, tn+1; . . . ;xn+m, tn+m) (Pm(xn+1, tn+1; . . . ;xn+m, tn+m))
−1
De entre todas los posibles casos de procesos estoca´sticos, hay uno que juega un rol
central: el proceso markoviano[17]. Para un proceso estoca´stico x(t), P (x2, t2|x1, t1) es
la probabilidad condicional o de transicio´n de que x(t2) tome el valor x2, conociendo
que x(t1) = x1. De esta deﬁnicio´n y de la ec. 3.1.3 resulta la siguiente identidad para la
probabilidad conjunta P2(x1, t1, x2, t2) (Regla de Bayes):
P2(x1, t1;x2, t2) = P (x2, t2|x1, t1)P1(x1, t1)
Un proceso x(t) se dice markoviano si para todo conjunto de tiempos sucesivos t1 <
t2 < . . . < tn vale la siguiente condicio´n:
Pn(x1, t1, . . . , xn, tn) = P1(x1, t1)Pn1(x2, t2, . . . , xn, tn|x1, t1) =
= P1(x1, t1)P (xn, tn|xn−1, tn−1) . . . P (x2, t2|x1, t1)
De esta deﬁnicio´n se deduce que un proceso markoviano esta´ completamente determinado
si se conocen P1(x1, t1) y P (x2, t2|x1, t1). Es decir que la probabilidad de que ocurra un
evento xn solo depende del evento inmediatamente anterior, xn−1.
Podemos encontrar una propiedad que satisfacen estos procesos, llamada ecuacio´n de
Chapman-Kolmogorov para procesos markovianos:
P (x3, t3|x1, t1) =
∫
P (x3, t3|x2, t2)P (x2, t2|x1, t1)dx2. (3.1.3)
Todo par de funciones P1(x1, t1) y P (x2, t2|x1, t1) no negativas, adecuadamente nor-
malizadas y que satisfagan no solo la ec. 3.1.3 sino tambie´n
P1(x2, t2) =
∫
P1(x1, t1)P (x2, t2|x1, t1)dx1
deﬁnen un proceso markoviano.
Algunos ejemplos de procesos de Markov son: el de Wiener-Levy, el de Ornstein-
Uhlenbeck y el de Poisson.
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P (x, t|x0, t0) =
∫ [
W (x|x′)P (x′, t′|x0, t0)−W (x′|x)P (x, t|x0, t0)
]
dx′. (3.1.4)
Es una ecuacio´n para la probabilidad de transicio´n P (x, t|x0, t0), ma´s apta para manipula-
ciones matema´ticas que la ecuacio´n de Chapman-Kolmogorov, y tiene una interpretacio´n
f´ısica directa como una ecuacio´n de balance [15].W (x|x′)δt es la probabilidad de transicio´n
durante un intervalo de tiempo corto δt. Esta cantidad puede evaluarse usando me´todos
aproximados, por ejemplo la teor´ıa de perturbaciones dependientes del tiempo.
3.1.2 Ecuacio´n de Fokker-Planck
Si se asume que x es una variable continua en la ec. 3.1.4, y que sus cambios correspon-
den a pequen˜os ‘saltos’ (o variaciones), se puede derivar de ella una ecuacio´n diferencial.
La probabilidad de transicio´n W (x|x′) decaera´ muy ra´pido como funcio´n de |x − x′|. Se
puede escribir entonces W (x|x′) = W (x′, ξ), donde ξ = x− x′ corresponde al taman˜o del
salto. La ecuacio´n maestra tomara´ la forma:
∂
∂t
P (x, t|x0, t0) =
∫




P (x, t|x0, t0).
Siguiendo las hipo´tesis de pequen˜as variaciones y asumiendo adema´s que P var´ıa lenta-
mente con x se puede realizar una expansio´n de Taylor en ξ para obtener:
∂
∂t
P (x, t|x0, t0) =
∫
[W (x, ξ)P (x, t|x0, t0)− ξ ∂
∂x








P (x, t|x0, t0).
Como el primer te´rmino y el u´ltimo son iguales (cambiando ξ por −ξ e invirtiendo los
l´ımites de integracio´n), resulta:
∂
∂t







αν(x)P (x, t|x0, t0),
con αν(x) =
∫
ξνW (x, ξ)dξ. Este resultado corresponde a la expansio´n de Kramers-Moyal
de la ecuacio´n maestra [15]. Hasta el momento solo se reescribio´ la ecuacio´n maestra; sin
embargo existen situaciones en las cuales, para ν > 2, los αν son nulos o despreciables. En
ese caso se obtiene la ecuacio´n de Fokker-Planck :
∂
∂t
P (x, t|x0, t0) = − ∂
∂x






α2(x)P (x, t|x0, t0). (3.1.5)
Por u´ltimo se menciona que existe una relacio´n entre la ecuacio´n de Langevin (ec.




= f(x(t), t) + g(x(t), t)ξ(t), (3.1.6)
donde ξ(t) es un ruido blanco con media cero 〈ξ(t)〉 = 0 y autocorrelacio´n 〈ξ(t)ξ(t′)〉 =
δ(t− t′). La correspondiente ecuacio´n de Fokker-Planck para la probabilidad de transicio´n
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P (x, t|y, s) asociada con el proceso estoca´stico regido por la ec. 3.1.6 es:
∂
∂t
P (x, t|y, s) = − ∂
∂x






{g(x, t)2P (x, t|y, s)} (3.1.7)
3.2 Me´todos de integral de caminos para procesos es-
toca´sticos
Se considera el caso de procesos markovianos que pueden describirse a trave´s de una
ecuacio´n de Langevin o Fokker-Planck como las ec. 3.1.6 o 3.1.7. La forma general de la
ecuacio´n que se considera es:
q˙ = f(q, t) + g(q, t)ξ(t) (3.2.1)
donde f(q, t) y g(q, t) son funciones (suaves) conocidas, y ξ(t) es un ruido blanco gaussiano
con media cero y correlacio´n δ(t − t′). La densidad de probabilidad P (q, t|q′, t′) satisface
la ecuacio´n de Chapman-Kolmogorov (t1 < t2 < t3)
P (q3, t3|q1, t1) =
∫ ∞
−∞
dq2P (q3, t3|q2, t2)P (q2, t2|q1, t1). (3.2.2)
Esta ecuacio´n permite, al hacer una particio´n del intervalo temporal en N pasos, t0 < t1 <
. . . < tf , con tj = t0 + j(tf − t0)/N , obtener una representacio´n de integral de caminos
para el propagador. Con esta particio´n, se puede repetir la ec. 3.2.2 y escribir:
P (qf , tf |q0, t0) =
∫ ∞
−∞
dq1dq2 . . . dqN−1P (qf , tf |qN−1, tN−1) . . . P (q1, t1|q0, t0). (3.2.3)
La u´ltima expresio´n puede interpretarse como una integracio´n sobre todos los posibles
caminos que el proceso puede atravesar (correspondientes a los diferentes valores de la se-
cuencia q0, q1, . . . , qN = qf ). Para obtener la representacio´n ma´s convencional de la integral
de caminos se necesita conocer la forma del propagador de tiempo corto P (qj+1, tj+1|qj , tj).
Para poder encontrar una expresio´n que permita realizar ca´lculos se considera la ver-
sio´n discretizada de la ecuacio´n de Langevin, para el caso particular de g(q, t) = 1 y
f(q, t) = f(q) (independiente de t).
qj+1 − qj = {αf(qj+1) + (1− α)f(qj)}+ |Wj+1 −Wj | (3.2.4)
donde  = (tf − t0)/N , y Wj = W (tj) es el proceso de Wiener (solo formalmente, dW (t) ≈
ξ(t)dt). El para´metro α, 0 ≤ α ≤ 1, es arbitrario; las elecciones ma´s usuales son α = 0
(esquema de Ito) y α = 12 (esquema de Stratonovich). La probabilidad de que:
W (t0) = 0;W1 < W (t1) < W1 + dW1; . . . ;WN < W (tN ) < WN + dWN














Se quiere conocer la probabilidad en el espacio q, por lo cual se debe hacer un cambio
de variables en la probabilidad de la ec. 3.2.5. Se necesita calcular entonces el jacobiano
de la transformacio´n entre dos conjuntos de variables estoca´sticas, {Wj} → {qj}. Para
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encontrarlo se escribe la ec. 3.2.4 como:
Wj = qj − qj−1 − {αf(qj) + (1− α)f(qj−1)}+Wj−1.




















Recordando que P ({qj}) = JP ({Wj}), y tomando en cuenta que la probabilidad
condicional P (q, t|q0, t0) esta´ dada por la suma sobre todas las posibles trayectorias, se
obtiene:



















Reemplazando la ec. 3.2.4 en la ec. 3.2.6 y tomando el l´ımite continuo ( → 0, N → ∞),





























































L[q(s), q˙(s)] = 1
4D
(q˙(s)− f(q(s)))2 + αdf(q(s))
dq
(3.2.8)
es el lagrangiano estoca´stico. En la ec. 3.2.7, D[q] corresponde al diferencial del camino,
es decir, a la expresio´n continua de la productoria discreta de diferenciales en la ec. 3.2.6.





lo que permite escribir a la ec. 3.2.7 como:
P (q, t|q0, t0) =
∫
D [q(t)] exp {−S[q(s), q˙(s)]} . (3.2.10)
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Por u´ltimo se muestran los resultados que pueden obtenerse con este formalismo para
un caso particular de proceso estoca´stico, el proceso de Ornstein-Uhlenbeck. Este proceso
esta´ regido por la siguiente ecuacio´n de Langevin:
x˙(t) + a x(t)−
√
Dη(t) = 0
con la condicio´n inicial x(0) = y. El resultado para el valor medio es 〈x(t)〉 = ye−a(t−t0)H(t−
t0) (H(t) es la funcio´n escalo´n) y para la covarianza es 〈x(t)2〉 = D2a(1− e−2at) [16].
En adelante se estudiara´ un problema relacionado con la iniciacio´n del potencial de
accio´n en el modelo de HH, y co´mo el ruido de fondo sina´ptico afecta la distribucio´n de
tiempos de duracio´n de esa etapa inicial.
3.3 Iniciacio´n del potencial de accio´n en el modelo de
Hodgkin-Huxley
3.3.1 Antecedentes
Naundorf et al. descubrieron que caracter´ısticas claves de la dina´mica de la iniciacio´n
del spike -como la rapidez de inicio y la variabilidad de los potenciales de inicio- no pueden
ser explicadas a partir del modelo de HH. Para ello analizaron neuronas corticales in vivo,
in vitro y modelos computacionales [18]. Lo que encontraron fue que la rapidez de inicio
del spike en las neuronas estudiadas es diez veces mayor que la predicha por el modelo de
HH, tanto para las ce´lulas in vivo como para las in vitro (Fig. 3.1). Adema´s observaron
que la variacio´n de los potenciales para los cuales comienza el spike es del orden de 10mV
para las ce´lulas medidas, mientras que en las simulaciones del modelo de HH esta variacio´n
es menor a 2mV . Ma´s au´n, en el modelo de HH la correlacio´n entre rapidez de inicio y el
potencial de inicio es positiva, mientras que los resultados experimentales mostraron una
correlacio´n negativa entre estas cantidades.
Figura 3.1. Dina´micas de la iniciacio´n del potencial de accio´n en neuronas neocorti-
cales y en un modelo de tipo HH para las mismas neuronas. a. Potencial de accio´n en
una neurona de la corteza visual de un gato in vivo. Las ﬂechas muestran el inicio del
potencial de spike. b. Diagrama de fases (dV/dt versus V) del potencial de accio´n a.
Esta´ ampliado el comportamiento durante el inicio del spike. c,d. Spike de una neurona
de la corteza visual de gato in vitro.e,f Spike para un modelo de tipo HH de una neurona
neocortical.(Figura adaptada de [18])
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Los autores proponen como explicacio´n un modelo basado en la accio´n cooperativa
de los canales de sodio. Esta caracter´ıstica de los canales de sodio ser´ıa la que explique
las diferencias con el modelo de HH, en el cual los canales se abren y cierran de manera
independiente unos de otros.
La rapidez de inicio de los spikes es un feno´meno robusto, presente durante la actividad
esponta´nea y la inducida. En la Fig. 3.1, el spike esta´ representado como una trayectoria
cerrada en el diagrama de fases dV/dt versus V . Se identiﬁca el inicio del spike con el
punto en el cual dV/dt = 10mV ms−1; usando este criterio se determinan el tiempo y el
potencial de iniciacio´n del spike.
3.3.2 Modiﬁcacio´n del modelo de Hodgkin-Huxley
No obstante que el modelo de Naundorf et al. predice estas caracter´ısticas no apre-
ciables con un modelo de tipo HH, otros autores propusieron una explicacio´n alternativa.
En 2009, Colwell et al. [19] propusieron una explicacio´n basada en un modelo de tipo HH
con un te´rmino estoca´stico debido a la actividad sina´ptica de fondo. Para ello utilizaron
el formalismo de integral de caminos para derivar una fo´rmula anal´ıtica que relaciona la
rapidez de inicio con el potencial de inicio.
La cantidad que interesa conocer es la densidad de probabilidad de que el umbral de
voltaje sea alcanzado en un tiempo T .









INa = g¯NaPNa(V, t)(V − ENa),
IK = g¯KPK(V, t)(V − EK),
IM = g¯MPM (V, t)(V − EM ),
Isin = ge(t)(V − Ee) + gI(t)(V − EI).
Cm es la capacitancia de la membrana, gx es la conductancia ma´xima de los canales de
tipo x, Px es la probabilidad de que un canal de tipo x este´ abierto, Ex es el potencial de
reposo para el canal de tipo x. Los sub´ındices Na, K y M hacen referencia a los canales
de sodio, potasio y potasio tipo M respectivamente. Una corriente de pe´rdida es inclu´ıda,
con conductancia gL y potencial de inversio´n EL. A es el a´rea de la membrana, mientras
que Isin es la corriente resultante de la actividad sina´ptica de fondo.
La actividad sina´ptica de fondo t´ıpicamente es modelada asumiendo que las conduc-
tancias sina´pticas son estoca´sticas y consisten en una conductancia excitatoria (ge) con
potencial de inversio´n Ee y en una inhibitoria (gI) con potencial de inversio´n EI . Las
conductancias ge(t) y gI(t) son modeladas por ruidos gaussianos blancos, con coeﬁcientes
de difusio´n de ruido De y DI respectivamente.
Como se menciono´ antes, se deﬁne el umbral de voltaje como aquel valor del poten-
cial de membrana V para el cual dV/dt = σ = 10mV ms−1. Debido al fondo sina´ptico
estoca´stico, hay una distribucio´n de voltajes en el cual el umbral de voltaje es alcanzado.
En la iniciacio´n del potencial de accio´n, solo se necesita considerar la dina´mica de los
canales de sodio; esto es debido a que los canales de potasio responden ma´s lentamente al
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voltaje V . Adema´s, cerca del umbral la probabilidad de que el canal de sodio este´ abier-





= −g¯NaPNa(V )(V − ENa)− (g¯K + g¯M )(V − EK)− gL(V − EL)− 1
A
Isin
El potencial de accio´n ocurre cuando V alcanza V ∗, donde V ∗ es un equilibrio inestable
de la ecuacio´n anterior en ausencia de ruido. Debajo de V ∗ el potencial de membrana se
relaja hasta su potencial de reposo, y por encima de V ∗ se puede disparar un spike.
Para estudiar la dina´mica cerca del umbral, se escribe V = V ∗ + x y se expande la










(V ∗ − ENa) + g¯NaPNa(V ∗) + (g¯K + g¯M + gL)),







∗ − Ee) + gI(t)(V ∗ − EI)).
Con las hipo´tesis hechas ma´s arriba, el para´metro a (que es la rapidez de inicio) resulta
independiente del tiempo.
Cerca del umbral el fondo sina´ptico es una fuente de ruido gaussiano de color (proceso






Aqu´ı se usaron los valores Ee = 0mV y EI = −75mV [20].
El umbral de voltaje es aquel para el cual x˙ = σ. Debido a la fuente de ruido η existe
un rango de valores de x para el cual esta condicio´n se cumple(x = σ−η(t)a ).
Se consideran trayectorias x(t) sujetas a las condiciones de contorno x(0) = 0 (es decir
V (0) = V ∗) y x˙(T ) = σ (V˙ (T ) = σ), donde T es el tiempo en el cual el voltaje alcanza
el valor umbral. Existe una distribucio´n de tiempos T en el cual se llega a este voltaje.
Tambie´n, para un dado T , hay una distribucio´n de tensiones x(T ) que las trayectorias
pueden alcanzar en un tiempo T . Esta distribucio´n esta´ caracterizada por una media
x∗(T ) y por una varianza δx(T )2. La varianza total del voltaje umbral esta´ dada por:
S2 =
∫
P (T )x(T )2dT −
(∫




P (T )E[δx(T )2]dT (3.3.2)
donde P (T ) es la probabilidad de que el voltaje umbral ocurra a tiempo T , y E[ ]
denota el valor de expectacio´n. Los primeros dos te´rminos constituyen la varianza de los
valores medios x∗(T ) que ocurren debido al rango de tiempos T en los cuales la condicio´n
de umbral es alcanzada. El u´ltimo te´rmino suma la varianza de voltajes x(T ) capaces de
ser alcanzada alrededor del valor medio x∗(T ). Colwell et al. utilizan esta expresio´n para
encontrar una relacio´n, entre la variacio´n de los umbrales de voltaje (S) y la rapidez de
inicio (a), que permita explicar los resultados de Naundorf et al. En este trabajo solo se
calculara´ P (T ), que es la cantidad de intere´s.
Roma´n Baravalle 29
Trabajo de Diploma
Para continuar, se usa el hecho de que la fuente de ruido η(T ) es gaussiana con varianza
D, con lo cual la densidad de probabilidad Q(η) para una dada realizacio´n del ruido entre







Esto lleva a una formulacio´n de integral de caminos de la probabilidad de realizar una











La integral se realiza sobre todos los posibles caminos que puede tomar x(t) entre t = 0
y t = T . Algunos caminos son ma´s probables que otros; la aplicacio´n de la ecuacio´n de
Euler-Lagrange muestra que la trayectoria ma´s probable x∗ es el punto silla, que minimiza∫ T
0 (
dx
dt − ax)2dt (al ser la densidad de probabilidad proporcional a la exponencial negativa
de esta integral, la trayectoria que minimice esta integral maximizara´ la probabilidad)
sujeto a x(0) = 0 y x˙(T ) = σ, y entonces satisface x¨− a2x = 0.















Puede reescribirse la expresio´n deﬁniendo los para´metros λ = σ√
Da
y τ = aT . Como
x∗(T ) es una funcio´n mono´tona de T (y por ende de τ), se puede transformar esta Q en
la densidad de probabilidad de que el umbral V ∗ sea alcanzado en un tiempo T :










En el cap´ıtulo 5 se utilizara´ este modelo de HH con ruido sina´ptico para caracterizar
las dina´micas para diferentes niveles de ruido (en este caso para diferentes valores de D y
de σ) usando cuantiﬁcadores basados en la teor´ıa de la informacio´n, que sera´n introducidos
en el cap´ıtulo 4. Esto permitira´ esbozar una conexio´n entre sistemas dina´micos, teor´ıa de
la informacio´n y el formalismo de integral de caminos para investigar sistemas neuronales.
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4Medidas estad´ısticas de poblaciones
neuronales
La hipo´tesis central de la neurociencia teo´rica es que el cerebro computa. Es decir,
es aceptado que el cerebro es un sistema dina´mico cuyas variables de estado codiﬁcan
informacio´n sobre el mundo exterior. La computacio´n es entonces igual a la codiﬁcacio´n
ma´s la dina´mica. Entonces, para la deteccio´n de cambios sutiles en la dina´mica del cere-
bro se vuelve importante investigar la dina´mica de las interacciones funcionales entre las
neuronas.
Es posible medir las respuestas, en forma de spikes, de neuronas individuales; estas
medidas permiten entender mecanismos y funciones dentro de la corteza cerebral. El desa-
rrollo de arreglos de microelectrodos permite registrar al mismo tiempo la actividad de
varias neuronas. Esto constituye un me´todo importante para estudiar interacciones entre
poblaciones de neuronas. En el campo de la neuroﬁsiolog´ıa experimental, una de las mag-
nitudes ma´s usadas para estudiar la dina´mica de una red de neuronas es el potencial de
membrana como funcio´n del tiempo.
Como se menciono´ en el cap´ıtulo 2, las neuronas disparan spikes cuando esta´n cerca
de una bifurcacio´n del reposo a la actividad de disparo, y es el delicado equilibrio entre
ruido, corrientes dina´micas y condicio´n inicial lo que determina el diagrama de fases de la
actividad neural. Por ello la deteccio´n de cambios dina´micos en los sistemas complejos es
una de las tareas ma´s relevantes en neurociencia. Debido a la aparicio´n de ruido y ‘artefac-
tos’ de diversas formas, no es sencillo usualmente obtener informacio´n conﬁable a partir
de una serie de medidas. Esto es, las medidas de actividad cerebral esta´n caracterizadas
por un conjunto de variables dina´micas que son ruidosas, no estacionarias, no lineales
y esta´n plagadas de discontinuidades temporales, lo cual hace extremadamente dif´ıcil su
caracterizacio´n en un simple diagrama de fases.
A. N. Kolmogorov [23] y J. G. Sinai [24] hicieron de la Teor´ıa de la Informacio´n una
herramienta muy u´til para el estudio de sistemas dina´micos, los cuales son representados
por secuencias temporales de mediciones comu´nmente llamadas ‘series temporales’. El es-
tudio de estas es de suma relevancia para un amplio rango de dominios de investigacio´n,
como es indicado por la variedad de series temporales estudiadas en diferentes a´reas de
la ciencia. Durante las u´ltimas de´cadas, la caracterizacio´n estad´ıstica de sistemas deter-
min´ısticos ha iluminado muchos aspectos complejos del comportamiento dina´mico de los
mismos sobre la base de conceptos tales como: entrop´ıa me´trica, exponente de Lyapunov
(muy u´til para medir caos en sistemas de baja dimensionalidad), dimensio´n fractal, entre
otros [25, 26].
Bandt y Pompe propusieron un me´todo muy simple y robusto para analizar series
temporales (basado en el conteo de patrones ordinales) al introducir el concepto de en-
trop´ıa de permutacio´n para cuantiﬁcar la complejidad de un sistema detra´s de una serie
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temporal [27]. En este me´todo las estructuras ordinales de la serie temporal son conside-
radas, en lugar de los valores de la misma. Es importante destacar que la aplicacio´n de la
metodolog´ıa de Bandt y Pompe para series temporales de potenciales de membrana no ha
sido exhaustivamente investigada. Nuestra propuesta es utilizar la metodolog´ıa de permu-
tacio´n de Bandt y Pompe para la evaluacio´n de la funcio´n de distribucio´n de probabilidad
asociada a la serie temporal con el ﬁn de caracterizar la dina´mica de la actividad neural,
en combinacion con te´cnicas de sistemas dina´micos y metodolog´ıas estoca´sticas.
El esquema del cap´ıtulo es el siguiente: primero se explican los tres cuantiﬁcadores
utilizados en este trabajo (entrop´ıa de Shannon, informacio´n de Fisher y complejidad), y
luego se desarrolla la metodolog´ıa de Bandt-Pompe, para ﬁnalmente mencionar las apli-
caciones de dicha metodolog´ıa a mapas cao´ticos particulares.
4.1 Entrop´ıa de Shannon
Se puede deﬁnir un cuantiﬁcador de Teor´ıa de la Informacio´n como una medida que
permite caracterizar alguna propiedad de la funcio´n de densidad de probabilidad (FDP)
asociada con estas series temporales. La entrop´ıa, como una medida de la incerteza, es el
ejemplo ma´s importante de estos cuantiﬁcadores.
Dada una serie temporal χ(t) ≡ {xt; t = 1, . . . ,M}, un conjunto de M medidas del ob-
servable y la asociada FDP, dada por P ≡ {pj ; j = 1, . . . , N} con
∑N
j=1 pj = 1 y el nu´mero
N de posibles estados del sistema bajo estudio, la medida logar´ıtmica de informacio´n de
Shannon esta´ deﬁnida por:




Esta funcional es igual a cero cuando es posible predecir con total certeza cua´l de los
posibles resultados j, cuyas probabilidades esta´n dadas por pj , tomara´ lugar. El conoci-
miento del proceso resultante, descripto por esta distribucio´n de probabilidad, es ma´ximo
en esta instancia. En contraste, este conocimiento es mı´nimo para la distribucio´n uniforme
Pe = pj = 1/N, ∀j = 1, . . . , N . Puede entonces deﬁnirse la entrop´ıa de Shannon normali-
zada: H[P ] = S[P ]/Smax, donde Smax = ln(N). De esa forma 0 ≤ H ≤ 1.
La entrop´ıa de Shannon S es una medida de ‘cara´cter global’ ya que no es sensible
a cambios leves (pequen˜as perturbaciones en los valores de pj) o reordenamiento de las
componentes de la FDP.
4.2 Medida de informacio´n de Fisher
Dada una FDP f(x), se deﬁne la medida de informacio´n de Fisher de la siguiente
manera:




que constituye una medida del contenido del gradiente de la distribucio´n f (FDP continua),
por lo cual es sensible incluso a perturbaciones muy localizadas.
La informacio´n de Fisher esta´ bien deﬁnida como medida de informacio´n porque cum-






Esta cota establece que la inversa multiplicativa de la informacio´n de Fisher de un
para´metro θ, F (θ), es una cota inferior para la varianza de un estimador insesgado del
para´metro (denotado mediante θ̂).
La medida de informacio´n de Fisher puede ser interpretada como una medida de la
calidad del proceso de estimacio´n de un para´metro, como la cantidad de informacio´n que
puede extraerse de un conjunto de medidas, o como una medida del estado de desorden
de un sistema o feno´meno. La presencia del operador gradiente implica una sensibilidad
de este cuantiﬁcador a pequen˜as perturbaciones de la FDP, por eso este cuantiﬁcador se
dice ‘local’.
Por ejemplo, para distribuciones gaussianas, el valor medio del gradiente cuantiﬁca
cuan dispersa o sesgada es la campana. Por lo tanto la cantidad F [f ] disminuye a medida
que nos acercamos a la equiprobabilidad, llegando a cero para esta u´ltima. Es decir, a
mayor dispersio´n, menor gradiente.
Mientras que la entrop´ıa de Shannon decrece con distribuciones asime´tricas, la infor-
macio´n de Fisher se incrementa en ese caso. Si el sistema esta´ en un estado muy ordenado
y entonces esta´ descripto por una FDP muy angosta, su entrop´ıa de Shannon sera´ S ∼ 0
y la medida de informacio´n de Fisher F ∼ Fmax. Por otro lado, cuando el sistema bajo
estudio esta´ en un estado muy desordenado tiene una FDP casi uniforme y S ∼ Smax,
mientras que F ∼ 0. Smax y Fmax son los valores ma´ximos de la entrop´ıa de Shannon y
de la informacio´n de Fisher, respectivamente. Se observa entonces que el comportamiento
de la informacio´n Fisher es contrario al de la entrop´ıa de Shannon.
Para una distribucio´n de probabilidades discreta P = {pi; i = 1, . . . , N}, normalizada,
siendo N el nu´mero total de estados del sistema, la discretizacio´n de la informacio´n de
Fisher, a partir de la ec. 4.2.1, resulta ser:






a partir de la cual se aprecian claramente las caracter´ısticas locales, ya que bajo cualquier
reordenamiento de los pi de la distribucio´n P , la medida F [P ] los detecta mediante la resta
en el numerador, mientras que la entrop´ıa S[P ] dada por la ec. 4.1.1 permanece invariante.
Dicha aproximacio´n resulta indeterminada en el caso de que pi = 0, ya que se anula el
denominador en la ec. 4.2.3 .
Para evitar esta indeterminacio´n, se deﬁne una discretizacio´n alternativa, en la cual se
reemplaza el denominador pi por un promedio (pi+1 + pi)/2 de dos probabilidades conti-
guas, de tal manera que disminuye la posibilidad de encontrar ceros en el denominador[30].
Esta informacio´n de Fisher discreta es:









Esta informacio´n esta´ normalizada, alcanzando su valor ma´ximo (la unidad) cuando casi
todos los pi son cero, salvo algunos aislados. En el caso en que pi = pi+1 = 0 (denominador
nulo) se elige descartar ese te´rmino. Es decir, anular el i−e´simo te´rmino si pi = pi+1 = 0.
Otra posible manera de obtener la informacio´n de Fisher para una FDP discreta fue
propuesta por Dehesa et al.[31] y tiene la siguiente forma:
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La medida de complejidad estad´ıstica caracteriza la distribucio´n de probabilidad P
asociada con la serie temporal generada por el sistema dina´mico bajo estudio. Cuantiﬁca
no solo la aleatoriedad, sino tambie´n la presencia de estructuras correlacionadas.
Para entender el concepto de complejidad estad´ıstica se consideran dos casos, los cuales
se dice que no tienen complejidad. El primero es un sistema completamente ordenado (un
cristal por ejemplo) o que exhibe movimiento perio´dico. El otro ejemplo es un proceso
totalmente aleatorio, descripto por una FDP uniforme (una sen˜al de ruido blanco o un gas
ideal). En el primer caso se observa una clara estructura, mientras que el segundo caso
carece completamente de ella. Entonces se relaciona el concepto de complejidad a una
posible estructura escondida o a patrones que caracterizan la dina´mica que emerge desde
un sistema. Se tomara´ a la complejidad estad´ıstica como indicador de un cierto ‘orden’.
Figura 4.1. Esquema de la forma de la complejidad para diferentes distribuciones de
probabilidad.
Existe una forma funcional que sirve como medida de complejidad, y que cumple
con el requisito de anularse en los dos casos vistos anteriormente (Fig. 4.1). Se toma
a esta funcional como el producto entre una distancia a la distribucio´n uniforme y la
entrop´ıa de Shannon. La complejidad LMC se deﬁne como el producto de una distancia
eucl´ıdea entre la FDP a analizar P y la FDP uniforme Pe con la entrop´ıa de Shannon
normalizada H[P ] [29]. Esta cantidad se anula cuando P = Pe (sistema completamente
aleatorio) y cuando H[P ] = 0 (sistema totalmente ordenado), Fig. 4.2. Entre el orden
perfecto y el completo desorden, la complejidad puede caracterizarse por un cierto grado
de organizacio´n, estructura, memoria, regularidad, simetr´ıa y patrones.
Existen ciertos problemas con la eleccio´n de esta distancia eucl´ıdea (correcta asigna-
cio´n de valores entre dina´micas cao´ticas y perio´dicas, mayor sensibilidad y compatibilidad
con los exponentes de Lyapunov), por lo cual otros autores reemplazaron esta distancia
por otras medidas de distancia, tales como la de Wootters, la relativa de Kullback y la di-
vergencia de Jensen-Shannon. La complejidad que utiliza la distancia de Jensen-Shannon
se conoce como complejidad MPR. Fue introducida por Martin, Plastino y Rosso [21].
Esta complejidad MPR (Fig. 4.1) puede expresarse como:
C[P ] = QJ [P, Pe]H[P ], (4.3.1)
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Figura 4.2. Ejemplos de tres situaciones de diferente complejidad: orden, caos y des-
orden. Se observa que para la FDP uniforme y para la formada por un solo evento, se
anula C.
donde P es la FDP asociada a la serie temporal, Pe es la distribucio´n equiprobable,
H[P ] = S[P ]/Smax es la entrop´ıa de Shannon normalizada (Smax es la entrop´ıa de la
distribucio´n uniforme) y QJ [P, Pe] es el desequilibrio, una distancia entre P y la distribu-
cio´n equiprobable Pe:
QJ [P, Pe] = Q0J [P, Pe],





− S[P ]/2− S[Pe]/2 la divergencia de Jensen-Shannon y Q0 una
constante de normalizacio´n (0 ≤ QJ ≤ 1) igual a la inversa del valor ma´ximo posible de
J [P, Pe] [67, 22]. Este valor es obtenido cuando uno de los componentes de P , digamos
pm, es igual a uno y los restantes son nulos.
Una manera muy u´til de caracterizar a las series temporales generadas por la dina´mica
del sistema es a trave´s de la utilizacio´n de planos en los cuales se graﬁquen algu´n cuanti-
ﬁcador en funcio´n de otro. A estos planos se los llamara´ planos informativos [67, 61].
4.4 Planos informativos
La complejidad estad´ıstica, ec. 4.3.1, es una funcio´n no trivial de la entrop´ıa puesto
que depende de dos distribuciones de probabilidad diferentes, la correspondiente al sistema
bajo estudio (P ) y la FDP uniforme (Pe). Por ende, para un dado valor de H existe un
rango de posibles valores de C, lo que muestra que la complejidad estad´ıstica otorga
informacio´n adicional que las medidas entro´picas no detectan.
Si pensamos en la segunda ley de la Termodina´mica (dH/dt ≥ 0), podemos pensar a H
como un indicador de la evolucio´n temporal, o ﬂecha del tiempo. Por lo tanto la evolucio´n
temporal de la complejidad puede ser descripta por un diagrama de C versus H.
La localizacio´n de sistemas dina´micos en el plano informativo entrop´ıa-complejidad,
denotado por H × C, ha sido utilizada en el estudio y visualizacio´n de cambios en la
dina´mica del sistema debido a variaciones de los para´metros caracter´ısticos del mismo.
En ese sentido, cabe destacar que para un dado valor de la entrop´ıa, la complejidad
esta´ acotada por arriba y por debajo, restringiendo los posibles valores de C en el plano
entrop´ıa-complejidad. Este plano esta´ basado en caracter´ısticas globales de la FDP bajo
estudio, ya que muestra solo dos cuantiﬁcadores globales.
El plano H×F esta´ basado en caracter´ısticas globales y locales de la FDP, con lo cual
otorga informacio´n adicional a la del plano H×C. El rango de este plano es [0, 1]× [0, 1].
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En particular un plano equivalente, donde se graﬁca una funcional de la entrop´ıa versus
la informacio´n de Fisher, fue utilizado por C. Vignat y J.F. Bercher para detectar falta de
estacionariedad de una sen˜al compleja [32].
Otro plano usado es C × F . Estos tres planos de informacio´n han mostrado ser u´tiles
para diferenciar sistemas cao´ticos y determin´ısticos, para visualizacio´n y caracterizacio´n
de diferentes reg´ımenes dina´micos cuando los para´metros del sistema var´ıan, para estudiar
saturacio´n de informacio´n en redes neuronales y para caracterizar el desarrollo del cerebro
en pollos[33].
4.5 Determinacio´n de la distribucio´n de probabilidad usan-
do el enfoque de Bandt-Pompe
Queda claro que para poder utilizar todos los cuantiﬁcadores vistos se necesita conocer
la funcio´n de densidad de probabilidad P asociada al sistema dina´mico o serie temporal
bajo estudio. No existe un procedimiento un´ıvoco para determinar la FDP ma´s adecuada;
entre los varios me´todos podemos mencionar: conteo de frecuencias de aparicio´n, estad´ısti-
ca basada en amplitudes, secuencias simbo´licas binarias, ana´lisis de Fourier y transformada
wavelet, entre otros. La aplicacio´n de cada uno de ellos depende de las caracter´ısticas de
las series temporales, como pueden ser estacionariedad, longitud de la serie, variacio´n
de para´metros caracter´ısticos, nivel de ruido en las mediciones, etc. Estas metodolog´ıas
no son equivalentes en su capacidad para discernir todos los detalles relevantes, aunque
s´ı capturan los aspectos globales de las series temporales bajo estudio.
Bandt y Pompe (BP) introdujeron una metodolog´ıa para evaluar la FDP asociada
con series temporales escalares usando una te´cnica de simbolizacio´n. Es posible asignar
diferentes secuencias simbo´licas a una serie temporal S(t) = {xt}. Resulta importante
considerar si se toma en cuenta o no el orden en el cual los valores xt aparecen. En el
primer caso se dice que la informacio´n temporal causal ha sido tomada en cuenta, mientras
que en el otro caso se pierde esta causalidad. Entonces, si solo se asigna un s´ımbolo de un
alfabeto ﬁnito a cada xt, la consiguiente secuencia simbo´lica se considera una descripcio´n
gruesa no causal de la serie. Por lo tanto la FDP resultante no posee informacio´n temporal
alguna. La te´cnica basada en histogramas corresponde a este tipo de asignacio´n.
La causalidad puede ser incorporada en el proceso de estimacio´n que conduce a la
obtencio´n de la FDP si, en vez de asignar un solo s´ımbolo a cada xt, se le asigna ‘palabras’
a un trozo de trayectoria en el espacio de fases. As´ı, la FDP resultante constituye una
descripcio´n gruesa causal del sistema. La metodolog´ıa de BP corresponde a este tipo
de asignacio´n y se considera una de las te´cnicas simbo´licas ma´s simples que incorpora
causalidad temporal.
Dada una serie temporal S(t) = {xt; t = 1, . . . ,M}, con M el nu´mero de datos, una
dimensio´n de inmersio´n (embedding dimension) D∗ > 1 (D∗ ∈ N), y un tiempo de retraso
τ , (τ ∈ N), a cada tiempo s le asignamos un vector D∗-dimensional (patro´n)
s −→ (xs−(D∗−1)τ , xs−(D∗−2)τ , . . . , xs−τ , xs), (4.5.1)
que resulta de la evaluacio´n de la serie temporal a los tiempos s− (D∗ − 1)τ , . . ., s− τ, s.
Mientras mayor sea el valor de D∗, mayor sera´ la informacio´n temporal incorporada en
los patrones. Entenderemos por patro´n ordinal de orden D∗, relacionado al tiempo s, a la
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permutacio´n π = (r0, r1, . . . , rD∗−1) de (0, 1, . . . , D∗ − 1) deﬁnida por
xs−rD∗−1τ ≤ xs−rD∗−2τ ≤ . . . ≤ xs−r1τ ≤ xs−r0τ .
De esta manera, el vector deﬁnido en la ec. 4.5.1 queda representado por el s´ımbolo π.
Para evitar ambigu¨edades se considera ri < ri−1 si xs−riτ = xs−ri−1τ . Esto se justiﬁca
si los valores xt poseen una distribucio´n continua, con lo cual es muy poco probable que
aparezcan valores iguales en la serie temporal.
Las frecuencias relativas para cada una de las D∗! permutaciones posibles πi de orden
D∗, pueden ser calculadas de acuerdo al nu´mero de veces que se encuentra una secuencia
reordenada correspondiente a πi en la serie temporal, dividido por el nu´mero total de
secuencias:
p(πi) =
#{s|s ≤ M − (D∗ − 1)τ ; s es de tipoπi}
M − (D∗ − 1)τ .
En la u´ltima expresio´n el s´ımbolo # representa ‘nu´mero de veces’. De esta manera se ob-
tiene la distribucio´n de probabilidad de los patrones ordinales P = {p(πi), i = 1, . . . , D∗!}.
Veamos un ejemplo para aclarar la metodolog´ıa utilizada. Consideremos una serie
temporal, de siete valores (M = 7), x = {1, 2, 3, 9, 18, 7, 10}, para la cual se evalu´a la
FDP de BP para D∗ = 3 y τ = 1. Los tripletes (1, 2, 3), (2, 3, 9) y (3, 9, 18) representan
al patro´n {0, 1, 2} ya que esta´n en orden creciente. (9, 18, 7) representa {1, 2, 0} mientras
que (18, 7, 10) representa al patro´n {2, 0, 1}. Entonces las probabilidades asociadas a los
D∗! = 6 patrones posibles son: p({0, 1, 2}) = 3/5, p({1, 2, 0}) = 1/5, p({2, 0, 1}) = 1/5 y
p({0, 2, 1}) = p({1, 0, 2}) = p({2, 1, 0}) = 0/5.
Entonces, es posible cuantiﬁcar la diversidad de los s´ımbolos ordenados (patrones de
longitudD∗), derivados de la serie temporal, usando la FDP de BP para calcular la entrop´ıa
de permutacio´n de Shannon, la informacio´n de permutacio´n de Fisher y la complejidad
de permutacio´n MPR. Para eso se toman las expresiones de estos cuantiﬁcadores para
el caso de una FDP discreta, y se toma a las pi como las probabilidades de tener cierta
permutacio´n, p(π). Desde luego, la dimensio´n D∗ juega un rol importante en la evaluacio´n
de la FDP, ya que determina el nu´mero de estados accesibles D∗! y tambie´n la condicio´n
M  D∗! para la longitud de la serie temporal. Esta condicio´n es requerida para extraer
una estad´ıstica ﬁdedigna y para poder distinguir correctamente la dina´mica determinista y
la estoca´stica. BP sugieren trabajar con 3 ≤ D∗ ≤ 6 y con τ = 1 (es decir comparar tiempos
consecutivos). Sin embargo, otros valores de τ pueden brindar informacio´n adicional del
sistema. Se ha mostrado recientemente que este para´metro esta´ ı´ntimamente relacionado,
cuando es relevante, con las escalas temporales intr´ınsecas del sistema bajo ana´lisis [34,
69].
El presente ana´lisis simbo´lico implica una pe´rdida de la informacio´n de las amplitudes
de los valores originales de la serie temporal. No obstante, esta metodolog´ıa logra una
reduccio´n de la diﬁcultad hallada en la descripcio´n de un sistema complejo dado, con lo
cual se vuelve utilizable para analizar series temporales muy largas con relativa facilidad.
La u´nica suposicio´n necesaria es la de estacionariedad de´bil : para k = D∗, la probabilidad
para xt < xt+k debe ser independiente de t.
La distribucio´n asociada a los patrones ordinales es invariante con respecto a transfor-
maciones mono´tonas no lineales. Es decir que corrimientos no lineales o cambios de escala
introducidos por el dispositivo de medida no modiﬁcan la estimacio´n de los cuantiﬁcadores,
siendo esta una propiedad signiﬁcativa si se trabaja con datos experimentales.
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Recientemente se utilizo´ la FDP de permutacio´n de Bandt y Pompe para caracterizar
mapas cao´ticos [28]. En dicho trabajo se consideran 27 mapas cao´ticos, algunos de ellos
ampliamente usados en sistemas dina´micos (por ejemplo el mapa log´ıstico). Estos mapas
cao´ticos se dividen en varios grupos:
(a) Mapas no invertibles:(1) mapa log´ıstico [35]; (2) mapa seno [36]; (3) mapa de
carpa [37]; (4) generador de congruencia lineal [38]; (5) mapa cu´bico [39]; (6)
modelo de poblacio´n de Ricker [40]; (7) mapa de Gauss [41]; (8) mapa de Cusp
[25]; (9) mapa de Pinchers [42]; (10) mapa de Spence [43]; (11) mapa seno-c´ırculo
[44].
(b) Mapas disipativos : (12) mapa de He´non [45]; (13) mapa de Lozi [46]; (14) mapa
log´ıstico con retraso [47]; (15) mapa de Tinkerbell [48]; (16) mapa de Burger [49];
(17) mapa cu´bico de Holmes [50]; (18) mapa disipativo standard [51]; (19) mapa
de Ikeda [52]; (20) mapa de Sinai [53]; (21) mapa de predador-presa discreto [54].
(c) Mapas conservativos: (22) mapa standard de Chirikov [55]; (23) mapa cuadra´tico
con a´rea preservada de He´non [56]; (24) mapa del gato de Arnold [57]; (25) mapa
del hombre de jengibre [58]; (26) mapa de red cao´tica [59]; (27) mapa cao´tico
tridimensional de Lorenz [60].
Au´n cuando esta lista no es exhaustiva, puede tomarse como representativa de los sis-
temas cao´ticos comunes. Estos 27 mapas han sido caracterizados en el plano complejidad-
entrop´ıa (Fig.4.3).
Figura 4.3. Localizacio´n de los 27 mapas cao´ticos considerados en el plano de informa-
cio´n causal H × C. La FDP de BP fue evaluada con D∗ = 6, τ = 1, series temporales
con M = 107 datos. Los nu´meros en la gra´ﬁca representan la numeracio´n correspondien-
te a los mapas dada en esta seccio´n. Las letras x e y representan las coordenadas de
los mapas para los cuales su representacio´n en el plano es claramente distinguible. Las
circunferencias unidas por la l´ınea punteada representan la localizacio´n de los procesos
estoca´sticos (ruidos) con espectro de potencia f−k. Las l´ıneas continuas corresponden a
las curvas de ma´xima y mı´nima complejidad. (Figura adaptada de [28]).
A continuacio´n se describen estos mapas, junto a los valores de sus exponentes de




Xn+1 = AXn(1−Xn). (4.5.2)
Exponente de Lyapunov: λ = log 2 = 0, 693147181 . . . para A = 4 y condicio´n
inicial X0 = 0, 1.
(2) Mapa seno:
Xn+1 = A sin (piXn) . (4.5.3)
Exponente de Lyapunov: λ ≈ 0, 689067 para A = 1 y condicio´n inicial X0 = 0, 1 .
(3) Mapa de carpa:
Xn+1 = Amı´n{Xn, 1−Xn}. (4.5.4)
Exponente de Lyapunov: λ = log |A| para A = 2 y condicio´n inicial X0 = 1/
√
2 .
(4) Generador de congruencia lineal:
Xn+1 = AXn +BXn (modC). (4.5.5)
Exponente de Lyapunov: λ = log |A| para A = 7141, B = 54773, C = 259200 y
condicio´n inicial X0 = 0.
(5) Mapa cu´bico:
Xn+1 = AXn(1−X2n). (4.5.6)
Exponente de Lyapunov: λ ≈ 1, 0986122883 para A = 3 y condicio´n inicial X0 =
0, 1.
(6) Modelo de poblacio´n de Ricker:
Xn+1 = AXne
−Xn . (4.5.7)
Exponente de Lyapunov: λ ≈ 0, 384846 para A = 20 y condicio´n inicial X0 = 0, 1.
(7) Mapa de Gauss:
Xn+1/1/Xn (mod 1). (4.5.8)
Exponente de Lyapunov: λ ≈ 2, 373445 para la condicio´n inicial X0 = 1.




Exponente de Lyapunov: λ = 0, 5 para A = 2 y condicio´n inicial X0 = 0, 5.
(9) Mapa de Pinchers:
Xn+1 = | tanh [S(Xn − C)] |. (4.5.10)
Exponente de Lyapunov: λ ≈ 0, 467944 para S = 2, C = 0, 5 y condicio´n inicial
X0 = 0.
(10) Mapa de Spence:
Xn+1 = |lnXn|. (4.5.11)
Exponente de Lyapunov: λ→∞ para la condicio´n inicial X0 = 0, 5 .
(11) Mapa de seno-c´ırculo:
Xn+1 = Xn + Ω− K
2pi
sin (2piXn) (mod 1). (4.5.12)
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Exponente de Lyapunov: λ ≈ 0, 353863 para Ω = 0, 5,K = 2 y condicio´n inicial
X0 = 0, 1.
(12) Mapa de He´non: Xn+1 = 1− aX2n + bYnYn+1 = Xn . (4.5.13)
Exponentes de Lyapunov: λ1 ≈ 0, 41922, λ2 ≈ −1, 62319 para a = 1, 4, b = 0, 3 y
condiciones iniciales X0 = 0, Y0 = 0, 9.
(13) Mapa de Lozi: Xn+1 = 1− a |Xn|+ b YnYn+1 = Xn . (4.5.14)
Exponentes de Lyapunov: λ1 ≈ 0, 47023 , λ2 ≈ −1, 16338 para a = 1, 7, b = 0, 5 y
condiciones iniciales X0 = −0, 1, Y0 = 0, 1.
(14) Mapa log´ıstico con retraso:Xn+1 = AXn(1− Yn)Yn+1 = Xn . (4.5.15)
Exponentes de Lyapunov: λ1 ≈ 0, 18312 , λ2 ≈ −1, 24199 para A = 2, 27 y condi-
ciones iniciales X0 = 0, 001, Y0 = 0, 001.
(15) Mapa de Tinkerbell:Xn+1 = X2n − Y 2n + aXn + b YnYn+1 = 2XnYn + cXn + d Yn . (4.5.16)
Exponentes de Lyapunov: λ1 ≈ 0, 18997 , λ2 ≈ −0, 52091 para a = 0, 9, b =
−0, 6, c = 2, d = 0, 5 y condiciones iniciales X0 = 0, Y0 = 0, 5.
(16) Mapa de Burgers: Xn+1 = aX2n − Y 2nYn+1 = b Yn +XnYn . (4.5.17)
Exponentes de Lyapunov: λ1 ≈ 0, 12076 , λ2 ≈ −0, 22136 para a = 0, 75, b = 1, 75
y condiciones iniciales X0 = −0, 1, Y0 = 0, 1.
(17) Mapa cu´bico de Holmes:Xn+1 = YnYn+1 = −bXn + dYn − Y 3n . (4.5.18)
Exponentes de Lyapunov: λ1 ≈ 0, 59458 , λ2 ≈ −2, 20402 para b = 0, 2, d = 2, 77
y condiciones iniciales X0 = 1, 6, Y0 = 0.
(18) Mapa disipativo standard:Xn+1 = Xn + Yn (mod 2pi)Yn+1 = bYn + k sin(Xn) (mod 2pi) . (4.5.19)
Exponentes de Lyapunov: λ1 ≈ 1, 46995 , λ2 ≈ −3, 77254 para b = 0, 1, k = 8, 8 y
condiciones iniciales X0 = 0, 1, Y0 = 0, 1.
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(19) Mapa de Ikeda:Xn+1 = γ + µ(Xn cosφ− Yn sinφ)Yn+1 = µ(Xn sinφ+ Yn cosφ) , (4.5.20)
donde φ = β − α/(1 +X2n + Y 2n ).
Exponentes de Lyapunov: λ1 ≈ 0, 50760, λ2 ≈ −0, 71832 para α = 6, β =
0, 4, γ = 1, µ = 0, 9 y condiciones iniciales X0 = 0, Y0 = 0.
(20) Mapa de Sinai: Xn+1 = Xn + Yn + δ cos(2piYn)Yn+1 = Xn + 2Yn . (4.5.21)
Exponentes de Lyapunov: λ1 ≈ 0, 95946 , λ2 ≈ −1, 07714 para δ = 0, 1 y condicio-
nes iniciales X0 = 0, 5, Y0 = 0, 5.
(21) Mapa de predador-presa discreto:Xn+1 = Xn exp{r(1−Xn/K)− αYn} (Presa)Yn+1 = Xn [1− exp{−αYn}] (Predador) . (4.5.22)
Exponentes de Lyapunov: λ1 ≈ 0, 19664 , λ2 ≈ 0, 03276 para r = 3,K = 1, α = 5
y condiciones iniciales X0 = 0, 5, Y0 = 0, 5.
(22) Mapa standard de Chirikov:Xn+1 = Xn + Yn+1 (mod 2pi)Yn+1 = Yn + k sinXn (mod 2pi) . (4.5.23)
Exponentes de Lyapunov: λ1 ≈ 0, 10497 , λ2 ≈ −0, 10497 para k = 1 y condiciones
iniciales X0 = 0, Y0 = 6.
(23) Mapa cuadra´tico con a´rea preservada de He´non:Xn+1 = Xn cosα− (Yn −X2n) sinαYn+1 = Xn sinα+ (Yn −X2n) cosα . (4.5.24)
Exponentes de Lyapunov: λ1 ≈ 0, 00643 , λ2 ≈ −0, 00643 para cosα = 0, 24 y
condiciones iniciales X0 = 0, 6, Y0 = 0, 13.
(24) Mapa del gato de Arnold:Xn+1 = Xn + Yn (mod 1)Yn+1 = Xn + k Yn (mod 1) . (4.5.25)







= ±0, 96242365 . . . para k = 2
y condiciones iniciales X0 = 0, Y0 = 1
√
2.
(25) Mapa del hombre de jengibre:Xn+1 = 1 + |Xn| − YnYn+1 = Xn . (4.5.26)
Exponentes de Lyapunov: λ1,2 ≈ ±0, 07339 para las condiciones iniciales X0 =
0, 5, Y0 = 3, 7.
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(26) Mapa de la red cao´tica:⎧⎨
⎩Xn+1 = Xn cosα− (Yn + k sinXn) sinαYn+1 = Xn sinα+ (Yn + k sinXn) cosα . (4.5.27)
Exponentes de Lyapunov: λ1,2 ≈ ±0, 04847 para α = π/2, k = 1 y condiciones
iniciales X0 = 0, Y0 = 3.
(27) Mapa cao´tico tridimensional de Lorentz:⎧⎪⎪⎨
⎪⎪⎩




Exponentes de Lyapunov: λ1 ≈ 0, 07456, λ2 = 0, λ3 ≈ 0, 07456 para las condiciones
iniciales X0 = 0, 5, Y0 = 0, 5, Z0 = −1.
En el cap´ıtulo 5 se aplicara´ esta misma idea a series temporales (suﬁcientemente lar-
gas) asociadas con las 20 caracter´ısticas dina´micas ma´s relevantes de las neuronas. Resulta
importante remarcar que en este caso los intervalos sin disparos en las series temporales
fueron tenidos en cuenta en la FDP (ya que pueden corresponder a estados de reposo o a
oscilaciones del sistema). Por ende tambie´n son importantes para caracterizar la dina´mica
(es decir se considerara´ toda la sen˜al que caracteriza el potencial de membrana en funcio´n
del tiempo). Teniendo la FDP, se determinara´n los cuantiﬁcadores vistos en este cap´ıtulo
para cada tipo de dina´mica, y se estudiara´ su distribucio´n en los diferentes planos infor-
mativos y en el espacio H × C × F . Este u´ltimo espacio tridimensional permitira´, en un
futuro trabajo de doctorado, hacer un clustering para determinar que´ componente de cada
tipo de dina´mica tiene una serie temporal de una neurona medida experimentalmente.
Se estudiara´ el caso de una neurona to´nicamente activa (o coline´rgica). Adema´s, se
mostrara´n los resultados en este mismo espacio tridimensional (H×C×F ) para diferentes
dina´micas inducidas por ruido sina´ptico, a partir de la FDP encontrada en el cap´ıtulo 3.
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5Resultados, discusio´n, conclusiones y
perspectivas
5.1 Resultados y discusio´n
5.1.1 Introduccio´n
En la presente seccio´n se utilizan los conceptos y formalismos desarrollados en los
cap´ıtulos previos y se aplican a los 20 tipos de ritmos ma´s caracter´ısticos de una neurona.
Es decir, la neurona es simulada por un modelo computacional simple que permite repro-
ducir las 20 caracter´ısticas fundamentales neurocomputacionales de las neuronas biolo´gicas
(de acuerdo a lo descripto en la seccio´n 2.3). A partir de esto y en base a la cuantiﬁcacio´n
de las estructuras ordinales presentes en la sen˜al del potencial de membrana y su inﬂuencia
local en e´l asociada a la distribucio´n de probabilidad, se estima la causalidad de la serie a
trave´s de un algoritmo de fa´cil aplicacio´n y computacio´n.
Por otra parte, en el marco del formalismo de integrales de caminos desarrollado en
el cap´ıtulo 3, se muestra co´mo diferentes niveles de ruido blanco permitir´ıan moverse
en diferentes planos informativos H × C, H × F y en el espacio H × C × F . Nuestro
enfoque permitira´ cuantiﬁcar las propiedades dina´micas de los 20 tipos de ritmos ma´s
caracter´ısticos de una neurona en planos informativos, e inferir las propiedades emergentes
de las interneuronas coline´rgicas en comparacio´n a dichos ritmos caracter´ısticos.
Se caracterizan los 20 tipos de dina´mica ma´s representativos de las neuronas usando los
siguientes cuantiﬁcadores de Teor´ıa de la Informacio´n: entrop´ıa, complejidad e informacio´n
de Fisher, todos ellos calculados dentro del formalismo de Bandt-Pompe. Esta metodolog´ıa,
muy utilizada en el ana´lisis de sistemas dina´micos tales como los mapas cao´ticos (mostrados
en el cap´ıtulo 4), permite cuantiﬁcar la dina´mica de los diferentes ritmos de una neurona
y comparar los mapas informativos con los que se obtendr´ıan variando el nivel de ruido
blanco en el formalismo de integrales de caminos (en el marco de las ecuaciones de HH).
5.1.2 Caracterizacio´n de los 20 ritmos fundamentales usando te´cnicas
de Meca´nica Estad´ıstica, Dina´mica No Lineal, y Teor´ıa de la Informacio´n
Una de las magnitudes comu´nmente utilizada para caracterizar los disparos de una
neurona, en el campo de la neuroﬁsiolog´ıa experimental, es la varianza de los intervalos
interspike (ISIs). Los ISIs son los tiempos entre los disparos de la neurona. Con estos
tiempos se arman histogramas de frecuencia, y se calcula la varianza de esa distribucio´n de
tiempos. Este tipo de ana´lisis no toma en cuenta toda la sen˜al del potencial de membrana y
por ende a la informacio´n inherente a las oscilaciones del sistema, que reﬂejan las corrientes
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〈ISIs〉 (ms) Rp 〈ISIs〉 (ms) Rp
A 16,3408 2,2013 K 28,1441 2,6419
B 200,25 0 L 17,4586 1,4797
C 7,8628 1,4732 M 21,0186 1,9031
D 13,3133 2,419 N 16,4288 2,1203
E 11,8986 1,2714 N˜ 18,9859 1,9162
F 9,22222 1,2796 O 22,0346 1,5156
G 15,7733 1,2385 P 21,6879 1,4864
H 14,6465 1,4297 Q 34,1687 2,2606
I 17,4568 1,4795 R 28,1121 1,6604
J 21,0204 1,9033 S 17,9559 2,5347
Tabla 1. Valor medio y varianza de los ISIs para los 20 tipos de dina´mica de la Fig. 2.5.
inducidas por las corrientes sina´pticas de neuronas vecinas. Tener en cuenta toda la sen˜al
del potencial de membrana permite principalmente considerar las actividades sina´pticas
de las neuronas corticales, as´ı como otros factores tales como las variaciones de calcio, y
las oscilaciones de membrana. Es decir, el potencial de membrana en su totalidad tiene en
cuenta la entrada sincronizada de sen˜ales de entrada en el a´rea observada, y los potenciales
de accio´n que representan las sen˜ales de salida de la neurona. Estas oscilaciones tambie´n
son importantes, por ejemplo, para entender cambios en la dina´mica de interneuronas, que
son relevantes para entender el Parkinson.
Los 20 tipos de dina´mica ma´s usuales en las neuronas se muestran en la Fig. 2.5.
Fueron obtenidos a partir del modelo simple de Izhikevich (ec. 2.3.1, 2.3.2 y 2.3.3). El
tiempo de simulacio´n mostrado en la ﬁgura va ente los 80 y los 350 ms, de manera que
puedan visualizarse bien las diferentes dina´micas. Pero para realizar los ana´lisis dentro del
formalismo de BP se necesita tener un nu´mero de eventos mucho mayor a la dimensio´n
de ‘embedding’ (D∗ = 6); por eso se corre una simulacio´n de 180000 puntos tomando una
resolucio´n temporal de 2,5 ms.
Una vez realizada la simulacio´n para los 20 tipos de dina´mica, se calculan los respec-
tivos ISIs. En la tabla 1 se muestran los resultados para la media y la desviacio´n esta´ndar
en unidades de la media Rp =
√
V ar(ISIs)/〈ISIs〉 (donde 〈ISIs〉 es el valor medio de
los ISIs), de los histogramas de los ISIs obtenidos para cada dina´mica. Los histogramas se
muestran en el ape´ndice A.
Si bien el ana´lisis de los histogramas de los ISIs permite diferenciar entre las propie-
dades emergentes de la neurona, presenta ciertas deﬁciencias. La ma´s marcada es que los
valores medios y la desviacio´n esta´ndar tienen una dependencia con el ancho de los bins
(longitud de los intervalos), lo cual induce un grado de arbitrariedad. Adema´s los histo-
gramas no son obviamente medidas de informacio´n per se [61], por lo que no constituyen
una medidas ﬁables del sistema bajo estudio.
En particular para sistemas neuronales de alta dimensionalidad la varianza de los ISIs
puede aumentar a medida que el nu´mero de interconexiones aumenta, lo cual llevar´ıa a
pensar que la Informacio´n de Fisher deber´ıa aumentar y ese no es necesariamente el caso
[61]. El sistema nervioso puede extraer so´lo una cantidad ﬁnita de informacio´n de los
est´ımulos sensoriales, y en etapas posteriores del procesamiento la cantidad de informa-
cio´n debe saturar a medida que el nu´mero de neuronas interconectadas se vuelve cada vez
mayor. Es decir las correlaciones deben producir que la informacio´n sature o alcance un
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ma´ximo cuando el numero de neuronas interconectadas crece. Ma´s espec´ıﬁcamente, las ca-
racterizaciones utilizando las varianzas de los ISIs no tienen en cuenta la estructura causal
de la serie y por ende ca´lculos de la informacio´n no siempre muestran el comportamiento
neuroﬁsiolo´gico esperado [61].
Es importante destacar que la medida de informacio´n Fisher puede ser interpretada
como una medida de la capacidad de estimar un para´metro, como la cantidad de informa-
cio´n que se puede extraer de un conjunto de mediciones, y tambie´n como una medida del
estado de desorden de un sistema o feno´meno. Su propiedad ma´s importante es la cota de
Cramer-Rao lo cual la convierte en una aute´ntica medida de informacio´n [61].
El plano informativo causal de Fisher versus la complejidad estad´ıstica, C × F (o
Fisher frente a la entrop´ıa de Shannon H×F ), cuantiﬁca las caracter´ısticas locales frente
a las caracter´ısticas globales de la dina´mica del sistema en estudio. En consecuencia, al
tener en cuenta una sen˜al lo suﬁcientemente larga como para poder aplicar el formalismo
de BP, la construccio´n del plano causal C × F (y el plano causal H × F ) proporciona
una herramienta u´til para detectar y cuantiﬁcar los valores caracter´ısticos de los ritmos
neuronales ba´sicos. Se investigara´ adema´s si la complejidad MPR es capaz de cuantiﬁcar
detalles cr´ıticos de procesos dina´micos subyacentes del conjunto de datos neurales [61].
Con el objeto de realizar una caracterizacio´n de la dina´mica de los veinte ritmos ma´s
‘fundamentales’ de una neurona, se estima la entrop´ıa de permutacio´n, la complejidad y la
informacio´n de Fisher, en el marco del formalismo de BP. En este ana´lisis se toma en cuenta
toda la sen˜al del potencial de membrana, no so´lo los spikes (a diferencia de lo sucedido
con los ISIs). Esta metodolog´ıa, adema´s de permitir hacer una caracterizacio´n ma´s n´ıtida
de la dina´mica de las neuronas que los ISIs, abre la posibilidad de utilizar te´cnicas de
‘clustering’ [66], en donde uno podr´ıa tomar una sen˜al neuroﬁsiolo´gica completamente
cruda y determinar que´ porcentaje de cada tipo de dina´mica presenta dicha sen˜al. El
desarrollo de esta te´cnica es tema de posgrado.
En el estudio y caracterizacio´n de series de tiempo ‘X (t)’ recurriendo a herramientas
de la Teor´ıa de la Informacio´n se asume que la FDP subyacente se da a priori. Por el
contrario, parte del ana´lisis concomitante implica la extraccio´n de la FPD a partir de
los datos y no existe un procedimiento con el que se este´ un´ıvocamente de acuerdo. Por
esta razo´n hace casi diez an˜os Bandt y Pompe (BP) introdujeron una exitosa metodolog´ıa
para la evaluacio´n de la FDP asociada a la serie en cuestio´n utilizando una te´cnica de
simbolizacio´n [27].
Los datos simbo´licos pertinentes son: i) creados por la clasiﬁcacio´n de los valores de la
serie y ii) deﬁnidos por la reordenacio´n de los datos incrustados en orden ascendente, lo
que equivale a una reconstruccio´n del espacio de fase con la incorporacio´n de la dimensio´n
(longitud del patro´n) D∗ y tiempo de retraso τ . De esta manera es posible cuantiﬁcar la
diversidad de los s´ımbolos (patrones) derivados de una serie temporal escalar. Hay que
tener en cuenta que la secuencia de s´ımbolos apropiada surge naturalmente de la serie
de tiempo y no se necesitan suposiciones basadas en modelos. De hecho, las ‘particiones’
necesarias se elaboran mediante la comparacio´n del orden de los valores relativos de vecinos
en lugar de mediante el prorrateo de amplitudes de acuerdo a diferentes niveles.
Esta te´cnica, a diferencia de la mayor´ıa de las usadas en la actualidad, tiene en cuenta
la estructura temporal de la serie de tiempo generada por el proceso f´ısico en estudio. Esta
caracter´ıstica nos permite descubrir los detalles importantes sobre la estructura ordinal de
Roma´n Baravalle 45
Trabajo de Diploma
la serie temporal y tambie´n puede proporcionar informacio´n sobre la correlacio´n temporal
[27, 67, 68, 61].
Esta´ claro que este tipo de ana´lisis de series temporales implica la pe´rdida de algunos
detalles de la informacio´n de amplitud de la serie original. Sin embargo, la representacio´n
simbo´lica de series temporales, mediante el recurso a una comparacio´n de valores conse-
cutivos (τ = 1) o no consecutivos (τ > 1) permite una reconstruccio´n emp´ırica precisa
del espacio de fases subyacente, incluso en la presencia de ruido de´bil (observacional y
dina´mico)[27]. Por otra parte, los patrones ordinales asociados con la FDP son invariantes
con respecto a transformaciones mono´tonas no lineales.
La propuesta de Bandt y Pompe para asociar las distribuciones de probabilidad de
series temporales constituye un avance signiﬁcativo en el estudio de sistemas dina´micos no
lineales [27], ya que el me´todo proporciona una prescripcio´n un´ıvoca para cuantiﬁcadores
entro´picos y globales del tipo Shannon.
En la Fig.5.1 se muestra la ubicacio´n en el plano entrop´ıa-complejidad de los 20 tipos
de dina´mica. Se observa la posibilidad de diferenciar claramente algunos tipos de dina´mica
de otros (I,B,M,C y T por ejemplo), aunque otros puntos esta´n ma´s cercanos y esto puede
deberse a que tiene que elegirse un tiempo de retardo τ mayor. Es decir, en cuanto a las
posibles limitaciones de la metodolog´ıa, debe tenerse en cuenta que con el ﬁn de evitar
el problema de la desviacio´n y el sesgo de tener estad´ıstica ﬁable se ha establecido que
la condicio´n M  D∗! debe cumplirse [27]. Se elige un tiempo de retardo τ = 1, pero
Figura 5.1. Plano entrop´ıa-complejidad con los 20 puntos correspondientes a las carac-
ter´ısticas dina´micas neuronales ma´s representativas.
otros valores de τ tambie´n podr´ıan proporcionar ma´s informacio´n y esto sera´ objeto de
estudio de posgrado. El procedimiento de Bandt y Pompe no especiﬁca que´ orden para
generar patrones ordinales debe ser privilegiado. Es decir, co´mo especiﬁcar el ı´ndice de
orden i de la serie y, en consecuencia, para una longitud de patro´n D∗, tenemos D∗! po-
sibles i-secuencias. Existe, por tanto, una ambigu¨edad cuando se evalu´an las medidas de
informacio´n locales. Este problema no afecta en absoluto a la evaluacio´n de los cuantiﬁca-
dores entro´picos globales (como la entrop´ıa de Shannon). En el presente trabajo, se utiliza
el orden lexicogra´ﬁco propuesto por el algoritmo de Lehmer (ver por ejemplo [61]), entre
otras posibilidades, ya que proporciona la mejor distincio´n de diferentes dina´micas dentro
de la causalidad Shannon-Fisher [27].
Para continuar la descripcio´n de las dina´micas se graﬁca el plano informacio´n de Fisher-
entrop´ıa (Fig.5.2). En este caso se observa una mejor distincio´n entre los 20 ritmos.
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Figura 5.2. Plano entrop´ıa-informacio´n de Fisher. En este plano se diferencian mejor
los 20 tipos de dina´micas presentes en las neuronas.
Es decir que los tres cuantiﬁcadores: entrop´ıa, complejidad e informacio´n de Fisher,
permiten distinguir diferentes dina´micas de sen˜ales provenientes de neuronas (Fig. 5.3), a
pesar de la posible limitacio´n al haber tomado un tiempo de retardo τ = 1.
Figura 5.3. Espacio entrop´ıa-informacio´n de Fisher-complejidad. En este espacio se
pueden distinguir los 20 tipos de dina´micas.
En lo que sigue se aplica la te´cnica esta´ndar de la f´ısica teo´rica, la integral de caminos
presentada en el capitulo 3, para estimar la complejidad, la entrop´ıa y la informacio´n
de Fisher utilizando la probabilidad de que el umbral de voltaje V sea alcanzado en
un tiempo t dado. El ana´lisis se aplica al modelo de Hodgkin-Huxley, adema´s de a las
generalizaciones del mismo, incluyendo aquellos en los que la probabilidad de apertura
de ciertos canales depende de la densidad de estos. Esta caracterizacio´n anal´ıtica permite
obtener la distribucio´n de probabilidad de tener potenciales de accio´n y mostrar la forma
en que depende de los para´metros del modelo, como el coﬁciente de difusio´n de ruido D. El
formalismo se puede utilizar para comparar co´mo diferentes niveles de ruido D permiten
moverse en el plano causal C × F (y en el plano causal H × F ).
Ma´s espec´ıﬁcamente se caracteriza la dina´mica para el modelo estoca´stico de HH
obtenido en el cap´ıtulo 3 para diferentes valores de los para´metros del ruido sina´ptico de
fondo. Los resultados se muestran en las Fig. 5.4, 5.5 y 5.6. Para ello se calcula la entrop´ıa,
complejidad e informacio´n de Fisher utilizando la distribucio´n de probabilidad obtenida
en el cap´ıtulo 3. Si bien variando los valores es posible ‘moverse’ por parte de este espacio,
el modelo esta´ au´n bajo ana´lisis y la idea es extenderlo de forma que permita reproducir
los 20 tipos de dina´mica presentes en el modelo de Izhikevich.
En la proxima seccio´n se aplica este ana´lisis de Teor´ıa de la Informacio´n a una neurona
realista: la interneurona coline´rgica.
Existe una clasiﬁcacio´n de las neuronas de acuerdo a sus funciones: sensoriales, mo-
toras o interneuronas. Estas u´ltimas no tienen contacto directo con estructuras perife´ri-
cas (receptores -relacionados con los sentidos- y efectores -relacionados con mu´sculos y
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Figura 5.4. Plano entrop´ıa-complejidad para diferentes valores de los para´metros (D y
σ) en el modelo de HH con ruido de fondo.
Figura 5.5. Plano informacio´n de Fisher-complejidad para diferentes valores de los
para´metros(D y σ) en el modelo de HH con ruido de fondo.
Figura 5.6. Espacio entrop´ıa-informacio´n de Fisher-complejidad para el modelo de HH
con ruido de fondo sina´ptico blanco. La variacio´n de los para´metros no genera grandes
variaciones en los valores de los cuantificadores de teor´ıa de la informacio´n.
gla´ndulas-). Son responsables de la modificacio´n, coordinacio´n, integracio´n, facilitacio´n e
inhibicio´n que debe ocurrir entre la entrada sensorial y la entrada motora.
Otra clasificacio´n posible es de acuerdo a los neurotransmisores presentes en las si-
napsis. En ese sentido una neurona coline´rgica es la que presenta una sinapsis coline´rgica.
Dichas sinapsis consisten en procesos qu´ımicos que usan mole´culas de acetilcolina como
neurotransmisor.
5.1.3 Aplicacio´n: Interneurona coline´rgica
Las interneuronas coline´rgicas muestran actividad de spiking to´nica tanto in vivo como
in vitro. Debido a esto, tambie´n se conocen como ‘neuronas to´nicamente activas’ (TAN
por sus siglas en ingle´s). Otra caracter´ıstica distintiva de la electrofisiolog´ıa de las TAN
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es una pausa como respuesta a eventos aversivos o relacionados con el apetito, o a las
sen˜ales ambientales que predicen esos eventos durante el aprendizaje [62]. Esta forma de
respuesta es perdida luego de la degeneracio´n de estas neuronas en los modelos animales
de la enfermedad de Parkinson (por ejemplo al estudiar ratas con Parkinson) [64].
Se pretende caracterizar la dina´mica de este tipo de neuronas en el espacio entrop´ıa-
informacio´n de Fisher-complejidad, y compararla con las caracter´ısticas dina´micas ma´s
relevantes en las neuronas, como un primer acercamiento a un ‘clustering’. Para ello se
usa una versio´n modiﬁcada y actualizada del modelo de interneurona estriada coline´rgica
constru´ıdo por Maurice et al. [65]. El modelo es implementado en NEURON, y consiste
en tres compartimientos: un soma de 20μm de dia´metro y 20μm de largo, conectado con
dos dendritas de 2μm de dia´metro y 200μm de largo. La conductancia de la membrana
es 0, 1mS/cm2, su capacitancia 1μF/cm2 y su resistividad axial 70Ω/cm. Los voltajes
de equilibrio para las conductancias son los siguientes (en mV ): -55 para la corriente de
pe´rdida, 50 para la de Na+, -77 para la de K+ y -20 para la corriente catio´nica mixta
HCN . El modelo incluye las siguientes conductancias: de Na+ ra´pida dependiente del
voltaje y persistente, de K+ dependiente del voltaje, de K+ dependiente de Ca2+, de
Ca+2 dependiente del voltaje (de tipo L y Q), HCN1 Y HCN2. En la Fig.5.7 se muestra
el resultado de una de estas simulaciones.
Figura 5.7. Resultado de la simulacio´n para una neurona TAN, usando el modelo de [65].
Nuevamente se repite esta simulacio´n 360 veces de forma de obtener 180000 valores lo
cual permite tener una estad´ıstica suﬁciente (M >> D∗!) que permita aplicar el formalis-
mo de BP. Primero se analizan los ISIs correspondientes a esta neurona. El valor medio
de los ISIs es 27, 8964ms y su Rp es 3, 8883. El histograma para los ISIs se muestra en la
Fig. 5.8.
Se espera que el comportamiento de estas neuronas TAN sea semejante al de las
neuronas que presentan ra´fagas to´nicas (C en la Fig. 2.5). Sin embargo, no hay manera
de vislumbrar esta similitud a partir de los valores obtenidos del ana´lisis de los ISIs. Ni el
valor medio ni la desviacio´n esta´ndar de la neurona TAN se parecen a las de la neurona
con ra´faga to´nica. De hecho los valores de la neurona bajo estudio no se parecen a ninguno
de los presentes en la tabla 1.
Se realiza el ana´lisis de la sen˜al en el formalismo de BP, con el objetivo de encontrar
una mejor descripcio´n de la dina´mica. El resultado en el espacio entrop´ıa-informacio´n de
Fisher-complejidad se muestra en la Fig.5.9.
La complejidad para la neurona TAN es un poco ma´s alta que la de la ra´faga to´nica
(tipo C) pero con un grado mucho mayor de entrop´ıa (Fig. 5.10). Esto es coherente con
el hecho de que las neuronas coline´rgicas necesitan tener un mayor grado de aleatoridad
Roma´n Baravalle 49
Trabajo de Diploma
Figura 5.8. Histograma para los intervalos interspike correspondientes a la simulacio´n
de la neurona TAN. La barra alrededor de 4000 corresponde al espaciado entre las ra´fagas
de spike.
Figura 5.9. Espacio entrop´ıa-informacio´n de Fisher-complejidad con las 20 dina´micas
ma´s representativas de las neuronas, y con el punto correspondiente a la dina´mica de la
simulacio´n de la neurona TAN (en rojo).
debido a que su adaptacio´n a nuevas frecuencias implica mayor robustez en la transmisio´n
de la informacio´n. Por ende se podr´ıa hablar de un comportamiento similar a la ra´faga
to´nica con un poder mayor de adaptacio´n a las frecuencias (por el hecho de representar
una interneurona) que se evidencia en la mayor cantidad de entrop´ıa de permutacio´n.
Figura 5.10. Plano entrop´ıa-complejidad para los 20 ritmos caracter´ısticos de las neu-
ronas biolo´gicas y con la neurona TAN (en rojo). Se observa un grado mucho mayor de
entrop´ıa y tambie´n mayor grado de complejidad.
La informacio´n de Fisher permanece bastante similar a la de la ra´faga inducida por
inhibicio´n (tipo S) y a la de la excitabilidad de clase 2 (tipo H) (Fig. 5.11). Se ha observado
que las neuronas TAN disparan spikes frente a corrientes que hiperpolarizan la membrana;
es ma´s, existen casos en los cuales el per´ıodo refractario luego de un spike es suﬁciente
para generar otro spike en respuesta a esa hiperpolarizacio´n causada luego del primer
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spike [62]. Si bien resta investigar acerca de las similitudes entre las neuronas TAN y las
neuronas tipo S y H, se puede decir que estas tienen caracter´ısticas parecidas en cuanto a
la informacio´n.
Figura 5.11. Plano entrop´ıa-informacio´n de Fisher para los 20 ritmos caracter´ısticos
de las neuronas biolo´gicas y con la neurona TAN (en rojo). Se observa mayor entrop´ıa y
una informacio´n de Fisher menor a la tipo C y similar a las tipo H y S.
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5.2 Conclusiones y perspectivas
En las simulaciones se uso´ la sen˜al entera de los potenciales de membrana ya que re-
presentan la integracio´n de las corrientes ma´s sostenidas en el tejido (como en una medida
neuroﬁsiolo´gica podr´ıan ser la sina´ptica y las corrientes somato-dendr´ıticas, o las princi-
pales corrientes lentas que participan en generar el potencial postsina´ptico). Se estudio´ la
dina´mica de una neurona en el marco de tres teor´ıas diferentes: la de sistemas dina´micos,
la de ecuaciones estoca´sticas y la teor´ıa de la informacio´n. Entre la teor´ıa de sistemas
dina´micos y la teor´ıa de la informacio´n se realizo´ una conexio´n, nunca utilizada para es-
tudiar dina´micas en neurociencias. Se esbozo´ una conexio´n entre la teor´ıa de ecuaciones
estoca´sticas y la de sistemas dina´micos, utilizando la teor´ıa de la informacio´n.
El enfoque actual proporciona una nueva metodolog´ıa para investigar la estructura de
informacio´n causal de la sen˜al del potencial de membrana y permite caracterizar las veinte
respuestas ma´s caracter´ısticas de las neuronas. Se aplico´ el formalismo para caracterizar
la dina´mica de interneuronas sanas to´nicamente activas. Esto requirio´ de la generacio´n
de una nueva simulacio´n que fue desarrollada en base a avances recientes en medidas
experimentales de neuronas coline´rgicas [63].
Queda pendiente reproducir las 20 dina´micas ma´s representativas de las neuronas a
partir de un modelo de Hodgkin-Huxley con ruido sina´ptico de fondo en el marco de
las probabilidades anal´ıticas de disparo estimadas dentro del formalismo de integrales de
caminos. Se estudiara´ la posibilidad de que ruidos generalizados (por ejemplo la inclusio´n
de ruidos no gaussianos) permitan reproducir dichas dina´micas.
Tambie´n faltar´ıa explorar otros valores de τ que puedan proporcionar informacio´n
adicional; en el presente trabajo se utilizo´ u´nicamente τ = 1.
Actualmente estamos trabajando para incluir diferentes estructuras de red en las entra-
das para dar cuenta de los est´ımulos externos dentro de la simulacio´n de datos, e investigar
efectos de taman˜o ﬁnito teniendo en cuenta un mundo pequen˜o de neuronas interconecta-
das con diferentes taman˜os de cuadr´ıcula. Tambie´n tenemos planes de ampliar el enfoque
actual de casos, considerando los est´ımulos externos as´ı como diferentes valores de conduc-
tividad discretos. Esto requerir´ıa la ampliacio´n del enfoque actual disen˜ado para entrop´ıas
de permutacio´n a uno del tipo de entrop´ıas de transferencia [70]. Es decir, usualmente la
informacio´n mutua no es causal y no puede distinguir la informacio´n que se haya inter-
cambiado efectivamente de informacio´n compartida debido a la historia comu´n y sen˜ales
de entrada. Por ende un enfoque extendido con informacio´n mutua causal podr´ıa ser muy
u´til cuando se extienden los conceptos aqu´ı utilizados a cantidades del tipo de entrop´ıas
de transferencia. Esto no es so´lo importante desde el punto de vista teo´rico, sino que en
el futuro, aplicado a datos neuroﬁsiolo´gicos reales, podr´ıa ayudar a determinar que´ a´reas
de la corteza podr´ıan tener un mayor nivel de informacio´n, y para evaluar co´mo las in-
teracciones causales en la dina´mica neural podr´ıan ser modulados por el comportamiento.
Creemos que esto se convertira´ en una herramienta importante para la investigacio´n futura
sobre la capacidad de codiﬁcacio´n de las redes neuronales biolo´gicamente realistas.
Por otra parte consideramos que este tipo de formalismo que combina me´todos de
dina´mica no lineal, soluciones a la ecuacio´n de HH utilizando te´cnicas de integral de
caminos para obtener anal´ıticamente la probabilidad de que el umbral de voltaje sea
sobrepasado para disparar un spike, junto con herramientas de Teor´ıa de la Informacio´n
puede ser muy u´til para investigar el comportamiento de las avalanchas neuronales ya que
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su organizacio´n temporal oculta la presencia de correlaciones. Esto constituye un tema de
desarrollo para el posgrado.
5.2.1 Trabajo en preparacio´n
En este momento estamos trabajando sobre un manuscrito basado en este TD y que
se submitira´ a Phys. Trans. Roy. Soc. A. Este paper se esta´ llevando adelante bajo la
direccio´n de Fernando Montani.
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AHistogramas de intervalos interspike
Se muestran los resultados para los histogramas de los ISIs correspondientes a las
simulaciones de las 20 dina´micas ma´s representativas de las neuronas. La numeracio´n es
la misma que la del cap´ıtulo 2, yendo desde la letra A hasta la T.
Figura A.1. Histogramas de ISIs correspondientes a las dina´micas A, B, C y D.
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Figura A.2. Histogramas de ISIs correspondientes a las dina´micas E, F, G y H.
Figura A.3. Histogramas de ISIs correspondientes a las dina´micas I, J, K y L.
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Figura A.4. Histogramas de ISIs correspondientes a las dina´micas M, N, O y P.
Figura A.5. Histogramas de ISIs correspondientes a las dina´micas Q, R, S y T.
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