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Vanadium dioxide (VO2) is found to exhibit a first-order, reversible 
metal-insulator transition (MIT) at 340 K. Although intensive efforts have 
been made to investigate the MIT, the systematical studies of the photoinduced 
MIT on VO2 are still absent. The oxygen stoichiometry and dimensionalities 
of VO2 may affect MIT behaviors significantly. The aim of this thesis was to 
investigate the MIT in VO2 systematically, including the primary mechanism 
and the factors which influence the properties of MIT. 
 
The VO2 thin films were prepared using pulsed laser deposition (PLD). The 
VO2 nanowires were synthesized by chemical vapor deposition (CVD). The 
resulting VO2 samples were fully characterized by X-ray diffraction (XRD), 
Raman spectroscopy, atomic force microscopy (AFM), X-ray photoelectron 
spectroscopy (XPS) and in particular, optical-pump terahertz-probe (OPTP) 
spectroscopy. In our OPTP measurement, the optical pump fluence could be 
changed by inserting attenuator and the low temperature measurement could 
be carried out using an optical cryostat. The whole setup was enclosed in a 
chamber purged with N2 to avoid water vapor absorption. 
 
It was observed that the photoinduced MIT consisted of a fast process and a 
slow process, which could be ascribed to the occurrence of photodoping and 
x 
 
metal-insulator transition, respectively. The effect of oxygen stoichiometry on 
MIT in VO2 thin films was also examined. A relationship between the 
photoinduced MIT and oxygen stoichiometry is presented and a threshold 
behavior was observed in fluence dependence of the transient 
photoconductivity. Moreover, it was found that by monitoring the parameter c 
in fitted model, Drude-Smith model, we can study the MIT process in another 
aspect. Size effect was investigated with temperature-dependent Micro-Raman 
spectroscopy. The phase transition temperature in VO2 nanobelts can be 
depressed to as low as 29 °C. In addition, a simple VO2-based metamaterial is 
fabricated, which experimentally demonstrate an angular-dependence THz 
modulator behavior. 
 
Overall, we investigated how the factors, oxygen stoichiometry and 
dimensionalities, affect the MIT behavior. These results improve the 
understanding of the mechanism of the photoinduced MIT. These findings 
provide valuable information regarding the transition processes. The detailed 
dynamic process exhibited by monitoring parameter c provides deeper insight 
on understanding the mechanism of MIT. The results about depressed phase 
transition temperature show an intriguing possibility of designing different 
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 Chapter 1 Introduction 
 
The metal-insulator transition (MIT) is a topic of long-standing interest and 
fundamentally least understood problems in condensed matter physics. 
Theoretical description of metals, insulators and transitions between them is 
related to noninteracting or weakly interacting electron systems. The theory 
distinguish metals and insulators based on the filling of the electronic bands at 
zero temperature: For metals, the highest filled band is partially filled; for 
insulators, it is completely filled. In noninteracting electron theory, the band 
structure is formed by the periodic lattice structure of atoms in crystals. This 
basic theory between metals and insulators was established in the early years 
of quantum mechanics.
1,2
 After that, people found out that insulators with a 
small energy gap between the highest filled band and the lowest empty band 
would be semiconductors.
3-5
 Nowadays, scientists employ an impressive 
toolbox of theoretical methods to determine the band structure with surprising 
accuracy: Generally, one can calculate all the accessible electronic levels for 
the valence electrons in a solid and populates them according to the Pauli 
principle. If the highest occupied electronic state, the Fermi level, is within a 
band gap, the material is insulator, because it takes a finite energy to excite 
electrons to the lowest accessible state in order to carry electrical current. 
Otherwise, if electronic bands are partially filled, the materials present 
metallic behavior. 
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Despite of success in describing many respects employing this band picture, 
de Boer et al.
6
 reported that many transition-metal oxides with a partially 
filled d-electron band were not conductors but indeed insulators. One of 
typical example in this report was NiO. According to their report, Peierls
7
 
pointed out that the electron-electron correlation played an important role: 
Strong Coulomb repulsion between electrons might be the origin of the 
insulating behavior. 
These observations and results launched the long and interesting story of the 
area of strongly correlated electron materials, particularly the endeavor to 
understand the how partially filled band could be insulators and how an 
insulator became a metal as controllable parameters were varied. This 
transition is called the metal-insulator transition. 
 
1.1 Basic mechanisms of metal-insulator transitions 
In the past century, much progress has been made from both experimental and 
theoretical aspects in understanding strongly correlated electrons and MITs. In 
theoretical sides, Mott made a significant contribution to understand how 
electron-electron correlations could explain the insulating state, which is 
called Mott insulator.
8-11
 Considering electron-electron interaction, he
8,11,12
 
proposed a model for MIT: once the carrier density is larger than a critical 
value nc (
1/3 0.2c Hn a  , where aH is the Bohr radius of the material), a phase 
transition from insulator to metal happens due to the electron-electron 
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interaction, i.e. correlation. The above MIT is called Mott MIT, or 
Mott-Hubbard MIT, and the corresponding insulator is named the 
Mott-Hubbard insulator. By considering only electrons in a single band, a 
theoretical understanding for the transition between the Mott-Hubbard 
insulator and metals was obtained via using simplified lattice fermion 
models.
13-17
 Its Hamitonian is given by 
 † † † †( . .)HUB i j j j j j j j j
ij j j
tc c h c c c U c c c c   
 

   
 
           (1.1) 
where the operator †
ic  creates an electron of spin   in the i-th orbital, t is 
the tunneling element describing the inter-orbital hybridization, 
j describes 
the corresponding site energy, and U represents the on-site Coulomb repulsion. 
When the lattice has integer filling per unit cell, the electron can be mobile 
only if they have enough kinetic energy (EK ~ t) to overcome the Coulomb 
energy U. In narrow band limit, t U , the electron does not have enough 
kinetic energy, resulting in Mott insulating behavior. In such cases, the energy 
gap 
gE U B   ( 2B zt  is the electronic bandwidth; z being the lattice 
coordination number) is the energy an electron needs to overcome the 
Coulomb repulsion and leave the lattice site. When the kinetic energy is 
comparable to the Coulomb interaction, the system itself is in the vicinity of 
the Mott transition. Experimentally, the electronic bandwidth can be controlled 
by modifying the orbital overlap t. 
In the Hubbard model, one of the most important simplification is to consider 
only electrons in a single orbit, namely the s orbit. However, in experiment, 
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the study of the strongly correlated metals has been most thorough and 
systematic in d-electron systems, in other words, transition metal compounds. 
In d-electron systems, orbital degeneracy is an important and unavoidable 
source of complicated behavior. For instance, under the cubic crystal-field 
symmetry of the lattice, the threefold degenerate t2g band, dxy, dyz and dzx, and 
twofold degenerate eg bands, 2 2x yd   and 2 23z rd  , can all be located near the 
Fermi level, depending on transition-metal ion, dimensionality, lattice 
structure, composition, and so on. Another aspect of orbital degeneracy is the 
overlap of the d band and the p band of ligand atoms that link the elements in 
transition-metal compounds. For example, the oxygen 2 p  level becomes 
close to that of the partially 3d band near Fermi level for some heavier 
transition-metal elements such as copper and nickel. Thus the charge gap of 
the Mott insulator cannot be only accounted with d electrons, but p electrons 
have also be considered. 
The MIT can also occur because of reasons other than electron correlation 
effect. For instance, MIT can be induced by electron-phonon interaction, 
which is referred to as Peierls MIT.
18,19
 Generally speaking, Peierls MIT is 
caused by a lattice structural transformation in material. The electron 
localization
20-22
 due to disorder can also result in Anderson MIT. In the 1950‟s, 
Anderson
20
 found that random distributed lattice defects could lead to an 
insulating state. Anderson MIT usually appears in strongly disordered 
materials and the materials with strong impurity scattering, for example, 
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heavily doped semiconductors. There is another kind of insulator, namely band 
insulator or Bloch-Wilson insulator, which is under the frame of conventional 
band theory, i.e., without considering the electron-electron interactions. Table 
1.1 summarizes the four types of insulators briefly. 
 
Table 1.1 Classification of insulators and control mechanisms of MIT. 
Classifications of insulators 
Type Origin Example materials 
Band insulator (also known 
as Bloch-Wilson insulator) 
Under the framework of 















Control mechanism of MIT 
Control Type Representative approach Example materials 
Temperature control Heating/cooling VnO2n-1 
Bandwidth control Pressure tuning 
RNiO3 (R = Pr, 







Commonly, the control mechanism of MIT can be systematically classified 
into three types: temperature control, bandwidth control and band-filling 
control. The most straightforward case, temperature control, simply changes 
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temperature by heating or cooling and an MIT occurs. Bandwidth control can 
be achieved by internal or external strain. Internal strain can be obtained via 
substitutional doping with different-size atoms. Band-filling control can be 
achieved by tuning the doping level with acceptors or donors. MITs occurred 
in most manganites and cuprates are band-filling-control type. In some case, 
materials can show more than one control mechanism, for example, RNiO3 
can be controlled by either temperature or bandwidth. 
 
1.2 Metal-Insulator transition and vanadium dioxide 
1.2.1 background 
Metal-insulator transition (MIT) in transition oxides has attracted 
long-standing interests in condensed matter sciences. Theoretical and 
experimental studies to find out more about the mechanism of MIT have been 
ongoing for almost half a century. A great number of reviews on MIT 
materials and mechanisms indicate the consistent efforts in this 
subject.
11,12,23-28
 Great interest in MIT in transition metal oxides started from 
Morin‟s29 paper on phase transition behaviors in binary transition metal oxides 
in 1959. In this study, the conductivities of some transition metal oxides, such 
as titanium sesquioxide (Ti2O3) and vanadium oxides (monoxide (VO), 
dioxide (VO2), and sesquioxide (V2O3)), increased by several orders of 
magnitude when the temperature increased from low to high across a certain  







Figure 1.1 (a)MIT-triggering methods in VO2. (i) Thermal-triggered MIT. (ii) 
Electrically triggered MIT. (iii) Optically triggered. (iv) Strain effects on MIT in 
VO2. Panel iv adapted from Reference 30. (b) Illustration of employing MIT in 
VO2 as a switch, with the low-resistance metallic states and high-resistance 
insulating states on both sides of MIT, respectively, defined as ON and OFF 
states. The switching can be induced by thermal, electrical, optical and strain 
drive, corresponding to the MIT-triggering methods shown in panel a. 
  





 Among these transition metal oxides, the Tc of 
VO2 was ~340K in bulk crystals, which was close to room temperature. These 
unique properties together with a giant five-order-of-magnitude conductivity 
change across the transition made VO2 a remarkable candidate for potential 
device research.  
One of the most frequent methods to induce the MIT is thermal triggering
31
 by 
changing temperature via heating or cooling. As shown in Figure 1.1(a) (part i), 
the resistance of VO2 decreases when temperature is above ~69 °C. Other 





 and light excitations.
36,37
 An example for each of these approaches is 
displayed in Figure 1.1(a) (part ii-iv). Figure 1.1(b) illustrates how MIT can be 
utilized as a switch. An external perturbation in thermal, electrical, optical or 
strain field can induce the phase transition, leading from an OFF state (high 
resistance, insulating) to an ON state (low resistance, metallic), i.e. triggering 
the switching behaviors. In some cases, two or more excitations can combine 
and result in different transition thresholds.  
Figure 1.2 shows potential application of VO2 employing MIT in physics and 
solid-state electronics. The devices utilizing MIT in VO2 are proposed in 























Figure 1.2 MIT in VO2: a compelling case for physics and solid-state 
electronics. 
 
1.2.2 Principle mechanism of the metal-insulator transition of VO2 
Despite the intense research activities, the primary mechanism of MIT in VO2 
is still under debate. As shown in Figure 1.1(a), the resistance of VO2 sharply 
changes near 341 K-344 K, accompanied with a structure transformation 
simultaneously from a monoclinic insulating phase (M1) to a tetragonal 
metallic phase (R), as illustrated in Figure 1.3.
60-63
 When the structure 
transform from tetragonal to monoclinic, the vanadium atoms displaced out of 
the octahedral planes and paired with each other, and the former V-V bond is 
tilted with respect to the octahedral planes in the tetragonal structure. The 
relationships of the unit vectors are shown as follows: amono = 2ctetra, bmono = 
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atetra, and cmono = atetra - ctetra. After MIT in VO2, the band structure also 
changes, corresponding to Goodenough‟s model61 as shown in Figure 1.4.64 In 
the R phase, the t2g level in the octahedral crystal field are split into d|| and π* 
levels, comprising the electronic states near the Fermi level of the R phase. 
Here, the d|| orbitals are rather nonbonding, while the π* orbitals are strongly 
hybridized with the O 2p π state and hence lie higher than the d|| level. In the 
insulating phase, the paired V atoms along the cr axis
65
 promote 3d-2p 
hybridization and upshifts the π* band off the Fermi level, as well as causing 
bonding-antibonding splitting of the d|| band,
61
 as shown in the left panel of 
Figure 1.4.  
Whether the structure transformation induces MIT or the structure change is 
an accompanying phenomenon of the carrier-induced MIT determines whether 
VO2 is the Peierls type insulator or the Mott-Hubbard type insulator. In the 
1970s, Mott and Zylbersztejn
66
 pointed out that MIT in VO2 may not be a 
simple Mott-Hubbard insulator based on the band-splitting alignment analyses. 
Wentzcovitch and coworkers
67,68
 discussed the nature of MIT in VO2. They 
suggested that VO2 seems to be a band insulator rather than a Mott-Hubbard 
insulator based on local density approximation calculations on M1 structure. 
While Rice et al.
69
 commented that Wentzcovitch et al. did not take into 
account the other insulating phase, M2 phase, which is the Mott-Hubbard type. 
Cavalleri and coworkers
70
 employed ultrafast spectroscopy to study the 
structural and electronic effects in VO2 and observed that MIT is delayed with  






Figure 1.3 Structure change of VO2 from (a) the monoclinic insulating phase to 




Figure 1.4 Change of band structure in VO2 during MIT. The left and right panel 
show the band structures of the insulating and metallic phases, respectively. 
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respect to hole injection. Thus, Cavalleri claimed that MIT in VO2 is not 
Mott-Hubbard type. Kim et al.
71
 utilized femtosecond pump-probe 
measurements and found that the metallic phase of VO2 does not form 
simultaneously with MIT in VO2. They observed a monoclinic and correlated 
metal phase between the MIT and the structural phase transition. Kim 
explained this result as possible evidence for Mot-Hubbard insulator. 
 
1.2.3 Solid-state-device concepts 
The MIT in VO2 happens at ultrafast timescales. The phase transition time 










 and pulsed voltage measurements.
43
 The 
timescale of the MIT in VO2 is picosecond or faster, which initiates the 
intriguing possibility of developing the ultrafast switch. In recent years, the 
growth of thin-film/nanostructured oxides by various techniques such as 
pulsed laser deposition (PLD), molecular beam epitaxy (MBE), sputtering, and 
chemical vapor deposition (CVD), has made great progress and high quality 
VO2 thin film/or nanostructures can be obtained, which means that the 
fabrication of efficient VO2 application has become possible.  
 
 
Chapter 1 Introduction 
13 
 
The ultrafast oxide MIT switch 
As discussed in Section 1.2.1, a central theme in devices employing MIT is on 
ultrafast switch. The insulating state and the conducting state on both sides of 
phase transition define the OFF and ON states of the switch, as illustrated in 
Figure 1.1(b). The switching behavior can be induced by an external 
perturbation, e.g. thermal, optical, electrical or magnetic. In some cases, 
combination of different excitations can also efficiently result in the phase 
transition. Depending on the employed external perturbation, the time constant 
is different between the OFF and ON transitions. As we known, the time 
constants will determine the speed of the switch. The energy needed for MIT 
onset corresponds to the switching energy. In the following subsections, we 
will briefly review the emerging phase transition-based electronic, optical 
devices, and thermal/chemical sensors. 
 
Phase transition electronic devices 
Triggering the MIT electrically at room temperature in two- or three-terminal 
device configurations points out the potential for novel, low-power electronics. 
The observation of resistive switching behavior in VO2 could be traced back to 
the 1970s, with nonlinear I-V measurements and discontinuity of resistance 
change with external applied voltage reported.
50,51,78
 Furthermore, several 
switch devices have been demonstrated . Stefanovich et al.
42
 reported that 
electric field can induce MIT in VO2. Although some researchers argued that 
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the current-induced heating effect may also induce MIT, theoretical 
simulations suggest that the Joule heating from leakage current is insufficient 
to induce MIT in the case of homogeneous current flow.
79
 Recently, a series of 
studies have investigated electrically triggered MIT.
32,42-45,80-82
 An 
electric-field-driven phase MIT may lead to a Mott field effect transistor 
(MottFET),
32,83
 which further provide deeper insights into the physics of the 
phase transition. In a MottFET, Mott insulator act as a channel, and the gate 




Phase transition optical devices 
In the 1970s, it was proposed that VO2 could be used for optical storage due to 
its first-order MIT.
85,86
 Since then, light-induced MIT in VO2
36,53,72,74,87
 has 
been studied periodically, and models
88
 have been proposed to explain the 





 of VO2 have been proposed and demonstrated.  
Metamaterials are artificial materials which show properties that may be not 
readily available in nature, such as negative refractive index.
89
 The optical 
properties of VO2 can be tuned strongly and quickly by external stimuli due to 
its MIT. Employing MIT of VO2 toward metamaterials applications
58,59,90,91
 
paves a new research direction. For example, VO2 metamaterial can be used 
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Phase transition thermal/chemical sensors 
Because the resistance of VO2 changes sharply with temperature, as shown in 
Figure 1.1(a) (part i), VO2 can be used for thermal detectors and switches. A 
programmable critical temperature sensor was proposed by Kim et al.
38
 They 
found out that different applied voltage lead to different MIT temperatures. 
Hence, a prototype thermal sensor based on VO2 was demonstrated. Recently, 
Yang and coauthors
39
 proposed a solid-state thermal capacitor device with a 
VO2 film as active layer, which shows a giant capacitance change from room 
temperature to 100 °C due to the dielectric constant change. This finding may 
be explored further as thermal sensors in solid-state circuits. VO2 nanowire 
gas sensors
40,41
 have been demonstrated due to dramatic change of carrier 
concentration. Significantly different I-V curves are observed for different gas 
partial pressure. 
 
1.3 Outline of the thesis 
Chapter 2 introduces experimental techniques and data analysis that have been 
employed in this thesis. In Chapter 3, a study on ultrafast dynamic behavior of 
the photoinduced MIT in VO2 thin film employing optical pump-THz probe 
spectroscopy is presented. Chapter 4 shows the results and analysis of the 
ultrafast MIT in three vanadium oxides thin films with near VO2 stoichiometry 
and discusses how the oxygen stoichiometry affect MIT behaviors. Chapter 5 
investigates the size effect of MIT in single VO2 nanobelts. In Chapter 6, a 
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simple THz modulator based on VO2 thin film is designed and demonstrated. 
All the experimental findings in this thesis are summarized in Chapter 7. This 
chapter also includes the future directions and the prospects in this research 
field. 
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 Chapter 2 Experimental Techniques and Data Analysis 
 
2.1 Why THz? 
THz radiation, which is located in the far-infrared region of the 
electromagnetic spectrum (see Figure 2.1), has long been studied in analytical 
science and astronomy.
92,93
 Historically, the major use of THz spectroscopy 
was the characterization of the thermal-emission lines of simple molecules and 
the vibrational and rotational resonances. With photon energy in the meV 
range, the THz radiation strongly interacts with systems that have 
picosecond-range characteristic lifetime and energetic transitions in meV 
range. Examples of such systems comprise excitons,
94-97
 bound electrical 
charges,
98
 phonons in crystalline solids,
99





 transient molecular dipoles,
104
 weakly bonded 
molecular crystals,
105-108
 hydrated biological matter
109-111
 and relaxation 
dynamics in aqueous liquids.
112-114
 Moreover, THz spectroscopy is able to 







 and artificial THz materials such as metamaterials
127,128
 as 
well as photonic crystals.
129-133
 While recent technological revolution in 
nanotechnology and photonics is now able to apply THz research not only in 
fundamental science but also in many other fields, such as information and 
communications, non-destructive evaluation, biology and medical sciences, 
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homeland security, global environmental monitoring, quality control of food 




Figure 2.1 The electromagnetic spectrum showing THz waves in relation to 
adjacent spectral regimes.  
 
Recently, there have been a variety of milestones in this field, including the 
development of THz time-domain spectroscopy (THz-TDS), high-power THz 
generation, and THz imaging. The technologies are far superior to 
conventional tools, e.g. Fourier transform infrared (FTIR) spectroscopy, for 
analyzing numerous materials. THz technology is now developing rapidly in 
many independent fields. The detailed historic achievements and fundamental 
principles of THz research can be found in many reviews.
92,93,134-141
 Here, in 
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this section, the focus is on describing the important progress in THz research, 
in particular, THz application-oriented achievements. 
 
2.2 Scientific applications of THz spectroscopy 
One of the primary motivations for the development of the THz spectroscopy 
systems is the potential to exact material properties that are unavailable in 
other frequency range. In recent years, THz spectroscopies have been applied 
to a variety of materials to deepen the understanding of the material properties.  
 
2.2.1  Static THz-TDS of solid-state materials 
One of the important applications of THz spectroscopy is in material 
characterization, particularly in semiconductors and lightweight molecules. 
THz-TDS has been utilized to characterize the carrier density and mobility of 
doped semiconductors such as silicon wafer and GaAs.
142-144
 The Drude model 
could be used to correlate the frequency-dependent complex conductivity to 
the free-carrier dynamic properties, including the scattering rate and plasma 
frequency. 
Another major application of THz spectroscopy is to characterize 
high-temperature superconductor. Some superconducting thin films have been 
measured to study the material properties including the superconducting 
energy gap and magnetic penetration depth. For example, THz-TDS has been 
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employed to investigate MgB2,
145
 which exhibits a high transition temperature 
around 39 K. The threshold of superconducting energy gap is approximately 5 
meV measuring by THz-TDS. 
It was realized that in the THz regime there was a wealth of optical resonances. 
As an example, the classical textbook written by Möller and Rothschild
146
 
described the lattice modes in polyatomic crystals using a whole chapter, 
including a detailed discussion of the phonon resonance at 2.2 THz in 
polyethylene (PE). Recently, the spectroscopic features in polyatomic 
materials, in particularly, the crystals of organic molecules, have attracted 
great interest. One major diving force is the exciting potential of employing 
THz radiation for chemical recognition of explosive, poison or illegal drugs.  
 
2.2.2  THz-TDS of water and aqueous solutions 
Liquid forms another class of condensed matter which has been studied widely 
with THz spectroscopy. In contrast to a crystalline material, in which 
long-range order determines the THz dielectric properties, the THz spectra of 
liquids are dominated by relaxation of either collision-induced dipole 
moments in nonpolar liquids (such as carbon tetrachloride, benzene) or 
permanent dipoles in polar liquids (such as water).
147-149
 The relaxation (or 
reorientation) process of dipoles in liquid occurring in femtosecond or 
picosecond time scale is fairly important since such processes influence the 
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rate of chemical reactions in liquid.
150,151
 Most THz spectroscopic studies of 
liquids have been focused on water and aqueous solutions, since majority of 
chemical reactions for biological processes occur in aqueous environment. A 
great many studies of the dielectric properties of hydrated proteins in THz 
regime have been performed, particularly by the Havenith group
152-156





2.2.3  OPTP of semiconductor nanostructures 
Optical pump-THz probe (OPTP) spectroscopy can reveal more information 
about materials. During these experiments, the materials are excited via an 
ultrafast optical pulse and a THz pulse probe the dynamic far-infrared optical 
properties of the excited material. In bulk semiconductor systems, the 
characteristic length, e.g. the mean free path, governs the transport properties 
of band semiconductors, which are usually tens to hundreds of nanometer at 
room temperature. As semiconductors reduced to nanoscale, which is 
comparable to the mean free path, it is not surprising that the nanostructures 
have different behaviors from bulk materials. In nanostructures, size effects 
lead to an increasing Drude scattering rate as backscattering and/or carrier 
localization become significant. 
OPTP has made great contribution to understand carrier dynamics in 




 in recent years. 
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Electrical connection to nanostructures is always difficult or even impossible 
without influencing the material, and thus an all-optical non-destructive probe 
is desirable.  
In particular, OPTP provides an excellent probe of nonequilibrium carrier 
dynamics in graphene.
175-180
 The THz photons are good probe of intraband 
dynamics, while the optical photons probe interband carrier dynamics. Studies 
of intraband dynamics in graphene have been conducted via OPTP 
spectroscopy. George et al.
176
 observed that the absorption of THz radiation in 
epitaxially grown graphene increases after optical excitation. The increased 
absorption was ascribed to an increase of the density of free charge carriers 
after photoexcitation. However, a similar study on CVD-grown graphene 
observed an opposite effect photoinduced bleaching.
179
 It is well-known that 
the CVD-grown graphene is p-doped, due to defects and residual impurities 
from the growth process,
181
 unlike epitaxial graphene.
178
 Although this, carrier 
dynamics of CVD-grown graphene in equilibrium state have been displayed 
similar properties to that of other forms graphene, indicating growth condition 
is not responsible for the discrepancy between the CVD and epitaxial 
graphene. Docherty et al.
180
 demonstrated that CVD graphene can show either 
photoinduced absorption or photoinduced bleaching, depending on the 
environment types (air, oxygen, nitrogen, vacuum), which provides guidelines 
for the design of future graphene-based electronic devices and gas monitors. 
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2.2.4  OPTP of strongly correlated systems 
OPTP has made a significant contribution to the understanding of ultrafast 
phenomena and nonequilibrium state in the area of strongly correlated 
electronic materials.
182
 Vanadium dioxide is a typical transition metal oxides 
that undergoes an metal-to-insulator transition at 340 K, accompanied by a 
structural transformation from a monoclinic to a rutile phase. 
 
2.3 THz generation and detection 
The prosperity of THz spectroscopy was related to the developments of 
femtosecond laser sources. Excitation of nonlinear materials by femtosecond 
laser pulses is the most common approach of THz generation. The existed THz 
sources and detectors can be split into two types: the photoconductive 
antennas (PA) and nonlinear-optical materials (NLO), which represent the two 
common ways of generating and detecting THz pulses using a laser system. 
PA arose in the 1980s proposed by Auston and Nuss et al. on Hertzian dipole 
antennas
183,184
 as well as Grischkowky‟s work about electrical pulses 
generated on transmission lines structures.
142,185
 The principle of PA is to 
accelerate the charge carriers generated by an ultrashort laser pulse between 
biased electrodes in a semiconductor. It also can be utilized as the THz 
detectors by the reverse process: measuring the current induced by photoexited 
carriers responding to the THz wave. Around the same time, Auston and 
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co-workers identified optical rectification (OR) in a NLO medium could be 
another source of far infrared radiation.
186,187
 When spectral components of the 
laser pulse undergo efficient difference-frequency mixing in a NLO medium, 
OR occurs and THz radiation is generated. NLO materials can also be 
employed to detect THz field by free-space electro-optic sampling 
(FSEOS).
188-190
 The advantage of these detection methods is that both PDA 
and FSEOS coherently detect the THz electric field and are able to obtain the 
complex dielectric properties of a material simultaneously, without involving 
the Kramers-Kronig relations. 
Other THz sources have been and are still under investigation, such as 
semiconductor surface-field emitters,
191
 quantum cascade lasers,
192,193
 and 
THz generation from air plasma.
194-198
 Among them, THz generation from 




 THz radiation. 
This section will first introduce THz generation and detection via PA in 
Section 2.3.1. Next, THz emission and detection by nonlinear frequency mixing 
of laser pulses will be discuss in Section 2.3.2. Then the THz radiation from an 
ionized-air plasma in Section 2.3.3, will be covered. 
 
2.3.1 Photoconductive Antennas 
THz emitting PA were proposed by Auston and Nuss on dipole antennae and 
David Grischkowsky‟s work on transmission lines structures.183,185 The 
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progress of separate emitters and detectors and additional lenses to better 
couple the radiation into and out of the antennas,
184
 leading to practical 
application of these devices for THz spectroscopy.
142
 A number of electrode 





















 have been investigated. An photoconductive 
antennas for generation of ultrashort THz radiation is illustrated in Figure 
2.2(a). 
The working principle of PA is the fact that accelerating charges radiate.
209
 
When the metallic electrodes are supplied bias voltage and the gap between 
the electrodes is excited by femtosecond laser pulse, the photoexcited carriers 
are accelerated by the bias field and an induced current is produced. The 
induced polarization P(t) is related to the photocurrent density, j(t), given by 
 ( ) ( ) ,P t j t dt   (2.1) 







  (2.2) 
It should be noted that many factors have impact on the emitted THz radiation 
and its spectrum, such as the duration and excitation density of the optical 
pump pulse,
190,210
 the electron effective mass of the semiconductor,
134
 the 
shape and length of antennas.
211,212
 





Figure 2.2 Schematic diagram of typical photoconductive antennas as an (a) 
emitter and (b) detector. 
 
Detection of the THz waveforms generated using a PA can be conducted by 
photoconductive sampling in the antenna structure which is identical to the 
THz generator structure. The THz detection via PA is a coherent 
gated-detection technique. Compared to the THz emitter antenna, the THz 
detector antenna is not biased by an external voltage. The electric field which 
is needed to drive a photocurrent in the antenna is provided by the THz pulses. 
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Hence, the current arising from the photoexcited charge carriers and relating to 
the THz field polarity and amplitude is measured as a function of the delay 
between the THz pulses and gating pulses, as shown in Figure 2.2(b). The 






( ) ( ) ( ) ,
T
THzj E t G t dt
T
    (2.3) 
where G(t+τ) is the conductivity. As the conductivity usually depends 
exponentially on carrier lifetime, a semiconductor which has a carrier lifetime 
shorter than half of temporal length of the THz pulse should be chosen in 
order to minimize detector distortion.
213
 Smaller spot sizes are also needed 
which can achieve the wider bandwidth and larger signal. In previous studies, 
as high as 40 μW of average power214 and continuous bandwidth up to 30 
THz
205
 have been obtained using these techniques. 
 
2.3.2 nonlinear-optical crystal 
In this section, we give a brief review of the emission of broadband THz 
pulses by excitation of nonlinear crystals and detection of the THz waveforms 
in electro-optic (EO) crystals. Generation of THz radiation using nonlinear 
frequency mixing of laser beams was demonstrated by Shen and co-workers. 
As early as 1969, Faries et al. generated 1.2-8.1 cm
-1
 (36-243 GHz) radiation 
by mixing in quartz and LiNbO3.
215
 Later, the frequency range of the 
generated difference-frequency radiation was extended to 20-38 cm
-1
 (0.6-1.14 
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THz) by employing two ruby lasers.
216
 Specifically, it was demonstrated that 
utilizing single laser also could generate far-infrared radiation, ranging 3-16 
cm
-1
 (0.1-0.5 THz) by using modelocked pulses from a Nd:glass laser by Yang 
et al.
217
 In the 1980‟s, David Auston revived the technique as it was founded 
that LiTaO3 could be nonlinear crystals.
186,187
 Since these precursory works, a 
















 have been investigated as THz sources. Two factors can 
influence the temporal shape and the bandwidth of the generated THz 
radiation, i.e. the phase matching between the near-infrared pump pulse and 
the generated THz field, and the bandwidth of the excitation pulse. 
The mathematical description of the nonlinear-optic processes is based on 
working out the wave equation in a nonlinear crystal, as described by Boyd.
228
 
Frequency mixing results in a nonlinear polarization in the nonlinear medium. 
We can expand the polarization, P, in a power series
228
 
1 2 1 2 30 (1) (2) (2)
, , ,
...i j j l j l mij ijk ijkm
j j l j l m
P P E E E E E E
     
           (2.4) 
where E is the electric field and χ is the susceptibility. In general, the electric 
field and the polarization are vectors, however the susceptibilities are 
represented by the tensors which of rank equal to their order plus one, for 
instance, 
(2)
ijk  is a third rank tensor. Then, we can obtain the nonlinear wave 
equation 
















where n is the refractive index and c is the speed of light. The non-zero second 
derivative and the nonlinear polarization indicates that charges are being 




Second order nonlinear processes require crystals with non-zero 
(2)
ijk . 
Because centrosymmetry indicates that the field direction could be reversed 
without any effect, only the case 
(2)
0ijk   can be achieved and only 






Figure 2.3 Diagram of difference-frequency generation (DFG) of THz 
frequencies in a second order nonlinear medium between the frequency 
components of a femtosecond optical pulse. 
 
The various second order nonlinear optical processes are summarized as 
follows, 
(2) 2(2 ) ,i iP E   Second Harmonic Generation (SHG)  (2.6) 
(2)
1 2 1 2( ) ,P E E    Sum-Frequency Generation (SFG)     (2.7) 




1 2 1 2( ) ,P E E     Difference-Frequency Generation (DFG)    (2.8) 
(2) * *
1 1 2 2(0) ( ),P E E E E   Optical Rectification (OR)    (2.9) 
Figure 2.3 illustrates the nonlinear processes involved in the generation of 
THz radiation in nonlinear medium. An ultrashort laser pulse contains a 
combination of different frequency components. Each possible group of two 
of these frequencies can mix in the nonlinear crystals, which generates the 
difference frequency 1 2    . The nonlinear polarization for above 
process is able to be represented in terms of the effective second order 
nonlinear susceptibility, 
(2)
eff ,given as  
*(2)( , ) ( , , ) ( , ) ( , ) ,NL effP z E z E z d     


          (2.10) 
where Ω is the THz frequencies and ω is the optical frequency. As the DFG 
process can exist between all frequencies within the optical pulse, broadband 
THz radiation can be emitted via the integral in Eqn. 2.10. 
The nonlinear wave equation, Eqn. 2.5, hardly solves if accounting for 
dispersion of the complex refractive indices of the nonlinear crystals in both 
the optical and THz regimes. Some researchers make effort on the problem 
and considered the dispersion of THz pulse and pump beam.
229-234
 Based on 
their studies, a clear picture of the full nonlinear generation process is 
displayed. 
Among numerous nonlinear crystals, ZnTe is the most common emitter for 
generation THz wave using laser pulses near 800 nm, which is the preferred 
wavelength of  Ti:sapphire laser system, owing to its well phase matching 
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below 5 THz. The frequency range of THz radiation is limited by the strong 
dispersion and absorption of the phonon at 5.3 THz.
99,235,236
 In order to 
overcome the limitation, another nonlinear crystal, GaP, is chosen due to its 
higher phonon resonance frequency. Notably, GaP has a broadband response 
up to 7 THz.
237
 An alternative method is thinning down of the crystals. Thus, 
thin (< 30 μm) ZnTe can generate and detect THz radiation with bandwidth 
beyond 30 THz,
238




2.3.3 Air-plasma THz generation and detection 
Recently, generation and detection of THz pulses by four-wave mixing in the 
focal area of strong laser fields in air draw great interest.
195,196,239
 THz wave 
emission from intense laser-induced plasma was first reported by Hamster et 
al.,
194
 and the generation mechanism was attributed to the ponderomotive 
force, which is a nonlinear force that a charged particle in an inhomogeneous 
AC electromagnetic field. The authors observed strong THz radiation (peak 
power higher than 1 MW) as well as X-ray radiation from air plasma. Löffler 
and co-workers revived the investigation about THz radiation via ionized-air 
plasmas.
196
 Later, Cook and Hochstrasser explained that THz generation in the 
air plasma is a four-wave mixing (FWM) nonlinear optical process between 
the fundamental (800 nm) and second harmonic (400 nm) fields.
195
 Ambient 
air plasma generation has been exhibited to produce continuous, gap-free, THz 
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emission up to at least 120 THz, which field strength up to 1 MV/cm,
240
 which 
are high enough to induce nonlinear optical effects. Over the past decade, the 
new THz generation and detection method have become attractive research 
area, although the physical mechanism of THz wave emission was still unclear. 
It should be pointed out that FWM could be employed to explain the THz 
radiation process in air plasma which verified by coherent control 
experiments.
241
 More importantly, the detection of THz waves with a laser-gas 




The most commonly utilized experimental method is focusing the fundamental 
and second-harmonic to from a plasma filament, as illustrated in Figure 2.4. 
We use a silver parabolic mirror to focus 800 nm, 30 fs laser pulse from a 
Ti:sapphire regenerative amplifier system and then the pulses pass through a 
100 μm β-BBO crystal cut for Type-I SHG. The optimum angle between the 
optic-axial of BBO and incident polarization of laser pulse, as well as distance 
between the plasma filament and the BBO crystal are experimentally 
determined.  
Similar to the widely used emission and detection of THz radiation in 
electro-optic (EO) crystals, THz pulses can be detected by the third-order 
nonlinearity in air, which known as THz air-biased coherent detection 
(THz-ABCD). Using air to detect THz pulses is a measurement of the THz 
field induced optical second harmonic light generated through a third-order 
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nonlinear process. The measured second harmonic light intensity is followed 
as 
 (3) 2
2 ( ) 2[ ( )] ( ),bias THzI I t E E t      
       (2.11) 
Eqn. 2.11 is the key description of detection. The induced second harmonic I2ω 
is quadratically proportional to χ(3) and Iω(t), and linearly proportional to Ebias 
and ETHz(t-ω).  
Although THz radiation generated by laser air photonics is still a young 
technique, there exist a variety of potential applications, such as linear and 
nonlinear THz spectroscopy, identification of materials, plasma diagnostics, 
THz-wave polarization control, and remote THz generation and detection. 
Compared with other commonly employed detection methods, gases do not 
display either the phonon absorption occurred in EO crystals, or carrier 
lifetime limitations which observed in photoconductive antennas. Usually, a 
THz-ABCD spectrometer can measure materials‟ optical properties ranging 
the whole “THz gap” and well beyond. Typically, extraction of refractive 
index for the material in the THz frequencies only need two measurements (a 
reference measurement and a sample measurement). After the complex 
refractive index is obtained ,the absorption coefficient, complex conductivity 
can be calculated. As a summary, Table 2.1 shows the advantages and some 
weak points associated with employing air plasma for THz generation and 
detection. 
 





Figure 2.4 Schematic experimental setup of THz generation via mixing a 
dual-color field in an air-plasma filament.  
 
Table 2.1 Advantages and disadvantages of employing air plasma for THz 
generation and detection 
Advantages Disadvantages 
a. Emitter and detector could be 
ambient air 
b. Detectors does not show any 
phonon absorption 
c. Wide bandwidths (>100 THz) 
d. As high as MV/cm peak electric 
field strengths 
a. Intense laser pulses are needed 
b. Strong optical radiation is not 
eye-safe 
c. Expensive, amplified laser system 
required 
d. Elaborate alignment is necessary 
 
 
2.4 THz time-domain spectroscopy technique 
At the end of the 19
th
 century, Far-infrared (FIR) spectroscopy was established 
by Heinrich Rubens and when he studied water vapor absorption lines in this 
region.
242
 In 1910, Wood et al. introduced blazed gratings into the FIR.
243
 
After that, in 1949, frequency-division multiplexing was invented by 
astrophysicist Peter Fellgett, which paved the way for the Fourier transform 





 After the development of the fast Fourier 
transform (FFT) algorithm,
245
 FTIR became a common spectroscopic 
technique in the 1960s. 
Pioneering work of modern subpicosecond THz spectroscopy were done by 
Daniel Grischkowsky at IBM Waston Research Center, David Auston at 
Columbia, and Martin Nuss at Bell lab in the 1980s. The first pulsed THz 
spectroscopy was first demonstrated in 1987 when subpicosecond THz pulses 
of erbium iron garnet on transmission lines was measured.
246
 After that, 
separated THz emitter and detector antennae were realized,
142
 which allowed 
for freely propagating THz radiation and used to obtain spectrum on water 
vapor.
247
 As photoconductive antennae and electro-optic sampling are coherent 
methods and sensitive to THz field, THz spectroscopy can determine the 
complex frequency-dependent refractive index of a material without relying 
on Kramer-Kronig transformations. 
THz spectroscopy has been performed in many research areas, such as 














 and security application.
256
 Also, THz spectroscopic 







 attenuated total 
reflection spectroscopy,
260
 and pump-probe spectroscopy.
261
  
In this section, we will concerned with THz-TDS as it can measure the 
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complex refractive index or complex conductivity of a material under study. 
The TDS methodology will be described in Section 2.2.1, covering the details 
of the experimental setup. In Section 2.2.2, I will concentrate on the details of 
TDS data analysis. 
 
2.4.1 THz-TDS methodology 
Similar to other spectroscopic techniques, the desired radiation in THz-TDS is 
generated in and emitter, passed through a sample, and then detected by a 
sensor. The transmitted spectrum through sample needs to be compared with 
the reference spectrum, which collects without a sample in its holder. As the 
name suggested, THz-TDS is conducted in the time-domain and utilizes 
coherent detection of the time-domain waveform. Figure 2.5 displays a 
schematic of our THz-TDS spectrometer. The light source employed to 
operate the spectrometer is a pulsed laser system which is based on a Coherent 
Legend regenerative amplifier, seeded by a Coherent Micra. The Legend is 
pump by a Coherent Evolution system and the amplified output of the Legend 
is centered 800 nm and has a pulse duration of 30 fs FWHM and a repetition 
rate of 1 kHz. The beam is split into two parts. One part is used to generate 
THz pulse and the other part detects the THz pulse. In order to control 
temporal overlap between the THz pulse and detection beam pulse, a delay 
stage is employed in  





Figure 2.5 Illustration of a typical THz-TDS experimental setup. The 
femtosecond laser beam is split into two beam. One beam is incident on the THz 
generation chamber to emit THz pulses. The THz pulse is collimated and 
focused on the sample. After transmission through the sample, the THz pulses 
are collimated and refocused on the balanced THz-ABCD detector. The other 
beam acts as a gate of the detector and measured the instantaneous THz field. 
The entire THz beam path need to be enclosed and dry-nitrogen/air purged to 
avoid water vapor absorption. 
 
either the emitter or detector arm. The step size of the delay stage determines 
the temporal sampling resolution. For the THz generation, THz radiation is 
emitted in an air-plasma by four-wave mixing. The THz light is first 
collimated and subsequently focused on the sample using a pair of off-axis 
parabolic mirrors. The transmitted THz waves are collimated and refocused in 
the THz-ABCD detector. The samples can be mounted in a close-cycle-helium 
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cryostat for temperature dependent measurements between 10-300 K. The 
entire THz beam path, from generator to detector, should be enclose and 
purged with dry air/N2 in order to remove water vapor, which can avoid strong 
absorption lines in THz regime.  
 
2.4.2 TDS analysis 
In a THz-TDS measurement, the THz pulse passes through the sample 
medium and we measure a signal that is proportional to the electric field of the 
THz pulse E(t). To obtain the frequency information, we apply Fourier 
transform on the signal 
 
1
( ) ( ) ,
2





            (2.12) 
In a transmitted spectroscopic experiment, we record two signals: one as the 
pulse propagates through the sample and one as the reference pulse, Esam(t) 
and Eref(t). From these data, it is able to extract information about the 
dielectric function of the sample, usually the index of refraction n(ω) and 
absorption α(ω).  
To analyze the data, proper assumptions have to be made. In the simplest case, 
we only consider transmission and reflection at the first and second interface. 
If we assume planar interface without scattering and normal incidence, as 
shown in Figure 2.6, we can employ the well-known expression of the Fresnel 
equations. Further, we can assume the medium surrounding the sample is dry 
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Figure 2.6 Schematic illustration of a THz-TDS transmission experiment. The 
sample is a parallel slice with thickness d and complex refractive index n . 
 
The two THz signals, propagating through air (as reference) and through the 
sample, respectively, are measured and the quotient of ( )samE   and ( )refE   
is shown as  





i d i n d csam
ref
E
T e t t e e
E
    

              (2.14) 
Then solving the Eqn. 2.15, we find 
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                     (2.15) 












                (2.16) 
Thus, in THz studies, the complex, frequency-dependent refractive index 
( )n   can be extracted ( ( ) ( ) / 2c    ). However, sometimes it is more 
applicable to calculate the complex dielectric function, ( )  , or the complex 
conductivity, ( )  . For instance, when studying phonons in materials, 
dielectric function is usually fitted by the Lorentz oscillator. On the other hand, 
when studying insulator-metal phase transition, it may be more significant to 
extract conductivity than the refractive index in THz frequency.  
Here, we summarize the relationship between ( )n  , ( )  , and ( )  , as 
presented in Table 2.2. Hence, it is easy to convert between ( )n  , ( )  , and 
( )  . 
 
Table 2.2 Summary of the relationships between complex refractive index, 
dielectric function and conductivity. 
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2.5 Optical-Pump THz-Probe (OPTP) Spectroscopy 
Since the emerge of modern THz time-domain spectroscopy (TDS), THz 
radiation has been employed in pump-probe spectroscopy. The first pioneering 
work investigated intervalley scattering in GaAs, but used non-optimal, 
non-collinear geometries.
262,263
 In 1994, Grischkowsky and co-workers first 
utilized a collinear alignment, which is known to avoid temporal smearing in 
ultrafast pump-probe spectroscopy.
94
 Jepsen et al. demonstrated how to 
investigate photoexcited sample properties in terms of refractive index and 
extinction coefficient which typically used in THz-TDS.
264
  
Optical-pump THz-probe spectroscopy (OPTP), is also known as 
time-resolved THz spectroscopy (TRTS). Here, a THz pulse is used to probe 
the photoexcited state created in a material. Coherent detection of the THz 
radiation allows for access to the complex frequency-dependent conductivity 
without employing the Kramers-Kronig analysis. The photon energy of THz 
probe is in the range of meV, which match the energy scale of elementary 
excitation. Hence, it is particularly useful in studying the low-energy carrier 
dynamics in various electronic materials. Subpicosecond resolution can be 
achieved by OPTP since THz pulses are typically less than 1 ps. OPTP has 
been used to characterize various materials systems such as bulk 
semiconductors
100,101,261,264-268





 correlated electron materials
73,95,182,274
 and organic materials.
275-277
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The remainder of this section will describe the methodology of OPTP, Section 
2.5.1, the analysis of OPTP data, Section 2.5.2, and various models that can be 
applied to describe the material systems, Section 2.5.3. 
 
2.5.1 OPTP methodology 
Similar to other ultrafast pump-probe spectroscopy techniques, the sample is 
first photoexcited to an excited state by pump beam, which is then probed by 
the probe beam. The temporal delay between the pump and probe pulse is 
achieved via a delay stage, thus the excited state dynamics can be recorded. 
OPTP is also similar to THz-TDS, in which THz pulse that probes the sample 
can be coherently detect in time-domain. This requires another delay stage to 
control the overlap between the optical sampling pulse and the THz probe 
pulse. 
The experimental setup of OPTP, as shown in Figure 2.7, seems similar to that 
of THz-TDS. A beam splitter is used to allocate around half of the incident 
power for the optical pump beam. For a typical regenerative amplifier system, 
the fundamental wavelength is usually at 800 nm, and the fundamental 
frequency can be doubled via β-BBO for excitation at 400 nm.  
One delay stage in the optical pump beam controls the optical path length 
travels by the pump beam, and the other delay stage is used in either the 
emitter or detector arm. Thus, essentially, there are two modes of operation for 
OPTP measurements: pump scans and probe scans,
261
 illustrated in Figure 2.8. 





Figure 2.7 Schematic diagram of the experimental setup for OPTP. The output 
of the laser system is split into three parts: an optical pump beam, a THz probe 
beam and a sampling beam used for detection of the THz field. This requires 
two delay lines to vary the time delay between the three beams. 
 
In a pump scan, the emitter delay line is fixed thus the THz waveform is being 
sampled. The optical pump delay stage is scanned so that the optical path 
traveled by the pump pulse is decreased and the pump pulse arrives earlier. 
When the pump and probe pulses arrive at the sample simultaneously, a sharp 
decrease in THz transmission occurs due to THz absorption by the excited 
state. The pump pulse arriving earlier, the THz pulse samples the excited 
sample at longer delay time after excitation. Changes of the THz peak 
 





Figure 2.8 Representative example of the data resulting from a pump scan (left) 
and probe scans (right). Pump scans record the change in THz transmission at 
the two delays as compared to the transmission through the unexcited sample. 
 
transmission are monitored as a function of this delay time, and the dynamics 
of the excited state is obtained.  
In a probe scan, the optical pump delay stage keeps fixed, and the delay line in 
emitter arm is moved to decrease the optical path length traveled by the 
emission pulse. By this means the THz pulse is recorded, just as in THz-TDS. 
The spot size of the optical pump beam is very important. The spot size of the 
pump beam should be large enough thus a uniform excited area could be 
probed. Previous studies have demonstrated that anomalies can be found in the 
complex conductivity at high frequencies when the pump beam is not large 
enough.
261
 In order to avoid erroneous results, it is best to make the pump 
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2.5.2 OPTP analysis 
For a thin film sample (thickness d  ), there is an analytical 
approximation to obtain the dynamic optical functions,
279,280
 namely Tinkham 
formula. This is a modeled transmission through a thin, highly conductive 
sample on a nonconductive, semi-infinite substrate, where we‟ve assumed 
0
( )






  . In this case, the ratio of the transmission 


















             (2.17) 
where n is the refractive index of substrate, Z0 is the impedance of free space 
and d is the penetration depth at the pump wavelength. An alternative 
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         (2.19) 
According to Eqn. 2.19, we only need to measure the transmission through the 
unexcited sample and the change in transmission through the excited sample 
via OPTP in order to calculate the complex frequency-dependent 
photoconductivity. This analytical solution has successfully been employed to 
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 and CdSSe nanobelts.
168
  
Under some experimental conditions the photoinduced change in THz 
transmission is relatively small, e.g. 20%unexcE E  . In this case, we can 












               (2.20) 
yielding a linear relationship between the frequency-dependent complex 
photoconductivity and the negative, normalized, photoinduced change in THz 





2.5.3 Conductivity model 
As OPTP provides us access to the frequency-dependent complex 
photoconductivity of a material in THz regime, it is necessary to interpret 
these conductivity curves. By fitting these curves, some physical relevant 
quantities, such as mobility and carrier density can be extracted using 
appropriate model. There are a variety of conductivity models that can be 
applied to a photoexcited system, many of which are generalizations of the 
simple Drude model.
285,286
 The Drude model describes the system in terms of 
a carrier scattering rate, which usually falls between 1-100 THz, making OPTP 
spectroscopy have particular valuable to understand charge transport. Some of 
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 generalized Drude model,
265
 
localization modified Drude model,
282,289
 and the Drude-Smith model.
290,291
 
For composites, porous or nanostructured materials, various effective-medium 
approximations can be utilized. Bruggman effective medium theory has been 
employed combined with the Drude model to describe carrier transport in 
CdSe quantum dots.
162




Some models can be used to represent bound charge oscillations in materials. 
For instance, the Lorentz oscillator model can be employed to characterize the 
charge oscillation accompanied with the polarization of excitons.
293
 Other 
models, such as Debye relaxation model, have been applied to model 
microcrystalline silicon
294
 and polaron hopping in polymers.
295,296
 
Conductivity models deriving from first principle computational methods have 
also been employed to explain the effects of torsional disorder on carrier 




The well-known, most common, and simplest conductivity model is the Drude 
model, which was proposed in 1900 by Paul Drude.
285,286
 In this model, 
carriers are treated as free and independent, in other words, no carrier-ion or 
carrier-carrier interactions. This motion is damped by carrier scattering at a 
rate of 1 s . If an electric field is applied, the ensemble of carriers move for 
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one preferred direction leading to a drift velocity, v. Newton‟s Laws apply and 
carrier propagation can be described by the equation of motion 
 ( ) ( ) / ( ),smv t mv t eE t                 (2.21) 
where m is the carrier effective mass, e is the electron charge. The current 
density is given by 
 ( ) ,J t nev                      (2.22) 
where n is the carrier density. In a DC field, the drift velocity is constant, i.e. 











                    (2.23) 
where μ is the carrier mobility and ωp is plasma frequency. In an AC field, at 
frequency ω, the form of the electric field is ( ) i tE e   , then Eqn. 2.11 
becomes 
( ) ( ) / ( ),si mv t mv t eE t               (2.24) 
Solving the Eqn. 2.24 we have 
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Figure 2.9 The Drude model conductivity for scattering time of 70 fs (left) and 
10 fs (right), where σDC defined by Eqn. 2.26 when ω = 0. These illustrate the 
case of the scattering rate being on the order (left) of and much larger (right) the 
probe frequency. 
 
For data fitting, it is necessary to separate Eqn. 2.26 into real and imaginary 





























               (2.27) 
Here, the product s  determines the overall shape of the conductivity 
curves across the THz regime, as shown Figure 2.9. When s =1, the real 
and imaginary part of conductivity are equal. When 1s , i.e. for very 
short scattering times, the real conductivity is approximately constant at its DC 
value. 
Despite of its simple expression, the Drude model has been employed to 





 and nanoporous InP.
298
 In THz-TDS experiments, 
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 InN thin film
248
 and other semiconductors. 
 
Drude-Smith model 
A modification of the simple Drude model was proposed by Smith.
290,291
 Here, 
the Drude model is generalized by applying Poisson statistics to the 
probability of a scattering event. If the possibility of n scattering events within 
time t is  
 /(0, ) ( / ) / !,stsp t t e n
               (2.28) 
where τs is the scattering time, then the current will decay as 
 /
1









            (2.29) 
where the „persistence of velocity‟ constant cn represents the fraction of the 
original velocity retained after each collision. In this way, the carriers are not 




















            (2.30) 
In practice, we usually just consider the first scattering event.
290,291
 Physically 
this treats the first event as ballistic and all subsequent collisions as dispersive.  
 





Figure 2.10 Drude-Smith model conductivity for c=-0.5 (blue) and c = -1 
(purple) for scattering time of 10 fs (left) and 100 fs (right). 
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       (2.31) 
The persistence of velocity, c, is allowed to be valued from 0 to -1, accounting 
for varying degrees of backscattering or carrier localization. This leads to 
depression of the conductivity near zero frequency and a negative imaginary 
component, as shown in Figure 2.10. For c = 0, the Drude-Smith model 
reduces to Drude model. 
The Drude-Smith model usually employed for describing materials with 
significant carrier localization, where 1c . For this case, there will be a 
peak in the real conductivity at frequency 
1(2 )  , which corresponds to zero 
imaginary conductivity. 
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The Drude-Smith model has been use to describe carrier localization in many 












The Lorentz oscillator model can be employed to describe resonant features at 
a finite frequency with different origins. The THz regime covers a variety of 
fundamental excitations including rotations, vibrations in molecules
182
 and 
collective modes in condensed matter such as phonon, magnons, plasma, and 
energy gaps associated with superconductivity.
302
 
Here we present the simplest expression of response at a finite frequency, 










                   (2.32) 
Where A is oscillator amplitude, ω0 is the resonance frequency and γ denotes 
the width of the resonance. 
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 Chapter 3 Ultrafast photoinduced MIT in VO2 thin films 
 
3.1 Introduction 
The metal-insulator transition (MIT) in metal oxide, first reported by 
Morin,
29
 undergoes a sharp increase in conductivity by several orders of 
magnitude, when the metal oxide is heated above a critical temperature Tc. A 
large number of compounds were found to display this type of phase transition. 
Abundant researches have been conducted to study the MIT. However, the 
physical mechanisms of the phase transition are still under debate in many 
systems as mentioned in Chapter 1. Interestingly, the MIT not only can be 
induced thermally but also optically in an ultrafast time scale. This 





 and spin-crossover complexes.
307,308
 
Converting the phases of the materials by light excitation is very important 
and useful not only in fundamental physics but also in applications. Various 
thermal, electrical and optical devices have been proposed based on these 
materials. Vanadium dioxide (VO2) is a typical example that has attracted 
considerable attention for physical fundamental reasons as well as for possible 
applications. VO2 exhibits a reversible, first-order MIT at Tc ~ 340K (67℃). 
The transformation is associated with a structural transition, from a 
low-temperature monoclinic crystal structure, in which the material is 
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insulator, to a high-temperature rutile crystal structure, in which the material is 
metallic.
65
 Photoinduced MIT in VO2 was first reported by Becker et al. in 
1994.
36
 Since then, VO2 has attracted considerable attention due to potential 
applications, such as optical switches,
55,309
 optical storage devices
310
 and 
ultrafast light control in VO2-based photonic crystals.
311
 A number of studies 









 (THz) measurements have been conducted on the dynamics of 
phase transition in this material. However, the mechanism of the phase 
transition in VO2 is still not clear. The driving force for the phase transition 
and contribution of electron-lattice interactions as well as electron-electron 
correlations to the phase transition have been under discussion. In this chapter, 
we present optical pump-THz probe (OPTP) studies of MIT in VO2 thin film 
with different excitation fluences and at different temperatures. A fast 
nonthermal process ascribed to the metal phase nucleation and a slow process 
attributed to the thermally growth and coalescence of metal domains 
constituting the phase transition process were demonstrated. In order to 
separate the ultrafast nonthermal process from the slow thermal process, we 
conducted the OPTP study of photoinduced phase transition of VO2 thin film 
at various temperatures from 160 K to 300 K. Furthermore, OPTP 
spectroscopy can directly measure the time-dependent change of conductivity 
during the phase transition. A large, abrupt increase of conductivity in the THz 
range was recently reported by several groups.
73-75
 Investigation of the 
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transient THz complex conductivity at different delays supplies further 
information on the dynamics of MIT and the effects of lattice vibration to 
phase transition in VO2. Our results provide insight to the mechanism of 




The VO2 thin film with a thickness of 200 nm used in this work was 
grown with a pulsed laser deposition (PLD). Briefly, a KrF excimer laser at a 
wavelength of 248 nm was focused on a V2O5 target with a laser energy of 340 
mJ. Films were grown on c-sapphire substrates. The distance between the 
target and the substrate was typically 6 cm. The deposition chamber was first 
pumped to < 10
-5
 Torr before oxygen was introduced into the chamber. The 
deposition was performed in an ambient of 12 mTorr oxygen partial pressure. 
During depositions, the substrate temperature was maintained at 800 C . 
After the depositions, no postannealing was performed on the samples. A 
photograph of deposited VO2 thin films is shown in Figure 3.1. 
The OPTP spectroscopy was used to investigate the photo-induced MIT in 
the VO2 thin film. In our measurements, a Ti:sapphire regenerative amplifier 
laser system, which generates ~35 fs optical pulses at a center wavelength of 
800 nm (1.55 eV) with a repetition rate of 1 kHz, was used as the laser source. 
The output of the laser source was separated into 3 beams: one for 
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optical-pump, one for THz generation, and one for detection for THz-probe. 
The pump beam at 800 nm excites the interband transition from 3d‖ band into 
3dπ band of VO2. The THz radiation was generated by using air-plasma 
technique
241
 with spectrum range from 0.3 to 5 THz and detected with the THz 
Air-Biased-Coherent-Detection (THz-ABCD) method.
313
 The generated THz 
wave was collected and focused by a pair of 90° off-axis parabolic mirrors. 
The probe beam was sent to through a time-delay stage and then focused by a 
150 mm lens through a hole in the final parabolic mirror. Thus, the THz wave  
 
 
Figure 3.1 Deposited thin film with pure VO2 phase (left), which shows dark 
grey color. Deposited VO2 thin film mixed with V2O5 phase (right), which 
shows light yellow due to the existence of V2O5. 
 
propagated collinearly with the probe beam and was focused at the same 
location where the THz field induces a new second harmonic (SH) pulse. A 
pair of electrodes with a 1-mm gap is placed across this location with ~2 kV, 
500 Hz ac bias. The SH pulse is then filtered by a pair of 400 nm bandpass 
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filters and sent into a photomultiplier (PMT) tube. The signal from the PMT is 
measured by a lock-in amplifier referenced to the 500 Hz bias modulation 
frequency.  
The sample was excited at 45 degree incidence and the spot size of optical 
pumping pulse was ~0.4 cm
2
, which was about two times larger than the spot 
size of the THz probe beam. In the OPTP experiment, the transient behavior of 
the photoexcited carriers was monitored by measuring the transmitted peak 
amplitude of THz waveforms at normal incident as a function of delay time 
between the THz probe and optical pump pulse. The experimental setup was 
purged with dry nitrogen to reduce the absorption by water vapor. Optical 
pump fluences of 60, 120, 240, and 480 μJ/cm2 were used to excite the sample. 




3.3.1 Raman and X-ray diffraction characterization 
Raman scattering spectroscopy and X-ray diffraction (XRD) were used to 
characterize the composition and crystallinity of the film. The Raman 
scattering spectrum is shown in Figure 3.2.  
 





Figure 3.2 Raman spectrum of VO2 thin film with 532-nm laser excitation. 
Experimentally measured spectrum (red boxes) is offset for clarity. The 
measured spectrum is deconvoluted with Gaussian profiles (colored lines) and 
the reproduced curve is shown as black solid line. Inset: typical XRD pattern 
from the (020) or (002) plane of VO2 sample and c-plane sapphire at room 
temperature. 
 
The measured spectrum was deconvoluted with Gaussian profiles, with 
peaks centered at 141, 196, 221, 268, 305, 334, 387, 499, 620, and 816 cm
-1
, 
respectively, which are in agreement with previous reported data for 
VO2.
314-316
 The peak located at 433 cm
-1
 belong to c-sapphire substrate.
317
 The 
absence of significant peak at around 700 cm
-1
 indicates there are no 
significant amounts of V2O5 phase,
318
 which is the most commonly occurring 
phase in the VO2 film growth. In the XRD pattern, as shown in the inset of 
Figure 3.2, the peak at 39.83° corresponds to monoclinic phase of VO2, which 
can be attributed to reflection from either (020) or (002) plane of VO2. The 
peak at 41.58° comes from the reflection of (006) plane of c-sapphire. The 
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XRD pattern indicates a good crystalline quality of the VO2 film used in this 
study. 
 
3.3.2 OPTP measurements at room temperature 
Figure 3.3 shows the temporal evolutions of the differential transmitted 
THz wave 0/T T  with different excitation fluences at room temperature, 
where 0T  is the transmitted peak amplitude of THz probe through the 
unexcited sample, 0  T T T   , and T is the transmitted amplitude intensity 
of THz probe through the excited sample. The excitation fluences were 60, 
120, 240, and 480 μJ/cm2, respectively. As shown in Figure 3.3, the 
experimental data can be well fitted with a biexponential functions, 
   1 1 2 2exp / exp /A t A t    . The biexponential behaviors can be 
understood that there are two processes (fast process and slow process) in the 
MIT. The THz transmittance decreases sharply just ~0.7 ps after the 
photoexcitation, then the transmittance drops gradually up to ~80 ps, 
achieving the maximum transmittance changes. The subsequent persistence of 
the reduced THz transmittance indicates the persistence of the metallic phase. 
The decrease of THz transmittance can recover practically in the laser pulse 
period of 1 ms, i.e., before the arrival of next pump pulse. Thus a heat 
accumulation effect by multiple pulse excitations can be ignored. The fast 
process suggests that the metallic phase appears after photoexcitation within 1 
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ps. Such subpicosecond time scale is too short for a thermally driven process, 
because the thermal process takes at least several picoseconds.
319,320
 Thus the 
fast process is ascribed to nonthermal nucleation of metallic phase. During this 
process, optical pumping induces small domains of metallic rutile phase in the 






Figure 3.3 Transient differential transmission of THz wave ( 0/T T ) through 
VO2 thin film with different excitation fluences measured at room temperature. 
The open circles are experimental data, and the solid lines are least square 
fitting with a biexponential function.  
 
In the slow process, the THz transmittance gradually decreases after 
photoexcitation and reaches its minimum level after ~80 ps. This slow process 
can be ascribed to the growth of the metallic phase domains in VO2 thin film. 
In the slow process, photoexcitation leads to increase of the lattice temperature, 
resulting in the growth of metallic phase domains and merging from spatially 
separated sites or from the surface of thin film to thin-film-substrate interface. 
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With increasing excitation intensity, the transmitted THz wave getting weaker 
and weaker, indicating more and more VO2 is changed to metallic phase.  
 
3.3.3 OPTP measurements at low temperatures 
The OPTP experiments were also done at lower temperatures with optical 
pump fluence of 480 μJ/cm2, which can drive the full MIT at room 
temperature. The differential THz transmissions at a series of temperatures 
ranging from 300 K to 160 K are displayed in Figure 3.4. Evidently, with 
decreasing the initial temperature of the sample, the transmitted THz wave 
increases, indicating less VO2 phase changed to metal phase. Similar as the 
case of 300 K, the dynamics can be well fit with a biexponential function. The 
biexponential behaviors can be understood that there are the fast and slow 
processes in the MIT, as we discussed before. Clearly, with temperature 
decrease, the slow process becomes less and less important and its 
characteristic time 2  gets longer and longer, while the fast process is less 
affected by temperature. This phenomenon further confirms that the fast 
process is a nonthermal process.  
As we discussed earlier, the slow process is the growth and coalescence of 
the metallic phase domains, which requires thermal energy to fulfill. Cooling 
the sample will take away the thermal energy of the sample, coming from the 
laser pumping, thus hold back this process. The characteristic times of the fast 






Figure 3.4 Transient differential transmission of THz wave ( 0/T T ) through 
VO2 thin film measured at different temperatures with the excitation fluence 
of 480 μJ/cm2. The open circles are experimental data, and the solid lines are 
least square fitting with a biexponential function. 
 
 
Table 3.1 The coefficient and characteristic time constant of fast process (A1, τ1) 
and slow process (A2, τ2) for VO2 thin film of 200 nm thickness obtained from 



















260 0.22 68.7 0.6 0.10 31.3 12.36 
240 0.18 69.2 0.58 0.08 30.8 13.00 
220 0.18 85.7 0.56 0.03 14.3 20.12 
200 0.13 81.2 0.56 0.03 18.8 45.98 
180 0.11 100 0.5 0 0 - 
160 0.075 100 0.45 0 0 - 
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and slow processes obtained from best fitting the experimental date are 
summarized in Table 3.1. It is seen that, when the sample temperature is 
decreased below 200 K, the slow process is not observable, indicating that 
only the nucleation of metallic phase happens, while the growth and 
coalescence metallic domains were completely suppressed. 
 
3.3.4 Transient complex conductivity spectra 
The transient complex conductivity spectra at different delay time supply 
further information on the dynamics of MIT in VO2. Since the sample can be 
approximated as a thin slab of excited material of thickness 0l  deposited on 
transparent substrate (C-sapphire) with a refractive index 3.02n  , the 
photoinduced change in conductivity ( , )p    at delay p is directly 
related to the Fourier transforms of the time domain electrical fields E and 




( ) [ 1]
1 ( ) / ( )
n






,                (3.1) 
where ω is the frequency, 0 377Z    is the impedance of free space, d is the 
optical penetration depth of 800 nm excitation wavelength of VO2 and 
( 3.02)n   is the refractive index of sapphire substrate at THz frequencies. 
The change of complex photoconductivity ( )   at the frequency range of 
0.5-5 THz at 30 ps, 190 ps, and 510 ps after photoexcitation are shown in 
Figure 3.5. The black circles and red circles display the real part and 
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imaginary part of 2 ( )  . The shapes of ( )   have no significantly 
change, while the amplitude of real part 1( )   increases and imaginary 
part 2 ( )   decreases with increasing delay. Here, the real part 1( )   
can be thought of as the resistive response of the VO2, and the imaginary part 
2 ( )   is associated with a capacitative or inductive response. The transient 
complex photoconductivity change ( )   of VO2 thin film can be analyzed 















,                           (3.2) 
in which p  is the density dependent plasma frequency and 0  is carrier 
scattering time. The transient complex photoconducitivity change   is 
fairly well reproduced by the Drude model. The fitting curves are shown as 
solid lines in Figure 3.5. The best fitted parameters were summarized in Table 
3.2.  
 
Table 3.2 Parameters obtained from best fitting photoinduced conductivity 
changes at different probe delays with the Drude model. 
 
τp(ps) ωp/2π(THz) τ0(fs) 
30 51.2 20.0 
190 59.3 21.1 
510 70.8 16.2 
 
In Figure 3.5 (a) and (b), 2  between 4.5 and 5 THz is not fitted as well as 
that in Figure 3.5(c). A possible reason for this is the coexistence of the 
insulating state and the metallic state at early delay times. At p = 510 ps, the 
VO2 thin film was driven to the fully metallic phase, thus showing a typical 
Chapter 3 Ultrafast photoinduced MIT in VO2 thin films 
65 
 
Drude response. On the other hand, 1 increases with increasing time, 
indicating that VO2 was driven to the fully metallic state. This phenomenon is 
ascribed to the growth and coalescence of metallic domains, which leads 
transient photoconductivity of VO2 to a very good fit using the Drude model at 




Figure 3.5 Real (black circle) and imaginary (red circle) part of transient 
photoconductivity change at different probe delays: (a) τp = 30 ps, (b) τp = 190 
ps, (c) τp = 510 ps. The solid lines are best fits with the combined Drude and 
damped oscillator model. 
 
3.4 Discussions 
Summarizing the results in Section 3.3, first, the photoconductivity rise time is 
substantially longer than the excitation pulse or electron thermalization time; 
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Second, a fluence of 480 μJ/cm2 can induce MIT well; Third, a stiffness which 
suppress MIT exists, and this stiffness increases with decreasing temperature. 
While a comprehensive description of the dynamics is absent, in the following 
a simple dynamic model employing effective-medium approximation (EMA) 
is presented. 
EMA is a mean field description to describe inhomogeneous media.
324,325
 For 
vanadium dioxide, this corresponds to the coexistence of an insulating volume 
fraction (fi) and a metallic volume fraction (fm = 1 - fi) which depend on 
temperature. Previous work has reported the coexistence of metallic and 
insulating phases and temperature-dependent conductivity in VO2.
31,61
 More 
recently, additional studies using scanning probe measurements and 
time-integrated optical conductivity which support the idea has been 
presented.
326,327
 In the first-order transition of VO2, metallic phase domains 
begin to form nucleation droplets in the film sporadically after photoexcitation; 
then the metallic domains start to form clusters; furthermore, the clusters 
become larger and coalesce a conducting area covering the film. To consider 
the effect of the domain growth, the VO2 film needs to be described as an 
inhomogeneous composite medium composed of metallic insulating domains. 
Then optical properties of the inhomogeneous medium can be modeled by 
EMA. Here, we employed the Bruggeman effective meium theory (BEMT) 
because it has been widely used to explain the optical properties of composites 
which have percolation transitions.
324,325
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BEMT describes the conductivity as follows: 
 0
( 1) ( 1)
m eff i eff
m i
m eff i eff
f f
d d
   
   
 
 
   
             (3.3) 







i = 0 is the conductivity in the insulating phase. According to the previous 




To describe the conductivity dynamics in the insulating phase via BEMT the 
temporal dependence of the volume fraction is determined by employing the 
following expression: 




                         (3.4) 
In this simple model, the growth rate of fm directly depends on fm, the 
nonmetallic fraction and which describes the rate at which fm evolves. It is 
reasonable to assume 0( ) exp( / )bT k T    where Θ is an energy barrier 
related to the latent heat, in the present case.
75
 For instance, for homogeneous 
domain growth, 
2( )cT T
  .328 The temperature dependence of β(T) is 
crucial to consider as there is a bath, i.e. the substrate, to which deposited heat 
can escape. This heat escape could be described as 0 exp( / )subT T t   , which 
imparts a time dependence to β(T). A subsequent Taylor expansion of β about t 
= 0 leads to an analytical solution of Eqn. (3.4) given by ( ) / (1 )mf t    
where ( ) / (1 )
i i
m mt f f    . 
i
mf  is the initial metallic volume fraction, and 
0exp{ [1 exp( / )]}
r r r
sub subt      . 
This solution describes the situation where the rate of increase fm decreases as 
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energy initially deposited in film escapes to the substrate. This determines the 
rise time of the conductivity and maximum induced change which in turn 
depends on the initial temperature and the initial volume fraction. This BEMT, 
appropriately extended to describe a dynamics metallic volume fraction, can 
account for the observed differential transmittance and strongly suggests a 
scenario where metallic precursors grow and coalesce upon photoinduced 
superheating. Moreover, the results indicate an initial condition sensitivity 
described by the initial volume fraction 
i
mf . It is reasonable that there is an 
initial volume fraction with softening of the insulating phase with temperature 
and the BEMT can describe the essence of the observed experimental data. 
 
3.5 Conclusions 
In conclusion, using OPTP, we studied the dynamic behaviors of the 
photoinduced MIT in VO2. It was found that the photoinduced phase transition 
consists of a fast and a slow process. The fast process is a nonthermal driven 
process, corresponding to nucleation of metal phase. The slow process is a 
thermally driven process, corresponding to growth and coalescence of metal 
domains. Through analysis of the transient complex conductivity spectra at 
different delay times, the contribution of phonon to phase transition is 
investigated. Our results help improve the understanding of phase transition in 
VO2 and are useful for designing VO2 based optical device, such as optical 
switches and optical modulators. 
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The MIT is very easily affected even annihilated by the intrinsic properties of 
the material, such as crystalline quality, structural size, strain and 
morphology.
329-332
 In a recent report, the transition behavior has been 
demonstrated to be also sensitive to the vanadium or oxygen related 
vacancies.
333,334
 Ramanathan et al.
333
 carried out detailed measurements for 
vanadium oxide thin films prepared by reactive sputtering of a vanadium 
target to correlate electron transport properties to the band structures obtained 
from near-edge X-ray absorption fine structure spectroscopy (NEXAFS). 
Another study carried out by Nazari and co-workers
334
 investigated the effect 
of oxygen deficiency related to native doping concentration on the phase 
transition magnitude and temperature. These works have discovered that the 
insulator-metal phase transition and the electron correlations involved in the 
phase transition sensitively depend on the oxygen stoichiometry, even a 
deviation in the anion stoichiometry by a few percent can result in several 
orders of magnitude difference in the phase transition behaviors or the phase 
transition temperature shift. Despite extensive research, little work has been 
devoted to the effect of oxygen stoichiometry on photoinduced insulator-metal 
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transition, which is an important behavior that can be widely utilized in 
optoelectronic devices. In this chapter, we present an optical pump-terahertz 
probe (OPTP) spectroscopy study of the ultrafast photoinduced metal-insulator 
phase transition in three vanadium oxide thin films with near VO2 
stoichiometry prepared under similar conditions. The transient differential 
transmission of the THz wave and the transient complex conductivity were 
investigated. We found that the photoinduced metal-insulator phase transition 
behavior varies dramatically in the VO2 thin films with very close 
stoichiometry and composition. OPTP spectroscopy has been proven to be a 
powerful tool for the investigation of the ultrafast metal-insulator phase 
transition on time scales from subpicosecond to nanosecond.
73-75,321,335
 
Furthermore, measuring the transient photoconductivity will provide direct 
information on the dynamic behaviors of the insulator-metal phase transition. 
The present work helps improve the understanding of the physics of the 




4.2.1 Sample preparation 
VO2 thin films were prepared by the pulsed laser deposition (PLD) method on 
c-plane sapphire substrates. A V2O5 target was ablated by a KrF excimer laser 
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operated at the wavelength of 248 nm. The substrate was kept at 800 °C and 
oxygen partial pressure was maintained at 12 mTorr during the deposition. 
The employed laser energy were 340 mJ, 330 mJ and 300 mJ for sample 1 
(S1), sample 2 (S2) and sample 3 (S3), respectively.  
 
4.2.2 Characterization technique 
The photoinduced metal-insulator phase transition of VO2 thin films were 
characterized with an OPTP system which has an useable bandwidth 
extending from 1 to 5 THz as described in Chapter 3. In brief, the ultrafast 
optical pump was generated by a Ti:sapphire regenerative amplifier laser 
system, which provides ~35 fs optical pulses at the center wavelength of 800 
nm with a repetition rate of 1 kHz. The THz probe was generated using 
two-color air-plasma technique
241
 and detected by a THz 
Air-Biased-Coherent-Detection (THz-ABCD) method.
313
 Optical pump 
fluences ranging from 150 to 750 J/cm2 were used to excite the samples. The 
entire OPTP setup is enclosed in a chamber purged with dry nitrogen to reduce 
water vapor absorption. All the measurements were carried out at room 
temperature. 
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4.3 Results and discussions 
4.3.1 Characterization of vanadium oxides thin films 
X-ray diffraction (XRD) and Raman scattering spectroscopy were employed 
to characterize the composition and crystallinity of the three VO2 thin films. 
Figure 4.1(a)-(c) show XRD patterns of the three VO2 thin films. The peaks at 
41.69° represents the peak of c-plane sapphire substrates and the peaks located 
at 39.80°, 39.75° and 39.52° for S1, S2 and S3 attribute to the reflection from 
either (002) or (020) plane of VO2, due to the same Bragg angles for (002) and 
(020) planes. The fact that the XRD peak of VO2 shifts to smaller angles from 
S1 to S3 indicates the extension of crystal lattice. A compressive force due to 
lattice mismatch at the interface between film and substrate is applied onto the 
film. The Raman spectra of the three samples are shown in Figure 4.1(d)-(f), 
respectively. The representative peak positions of Raman shift from VO2 thin 
films in this study and single crystal VO2 in Ref. 
336
 are summarized in Table 
4.1. It can be seen that the peak positions shift to high frequencies from S1 to 





 and/or applying strain
35
 on VO2 could lead to an 
increase in the energy of optical phonons in VO2. As a consequence, the slight 
increase in the Raman shift is likely to be a result of presence of V
5+
 and/or 
under compressive strain as evidenced by X-ray photoelectron spectroscopy 
(XPS) and XRD results.  
 





Figure 4.1 Typical XRD patterns from (002) or (020) plane of VO2 and c-plane 
sapphire of (a) S1, (b) S2 and (c) S3. Raman spectra of (d) S1, (e) S2 and (f) 
S3 with 532 nm laser excitation.  
 




 S1 S2 S3 
V1 191 194 196 201 
V2 221 221 223 226 
O 612 616 618 623 
 
4.3.2 Fluence-dependent OPTP spectroscopy 
In order to investigate the THz response of the three samples in detail, the 
pump fluence dependence was measured. Figure 4.2(a), (b) and (c) depicts the 
dynamics of differential transmittance T/T0 at various pump fluences for S1, 
S2 and S3 respectively, where T0 is the peak amplitude of transmitted THz 
probe pulse through unexcited samples, T= T - T0, and T  is the amplitude  








Figure 4.2 Transinet differential transmission (ΔT/T0) of the THz wave through 
(a) S1, (b) S2 and (c) S3 with different excitation fluences. The excitation 
fluences are labeled correspondingly. The open circles are experimental data, 
and the solid lines are least square fitting with a biexponential function. 
Fluence dependence of   of (d) S1, (e) S2 and (f) S3 at different delay 
time t  5 ps (red triangles), 25 ps (blue squares), 100 ps (orange circles) 
and 300 ps (green diamonds). 
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intensity of transmitted THz probe pulse through the excited samples. The 
excitation fluences used in the experiment are labeled in Figure 4.2. For S1 
and S2, the temporal evolutions are fitted by a biexponential function, 
1 1 2 2exp( / ) exp( / )A t A t    , as introduced in Chapter 3. The biexponential 
behavior suggests that there are two processes (a fast process and a slow 
process) during the insulator-metal phase transition. The THz transmittance 
decrease significantly in 1 ps after the photoexcitation, following a gradual 
drop in a time of ~100 ps to achieve the maximum differential transmittance. 
The abrupt decrease of THz transmittance indicates the conductivity of VO2 
thin films has a sharp increase due to the photodoping and occurrence of 
metallic domains. The subsequent gradually decrease in THz transmittance 
suggests that the metallic phase domains grow and coalesce from spatially 
separated sites or from the surface of the thin film to the thin-film-substrate 
interface. Thus, as described in Chapter 3, the fast process is ascribed to the 
photodoping and nonthermal nucleation of the metallic phase and the slow 
process can be attributed to the growth of the metallic phase domains in VO2 
thin films. Hence, the time to achieve the minimum level of THz transmittance 
is much longer that the initial excitation pulse, which means the decrease of 
THz transmittance not only arises from carrier photo excited to the conduction 
band but also causes by a thermal effect. The effect of heat accumulation from 
multiple pulse excitations can be ignored because the decrease of THz 
transmittance can recover practically in the laser pulse period of 1 ms, i.e., 
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before the arrival of next pump pulse. For S3, the temporal evolutions were 
fitted by a monoexponential function and the decrease of THz transmittance is 
much smaller than that of S1 and S2, suggesting that the insulator-metal phase 
transition might be absent in S3. 
In order to identify the occurrence of phase transition in S1 and S2, the fluence 
dependence of the transient photoconductivity 1
0( ) [(1 / ) 1]T T 
   
270
 
at different delay times was calculated and plotted in Figure 4.2(d) and (e). In 
both samples, the ( )   at  = 5 ps increases linearly with pump fluence, 
which is consistent with the phenomenon of typical semiconductors showing 
linearly increased photoconductivity due to the increase of directly 
photoinjected carriers. On the contrary, the corresponding values in late delay 
times ( = 25, 100, 300 ps) present threshold-like behaviors: THz conductivity 
is small at lower fluences, while it grows rapidly and nonlinearly at higher 
fluences, indicating the onset of metallic domains. The existence of a fluence 
threshold is a well-known feature in photoinduced insulator-metal phase 
transition, where the cooperative nature of the dynamics lead to a strongly 
nonlinear conversion as a function of the number of absorbed photons.
75,321
 
However, the photoconductivity of S3 scale linearly with pump fluence at all 
delay times, as shown in Figure 4.2(f). The absence of the threshold-like 
behavior indicates that photoinduced insulator-metal phase transition did not 
occur in S3 after photoexcitation, and the monoexponential behavior in 
temporal evolutions is attributed to the absorption of photogenerated free 




As shown in Figure 4.1(d)-(f), the XRD peak of VO2 shifts to smaller angles 
from S1 to S3 The shift indicates the extension of crystal lattice, revealing the 
oxygen nonstoichiometry in these samples, and the extent of nonstoichiometry 
is higher in S3.
338
 In order to have a quantitative characterization on the 
oxygen content, XPS was conducted to detect the degree of oxidation in the 
three samples. As the binding energy of the V2p3/2 core level is dependent on 
the oxidation state of the V cation, the peak positions of the V2p3/2 and 
corresponding V-O signal can be used to determine the different V cation 
oxidation states in vanadium oxides. As shown in Figure 4.3, high-resolution 
XPS spectra focusing on O1s and V2p2/3 were taken. Two broad peaks located 
around 523.6 and 516.3 eV corresponding to the V2p1/2 and V2p3/2 core levels 
are exhibited in addition to the O1s signal. After subtracting the Shirly 
background, each of the measured V2p3/2 and O1s peaks could be 
deconvoluted into several peaks: both V2p1/2 and V2p3/2 can be described by a 
combination of a V
5+
 peak and a V
4+
 peak. The V
4+
2p3/2 peak and V
5+
2p3/2 
peak are located at 515.9 eV and 517.1 eV, which is in agreement with 
previous reported peak positions of vanadium oxides with mixed valence 
states.
339,340




 peak, 4VI   
and 5VI  ,  we could estimate the ratios of oxygen to vanadium by 
4 5 4 5
5
(2 ) / ( )
2V V V V
I I I I     . Thus, we obtain the ratios of oxygen to vanadium 
are 2.16, 2.18, and 2.22 in S1, S2 and S3, respectively. 






Figure 4.3 The high-resolution XPS spectra of (a) S1, (b) S2 and (c) S3. The 
measured spectra are shown as black circles and the reproduced curves are 
shown as red solid lines. 
 
It should be noted that the surface of VO2 thin film is usually oxidized to V2O5 
phase as has been reported previously.
341
 As a result, the oxygen stoichiometry 
at the surface is higher than that at inner thin films. Nevertheless, it is obvious 
that S3 is over-oxidized as more contribution to the V2p3/2 originates from V
5+
 
than the other two samples. The phase transition amplitude is strongly affected 
by the oxygen stoichiometry.
334
 Thus, as oxygen content is excess, the 
insulator-metal phase transition is vanished in S3.  
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4.3.3 Transient photoconductivity of different vanadium oxides thin films 
The transient complex photoconductivity spectra of the three samples at 
different delay times can provide further information on the dynamics of the 
insulator-metal phase transition in VO2 thin films. In order to obtain the 
transient conductivity ( )  , the entire transmitted THz probe pulse through 
the unexcited sample E and the pump-induced change of the entire THz probe 
pulse transmitted through the excited sample E  were recorded by probe 







( ) [ 1]
1 ( ) / ( )
n






,                   (4.1) 
where 0 377Z    is the impedance of free space, d is the optical penetration 
depth of 800 nm excitation wavelength of VO2, which is taken as the inverse 
of absorption coefficient (1/ 100  nm) in our measurement.342 ( 3.02)n   is 
the refractive index of sapphire substrate at THz frequencies and measured by 
THz-time domain spectroscopy. The transient complex conductivity of the 
three VO2 samples in frequency range from 1 THz to 5 THz measured at 20, 
36, 200 and 500 ps after photoexcitation are shown in Figure 4.4, Figure 4.5 
and Figure 4.6, respectively. After the photoexcitation, the real part of the 
conductivity is positive and become less frequency dependent with delay time 
in S1 (Figure 4.4(a)) and S2 (Figure 4.5(a)). This indicates the scattering rate 
and density of photogenerated free carriers become increasingly larger. As 
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shown in Figure 4.4, 4.5 and 4.6, the transient complex conductivity of the 
three samples can be well fitted using the Drude-Smith model,
291














,                   (4.2) 
in which 0  is the permittivity of the vacuum, p  is the density-dependent 
plasma frequency, 0  is the carrier scattering time. Comparing with Drude 
model, Drude-Smith model introduces a parameter c. Generally, parameter c is 
associated with the extent of carrier localization and backscattering in 
nanostructures, where c = -1 corresponds to fully backscattering and/or carrier 
localization and c = 0 corresponds to the Drude model. The fitted parameters 
of the three samples, calculated carrier concentration N (
2 2
0 pm e   ) and 
dc conductivity 0 (
2
0 (1 )p c   ) are listed in Table 4.2. However, the 
absolute value of c can indeed reveal the effect of spatial constraint on carriers 
in material. The non-zero value c values indicate the exist of spatial constraint 
in the samples. As described in Chapter 3, metallic domains emerge and 
coalesce in the phase transition process. Therefore, electrons would localize in 
the metallic domains and backscattering would occur at the domain boundaries, 
which explains the non-zero c value. With the domain size changes, the c 
value will correspondingly change. Therefore, by monitoring the temporal 
evolutions of parameter c of S1 and S2, a clear picture about the dynamics of 
photoinduced insulator-metal phase transition can be obtained. Before delay 
time t  = 20 ps, optical pump has induced small domains of metallic rutile 
phase in the sea of insulating monoclinic phase. The boundaries of the metallic  






Figure 4.4 The (a) real and (b) imaginary parts of the transient complex 
conductivity of S1 at different probe delays: t  20 ps (black circles), 36 ps 
(red triangles), 200 ps (blue squares), and 500 ps (yellow diamonds). The solid 
lines are best fits with the Drude-Smith model. (c) Two-dimensional AFM 





Figure 4.5 The (a) real and (b) imaginary parts of the transient complex 
conductivity of S2 at different probe delays: t  20 ps (black circles), 36 ps 
(red triangles), 200 ps (blue squares), and 500 ps (yellow diamonds). The solid 
lines are best fits with the Drude-Smith model. (c) Two-dimensional AFM 
image of S2. 





Figure 4.6 The (a) real and (b) imaginary parts of the transient complex 
conductivity of S3 at different probe delays: t  20 ps (black circles), 36 ps 
(red triangles), 200 ps (blue squares), and 500 ps (yellow diamonds). The solid 
lines are best fits with the Drude-Smith model. (c) Two-dimensional AFM 
image of S3. 
 
Table 4.2 Parameters obtained from best fitting photoconductivity at different 
probe delays with the Drude-Smith model, calculated carrier concentration N 
and dc conductivity 0.  
 










20 32.15 43.8 -0.53 4.5 74.26 
36 41.38 37.2 -0.05 7.4 211.2 
200 63.67 16.5 -0.07 18 219.3 
500 111.5 12.7 -0.69 54 170.8 
S2 
20 26.8 45.2 -0.32 3.1 85.7 
36 49.0 12.3 -0.01 10 102.0 
200 57.5 12.2 -0.02 14.3 138.0 
500 120.5 11.5 -0.82 68.9 130.8 
S3 
20 72.6 9.3 -0.85 22 25.66 
36 111.4 5.5 -0.79 54 50.02 
200 127.3 3.8 -0.77 70 49.43 
500 125.2 3.7 -0.78 68 44.53 
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domains can backscatter the free electrons and parameter c has a relatively 
large value. During period from t  = 36 ps to 200 ps, parameter c show a 
quite small value near zero. During this time period, the metallic domains 
grow and coalesce to form a continuous metallic film, which will reduce 
domain boundaries and the possibility of backscattering. Thus, the parameter c 
is close to zero. At t  = 500 ps, the phase transition began its reverse 
process: metal-insulator phase transition. In this process, the metallic VO2 thin 
film began to convert to insulator gradually. The insulating domains  emerge 
and induce cracks in the metal phase, thus the value of parameter c increases 
again. However, the parameter c of S3 show a relative big value (~0.80) at all 
delay times. The strong carrier localization and backscattering effect is mainly 
attributed to the crystal quality of the samples. In order to investigate the 
quality of the thin films, typical atomic force microscopy (AFM) images of the 
three VO2 thin films were captured, as shown in Figure 4.4(c), 4.5(c) and 
4.6(c). The thin films of S1 and S2 have smooth and uniform surface, while S3 
exhibit a relatively rougher surface. The average surface roughness (Ra) for S1, 
S2 and S3 are 0.297 nm, 0.809 nm and 2.68 nm, respectively. The sample S3 
has the roughest surface in the three samples due to the formation of many 
grains during deposition process. These grains play a role as carrier 
localization centers and backscattering would occur at the grain boundaries, 
which explains the large values of parameters c during all the delay times. 
Kusano and co-authors
343
 suggested that in over-oxidized nonstoichiometric 
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vanadium dioxides there could be coexistence of VO2 and V6O13. In their 
observation, the high oxygen ratio of the film accelerated the formation of 
wide, faceted columnar grains, providing poor connection on the top of the 
film, because the existence of V6O13 enhanced diffusion of atoms, which was 
required by the film growth. Their observation well agrees with our AFM 
results and further explains why S3 have  rougher surface than the other two 
samples. Compared to S3, S1 and S2 have smoother surface, and the change of 
parameter c is caused by the evolution of metallic domains. The changing of 




In conclusion, the dynamic behavior of the photoinduced insulator-metal 
phase transition of the vanadium oxide thin films with near VO2 stoichiometry 
has been investigated using OPTP spectroscopy. We observed a correlation 
between photoinduced phase transition and oxygen stoichiometry. The 
increased oxygen content in vanadium dioxide will reduce the magnitude of 
phase transition. The transient photoconductivities of the three samples are 
well fitted with the Drude-Smith model. The temporal evolution of fitted 
parameter c clearly reveals the dynamics of the phase transition process. Our 
results help improve the understanding of the physics of the photoinduced 
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insulator-metal phase transition, optimize the growth condition of VO2 thin 
films, and are useful for the design of VO2 based optical devices.
Chapter 5 Size effects on MIT in individual VO2 nanobelts 
86 
 
 Chapter 5  Size effects on MIT in individual VO2 nanobelts 
 
5.1 Introduction 
There is tremendous interest in being able to depress the phase transition 
temperature of VO2 to close to temperatures. Some recent reports by Lopez 
and co-workers
344-346
 suggested intriguing possibility of shifting the phase 
transition temperature and hysteresis loops in VO2 by reducing the sample 
dimension to nanoscale. In their articles, the authors demonstrated a strong 
size effect on the phase transition temperature and hysteresis loops in VO2 
nanoparticles prepared by top-down methods such as ion implantation or laser 
ablation in SiO2 matrices. These authors postulated that the defects in VO2 
nanoparticles can act as nucleation sites of the phase transition and elimination 
of defects can result in the need for a stronger driving force. More recently, 
Whittaker et al.
347
 successfully observed a strong finite size effect on 
solution-grown VO2 nanostructures. The authors demonstrated the phase 
transition temperature can be tuned by scaling VO2 to nanoscale dimensions 
and depressed to 33 °C in VO2 nanostructures. Nevertheless, these studies did 
not give clear pictures on the relationship between the phase transition 
behaviors and the material size. Baik and co-workers
348
 carried out 
current-induced MIT and calculate the phase transition temperature by an 
indirectly method. They observed phase transition temperature shows a 
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downward trend with decreasing nanobelts width. However, in their 
investigation the VO2 nanobelts reside on the SiO2/Si substrate which 
nanobelts are grown. Thus, the strain effect arising from nanobelt-substrate 
interaction is introduced in the system and the observed effect is not a pure 
size effect. Up to date, the systematically studies of the variation of the phase 
transition temperatures with reduced dimensionalities are still absent. The 
absent of the deep understanding on the size effects will inhibit the practical 
application implement of VO2 system. Here, we study the thermal-induced and 
current-induced MIT behaviors in individual VO2 nanobelts of various widths 
prepared by chemical vapor deposition. The phase transition temperature 
shows clear dependence on the finite sizes of the nanobelts. The 
temperature-dependent Raman studies were carried out on different sizes of 
VO2 nanobelts and the phase transition temperature can depress to as low as 
29 °C. By careful analysis of Raman spectra, the relationship between the 
phase transition temperature and the sample dimensionalities were well 
ascribed. Meanwhile, the dynamic process of the phase transition with 
increasing temperature were also clearly revealed by the Raman spectra. In 
addition, size effect on anisotropy of the photoconductivity are also 
demonstrated in these nanobelts. The promising results are expected to 
promote fundamental physical process of how the reduced size and anisotropic 
geometry affects the phase transition temperature and optoelectronic 
properties in the VO2 nanostructures, as well as applied interests alike. 
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In this chapter, we reported here the size effects on the MIT of vanadium 
dioxide nanobelts prepared by chemical vapor deposition. The observed phase 
transition temperatures, which depressed to as low as 29 °C from 67 °C in the 
bulk VO2, can be tuned by reducing VO2 size to nanoscale dimensions. 
Temperature-dependent Raman studies shown no strain effect influenced on 
the phase transition behaviors. Raman spectra displayed a clear dynamic 
picture on the MIT processes of the VO2 nanobelts. In addition, the 
polarized-photocurrent effect was performed, resulting from the anisotropy of 
the photoresponse and also caused by the reduced dimensionality. The 
promising results show that the distinctive finite size effect and highly 
anisotropic geometry of VO2 nanostructures are dominant factors in 
determining its thermoelectric and optoelectronic properties. 
 
5.2 Methods and experiments 
VO2 nanobelts were synthesized through a vapor-liquid-solid (VLS) approach 
with V2O5 power (Sigma Aldrich) as the precursor. The synthesis was carried 
out in a horizontal tube furnace with Ar (99.9%) as the carrier gas. A ceramic 
boat loaded with V2O5 power (~0.25 g) was inserted into a quartz tube with 
width of ~1.5 cm. A cleaned Si wafer was placed inside the quartz tube at 2 cm 
away from the source powder. The furnace was first pump down to a base 
pressure of 9×10
-3
 mbar before flowing Ar gas at a constant flow rate of 300 
sccm with the pressure regulated and maintained at ~1 mbar. The furnace 
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temperature was ramped to 850 °C at a rate of 60 °C/min, and the system was 
kept at this temperature for 1 h before cooling down to room temperature 




Figure 5.1 (a) An optical image of single VO2 nanobelt with width of ~ 2.5 m. 
(b) An SEM image of single VO2 nanobelt with width of ~ 3 m. 
 
The thermal-induced MIT were investigated by the individual VO2 nanobelt 
devices and micro-Raman spectroscopy (Renishaw inVia) with a 532 nm laser 
as the excitation source. The current-induced MIT were studied through the 
single nanobelt devices. Heavily n-doped Si substrates covering 200 nm thick 
insulating oxide layer were used to construct single nanobelt devices. The 
individual nanobelt were contact transferred from the growth substrates to the 
SiO2/Si substrates and electric contacts were deposited onto individual VO2 
nanobelts. The Al (200 nm) electrodes in two-terminal configurations were 
patterned by standard photolithography and deposited using conventional 
e-beam evaporation system (Edwards Auto306). The electrical 
characterization was carried out by a Keithley 6340 sourcemeter and for the 
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measurements at elevated temperatures, the nanobelt device was heated at a 
rate of 5 °C/min by using a heating stage (Linkam Scientific Instruments, 
TMS 94). The temperature of the sample were determined by using a 
thermocouple placed on the device substrate. Single nanobelt optical 
properties measurements were carried out by irradiating the nanobelt with a 
focused laser beam in conjunction with an optical microscope (Cascade 
Microtech). The laser beam was focused to a diffraction limited spot size of ~1 
m by using a 100× objective lens (Leica, NA: ~0.75) of the microscope. For 
Raman measurement, the Raman peaks were measured at a low laser power, 
which will avoid phase transition induced by the laser beam. For 
polarization-dependent photocurrent measurements, the long axis of the 
nanobelt was aligned to the polarization direction of the laser beam. The 
measurements were recorded under a fixed constant voltage. The 
laser-polarization effect on the photocurrent of the nanobelts was measured by 
rotating the polarization direction of the laser beam by using a half-wave plate 
inserted in the path of the beam before into the microscope.  
 
5.3 Results and discussions 
Figure 5.2 shows representative temperature-dependence resistivity. 
Temperature is controlled across the phase transition. As expected, the 
room-temperature resistivity increases with reducing nanobelt width. The 
phase transition temperatures and the width of the hysteresis width exhibit a 
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direct correlation with the size of VO2 nanobelts. On heating process, we 
observe a sharp decrease in resistivity after phase transition. The phase 
transition temperature on heating process, Tinc, decreases with decreasing VO2 
nanobelts width. As shown in the first part of Figure 5.2, the measured device 
was integrated with 30-m VO2 nanobelts and the MIT occurs at ~66 °C, 
which is comparable with previous phase transition temperature of bulk 
VO2.
29
 While the phase transition temperature Tinc gradually shift to lower 
temperatures with reducing nanobelt size. On cooling process, the phase 
transition temperature, Tdec, is significantly decreased compare to the bulk 
value. The value of Tdec is 60 and 47 °C with nanobelts width of 33 and 8 m, 
respectively. Thus, an increasing hysteresis width is obtained when VO2 
nanobelts are reduced in size. In previous studies, several possible origins 
were demonstrated for the depression of phase transition temperature in VO2 
nanobelts, including strain, doping with other transition metal (such as W or 
Mo), and scaling to nanoscale dimensions.
34,347,349
 Cao et al. mapped and 
explored stress-temperature phase diagram and demonstrated the phase 
transition temperature can be tuned by applying tensile/compress strain on 
single VO2 nanobeam.
34
 Wu and co-workers reported the phase transition 
temperature decreased with increasing W content in individual WxV1-xO2 
nanowires.
349
 However, the nanobelts used in our measurements were 
transferred to a substrate from their growth substrate. Thus, the observed trend 
does not correlate with the thermal mismatch strain caused by 
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nanobelt-substrate interaction. In our sample synthesis process, the simple 
grown method and ingredient do not use any other transition metals, which 
rules out doping with other transition metal as a underlying origin for the 
reduction of the phase transition temperature. Indeed, Lopez et al.
344
 have 
observed or VO2 nanoparticles fabricated by ion plantation, the changes in 
phase transition temperature arise from the nanoscale dimensions and pointed 
out defects in VO2 act as the nucleation sites. The nature of these nucleation 
sites could be varied, ranging from simple vacancies, surface defects, wall 
dislocations, or perhaps electronic defects. In VO2 nanobelts, both simple 




Figure 5.2 Resistance versus temperature for VO2 nanobelts with different 
widths: (a) 33 m, (b) 25 m, (c) 12 m, (d) 8 m. The red solid lines represent 
heating process and the blue solid lines represent cooling process. 
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sites and locally nucleate the phase transformation. The wider nanobelts need 
more growth time than narrower nanobelts. So the thick nanobelts have a 
better crystallinity than the thin nanobelts and have less simple vacancy 
defects. As the width of nanobelts deceases, the surface volume ratio increases, 
thus the effect of surface defects is more significant in thinner nanobelts. 
Hence, higher nucleation defects density exist in the nanobelts with smaller 




Figure 5.3 I-V curves measured at ambient temperature in the range of 20-70 °C 
by varying the bias voltage from low to high voltage for VO2 nanobelts with 
width of (a) 33 m and (b) 8 m. 
 
Figure 5.3 shows representative I-V curves with different widths carried out at 
20, 40 and 70 °C. When the temperature below the phase transition 
temperature (20 and 40 °C), at low values of the applied voltage, the current 
increased linearly with increasing voltage with a slope corresponding to a 
resistance which characterize VO2 in its insulator phase. During this initial 
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process of the I-V measurements, resistive heating (~ I
2
R) is provided by the 
rather high resistance of the nanobelt. Gradually, a voltage VM, is approached 
at which the current increases sharply. Presumably at this voltage the resistive 
heating is sufficient to make the temperature reach the phase transition 
temperature and cause the MIT over the whole nanobelt. When increasing the 
bias voltage beyond VM, the current continue to increase but with a slope 
characteristic of the higher conductance of the nanobelt in its metallic phase. 
When temperature beyond the phase transition temperature, the I-V curves 
show a curve with a big slope corresponding to VO2 metal phase as the MIT 
has been induced by temperature. Compared the I-V curves of wide nanobelt 
(~ 33 m, Figure 5.3(a)) with narrow nanobelt (~ 8 m, Figure 5.3(b)), the 
thick nanobelt has a higher current, smaller resistance and a higher phase 
transition voltage VM at the same ambient temperature as the thin nanobelt. 
This phenomenon is consistent with the conclusions we obtained from Figure 
5.2. The higher phase transition voltage VM in thick nanobelt is due to its high 
phase transition temperature which expectedly needs more resistive heating to 
induce the MIT. 
In order to describe a clear dynamic process of phase transition temperature 
and how the dimensionality of VO2 nanobelts affect the phase transition 
temperature, Raman spectra of a series of VO2 nanobelts with different widths 
were recorded. Representative Raman spectra of a single VO2 nanobelt with a 
width of 12 m as a function of temperature is shown in Figure 5.4. Raman 




Figure 5.4 Raman spectra obtained from an individual VO2 nanobelts with 
width of 12 m as a function of (a) increasing and (b) decreasing temperature. 
 
spectra have been obtained across the MIT for a single VO2 nanobelt. At low 
temperature, the nanobelt clearly exhibits characteristic Raman peak of the 
insulator (M1) phase (608 cm
-1
). Upon heating from 25 °C, the spectral 
signature of the M1 phase is clearly retained without significant change in 
intensity up to 49 °C. After that, a reduction of M1 Raman band is observed 
with further heating from 49 °C to 51 °C, and the M1 band disappears above 
the baseline at 52 °C. The decreased intensity of the M1 Raman band suggests 
the nucleation of the metallic (R) phase and a coexistence regime between 
49-51 °C, indicating a phase evolution of M1→M1+R→ R, as also has been 
observed in bulk studies of VO2 thin films
31,350
 and doped VO2 nanowires.
351
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An analogous R→M1+R→M1 transition is evidenced during cooling process 




Figure 5.5 (a) Raman spectra acquired from an single VO2 nanobelt with width 
of 1 m as a function of increasing temperature. (b) The phase transition 
temperatures of several VO2 nanobelts on heating process as a function of the 
nanobelts width. The solid line is the exponential fit and the vertical bars denote 
the experimental errors. 
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In Figure 5.5(a), we track the phase transformation of a nanobelt with a width 
of 1 m, of which the MIT has been depressed to near room temperature. 
Upon heating process, between 32 and 33 °C, the nanobelt abruptly and 
discontinuously convert to the R phase and the Raman signature band of the 
M1 phase are no longer discernible above 33 °C. No significant reduction in 
intensity or shifts of the M1 Raman band are observed before phase transition 
comes out, indicating nucleation of the R phase and an abrupt jump of domain 
site without any intermediate phase, e.g. T phase or M2 phase. The identical 
M1→R transition behavior has also been noted for stoichiometric VO2 
nanobeams
34,352
 and doped VO2 nanobelts,
351
 in which case the 
nanobeams/nanobelts are unconstrained or reside on compliant substrates. In 
our case, the nanobelts using in Raman measurements are contact transferred 
onto the glass substrates through unidirectional sliding with light pressure, so 
tensile strain generated due to the differential thermal expansion coefficients 
of VO2 and the substrates should be relaxed and considerable slip is expected 
between the nanobelt and the substrate. In all the Raman spectra we obtained 
from different nanobelts with various widths, there is no obvious distortion or 
split in the band of M1 phase, indicating our nanobelts relax on the glass 
substrate without great strain. Thus, the decreasing trend of phase transition 
temperature is a size effect, not a strain effect which also can reduce the phase 
transition temperature. 
As shown in Figure 5.5(b), we summarize the phase transition temperature 
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upon heating process as a function of nanobelt width. The phase transition 
temperature trends downwards with nanobelt width decreasing and 
exponentially correlate with the nanobelt width. The fairly-well exponential fit 
indicates that the phase transition temperature becomes close to the bulk phase 
transition temperature when the width of nanobelts becomes larger and larger.  
It should be noted that there is a fundamental dimensional restriction for 
vanadium dioxide nanobelts: Any instability, e.g. a phase transition, of a 
physical system turns out to be impossible when the system size decreases 
under a certain characteristic length:
353
 
 /cd hc                            (5.1) 
where h is Planck constant, c is a characteristic velocity, and Δ is the energy of 
interaction. Andreev et al.
353
 have considered instability of physical systems 
within the frameworks of the tachyon concept and shown some examples, 
from the cosmogony Jeans instability to superconducting phase transitions. 
For the latter, c is the Fermi velocity F  and Δ is the energy gap. Naturally, 
Eqn. (5.1) leads to a size which is approximately equal to the coherence length 
ξ. The above approach, concerning the superconducting phase transitions, is 
also applicable to the MIT,
354
 where ξ is the correlation length (~ aH, the Bohr 
radius). For vanadium dioxide, the correlation length is estimated to be ξ~ 1-2 
nm.
354
 From previous work,
348,355,356
 it is seen that the transition temperature 
decreases with diminishing characteristic size, i.e. the nanobelt width. The 
observation is agree with our results. The reason for the depressed phase 
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transition temperature can be ascribed to two aspects: firstly, defects in VO2 
act as the nucleation sites. In VO2 nanobelts, both simple vacancies and 
surface defects can be the nucleation sites and locally nucleate the phase 
transformation. The wider nanobelts need more growth time than narrower 
nanobelts. So the wider nanobelts have a better crystallinity than the thin 
nanobelts and have less simple vacancy defects. Secondly, as the width of 
nanobelts deceases, the surface volume ratio increases, thus the effect of 
surface defects is more significant in thinner nanobelts. Hence, higher 
nucleation defects density exist in the nanobelts with smaller widths, making a 
decreasing trend of the phase transition temperature. Moreover, in Sambi‟s 
work,
357
 5-molicular-layer-thick VO2 thin films have been synthesized, and it 
has been demonstrated that the material is a semiconductor, although it has 
rutile structure at room temperature, which shown metallic state of bulk 
vanadium dioxide. The thickness of 5-layer VO2 was about 1.43 nm. Therefore, 
it is clear why the author did not observe the phase transition in those films, 
just due to d < ξ. 
This restriction, 2cd   nm, may become critical and should be taken into 
account when designing VO2 nanobelts for optical switches, field effect 
transistors, smart windows and thermochormic coatings and microbolometers. 
Figure 5.6(a)-(c) displays the polarization-dependent photocurrent of the 
single VO2 nanobelts with width of 3.4, 2.3 and 0.5 m respectively. The 
nanobelts are given a constant applied bias of 20 mV and the irradiating laser  







Figure 5.6 Photocurrent generated from VO2 nanobelts with width of (a) 3.4 m, 
(b) 2.3 m and (c) 0.5 m upon periodic irradiation of 532 nm laser of intensity 
~1mW by varying polarization direction. 
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beam power was ~ 1 mW. The photocurrent changes with respect to the angle 
between the long axis of the nanobelts and the laser polarization direction. As 
shown in Figure 5.6(c), the photocurrent of the thin nanobelt becomes 
maximum when the laser polarization is parallel to the long axis of nanobelt 
and minimum when the laser polarization is perpendicular to the long axis of 
nanobelt, which is in clear contrast to that of the thick VO2 nanobelts (Figure 
5.6(a) and (b)). The photocurrent anisotropy ratio ( ) ( )I I I I     , with 
I
 
and I  
being the photocurrent in the direction of parallel and 
perpendicular to the long axis of nanobelt, respectively, were calculated to be 
0.014, 0.028, and 0.15 for 3.4, 2.3 and 0.5 m belts, respectively. It can be 
seen clearly that the value of anisotropy ratio is close to zero in nanobelts with 
bigger widths and becomes larger in nanobelts with smaller widths, suggesting 
a strong size-dependent polarization effect in VO2 nanobelts. The origin of 
photocurrent anisotropy is the differences in absorption of the incident laser 





In this work, we explored the size dependence of the phase transition 
temperature and hysteresis loops in vanadium dioxide nanobelts. The 
temperature-induced and current-induced phase transition shown consistent 
behavior: the phase transition temperature decreased with the size of nanobelts 
reducing. Raman spectroscopy studies of VO2 nanobelts across 
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temperature-induced phase transition were also recorded. With reducing the 
nanobelts dimensionalities, the nanobelts were stabilized in the metallic phase 
at near room temperature and no distortion or split of the signatures of M1 
bands are observed for any of the nanobelts size, indicating no strain effect 
occurred in the measurements. Measurements of thermal-induced 
transformations suggested the establishment of a coexistence state in which 
M1+R phases existed in different ratios and then the entire nanobelt was 
converted to a metallic phase. Polarization-dependent photocurrent of single 
VO2 nanobelts with various widths was conducted and photocurrent 
anisotropy effect was observed. The depressed phase transition temperature in 
VO2 and observed polarization-dependent photocurrent pave the way for 
applications in thermoelectrics. 
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Over the past two decade, since the concept of metamaterials was first 
proposed by Pendry,
359,360
 the rising field has been a research focus for a great 
number of researchers from physics, material science, chemistry, optics, 
engineering, and many other disciplines. Metamaterials have been investigated 
due to their unique properties and potential applications, such as 
modulators,
361,362
















 The first demonstration of metamaterials worked at 
microwave frequencies,
364,371
 and then the operated frequency has been 
extended to THz, near-infrared (NIR) and optical range.  
In 1968, Veselago
372
 first predicted theoretically that a medium with both 
negative permittivity and permeability possesses remarkable properties. One 
of these remarkable properties is that for an incident plane electromagnetic 
wave with wave vector k , a left-handed triplet is formed with E  and H . It 
is also proved that the refractive index given by n     must take a 
negative sign, thus causality is not violated.
372
 Therefore, this kind of materials 
can be called negative-index materials (NIMs). Besides negative refraction, 
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some other phenomena, such as Cherenkov effect and Droppler effect, are also 
reversed in NIMs. 
However, Veselago‟s work about NIMs did not draw much attention in 1970s, 
because there were no such natural materials with negative refractive index. 
Until 30 years later, Pendry and coworkers
359,360
 proposed to use artificial 
materials in order to fully expand the available range of material properties. 
With these breakthrough publications, the era of metamaterials began. 
The design of Pendry‟s metamaterials consisted of a three-dimensional lattice 
of thin metal wires combined with double split-ring resonators (SRRs), 
illustrated in Figure 6.1 (a) and (c). The effective permittivity in such a 
structure can be derived from the Drude-Lorenz model given as  
2
,










                    (5.1) 
where 
,0.1eff p eff   is the damping factor. The effective permittivity of the 
wires is shown in Figure 6.1 (b). 
The SRRs structures are one of the original designs for strong artificial 
magnetism. Each resonator is composed of two concentric split rings with the 
openings at the opposite directions, as shown in Figure 6.1 (c). Considering 
from the point view of equivalent circuits, an SRR can be seen as an LC 
circuit with the rings as inductors and the gaps as capacitors. 













                     (5.2) 




2 2/F r d  is the filling ratio of the SRR and 
2 2 2
0 1 3LC sc r    represents the resonance frequency. 
02 / r   is the damping factor. Hence, the effective permeability can be 
calculated and plotted as Figure 6.1 (d).  
 
 
Figure 6.1 Basic metamaterials structures. (a) Schematic of periodic wires (with 
radius r) arranged in a simple cubic lattice (with lattice constant d). (b) Effective 
permittivity of wire media, acting as dilute metals with an extremely-low 
plasma frequency. (c) Plot of split ring resonators, with outer radius r and 
separation s between the two rings. (d) Effective permeability of split ring 




 reported the first experimental demonstration of Pendry‟s 
design. A photograph of their structures is shown in Figure 6.2. As it operated 
in the micro wave frequency range, the 3D fabrication was relatively 
straightforward. Since then, extensive studies have been done to push the SRR 
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structure to operate at higher frequency, by scaling down the SRR structure 
size, because the resonance frequency of SRR structures is inversely 
proportional to its size. Due to restrict in planar technology, most of 




Figure 6.2 The photograph of the first negative-refraction structure operated at 
GHz. Adapted from Ref 364. 
 
structures could be scaling down to several tens of micrometers, which give 
rise to a resonance frequency in THz range.
374
 The electromagnetic response 
of metamaterials structures arise from the combined contribution of the 
dielectric material properties and the subwavelength structuring.
375
 Due to the 
hard tuning of the properties of metal, THz metamaterials based on metallic 
subwavelength structures are usually tuned or modulated only by adjusting the 
properties of active dielectric elements. Hereof, phase transition materials, 
such as vanadium dioxide, are excellent candidates for THz metamaterials, 
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because their properties can be tuned easily by thermal, electrical or optical 
methods. Driscoll et al.
58
 demonstrated the resonant properties of an SRR 
array fabricated on a VO2 thin film on a sapphire substrate, as shown in Figure 




Figure 6.3 Resonance frequency tuning by temperature employing SRRs 
fabricated on VO2 films. (a) Close-up of the SRR gap on top of a near-field 
image of the VO2 film during phase transition. (b) Device layout and 
experimental setup. (c) A single SRR plotted with resonant electric field 
amplitude from simulations. (d) Experimental measured transmission spectra 
plotted as I-T at increasing sample temperatures. Adapted from Ref 58. 
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changeable permittivity of VO2 results in a changeable gap capacitance in 
SRRs and hence decreases the resonance frequency tuning range around 20% 
as shown in Figure 6.3(d). Thicker VO2 thin film should increase the 
frequency tuning range. Seo et al.
376
 studied THz transmission spectra through 
gold slot antenna array on a VO2 thin film to obtain a thermally tunable 
resonant THz response. Utilizing the narrow slot antenna, they found an 
unprecedented extinction ratio of over 10000 when the VO2 thin films 
experiences a phase transition. 
 
6.2 Experimental section 
Fabrication of the VO2 metamaterials was carried out. All the fabrication steps 
were conducted in a class 100 cleanroom. Experimental characterization on 
VO2 metamaterials was carried out using THz-TDS.  
 
6.2.1 Process flow 
The process flow is broken down into 4 main parts: 
(i) CAD design 
(ii) Sample preparation 
(iii) Lithography and resist development 
(iv) Etching 
The four steps are illustrated in Figure 6.4:  






Figure 6.4 Process flow: (a) Sample cleaning, (b) The resist SU8-2005 is spin 
coated on top of the VO2 thin film, (c) direct laser writing and subsequent 
development of resist, (d) and etching of unwanted VO2 thin film. 
 
6.2.2 Design of split-ring resonator 
Generally speaking, a SRR is a small LC circuit consisting of an inductance L 
and a capacitance C.
377
 Array of SRRs, using lattice constants smaller that the 
LC resonance wavelength, leads to effective materials which exhibit a 
resonance at the LC frequency 1LC LC  . The simplest form is one 
metallic ring with a slit.
360
 The ring forms a winding of a coil (the inductance), 
and the ends of the ring form the plates of a capacitance. Theory has 
demonstrated that both the inductance and capacitance scale proportionally to 




The design files were produced by AutoCAD
TM
 and the output format 
was .dxf format. The patterns of SRRs were generated using polyline 
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functions. Figure 6.6 (a) displays an overview of the geometric parameter 
definition of a designed SRR, and Figure 6.5 (b) shows the periodic 
arrangement of the SRR adopted for fabrication. The parameters of the SRR 
are as follows: a = 60 m, l = 40 m, d = 10 m, and g = 4 m. The SRR 
arrays in the design file had a surface area larger than 1 × 1 cm
2
, which is large 




Figure 6.5 (a) Geometric parameter definition of the SRR, (b) Periodic 
arrangement of the SRR structures. 
 
6.2.3 Fabrication 
The VO2 thin films were deposited on sapphire substrate by pulsed laser 
deposition (PLD). The fabrication process can be summarized as follows: 
(i) Approximately 2 ml of SU-8 2005 photoresist was spun on the 2-inch 
sample, with a spin coater, at 500 rpm for 5 seconds and then at 3000 
rpm for 30 seconds. The resulting thickness of the photoresist was 
about 15 m. 
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(ii) After the resist applied to the sample, it must be soft baked to 
evaporate the solvent and densify the film. The sample was placed on a 
hotplate for 2 minutes at 65 °C (pre-bake) and then for 5 minutes at 
95 °C (softbake). 
(iii) SU-8 is optimized for near UV (350-400 nm) exposure. Actually, SU-8 
is insensitive and transparent above 400 nm but has high absorption 




(iv) After the exposure, a post-exposure bake (PEB) must be performed to 
selectively cross-link the exposed portions of the film. The sample was 
placed on a hotplate for 1 minutes at 65 °C (PEB 1) and then 1 minutes 
at 95 °C (PEB 2). 
(v) In order to remove the unexposured areas, a mixture of SU-8 developer 
and deionized (DI) water in a ratio of 1:3 for 2 minutes. 
(vi) The sample was then rinsed with DI water for 1 minutes and dried with 
gaseous nitrogen. The resulting photoresist template is shown in Figure 
6.6 (a) and (b). 
(vii) For wet etching, the 37% HNO3 solution and DI water were mixed by 
the volume ratio of 7:3 as etchant. After stirring the solutions, the 
etchants were obtained. The etching process was performed by 
immersing the sample into the prepared etchant with gentle agitation. 
When etching was completed (~25 s), the sample was rinsed in DI 
Chapter 6 Fabrication and Characterization of VO2 Metamaterials 
112 
 
water and dried with gaseous nitrogen. The obtained VO2 SRRs is 




Figure 6.6 A bird‟s eye view (left) and a close-up (right) of the photoresist 
template ((a) and (b)) and VO2 SRRs after etching ((c) and (d)). 
 
6.2.4 Experimental characterization 
THz time-domain spectroscopy (THz-TDS) was employed to characterize the 
performance of the VO2 metamaterial device, and it has been described in 
Chapter 2.  The spectroscopic measurements were performed using a 
commercial THz-TDS, TPS 3000 (Teraview). The experiments were 
performed in a dry nitrogen atmosphere at room temperature. As illustrated in 
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Figure 6.7, the time-varying electric field of the incident THz pulse is recorded, 
and the electric field spectral amplitude and phase are obtained by performing 
Fourier analysis. All experiments were performed at normal incidence, with 
the magnetic field lying completely in-plane. Spectra scanning was performed 
in the THz frequency range between 0.5 THz and 5 THz with 0.05 THz 




Figure 6.7 Experimental configuration for THz transmission measurements in 
time domain. The purple curves indicate the measured time domain signals of 
the incident and transmitted THz pulsed through the VO2 metamaterial device. 
 
6.2.5 Simulation software: CST Microwave Studio 
The simulations studies were carried out in CST Microwave Studio. CST 
Microwave Studio is a software package for electromagnetic design and 
analysis covering a large frequency range. Users can design different graphical 
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shape of structures and simulate their material properties. After defining the 
boundary conditions and meshing parameters, the solvers can calculate 
Maxwell‟s equations numerically for a given frequency range. Users can 
retrieve results, such as electric field and magnetic field distribution, scattering 
parameters (S-parameters), etc. 
For our SRRs‟ simulation, the frequency solver is chose. A general procedure 
of simulation in CST Microwave Studio is described as follows: 
(i) Set the unit and frequency range to be calculated. 
(ii) Design the structure: It can be modeled graphically in CST or imported 
from external file such as .dxf format files. Dimensions of designed 
structures, such as the structure height, length and width, can be 
defined as variables. 
(iii) Define material properties to every part of the structures and the 
environment: In our case, our simulation structures consist of a 200-nm 
VO2 thin film and a sapphire substrate. The environment material 
defines as vacuum. 
(iv) Set the boundary conditions: We would like to set the boundary 
conditions such that the SRRs repeat itself infinitely in X and Y 
directions. Thus, both X and Y boundary conditions are set to be “unit 
cell”. The boundary condition for Z direction is set to be “open”. 
(v) Define input, output and their modes: The input and output are located 
before and after the sample, respectively. Incident light comes from the 
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input and different modes can be chosen. The location of output is 
where the detector is. 
(vi) Generate the mesh: As Maxwell‟s equations are solved numerically, a 
proper mesh size is important. Larger meshes reduce the calculation 
accuracy, but the processing time is less. Smaller meshes give higher 
accuracy, but increasing the processing time. 
(vii) Calculate S-parameters with frequency domain solver. 
(viii) Parameter sweep (optional): In some cases, the structure parameters 
need to be adjusted in order to optimize their functionality. The 
parameter of interest can be set as a variable within the domain. During 
the calculation, the solver calculates multiple values of the parameter. 
The user then can analyze the results and find out the optimal 
conditions. 
 
6.3 Characterization of the VO2 metamaterials 
Experimental characterization of the VO2 metamaterials was carried out using 
THz time-domain spectroscopy (THz-TDS). A background scan was carried 
out, before every sample measure, on the photoresist template alone for 1 
minute. A “background subtraction” is performed on the final spectra of the 
VO2 SRRs embedded in the SU-8 matrix, and thus get spectral information of 
the composite materials separately. Figure 6.8 shows the THz time-domain 
spectra with and without SU-8 template, and corresponding transmission 
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spectra, in the frequency range 0.4-3 THz, obtained by Teraview, TPS 3000. In 
the time-domain spectra in Figure 6.8 (a), the first transient is the main pulse 
propagated directly through the sample. The second transient is ascribed to 




Figure 6.8 (a) Measured time-domain THz pulses transmitted through with and 
without SU-8 resist template. (b) Amplitude spectra in frequency-domain from 
Fourier transform of (a). 
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Because of the clear separation in time between the first and the rest pulse, the 
data analysis can be performed on the main transmitted pulse only without loss 
of validity. Figure 6.8 (b) presents the corresponding amplitude spectra in 
frequency domain after applying Fourier transform on the spectra in Figure 6.8 
(a). The above amplitude spectra indicate that the SU-8 template show no 





Figure 6.9 An array of split ring resonators captured under UV light. (b) 
Amplitude spectra of fabricated VO2 SRRs for the electric field parallel and 
perpendicular to the SRR gap. (c) Measured transmittance of THz wave through 
the sample. (d) The corresponding simulated transmittances. 
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Figure 6.9(a) show a UV image of the VO2 SRRs with SU-8 template. 
THz-TDS was then carried out. The spectra were recorded when the electric 
field was parallel and perpendicular to the SRR gap by rotating the sample in 
Figure 6.9 (b). The transmittance spectra of VO2 SRRs are shown in Figure 
6.9 (c). A dip in transmission spectrum with the minimum at ~1.1 THz occurs 
when electric field is perpendicular to the SRR gap, which is consistent with 
the simulation transmittance, as shown in Figure 6.9 (d). However, the 
resonance spectrum is broader in experiments, which can be ascribed to 




Figure 6.10 Measured THz intensity in frequency domain for the electric field 
diagonal to the sample showing resonance dip at ~1 and 2.7 THz. Insert shows 
the electric field direction. 
 
However, when the electric field is diagonal to the sample, resonance 
frequency dips around 0.95 and 2.71 THz are presented, as shown in Figure 
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6.10. The presence of the resonance dips demonstrate the modulation at the 
two certain frequencies and the modulation depth is around 90%. The resonant 
frequency show light change when the incident angel increases. This very low 
angular dispersion demonstrates that the observed resonant dip results from 
the resonance in each unit cell. However, the reason for enhanced modulation 
depth along diagonal direction is still under investigation. 
 
6.4 Conclusions 
In this chapter, the technology used to fabricate the VO2 metamaterials is 
reported. The major steps for the fabrication is CAD design, sample 
preparation, lithography, resist development and etching. Experimental 
characterization was carried out using THz-TDS. We have experimentally 
demonstrated the THz modulator based on VO2 metamaterials by tuning the 
angle between electric field and SRR gap. At ~1 THz, a 90% transmittance 
modulation has been measured experimentally when the angle is 45 °C.
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Chapter 7 Conclusions 
 
  The photoinduced phase transition behaviors of vanadium dioxides have not 
been investigated extensively. In this thesis, we have studied the mechanism of 
photoinduced phase transition behaviors using OPTP. The effects of 
stoichiometry and dimensionality, which can influence the phase transition 
behaviors, were also investigated. In this chapter, main conclusions drawn 




7.1.1 Ultrafast photoinduced phase transition behaviors in VO2 
In this thesis, we first investigated the transition process of  photoinduced 
MIT in VO2 and how the different factors, such as oxygen stoichiometry, size, 
influenced the MIT. It was found that the photoinduced MIT consisted of two 
processes: a fast one and a slow one. This result is well in agreement with the 
results reported by Nakajima et al.
74
 It was also observed that the slow process 
was significantly suppressed at low temperatures, while the fast process was 
almost unaffected by temperature. These findings suggest that the fast process 
is a nonthermal process and the slow process is a thermal process. The origin 
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of the fast and slow processes can be ascribed to the occurrence of 
photodoping and metal-insulator transition process, respectively.
335
 The 
transient complex conductivity spectra at different delay times were also 
extracted and investigated, which provided further information on the 
dynamics of the MIT in VO2. These results can improve the understanding of 
the mechanism of the photoinduced MIT significantly and be useful for 
VO2-based device applications. 
 
7.1.2 Effect of oxygen stoichiometry on phase transition in VO2 
The effect of oxygen stoichiometry on MIT in vanadium oxides thin films 
has been investigated via OPTP spectroscopy. A correlation between the 
photoinduced MIT and oxygen stoichiometry was observed. The increased 
oxygen content in vanadium oxides reduced the magnitude of phase transition. 
A threshold behavior was observed in the fluence dependence of the transient 
photoconductivity. The value of photoconductivity is small for lower fluences 
and increases rapidly and nonlinearly at higher fluences. The existence of a 
fluence threshold is a well-known feature in photoinduced MIT, where the 
cooperative nature of the dynamics leads to a strongly nonlinear conversion as 
a function of the number of absorbed photons.
75,321
 However, the threshold 
behavior was absent when oxygen defects increased in vanadium oxides thin 
films. The absence of the threshold behavior indicates that photoinduced 
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insulator-metal phase transition can not occur in oxygen-defects-rich sample, 
and the photoresponse of that sample in temporal evolutions can be attributed 
to the absorption of photogenerated free carriers. Moreover, it was found that 
the transient photoconductivity spectra at different delay times can be well 
fitted by the Drude-Smith model. In this model, a parameter c is associated 
with the extent of carrier localization and backscattering in the samples; in 
other words, c can reveal the effect of spatial constraint on carriers in material. 
By monitoring c value, a picture of the dynamics of the slow process of 
photoinduced MIT were clearly obtained: firstly, optical pump induced small 
domains of metallic rutile phase in the sea of insulating monoclinic phase. The 
boundaries of the metallic domains could backscatter the free electrons and 
parameter c had a relatively large value. Secondly, the metallic domains grown 
and coalesced to form a continuous metallic film, which reduced domain 
boundaries and the possibility of backscattering. Lastly, the metallic VO2 thin 
film began to convert to the insulator gradually. The insulating domains 
emerged and induced cracks in the metal phase. These findings provide 
valuable information regarding the transition process since they indicate that 
the presence of the oxygen defects are important factors influencing phase 
transition behaviors. The detailed dynamics in slow process exhibited by 
monitoring parameter c provides deeper insight into understanding the 
mechanism of MIT. 
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7.1.3 Size effects on phase transition behaviors in single VO2 nanobelts 
We have investigated the effects of size, another important factor which can 
influence the MIT behaviors using temperature-dependent Micro-Raman 
spectroscopy. The phase transition temperature was found to show a clear 
dependence on the finite sizes of the VO2 nanobelts. The phase transition 
temperature can depress to as low as 29 °C. As reported by Lopez et al.,
344
 
defects in VO2 could act as the nucleation sites and promote the transition 
process. Therefore, the depression of the phase transition temperature may be 
caused by higher defect density existing in the nanobelts with smaller widths. 
Raman spectra of VO2 nanobelts across temperature-induced phase transition 
were also recorded. The measurements of thermal-induced transformations 
suggests the establishment of a coexistence state in which M1+R phases 
existed in different ratios and then the entire nanobelt converts to a metallic 
phase. These results show an  intriguing possibility of designing real 
room-temperature phase transition nano-thermochromic device. 
Polarization-dependent photocurrent of single VO2 nanobelts with various 
widths was conducted and photocurrent anisotropy effect was observed. The 
depressed phase transition temperature in VO2 and observed 
polarization-dependent photocurrent pave the way for applications in 
thermoelectrics. 
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7.1.4 Fabrication and characterization of VO2 split-ring resonators 
We fabricated structured VO2 split ring resonators, which have overall 
structure size 40 m and structural details down to 4 m. Experimental 
characterization of the sample have produced spectral responses in the range 
0.4-3.5 THz. Numerical predictions using the commercial software CST 
Microwave Studio were found to be in agreement with experimental values. 
We have demonstrated a THz modulator based on VO2 metamaterials by 
tuning the angle between electric field and SRR gap.  
 
7.2 Limitations and future works 
Being a preliminary investigation, this thesis still has some limitations 
and the following aspects are recommended for future research. 
 
 Besides the oxygen stoichiometry and dimensionality, external strain may 
affect MIT properties by deposition vanadium dioxide thin films on 
different substrates. As VO2 thin films employed in this work grow on the 
same substrate (c-sapphire), effects of external strain could not be 
investigated. VO2 thin films grown on different substrates having 
significantly different external strain will be an appealing direction for 
future work. 
 
Chapter 7 Conclusions 
125 
 
 Furthermore, doping with other transition metal, e.g. Cr, W and Mo, can 
also affect the MIT process and/or phase transition temperature. Therefore, 
another possible area of future work is to study the doping effects in VO2 
by utilizing OPTP spectroscopy. 
 
 It should be noted that VO2 with different morphologies show great 
potential to fabricate devices utilizing its properties related to phase 
transition, such as thermochromic devices, thermoelectrical devices, 
polarizers and metamaterials. Thus, a possible avenue of future research is 
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