In this paper, we prove that configurations with two simultaneous annihilators whose geometry of their convex supports satisfy a condition are periodic. Furthermore, we show that if η = η 1 + · · · + ητ is a minimal periodic decomposition and Pη(R n,k ) ≤ nk for some n, k ∈ N, then τ ≤ min{n, k}. We provide a similar condition on the geometry of the support of annihilators for configurations on some algebraic subshifts. We also study connections between nonexpansiveness and minimal periodic decompositions. We prove, in a particular case, that every line containing a period for some periodic configuration appearing on the minimal periodic decomposition is nonexpansive and, further, for both orientations, is a one-sided nonexpansive direction. We conclude this work by showing that if Nivat's Conjecture holds for low complexity binary configurations, then it holds for low complexity configurations on arbitrary finite alphabets. arXiv:1909.08195v2 [math.DS] 
Introduction and preliminaries
Let A be a finite alphabet. The elements of A Z d , called configurations, have the form η = (η g ) g∈Z d , where η g ∈ A for all g ∈ Z d . If A is endowed with the discrete topology, it is well known that the configuration space A Z d equipped with the product topology is a metrizable compact space. The (n 1 × · · · × n d )-complexity of a configuration η = (η g ) g∈Z d ∈ A Z d , denoted by P η (R n1,...,n d ), is defined to be the number of distinct n 1 × · · · × n d blocks of symbols occurring in η. A configuration η ∈ A Z d is said to be periodic if there exists a vector h ∈ (Z d ) * , called (vector) period of η, such that η g+h = η g for all g ∈ Z d .
For d = 1, we consider words instead of blocks of symbols and configurations are classically called sequences. Morse and Hedlund [14] proved in 1938 one of the most famous results in symbolic dynamics which establishes a connection between periodic sequences and complexity:
Theorem (Morse-Hedlund). A sequence ξ ∈ A Z is periodic if and only if there exists n ∈ N such that P ξ (R n ) ≤ n.
Proposed by Maurice Nivat at ICALP 1997 in Bologna, the so-called Nivat's Conjecture [15] is a generalization of the Morse-Hedlund Theorem for the two-dimensional case:
Conjecture (Nivat) . For a configuration η ∈ A Z 2 , if there exist n, k ∈ N such that P η (R n,k ) ≤ nk, then η is periodic.
The notion of complexity can be naturally extended to any nonempty subset of Z d . This can be done more precisely in terms of shift applications. For each u ∈ Z d , the shift application T u : A Z d → A Z d is defined by (T u η) g := η g+u for all η ∈ A Z d and all g ∈ Z d . For a nonempty set S ⊂ Z d , the S-complexity of η ∈ A Z d , denoted by P η (S), is defined to be the number of distinct S-configurations of the form (T u η)| S ∈ A S , where u ∈ Z d and ·| S means the restriction to the set S. Writing L(S, η) := (T u η)| S ∈ A S : u ∈ Z d , then P η (S) = |L(S, η)|. Sander and Tijdeman [17] conjectured that Nivat's Conjecture also holds for convex subsets of Z 2 , where by convex we mean a subset S of Z d whose convex hull in R d , denoted by conv(S), is closed and S = conv(S) ∩ S. If there exists a finite convex set S ⊂ Z d such that P η (S) ≤ |S|, we say that η ∈ A Z d has low complexity.
The Nivat's Conjecture has been extensively studied in the last 16 years. The first step towards a proof for the conjecture was given by Sander and Tijdeman [17] : they showed that if P η (R n,2 ) ≤ 2n for some n ∈ N, then η ∈ A Z 2 is periodic. Sander and Tijdeman [18] also found counter-examples to the analogue of Nivat's Conjecture in higher dimensions, i.e., they showed that, for d ≥ 3, there exist periodic configurations η ∈ {0, 1} Z d such that P η (R n,...,n ) = 2n d−1 + 1. Julien Cassaigne [5] showed that the Nivat's Conjecture does not hold for d ≥ 3 even if we assume in addition that the configuration is repetitive, i.e., when the closure of its Z d -orbit is a minimal subshift. Let η ∈ A Z 2 and suppose there exist n, k ∈ N such that P η (R n,k ) ≤ nk/C. It was proved that η is periodic for C = 144 in [9] and for C = 16 in [16] . Fabien Durand and Michel Rigo [8] solved in the multidimensional setting an analogue of Nivat's Conjecture by considering subsets of Z d definable by a first order formula in the Presburger arithmetic Z; <, + as an alternative notion of periodicity.
Using the notion of expansive subspaces introduced by Boyle and Lind [1] , Bryna Kra and Van Cyr [7] shed a new light towards a proof for Nivat's Conjecture by relating expansive subspaces to periodicity. They proved that if there exist n, k ∈ N such that P η (R n,k ) ≤ 1 2 nk, then η ∈ A Z 2 is periodic. Bryna Kra and Van Cyr [6] also pursued the approach of Sander and Tijdeman by considering P η (R n,3 ) ≤ 3n.
Employing tools from algebraic geometry, Jarkko Kari and Michal Szabados [12] proved that any low complexity configuration η ∈ A Z d , with A ⊂ Z, has a rigid structure (see Theorem 1.1). In the two-dimensional case, they also showed that, if P η (R n,k ) ≤ nk holds for infinitely many pairs n, k ∈ N, then η ∈ A Z 2 is periodic. With a dynamical and algebraic approach, Michal Szabados [19] showed that any low complexity configuration η ∈ A Z 2 that can be decomposed into a sum of at most two periodic configurations is periodic. Recently, Jarkko Kari and Etienne Moutot [11] showed that Nivat's Conjecture holds for certain algebraic subshifts.
Following ideas highlighted by Cyr and Kra [7] , Colle and Garibaldi [2] improved the Cyr and Kra's Theorem in two ways. They showed that, for a configuration η ∈ A Z 2 that contains all letters of A, if there exists a quasi-regular set S ⊂ Z 2 (a finite set whose convex hull on R 2 is described by pairs of edges with identical size) such that P η (S) ≤ 1 2 |S| + |A| − 1, then η is periodic. Classically in symbolic dynamics configurations are understood as elements of A Z d , but the symbols in the alphabet A do not matter. For A ⊂ R, where R is Z or some integral domain, in [12] Kari and Szabados introduced an algebraic viewpoint on symbolic configurations. Following their approach, we represent any configuration η = (η g ) g∈Z d ∈ A Z d as a formal power series in d variables x 1 , . . . , x d with coefficients in A, i.e., η = g∈Z d η g X g , where η g ∈ A, g = (g 1 , . . . , g d ) and X g is a shorthand for x g1 1 · · · x g d d . Note that the multiplication of a formal power series by a Laurent polynomial is well defined and results again in formal power series. From now on we will assume A ⊂ R, where R is Z or some integral domain. Let R[[X ±1 ]] denote the set of formal power series and Laurent polynomials with coefficients in R. Of course, configurations on R[[X ±1 ]] may be defined on infinite alphabets.
A Laurent polynomial ϕ(X) = a 1 X −u1 +· · ·+a n X −un , with a i ∈ R and u i ∈ Z d , annihilates η, in the sense that ϕη = 0, if a 1 η u1+g + · · · + a n η un+g = 0 ∀g ∈ Z d .
(1.1)
We remark that the operations in (1.1) are the binary operations of R. The set of
if, and only if, (X h −1)η = 0. Kari and Szabados showed that any low complexity configuration has a non-trivial annihilator and proved the following multidimensional decomposition theorem.
Theorem 1.1 (Kari and Szabados [12] ). If η ∈ A Z d , with A ⊂ Z, has a non-trivial annihilator, then there exist periodic configurations
]] be periodic configurations. We call η = η 1 + · · · + η τ a periodic decomposition. We will always assume that any two periods for η i and η j , with i = j, are linearly independents on R d . We call η = η 1 + · · · + η τ a minimal periodic decomposition if τ ≤ τ for all periodic decomposition of η into a sum of τ periodic configurations.
Let S ⊂ Z 2 be a convex set. A point g ∈ S is a vertex of S if S\{g} is a convex set. Low complexity also ensures the existence of generating sets. Such a notion, deeply developed in [7] , underlines S-configurations that admit a unique extension on a vertex point of a given convex set S ⊂ Z 2 . Definition 1.2. Let η ∈ A Z 2 and suppose S ⊂ Z 2 is a finite set. A point g ∈ S is said to be η-generated by S if P η (S) = P η (S\{g}). A finite convex set S ⊂ Z 2 for which each vertex is η-generated by S is called an η-generating set.
Let ϕ(X) = i a i X ui , with a i ∈ R and u i ∈ Z 2 , be a Laurent polynomial. We call supp(ϕ) := {u i ∈ Z 2 : a i = 0} the support of ϕ. If ϕ annihilates η ∈ A Z 2 , then the equality in (1.1) implies that every point in supp(ϕ) is η-generated by supp(ϕ). Hence, S ϕ := conv(supp(ϕ)) ∩ Z 2 is an η-generating set. We call S ϕ the convex support of ϕ. Furthermore, since ϕ is an annihilator of the configuration ψη for any Laurent polynomial ψ ∈ R[[X ±1 ]], one has that S ϕ is also a ψη-generating set.
Let S ⊂ Z 2 be a convex set such that conv(S) has non-null area. A line segment w contained at the boundary of conv(S) is an edge of S if it is an edge of the convex polygon conv(S) ⊂ R 2 . We use E(S) to denote the set of edges of S. If S ⊂ Z 2 is a convex set (possibly infinite) such that conv(S) has non-null area, our standard convention is that the boundary of conv(S) is positively oriented. With this convention, each edge w ∈ E(S) inherits a natural orientation from the boundary of conv(S).
In the sequel, by an oriented object we mean an oriented line, an oriented line segment or a vector. We recall that two vectors are parallel if they have the same direction and antiparallel if they have opposite directions. Two oriented objects in R 2 are said to be (anti)parallel if the adjacent vectors to their respective orientations are (anti)parallel.
By convention, we will assume that any set T ⊂ Z 2 with null area is not E(U)-enveloped for all convex set U ⊂ Z 2 .
We may now state our results.
. If there exists a Laurent polynomial ϕ ∈ Ann R (η) for which the convex support of (X h1 − 1) · · · (X hτ − 1) is not E(S ϕ )-enveloped, then τ = 1 and hence η is periodic.
The next result is an immediate consequence from Theorem 1.4.
, with A ⊂ Z, and suppose P η (R n,k ) ≤ nk for some n, k ∈ N. Then, for all minimal periodic decomposition η = η 1 + · · · + η τ , one has τ ≤ min{n, k}.
the regularity of ϕ. The next result is a corollary of Theorem 1.4 and can be seen as an improvement of the main theorem of [11] . Let p ∈ N be a prime number and let A ⊂ Z p . We can see η ∈ A Z 2 as an element of both Z p [[X ±1 ]] and Z[[X ±1 ]], but ϕ ∈ Ann Zp (η) does not mean that ϕ ∈ Ann Z (η). In general, one has ϕη = 0 (mod p).
Corollary 1.6. Let η ∈ A Z 2 , with A ⊂ Z p for some prime number p ∈ N, be a low complexity configuration. If there is a Laurent polynomial ϕ ∈ Ann Zp (η) such that reg(ϕ) ≤ 2, then η is periodic.
We call generalized Ledrappier k-dot system any subshift formed by the configurations η ∈ {0, 1} Z 2 such that
where u 1 , . . . , u k ∈ Z 2 are fixed. For k = 3, 4, Corollary 1.6 implies that any low complexity configuration in the generalized Ledrappier k-dot system is periodic.
Our last main result shows that is enough to work with configurations on binary alphabets. Theorem 1.7. If Nivat's Conjecture holds for low complexity binary configurations, then, for any finite alphabet A, the Nivat's Conjecture holds for low complexity configurations on A.
The rest of the paper is organized as follows. In Section 2, we review key concepts and results and we prove Proposition 2.7 and Corollary 2.8. In Section 3, we prove the first two main results. In Section 4, we study connections between nonexpansiveness and minimal periodic decompositions, in particular, Lemma 4.1 and Proposition 4.7. In Section 5, we prove the last two main results.
Expansiveness and periodicity
be a subshift. Following Boyle and Lind [1] , we say that a subspace F ⊂ R d is expansive on X if there exists t > 0 such that x| F t = y| F t implies x = y for any x, y ∈ X. If a subspace fails to meet this condition, it is called a nonexpansive subspace on X. Boyle and Lind [1, Theorem 3.7] showed that if X ⊂ A Z d is an infinite subshift, then, for each 0 ≤ n < d, there exists a n-dimensional subspace of R d that is nonexpansive on X.
For d = 2, we use G 1 to denote the set of all lines through the origin in R 2 , i.e., the set of one-dimensional subspaces. For a line ⊂ R 2 , we also use to denote this line endowed of a given orientation, and to denote the same line endowed of the opposite orientation. We believe that, according to the context, the reader will easily realize if we refer to a line or to an oriented line. In an slight abuse of notation, we also say that oriented lines belong to G 1 .
The next result implies that all configuration η ∈ A Z 2 for which there are at least two nonexpansive lines on the subshift X η := Orb (η) (the closed of the Z 2 -orbit of η) is non-periodic. Its proof is straightforward from definitions.
A configuration η ∈ A Z 2 is said to be doubly periodic if it has two linearly independent periods on R 2 . For a doubly periodic configuration, by applying Lemma 2.1 to linearly independent periods, we get that all lines in G 1 are expansive.
A convex set H ⊂ Z 2 is said to be a half plane if conv(H) has non-null area and E(H) has only a single edge. Let ⊂ R 2 be a line. Note that divides the plane into two half planes H + and H − with H + ∩H − = . For an oriented line ⊂ R 2 , we use H( ) to denote the half plane between H + ∩ Z 2 and H − ∩ Z 2 which is positively oriented with respect to the orientation of , i.e., following the orientation of the interior of H( ) is on the left.
In the sequel, we revisit a refined version of expansiveness called one-sided nonexpansiveness and introduced by Cyr and Kra in [7] .
As X η is a compact subshift of A Z 2 , we have that ∈ G 1 is an expansive line on X η if, and only if, , ∈ G 1 are one-sided expansive directions on X η . Definition 2.3. Given an oriented line ⊂ R 2 and a convex set S ⊂ Z 2 , we use S to denote the oriented line ⊂ R 2 parallel to such that S ⊂ H( ) and ∩ S = ∅.
Note that either S ∩ S is a vertex of S or conv( S ∩ S) ⊂ R 2 is an edge of S. The next lemma is an immediate consequence of the existence of generating sets. Its proof is straightforward from definitions. Lemma 2.4. Let η ∈ A Z 2 and suppose ∈ G 1 is an oriented line and S ⊂ Z 2 is a finite set such that S ∩ S = {g 0 } is η-generated by S. Then is a one-sided expansive direction on X η .
As any low complexity configuration η ∈ A Z 2 has an η-generating set, by applying Lemma 2.4, it follows that all irrational oriented line ∈ G 1 is a one-sided expansive direction on X η . Furthermore, if ∈ G 1 is a one-sided nonexpansive direction on X η , then Lemma 2.4 also ensures that every η-generating set S ⊂ Z 2 has an edge parallel to , i.e., | S ∩ S| ≥ 2.
Proof. If S has null area, then there is nothing to argue. Otherwise, let {S i } i∈N ⊂ Z 2 be an increasing family of finite convex sets with non-null area such that, for each i ∈ N, S ∩ Z 2 = Si ∩ Z 2 and S i ∩ S = ∅. Translating S if necessary, we may suppose further that Si = for all i and
By passing to a subsequence, we can assume that there exist accumulation points x, y ∈ X η such that x| H( ) = y| H( ) , but x g0 = y g0 for some g 0 ∈ S , which is contradiction. Lemma 2.5 and Proposition 2.1 allow us to show easily that for periodic configurations (but not doubly periodic) one-sided nonexpansive directions arise in pairs. Proposition 2.6 (Colle and Garibaldi [2] ). If η ∈ A Z 2 is periodic and ∈ G 1 is a nonexpansive line on X η , then the oriented lines , are both one-sided nonexpansive directions on X η .
If ∈ G 1 is a rational oriented line, let v ∈ Z 2 denote the non-null vector parallel to of minimum norm. Proposition 2.7. Let η ∈ A Z 2 and suppose there exists an η-generating set S ⊂ Z 2 with antiparallel edges w 0 , w N +1 ∈ E(S). Let w 1 , . . . , w N ∈ E(S) be such that, for each 0 ≤ i ≤ N, w i ∩ w i+1 is the final point of w i (with respect to the orientation of w i ). For 0 ≤ i ≤ N , let i ∈ G 1 be the oriented line parallel to w i . If 1 , . . . , N are one-sided expansive directions on X η , then η is periodic.
The last equality means that any two configurations that coincide on S i also coincide on S i . Let T ⊂ Z 2 be an strongly E(S)-enveloped set large enough so that, for each 1 ≤ i ≤ N , there exists a translation T i of S i which is contained in T and satisfies
(2.1)
Note that, for any oriented line ⊂ R 2 parallel to i that intersects T i , the inequality | ∩ T i | ≥ |w i ∩ S| − 1 holds. So being S an η-generating set, from (2.1) we obtain that
where Figure 2 ). Therefore, as the same reasoning can be applied to any translation of T and t − s ≤ P η (T ), we concluded that η is periodic.
In the figure on the left, one has the sets T i and T i and the oriented lines ( i−1 ) T , ( i ) T + v 0 and ( i+1 ) T . In the figure on the right, S denotes a translation of S. Since any translation of S is η-generating, the configuration on T ∪ T i determines the configuration on T ∪ B i . The next result is an immediate consequence from Proposition 2.7.
Corollary 2.8. Given η ∈ A Z 2 , suppose there exists a non-trivial annihilator and that there is a unique nonexpansive line on X η . Then η is periodic but not doubly periodic and, if ∈ G 1 denotes the unique nonexpansive line on X η , every vector period for η lies in . The next lemma is straightforward.
Lemma 3.1. Let h 1 , . . . , h τ ∈ Z 2 , with τ ≥ 2, be vectors pairwise linearly independents on R 2 and suppose ϕ(X) = (X h1 − 1) · · · (X hτ − 1). Then, |E(S ϕ )| = 2τ and, for every 1 ≤ i ≤ τ , S ϕ has an edge parallel to h i and other one parallel to −h i . Lemma 3.2 is a technical result which we need to prove Theorem 1.4. For reader convenience, we include a short proof. Lemma 3.2 (Kari and Szabados [12] 
Proof. Note that (X v −1)ϑ = θ means that ϑ g−v −ϑ g = θ g for all g ∈ Z 2 . Let ⊂ R 2 be an oriented line parallel to the vector v. For g 0 ∈ ∩ Z 2 , let g 1 , . . . , g l ∈ ∩ Z 2 be the points of Z 2 between g 0 and g 0 + v, with g l = g 0 + v. For each 0 ≤ i ≤ l, we define ϑ gi+tv := −t k=1 θ gi−(k−1)v for t < 0, ϑ gi := 0 and ϑ gi+tv := − t k=1 θ gi+kv for t > 0. Now, for g = g + tu, with g ∈ ∩ Z 2 and t ∈ (Z) * , we define ϑ g := ϑ g . Proceeding analogously for the oriented lines parallel to v between and + u, ϑ is defined for all g ∈ Z 2 and, since θ is periodic of period u, ϑ is well defined and satisfies all required properties. Proof of Theorem 1.4. Let η = η 1 + · · · + η τ be a minimal periodic decomposition, with h i ∈ Z 2 a period for η i ∈ R[[X ±1 ]]. Let ϕ ∈ Ann R (η) be a Laurent polynomial such that the convex support of (X h1 − 1) · · · (X hτ − 1) is not E(S ϕ )-enveloped. We claim that τ = 1. Suppose, by contradiction, τ ≥ 2 and let 1 ≤ i ≤ τ be such that h i or −h i is not parallel to any edge of S ϕ (see Lemma 3.1). Permuting if necessary, we may consider i = 1. From Corollary 2.8, it follows that there exist at least two nonexpansive lines on X η . Thus, for ∈ G 1 a one-sided nonexpansive direction on X η , permuting if necessary, we may assume h 2 ∈ .
Let ∈ G 1 , with h 1 ∈ , be the oriented line which is not parallel to any edge of S ϕ . Hence, Sϕ ∩ S ϕ = {g 0 } is a vertex of S ϕ . Being S ϕ an η-generating set, from Lemma 2.4 one has that is a one-sided expansive direction on X η . In particular, for τ = 2, Proposition 2.7 applied to S (the convex support of (X h1 − 1)(X h2 − 1)) implies that η is periodic, which contradicts the minimality of τ . Thus, we may suppose τ ≥ 3. For ψ(X) := τ i=3 (X hi − 1), we have that ψη = ψη 1 + ψη 2 . Being S ϕ a ψη-generating set (ϕ annihilates ψη), likewise, Lemma 2.4 implies that is a one-sided expansive direction on Orb (ψη) and Proposition 2.7 applied to S (the convex support of (X h1 − 1)(X h2 − 1)) ensures that ψη is periodic. For each 3 ≤ i ≤ τ , multiplying h i by −1, if necessary, we may assume −h i ∈ H( ). We claim that ψη is -periodic. Indeed, according to Proposition 2.1, it is enough to show that is a one-sided nonexpansive direction on Orb (ψη). Let x, y ∈ X η be such that x| H( ) = y| H( ) , but x g = y g for some g ∈ (−) ∩ Z 2 . By construction, for any sequence 3 ≤ i 1 < · · · < i t ≤ τ , with 1 ≤ t ≤ τ − 2, we have that g − h i1 − · · · − h it ∈ H( ) whenever g ∈ H( (−) ). Hence, for g ∈ H( (−) ), we get
Moreover, as
then, if (ψx) g = (ψy) g , (3.1) implies that x g = y g . Therefore, from our assumption on x, y ∈ X η , it follows that (ψx)| H( ) = (ψy)| H( ) , but (ψx) g = (ψy) g for some g ∈ (−) ∩ Z 2 , which proves our claim. So, let u ∈ ∩ Z 2 be a period for ψη.
To conclude the proof, we will contradict the minimality of τ . We claim that η can be decomposed into a sum of τ −1 periodic configurations of periods u, h 3 , . . . , h τ , respectively. Indeed, since ψη is periodic of period u, then, due to Lemma 3.2, there is a periodic configuration µ 2 ∈ R[[X ±1 ]], with u a period for µ 2 , such that (X h3 − 1)µ 2 = ψη (recall that u and h 3 are linearly independents on R 2 ). Defining ψ t (X) := τ i=t (X hi − 1) for every 3 ≤ t ≤ τ and µ 3 := ψ 4 η − µ 2 , we can write
, with u a period for λ 2 and h 3 a period for λ 3 , such that (X h4 − 1)λ i = µ i . Defining λ 4 := ψ 5 η − λ 2 − λ 3 , we can write
Suppose that we have constructed θ 2 , . . . , θ τ −1 ∈ R[[X ±1 ]], with u a period for θ 2 and h i a period for θ i for each 3 ≤ i ≤ τ − 1, such that (X τ − 1)η = θ 2 + · · · + θ τ −1 . Thanks to Lemma 3.2, there exist periodic configurations ϕ 2 , . . . , ϕ τ −1 ∈ R[[X ±1 ]], with u a period for θ 2 and h i a period for θ i , such that (X τ − 1)ϕ i = θ i . Defining ϕ τ = η − ϕ 2 − · · · − ϕ τ −1 , we can write η = ϕ 2 + · · · + ϕ τ and
which proves the claim and contradicts the minimality of τ . Corollary 1.5 can be easily obtained from Theorem 1.4.
Proof of Corollary 1.5. Following the approach of [12] , let R n,k = {u 1 , . . . , u l } and consider the set {(1, η u1+g , . . . , η u l +g ) ∈ Z l+1 : g ∈ Z 2 }. Since P η (R n,k ) ≤ nk, there exists a common non-zero orthogonal vector (a 0 , a 1 , . . . , a l ), which can be choose in Z l+1 . For ϕ(X) := a 1 X −u1 + · · · + a l X −u l , one has ϕη = −a 0 , i.e., a 1 η u1+g + · · · + a l η u l +g = −a 0 ∀g ∈ Z 2 .
If τ = 1, the statement is immediate. Thus, we can assume τ ≥ 2 and, hence, that min{n, k} ≥ 2. Since S ϕ (the convex support of ϕ) is contained in R n,k , it has at most 2 min{n, k} edges. Let u ∈ Z 2 be a vector parallel to some edge of S ϕ . Note that (X u − 1)ϕ annihilates η and that its convex support has at most 2 min{n, k} edges. Hence, if τ > min{n, k}, then the convex support of (X h1 − 1) · · · (X hτ − 1) will not be E(S ϕ )-enveloped and, by Theorem 1.4, η will be periodic, which would be a contradiction.
Nonexpansiveness and periodic decompositions
We begin this section by highlighting a trivial connection between periodic decompositions and nonexpansiveness, but with deep consequences. Lemma 4.1. Let η ∈ A Z 2 and suppose η = η 1 +· · ·+η τ is a periodic decomposition. If ∈ G 1 is a one-sided nonexpansive direction on X η , then there exists 1 ≤ i ≤ τ for which every (vector) period for η i lies in .
Proof. If τ = 1, the result is straightforward from Proposition 2.1. Thus, we suppose τ ≥ 2. Being ϕ(X) = (X h1 −1) · · · (X hτ −1) an annihilator of η, we know that S ϕ (the convex support of ϕ) is η-generating. Hence, Lemma 2.4 implies that is either parallel or antiparallel to some edge of S ϕ , which, according to Lemma 3.1, is either parallel or antiparallel to some h i . Thus, the lemma follows from the fact that each η i is not doubly periodic.
In other words, Lemma 4.1 ensures that only oriented lines that contain some vector h i can be one-sided nonexpansive directions on X η .
We conjecture that the conversely of Lemma 4.1 holds for all τ ≥ 1, but we have a proof just for low complexity configurations such that τ ≤ 3 (see Proposition 4.7).
For η ∈ A Z 2 and U ⊂ Z 2 nonempty, we say that the restriction η| U ∈ A U is periodic of period h ∈ (Z 2 ) * if η g+h = η g for every g ∈ U ∩ (U − h). Given ∈ G 1 , to indicate that the (vector) period h belongs to , we say that η| U is -periodic.
The proof of the next result shows how both viewpoints, the algebraic and dynamical, can be useful. Proof. Note that the case in which is a one-sided expansive direction on X η is straightforward. Indeed, for h ∈ ∩ Z 2 a period for η| H( ) , since the restrictions of η and T h η to the half plane H( ) coincide, then by expansiveness T h η = η, meaning that η is periodic of period h.
From now on, we will suppose is a one-sided nonexpansive direction on X η . If τ = 1 there is nothing to prove. Thus, we may suppose τ ≥ 2. According to Lemma 4.1, there exists 1 ≤ j ≤ τ for which every period for η j lies in . Permuting if necessary, we may consider j = τ . For h τ ∈ ∩ Z 2 a period for
and let ϑ 1 be the largest sum of configurations (X hτ − 1)η i , with i = τ , so that ϑ 1 is periodic with a period multiple of h i1 . Consider h i2 where i 2 = τ is the smallest index such that (X hτ − 1)η i was not used in the definition of ϑ 1 . Taking into account configurations that do not appear in the construction of ϑ 1 , let ϑ 2 be the largest sum of configurations (X hτ − 1)η i , with i = τ , so that ϑ 2 is periodic with a period multiple of h i2 . Inductively, we thus obtain a sequence of periodic configurations ϑ 1 , . . . , ϑ r ∈ R[[X ±1 ]], where each ϑ l is periodic with a period multiple of h i l , i l = τ , such that (X hτ − 1)η = ϑ 1 + · · · + ϑ r . Note that, by construction, each ϑ l is not doubly periodic. So any two periods for ϑ l and ϑ t , with l = t, are linearly independents on R 2 . According to Lemma 4.1 applied to (X hτ − 1)η, only oriented lines that contain some vector h i l can be one-sided nonexpansive directions on Orb ((X hτ − 1)η). Since the vectors h 1 , . . . , h τ are pairwise linearly independents and h i l = h τ , then ∈ G 1 is a one-sided expansive direction on Orb ((X hτ − 1)η). In the case that (X hτ − 1)η is doubly periodic, the discussion below of Proposition 2.1 implies that ∈ G 1 is a one-sided expansive direction on Orb ((X hτ − 1)η). Without loss of generality, we may assume that h τ ∈ ∩ Z 2 is also a period for η| H( ) . Then, since (X hτ − 1)η| H( ) = 0 and the zero configuration belongs to subshift Orb ((X hτ − 1)η), it follows by expansiveness that (X hτ − 1)η = 0, which means that η is periodic of period h τ ∈ ∩ Z 2 .
, with A ⊂ Z, be a low complexity configuration and suppose ∈ G 1 is a one-sided nonexpansive direction on X η . Then, for any distinct configurations x, y ∈ X η such that x| H( ) = y| H( ) , we have that
Proof. Since to be an annihilator is a local property, all non-trivial annihilator for η is also an annihilator for x and y and so for x − y. Thus, due to Theorem 1.1, there are periodic configurations ϑ 1 , . . . , ϑ τ ∈ Z[[X ±1 ]] such that x−y = ϑ 1 +· · ·+ϑ τ . As, by hypothesis, (x − y)| H( ) = 0, Proposition 4.2 implies that x − y is -periodic.
Note that, since x, y ∈ X η are supposed to be distinct, the configuration z = x−y is not doubly periodic. In particular, , ∈ G 1 are one-sided nonexpansive directions on Orb (z). On the other hand, if A = {0, 1} and h ∈ Z 2 is a period for z, then there exists a set ∆ ⊂ Z 2 , with ∆ + h = ∆, such that x g = y g for all g ∈ Z 2 \∆ and either x| ∆ = 1 and y| ∆ = 0 or x| ∆ = 0 and y| ∆ = 1.
The Ledrappier 3-dot system, denoted by X L , is the generalized Ledrappier 3-dot system for u 1 = (0, 0), u 2 = (1, 0) and u 3 = (1, 1). Example 4.4. All configuration η ∈ X L with a non-trivial annihilator is doubly periodic. Indeed, let η = η 1 + · · · + η τ be a periodic decomposition (see Theorem 1.1) and suppose, by contradiction, that ∈ G 1 is a one-sided nonexpansive direction on X η . Let x, y ∈ X η be such that x| H( ) = y| H( ) , but x g = y g for some g ∈ (−) ∩Z 2 . As S = {(0, 0), (1, 0), (1, 1)} is η-generating, then, according to Lemma 2.4, is parallel to some edge of S. In particular, | S ∩ S| = 2 and, hence, x g = y g for all g ∈ (−) ∩ Z 2 . The discussion below of Corollary 4.3 implies that x| (−) ∩ Z 2 and y| (−) ∩ Z 2 are -periodic. Since S is η-generating and | S ∩ S| = 1, then x| H( (−) ) and y| H( (−) ) are -periodic and thus x and y are -periodic (see Proposition 4.2) . Since at least one of them is not doubly periodic (let to say x), we have that , ∈ G 1 are one-sided nonexpansive directions on Orb (x) (see Proposition 2.6) and then on X η , which is a contradiction (S does not have parallel edges). Therefore, all line in G 1 is expansive on X η and the claim follows now from Boyle and Lind's Theorem.
We revisit the notion of ambiguity of [7] . Let ∈ G 1 be an oriented line and suppose S ⊂ Z 2 is a finite convex set. For each γ ∈ L(S\ S , η), we define Notice that N S ( , γ) = 1 means that γ | S\ S = γ = γ | S\ S implies γ = γ for any γ , γ ∈ L(S, η). If ∈ G 1 is a rational oriented line, for each configuration
It is easy to see that there always exist ( , S)-ambiguous configurations in X η if is a one-sided nonexpansive direction on X η and S ⊂ Z 2 is an η-generating set. The next result is a summary of results of [7] , namely, Lemma 2.24 and a piece of the proof of Proposition 4.8.
Proposition 4.5 (Cyr and Kra [7] ). Let η ∈ A Z 2 and suppose ∈ G 1 is a one-sided nonexpansive direction on X η . Suppose there exists an η-generating set S ⊂ Z 2 with | S ∩S| ≤ | S ∩S| and P η (S)−P η (S\ S ) ≤ | S ∩S|−1. Then, for all ( , S)-ambiguous configuration x ∈ X η , the restriction of x to the half plane H( S ) is -periodic.
Propositions 4.2 and 4.5 allow us to prove the main theorem of [19] , which will be essential in the next results.
Theorem 4.6 (Szabados [19] ). Let η ∈ A Z 2 and suppose η = η 1 + η 2 is a minimal periodic decomposition. Then η does not have low complexity.
Proof. Suppose, by contradiction, that η has low complexity and let h 1 , h 2 ∈ Z 2 be periods for η 1 and η 2 , respectively. Consider T = {sh 1 + th 2 : s, t ∈ [0, 1]} ∩ Z 2 . By the Pigeonhole Principle, there exist integers 0 ≤ i < j ≤ P η (T ) such that
Set T := T +ih 1 and S T := t∈Z (T +th 2 ). We claim that η| S T = (T (j−i)h1 η)| S T . In fact, being h 1 a period for η 1 , one has (η 1 )| S T = (T (j−i)h1 η 1 )| S T . Then, since η| T = (T (j−i)h1 η)| T and η = η 1 + η 2 , it follows that (η 2 )| T = (T (j−i)h1 η 2 )| T . Hence, given g ∈ S T , for t ∈ Z such that g + th 2 ∈ T , we have (η 2 ) g = (η 2 ) g+th2 = (η 2 ) g+th2+(j−i)h1 = (η 2 ) g+(j−i)h1 , from where it follows that η g = η g+(j−i)h1 , which proves the claim.
Let C ⊂ Z 2 be a finite convex set such that P η (C) ≤ |C| and let S ⊂ C be a convex set that is minimal among all convex sets U ⊂ C fulfilling P η (U) ≤ |U|. It is easy to see that S is an η-generating set. From Corollary 2.8, it follows that there exist at least two nonexpansive lines on X η , but, according to Lemma 4.1, only oriented lines that contain either h 1 or h 2 can be one-sided nonexpansive directions on X η . So let ∈ G 1 , with h 2 ∈ , be a nonexpansive line on X η . Note that Proposition 2.7 applied to the convex support of (X h1 − 1)(X h2 − 1) allows us to conclude that the oriented lines , are one-sided nonexpansive directions on X η . Hence, according to the discussion below of Lemma 2.4, without loss of generality, we may suppose
Suppose h 1 , h 2 are large enough so that S T contains a translation of S. Let ⊂ R 2 be the edge (oriented line) of S T which is parallel to . Let 0 := and, for n ≥ 1, set n+1 = n (−) (see Definition 3.3). For each n ≥ 1, let S n be a translation of S such that S n \ Sn ⊂ S T ∪ ( 0 ∩ Z 2 ) ∪ ( 1 ∩ Z 2 ) ∪ · · · ∪ ( n−1 ∩ Z 2 ) and Sn = n (see Definition 2.3). If η is not ( , S n )-ambiguous for all n ≥ 1, then, since each S n is η-generating, by induction, it follows that the restrictions of η and T (j−i)h1 η to the half plane H( ) coincide. By applying the same reasoning to any translation of T , we obtain that, either a multiple of h 1 is a period for η or there exists a translation T of T and an integer n ≥ 1 such that η is ( , S n )-ambiguous, where S n denotes the corresponding translation of S n . In this case, from Proposition 4.5 results that η| H( Sn ) is -periodic and, hence, from Proposition 4.2 that η is -periodic. In both cases η is periodic, which contradicts the minimality in the periodic decomposition of η.
In the proof of Theorem 4.6, we showed, in particular, that if η = η 1 + η 2 is a minimal periodic decomposition, then, for each 1 ≤ i ≤ 2, the line ∈ G 1 , which contains a period for η i , is a nonexpansive line on X η and, further, the oriented lines , are both one-sided nonexpansive directions on X η . As a first consequence from Theorem 4.6, we provide a similar result for τ = 3 and low complexity configurations.
We use Z + to denote the set N ∪ {0}.
Proposition 4.7. Let η ∈ A Z 2 , with A ⊂ Z + , be a low complexity configuration and suppose η = η 1 + η 2 + η 3 is a minimal periodic decomposition. Then, for each 1 ≤ i ≤ 3, the line ∈ G 1 , which contains a period for η i , is a nonexpansive line on X η and the oriented lines , are both one-sided nonexpansive directions on X η .
Proof. Let h i ∈ Z 2 be a period for η i and let p ∈ N be a prime number large enough so that A ⊂ Z p . Note that η = η 1 ⊕ η 2 ⊕ η 3 , where ⊕ denotes the sum in Z p and η i ∈ Z p [[X ±1 ]] is defined by (η i ) g := (η i ) g for all g ∈ Z 2 . Since η has low complexity, η = η 1 ⊕η 2 ⊕η 3 is a minimal periodic decomposition (see Theorem 4.6). Let ∈ G 1 be an oriented line such that h 1 ∈ . We claim that is a one-sided nonexpansive direction on X η . Indeed, define
and let σ = P η 2 (T ). Note that, for each n ∈ Z, by the Pigeonhole Principle, there exist integers 0 ≤ n 1 < · · · < n σ+1 ≤ σP η 1 (T ) such that η 1 | T + (n + n i )h 3 = η 1 | T + (n + n j )h 3 = (T (nj −ni)h3 η 1 )| T + (n + n i )h 3 for every 1 ≤ i < j ≤ σ + 1. Let S n (i) := t∈Z (T + (n + n i )h 3 + th 1 ). Being h 1 a period for η 1 , then η 1 | S n (i) = (T (nj −ni)h3 η 1 )| S n (i) for every 1 ≤ i < j ≤ σ + 1. If for each n ∈ N there exist 1 ≤ i < j ≤ σ + 1 such that
then a multiple of h 3 is a period for η 1 , i.e., η 1 is doubly periodic, which contradicts the minimality of 3. Thus, there exist n ∈ Z such that (4.3) does not hold for every 1 ≤ i < j ≤ σ + 1. Being σ = P η 2 (T ), there exist 1 ≤ i < j ≤ σ + 1 such that, for T := T + (n + n i )h 3 , 
but, for some g ∈ m+1 ∩ Z 2 , (η 1 ) g+t h1 = (T (nj −ni)h3 η 1 ) g+t h1 for all t ∈ Z, where h 1 ∈ Z 2 is a period for η 1 of minimum norm. Let V T := t∈Z (T + th 2 ) and write R :
In particular, from (4.4) we have that η| R = (T (nj −ni)h3 η)| R , but, for some g ∈ m+1 ∩ Z 2 , η g+t h1 = η g+t h1 for all t ∈ Z. Since h 1 , h 2 can be taken so large as we want, we obtain that is a one-sided nonexpansive direction on X η . The result follows by applying the same reasoning to the oriented lines which contain h 2 and h 3 , respectively.
5.
Proof of Corollary 1.6 and Theorem 1.7.
Proof of Corollary 1.6. According to Theorem 1.1, there exist periodic configurations η 1 , . . . , η τ ∈ Z[[X ±1 ]] such that η = η 1 + · · · + η τ . Note that η = η 1 ⊕ · · · ⊕ η τ , where ⊕ denotes the sum in Z p and η i ∈ Z p [[X ±1 ]] is defined by (η i ) g := (η i ) g for all g ∈ Z 2 . Of course, some η i may be doubly periodic, but this fact does not matter. Let η = ϑ 1 ⊕ · · · ⊕ ϑ τ be a minimal periodic decomposition, where each ϑ i ∈ Z p [[X ±1 ]] is periodic of period h i ∈ Z 2 . We claim that τ = 1. Indeed, suppose, by contradiction τ ≥ 2. Since η has low complexity, then Theorem 4.6 implies that τ ≥ 3. By hypothesis, there is a Laurent polynomial ϕ ∈ Ann Zp (η) such that reg(ϕ) ≤ 2. Being τ ≥ 3, then the convex support of (X h1 − 1) · · · (X h τ − 1) is not E(S ϕ )-enveloped (see Lemma 3.1). Therefore, Theorem 1.4 implies that η is periodic, which contradicts the minimality of τ .
If we assume that, for minimal periodic decompositions, each period for a periodic configuration appearing in the minimal periodic decomposition lies in a nonexpansive line, then Corollary 1.6 holds with the same hypotheses of Theorem 1.4. Proof. Let η ∈ {0, 1} Z 2 be a low complexity configuration with η u1+g +· · ·+η u k +g = 0 (mod 2) for all g ∈ Z 2 , where u 1 , . . . , u k ∈ Z 2 are fixed. Note that ϕ(X) = (X −u1 − 1) · · · (X −u k − 1) ∈ Ann Z2 (η). Moreover, as for k = 3, 4 we have trivially that reg(ϕ) ≤ 2, Corollary 1.6 implies that η is periodic.
Remark 5.2. Let η ∈ A Z 2 be a repetitive configuration, that is, a configuration where X η = Orb (η) is a minimal subshift. We underline that Propositions 4.5 and 4.7 allow us to show that if η = η 1 + η 2 + η 3 is a minimal periodic decomposition, then η does not have low complexity. In particular, for k = 3, 4, 5, as a corollary of Theorem 1.4, we have that any low complexity repetitive configuration in the generalized Ledrappier k-dot system is periodic.
Proof of Theorem 1.7. Let A = {a 1 , . . . , a n }. The proof will be done by induction on n. Without loss of generality, we may assume A ⊂ Z. Let η ∈ A Z 2 be a configuration such that P η (S) ≤ |S| for some finite convex set S ⊂ Z 2 . For n = 3, we define α ∈ {a 1 , a 2 } Z 2 and β ∈ {0, a 3 − a 2 } Z 2 putting, for each g ∈ Z 2 , α g := a 2 if η g = a 3 η g otherwise and β g := 0 if η g ∈ {a 1 , a 2 } a 3 − a 2 otherwise.
In the configuration α we just replace a 3 by a 2 and in the configuration β we did two changes: first we replaced a 2 by a 1 and then we replaced a 3 by a 3 − a 2 and a 1 by 0. Since any two S-configurations of η that are equal remain equal after this process, it follows that P α (S) ≤ |S| and P β (S) ≤ |S|. By hypothesis, α and β are periodic. Therefore, since η has low complexity and η = α + β, Theorem 4.6 implies that a minimal periodic decomposition for η contains a single configuration, which means that η is periodic.
Suppose the statement holds for n = k − 1 and define α ∈ {a 1 , . . . , a k−1 } Z 2 and β ∈ {0, a k − a k−1 } Z 2 putting, for each g ∈ Z 2 , α g := a k−1 if η g = a k η g otherwise and β g := 0 if η g ∈ {a 1 , . . . , a k−1 } a k − a k−1 otherwise.
As before, we have P β (S) ≤ |S| and P β (S) ≤ |S|. By hypothesis and by hypothesis of induction, the configurations α and β are periodic. Likewise, since η has low complexity and η = α + β, Theorem 4.6 implies that η is periodic.
