Probabilistic aggregation is a self-organised behaviour studied in swarm robotics. It aims at gathering a population of robots in the same place, in order to favour the execution of other more complex collective behaviours or tasks. However, probabilistic aggregation is extremely sensitive to experimental conditions, and thus requires specific parameter tuning for different conditions such as population size or density. To tackle this challenge, in this paper, we present a novel embodied evolution approach for swarm robotics based on social dynamics. This idea hinges on the cultural evolution metaphor, which postulates that good ideas spread widely in a population. Thus, we propose that good parameter settings can spread following a social dynamics process. Testing this idea on probabilistic aggregation and using the minimal naming game to emulate social dynamics, we observe a significant improvement in the scalability of the aggregation process.
Introduction
Aggregation processes are extremely common in Nature [10] , and consist in animals aggregating in common areas in the environment. They have been studied in a variety of biological systems [14, 20] and also implemented on distributed robotic systems [18, 17, 19] , according to the swarm robotics ethos of getting inspiration from natural phenomena to solve engineering problems [25] , while relying only on local interactions [7] . Furthermore, aggregation is a prerequisite for other cooperative behaviours [16] .
There are many approaches to designing self-organised aggregation, from evolutionary solutions [31] to minimal deterministic models [19] . Probabilistic approaches are most commonly used [3] because of their simple implementation and direct natural inspiration [20, 18, 5] . Nevertheless, the aggregation quality obtained using probabilistic approaches is extremely sensitive to experimental conditions such as population size [3] or agent's capabilities (e.g., speed, communication range) [13] , and therefore requires supervised tuning of internal model parameters in order to be effective in a specific setting [27, 3] . Obviously, this necessity to tune collective behaviours to specific environmental conditions hinders both scalability and flexibility, both desired features of swarm robotics [7] .
Evolutionary swarm robotics is the approach typically used for synthesising collective behaviours for specific experimental settings via off-line parameter tuning [21, 32, 31 ]. An approach of on-line parameter tuning is instead represented by embodied evolution [8] , whereby parameters controlling the robot behaviour are continuously adapted as a result of the interaction among robots and between robots and environment. Here, the evolutionary process is not driven by an explicit fitness measure that evaluates the quality of the collective behaviour, but emerges implicitly from the dynamics of interaction among the agents [4] . This approach with implicit fitness characterises algorithms like Environment-driven Distributed Evolutionary Adaptation (EDEA) [9] and subsequent extensions such as MONEE [22] . These algorithms are inspired by natural evolution, and require (i) a high mobility of the agents to spread their genomes, and (ii) a survival criteria to decide whether individuals live (and reproduce) or die, usually implemented by means of a foraging metaphor. Both these criteria are hard to meet in self-organised aggregation, as agents aggregated on different clusters hardly communicate between each other, and a new survival criteria would thus need to be devised. Hence, different evolutionary dynamics must be devised.
In this paper, we propose a novel embodied evolutionary process inspired by the cultural evolution metaphor [29] that postulates that good ideas spread widely in a population as a result of social dynamics [12] . In our model, social dynamics are coupled with self-organised aggregation dynamics: parameters beneficial for aggregation spread widely in the robot swarm.
As a model of cultural evolution, we use the Naming Game (NG), which was developed to study the evolution of human language through statistical physics [2] and artificial life experiments [28] . The NG has actually already been studied within robotic swarms [30, 11] , whereby the swarm dynamics (e.g., random walk and aggregation) and the NG had a mutual effect on each other. However, to the best of our knowledge, there has been no attempt to use the NG as an embodied evolution approach. In this paper, we move towards this direction by studying the dynamics of self-organised aggregation when coupled with the naming game framed as a cultural evolutionary process. The model is introduced in Section 2, while, in Section 3, we present and discuss experimental observations. Section 4 concludes the paper with an outlook of future research.
Model
The baseline aggregation controller we used is described in Section 2.1, while in Section 2.2, we describe the NG protocol and how it can be coupled with aggregation in our cultural evolution framework.
Self-organised Aggregation Controller
One of the first models of probabilistic aggregation in swarm robotics takes inspiration from cockroaches collective behaviour model [14, 20, 18] . Here, agents move within an arena following a random walk [15] . They decide to stop according to some probability dependent on the number n of perceived neighbours,as observed in cockroaches [20] . To prevent the creation of a large number of small clusters, exploration is introduced by allowing agents to leave their cluster with a probability inversely proportional to n.
As in previous models [13] , we implemented a PFSA (see Figure 1b ) with two states: WALK (random walk as in [23] ) and STAY. To gain a higher control over the aggregation process, we replaced the transitions probabilities in [13] ( Figure 1a ) with probability functions with parametrisable steepness, allowing to strengthen or weaken the agents' alignment and dispersion at will (see Figure  1c ). For both P Join and P Leave , we used exponential decay functions which, for our baseline, were tuned to fit the values in Figure 1a :
In this equation, a is a parameter that handles the strength of the alignment. Indeed P Join becomes steeper as a increases. P Leave , on the other hand, is a straightforward exponential decay function:
Here, b handles the strength of the dispersion as P Leave becomes steeper when b increases, and thus dispersion weakens. Figure 1c shows the fitted values of these functions to the baseline values from Figure 1a . We can understand the effect of parameters a and b as strengthening (increase a or b) or weakening (decrease a or b) the cohesion of a cluster. A trade-off between these two forces must be found: If cohesion is too weak (low a and b), no durable cluster will form; if cohesion is too strong (high a and b), the robots aggregate in several sparse and static clusters that never break. Following the above observations, we formulate the following premise:
Premise 1 Robots with (near) optimal parameters a and b have more neighbours, on average, than robots with suboptimal parameters.
Based on this premise we build an implicit fitness for embodied evolution.
Cultural Evolution
Self-organised aggregation and the minimal naming game (MNG) [2, 1] have been coupled as in [11] . Each agent possesses an individual lexicon (i.e., a list of words) and can be both a speaker (only when in the STAY state) and hearer (at all times). A speaker communicates a word from its lexicon to its neighbours, or generates a new one when the lexicon is empty. The neighbours in the speaker's communication range (i.e. the hearers) receive this word. If the word is already known to the hearer, the game is a success and the hearer deletes all words from its lexicon except for the one it just received. Otherwise, the game is a fail and the hearer adds the word to its lexicon. In our implementation, the amount of a hearer's successful games in a time-step is used as n for the computation of the transition probabilities in the PFSA. Moreover, the MNG presents one interesting feature: words promoted by agents with more neighbours have a higher chance to eventually become the chosen name for the predetermined topic, at least in static networks [1] . Therefore, we formulate a second premise: Premise 2 Words promoted by robots with more neighbours spread more on average.
From Premises 1 and 2, we conclude that words promoted by robots with (near) optimal parameters a and b should propagate more on average. Therefore, by using an encoding of the values of a and b as the words used in the MNG, we close a positive feedback loop whereby better parameters propagate more and, as they are shared by new robots, propagate even more.
In our experiments, we used the concatenation of the encoded values of a and b as the "meme" of our cultural evolution process. We assumed a minimal message size of one byte, and each parameter was therefore expressed with four bits. With these four bits we coded the [1. 25, 5] interval with steps of 0.25.
The above described MNG can converge only to a word generated by speakers at the beginning of an experiments. To allow for novelty, we added noise to the messages following the noisy channel model [26] . Noise has two effects in our implementations. Firstly, it acts as mutation operator and allows to explore the solution landscape [33] . Secondly, it impacts the quantity of (un)successful games as it can mutate a word known to the hearer to an unknown one, thus slowing down convergence time of the MNG and making it more compatible with the time-scale of self-organised aggregation. However, a high mutation rate m may completely prevent the MNG from converging.
Experimental Results
In the experiments, we used MarXbots [6] simulated within the ARGoS simulator [24] . They moved at a speed of 10cm/s and with a communication range of 70cm within a circular arena of constant radius r = 10m. We studied three different population sizes N = {25, 50, 100} and evaluated the aggregation behaviour using the cluster metric in [19] , which is the ratio between the size of the biggest cluster and the swarm size N .
To highlight the dynamics produced by embodied evolution, we contrasted it with selected non-evolving instances, namely the baseline controller obtained by fitting the parameters a and b to the probability table from [13] , and the optimal controller obtained with the parameter settings that maximise the cluster metric separately for each swarm size through brute-force search. Therefore we performed: In addition to the cluster metric, we recorded the variation over time of the number of clusters formed and the number of free agents. The average figures are shown in Figure 2 . It is possible to notice that the evolutionary model fails to produce stable aggregates when N = 25. This is because the MNG is particularly slow at low densities, because interactions among agents happen with very low probability [30, 11] . As a consequence, the number of successful games is small-also due to mutations disturbing the language dynamics-and clusters quickly disband. However, as N increases, we can see that embodied evolution presents dynamics that are very close to the baseline aggregation behaviour [13] , i.e. a short phase of building aggregates followed by stagnation. For N = 100, embodied evolution attains values for the cluster metric that are larger than the baseline controller. Additionally, evolution has different dynamics from those of the baseline: Almost all agents with the baseline behaviour stay in clusters after the build-up phase, whilst the evolutionary model continues to explore for a longer time and never entirely stops. This is partly the consequence of the MNG and its mutation-induced failures (see Section 2.2), but also demonstrates a better handling of the cohesion trade-off (see Section 2.1), which explains our model's higher scalability, especially for large N . The optimal controllers, instead, slowly and constantly build up a large aggregate, maintaining at the same time a large fraction of exploring robots. This slow process represents the only means to increase the size of the largest cluster at the expenses of small clusters, when parameters are fixed and the system is homogeneous. However, a very specific parameterisation is necessary to observe this behaviour, especially for large N . We speculate that the efficiency of the MNG (and, thus, of embodied evolution) depends on the amount of interactions and, thus, can not work in low density settings. To test this, we confront three experimental conditions in which density of robots is maintained constant: N = 25 with r = 5m, N = 50 with r = 7m, and N = 100 with r = 10m. We contrast embodied evolution with the baseline controller and with the optimal controller obtained with brute force search for N = 25 and r = 5m. The latter is tested also in the other conditions, to assess whether fixed parameterisation optimal on a given setting also perform well in other settings. The results are presented in Figure 3 . We can see that, with sufficient robot density, the evolutionary model initially performs as well as the baseline behaviour [13] and not too distant from the optimal behaviour. However, embodied evolution scales up better than either of the fixed-parameters alternatives. We conclude that embodied evolution represents a promising solution for scalable behaviour rather than optimal probabilistic aggregation, provided that the density of robots remains sufficiently high.
Conclusions
In this paper, we presented a novel embodied evolution approach for swarm robotics based on social dynamics. The main underlying idea is coupling opinion spreading in the population with the self-organising aggregation process. Inspired by the cultural evolution metaphor, which postulates that good ideas spread widely in a population, we propose that good parameters of a self-organising behaviour can spread following a social dynamics process, leading to a swarm capable of adapting its behaviour to the current environmental conditions. This is possible to the extent that these coupled dynamics and the opinion spreading are self-sustaining. To test this idea we considered probabilistic aggregation as the self-organising swarm behaviour and the minimal naming game as a model of social dynamics. Experimental results show that the proposed embodied evolution process autonomously selects performing parameters at different scales provided that an adequate robot density is present.
Our future work will be to (i) evaluate our model's flexibility and adaptivity by varying the size N of the population as well as the environment's features within runs, (ii) study the criticality of the mutation rate for our algorithm's performances and (iii) assessing its efficiency as a natural communication noise in an embodied setting.
