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We have used Ramsey tomography to characterize charge noise in a weakly charge-sensitive su-
perconducting qubit. We find a charge noise that scales with frequency as 1/fα over 5 decades with
α = 1.93 and a magnitude Sq(1 Hz) = 2.9 × 10−4 e2/Hz. The noise exponent and magnitude of
the low-frequency noise are much larger than those seen in prior work on single electron transistors,
yet are consistent with reports of frequency noise in other superconducting qubits. Moreover, we
observe frequent large-amplitude jumps in offset charge exceeding 0.1e; these large discrete charge
jumps are incompatible with a picture of localized dipole-like two-level fluctuators. The data reveal
an unexpected dependence of charge noise on device scale and suggest models involving either charge
drift or fluctuating patch potentials.
Superconducting quantum circuits are a leading physi-
cal platform for scalable quantum computing, with small-
scale qubit arrays nearing the threshold of quantum
supremacy [1, 2]. The progress of recent years has been
enabled by designs that isolate the qubit mode from
sources of noise and dissipation inherent in the mate-
rials used to realize the device. However, these ap-
proaches entail design compromises that could impede
continued scaling. For example, the highly successful
transmon design [3] achieves exponential insensitivity
against charge noise at the expense of reduced anhar-
monicity. As a result, leakage out of the computational
subspace represents a significant problem for large-scale
transmon arrays, as it cannot be mitigated with stan-
dard error correction codes [4]. At the same time, there
are proposals for new qubit designs that provide pro-
tection against noise at the hardware level, including
charge-parity qubits [5, 6], fluxon pair qubits [7], and 0-pi
qubits [8]. However, in many of these implementations
one needs accurate control over the offset charge envi-
ronment of the device. These considerations motivate a
detailed study of charge noise in modern superconducting
qubit circuits.
Previous measurements of charge noise in single
electron transistors (SETs) and first-generation charge
qubits showed a 1/f power spectral density Sq(f) ∝ 1/fα
with α between 1.0 and 1.25 [9–19] and noise magnitude
Sq(1 Hz) ∼ 10−5 − 10−7 e2/Hz. The standard micro-
scopic picture of this noise is a distribution of two-level
fluctuators (TLF) [16, 20, 21] that can activate or tunnel
between local minima in a potential energy landscape,
leading to switching behavior in the time domain and a
Lorentzian power spectral density. A bath of TLF with
a broad distribution of characteristic rates gives rise to
the ubiquitous 1/f noise.
Here we describe measurements of charge noise in a
charge-tunable qubit that departs slightly from the trans-
mon regime. We find a charge noise power spectral den-
sity that is up to 4 orders of magnitude larger at 1 Hz
than that seen in SETs, suggesting an unexpected de-
pendence of the noise on device scale. Moreover, we ob-
serve a large number of discrete charge jumps in excess of
0.1e. The measured distribution of charge jumps is not
compatible with charge motion over microscopic length
scales, as described by the standard picture of dipole-
like TLF. Finally, the measured noise exponent α = 1.9
is incompatible with the exponents reported for SETs,
pointing to a new noise mechanism. While our measured
noise is strikingly different from that seen in SETs, it is
consistent with reports of frequency noise in other super-
conducting qubits [22, 23].
The device geometry is shown in Fig. 1. Each die con-
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FIG. 1. Micrograph of the charge-sensitive qubit (a;
EC/h = 390 MHz, EJ/h = 10.8 GHz) and the reference
transmon (b; EC/h = 230 MHz, EJ/h = 16 GHz). Here,
the qubit structures are shown in blue; the readout resonator
and feedline are red; and the charge and flux bias lines are
colored orange and purple, respectively. (c) Diagram of the
qubit circuit.
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FIG. 2. Ramsey-based extraction of offset charge. (a) Qubit spectroscopy versus charge bias at the flux-insensitive point. As
QP tunneling rates far exceed the experimental repetition rate, we observe both QP parity bands (red and blue traces). (b)
Pulse sequence used to estimate the offset charge, along with diagram of the trajectory of the qubit state vector on the Bloch
sphere for the two values of QP parity. (c) Representative Ramsey-based charge tomography for two values of δng. The pulse
sequence of (b) is repeated for a range of applied offset charge. From a fit to Eq. (1) we extract the change to the island offset
charge δng due to intrinsic noise processes. The full charge sweep is completed in 20 s and the fit uncertainty in δng is 0.02e.
(d) Time series of fluctuating offset charge acquired over periods up to 18 hours. (e) Expanded view of measured δng obtained
over a 6000 s interval. Frequent large-magnitude (> 0.1e) jumps in offset charge are clearly visible.
sists of a charge-sensitive qubit and a charge-insensitive
reference transmon coupled to a common λ/2 readout
resonator. The devices were fabricated on high-resistivity
silicon; the circuit groundplane, qubit islands, and all
control and readout elements were made from sputtered
niobium and defined using optical lithography and reac-
tive ion etching. The Al-AlOx-Al compound Josephson
junctions of the qubits were fabricated using electron-
beam lithography and double-angle evaporation. We
have performed detailed studies of charge noise in two
nominally identical devices. In the following we focus on
a single device (qubit A). Data from a second charge-
sensitive device (qubit B) are qualitatively similar and
are presented in the Supplemental Materials [24, 25].
The parameters for qubit A are EJ/h = 10.8 GHz at
the flux-insensitive point and EC/h = 390 MHz,
corresponding to a qubit transition frequency
ω10/2pi = 5.38 GHz. The readout mode for qubit
A resonates at 6.744 GHz. The qubit is coupled to
the resonator with a coupling strength of g/2pi =
100 MHz and the state is read out dispersively with a
qubit state-dependent shift of χ/pi = 3.7 MHz. The
resonator is strongly coupled to the output port with
a decay time 1/κ = 75 ns to allow for rapid repeated
measurements. The offset charge is controlled through
an on-chip capacitance to the qubit island of 100 aF,
with a 20:1 voltage division at the millikelvin stage. The
device is measured in a dilution refrigerator with a base
temperature of 35 mK.
While typical transmon devices involve a ratio EJ/EC
in the range 50-100 [3, 26], leading to a charge dispersion
ranging from 10 kHz to 1 Hz, the ratio EJ/EC = 28
for qubit A yields a charge dispersion ∆ω10/2pi =
600 kHz. The qubit energy spectrum is given by ω10 +
∆ω10 cos(2ping), where ω10 is the charge-averaged qubit
frequency and ng is the offset charge on the qubit island
expressed in units of 2e (Fig. 2a). The dependence of
the qubit transition frequency on offset charge renders
the device sensitive to quasiparticle (QP) poisoning [27].
Here, single QPs tunnel across the Josephson junctions
on sub-millisecond timescales [22, 23], changing ng by
0.5 and giving rise to distinct parity bands in the qubit
spectrum.
To measure fluctuations in the offset charge on the
qubit island, we perform a series of Ramsey experiments
at varying charge bias points using a pulse sequence that
maps offset charge onto population of the qubit excited
state (Fig. 2b). With QP tunneling rates far exceed-
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FIG. 3. (a) Pulse sequences for Ramsey-based single-shot
measurement of QP parity (left panel) and charge noise (right
panel). In the first sequence, the qubit is biased to a parity-
sensitive point; the X/2 – idle – Y/2 sequence is designed to
map QP parity to the north and south poles of the Bloch
sphere. The sequence is immediately followed by a second ex-
periment that maps fluctuating offset charge to qubit popula-
tion. Here the device is biased to the point of maximal charge
sensitivity; following an initial X/2 pulse, states that reside
on the two QP parity bands accumulate phase with opposite
sign; a final Y/2 pulse maps the qubit state to the same polar
angle on the Bloch sphere irrespective of QP parity. (b) Power
spectral density of QP parity fluctuations. The spectrum is
Lorentzian with a characteristic frequency at Γ/2pi = 255 Hz.
(c) Power spectral density of offset charge noise. The low-
frequency portion of the spectrum is obtained from the time
series presented in Fig. 2d, while the high-frequency portion
of the spectrum is derived from the single-shot protocol of
(a). Residual QP tunneling dominates the spectrum above
10 Hz. The orange trace is a fit to the sum of a power law
spectrum Sq(f) = A/f
α and a single Lorentzian. We find
Sq(1 Hz) = 2.9 × 10−4 e2/Hz and α = 1.93.
ing the repetition rate of the Ramsey experiments, we
require the experiment to be independent of parity of
the qubit island. The sequence begins with a broad-
band (40 ns long) X/2 gate that addresses both parity
bands. The qubit then undergoes free evolution for an
interval ti, during which time it accumulates the phase
±∆ω10ti cos 2ping, where the two signs correspond to the
two possible parity states of the island. While the two
parity states evolve in different directions around the
equator of the Bloch sphere, they maintain the same pro-
jection onto the y-axis. We set the idle time ti = pi/∆ω10
and use a final X/2 gate to map this projection onto the
z-axis of the Bloch sphere. Measurement of the qubit
finds an excited state probability
P1 =
1
2
[d+ ν · cos(pi cos 2ping)] , (1)
where ng = n
ext
g + δng is the sum of an applied gate
charge nextg and a fluctuating intrinsic offset charge δng
and the parameters d and ν account for qubit decay dur-
ing measurement and finite measurement visibility, re-
spectively. Critically, P1 is periodic in offset charge with
period ng = 0.5, and is thus insensitive to QP parity. We
sweep the externally applied gate charge nextg and deter-
mine δng by fitting the measured Ramsey data to Eq. (1).
Using this technique, we can determine the offset charge
to a precision of 0.02e over 20 s. Once δng is measured,
we can then deterministically bias to any point in charge
space.
Repeated Ramsey scans of this type generate a time
series of fluctuating offset charge; a set of such traces is
shown in Fig. 2d. Interestingly, the charge trace shows
occasional (once per ∼250 s) extremely large discrete
jumps > 0.1e. The observed distribution of offset charge
jumps is difficult to reconcile with a model of dipole-like
microscopic TLF; this aspect of the data is discussed in
detail below. Note that, as Ramsey tomography is pe-
riodic in an offset charge of 1e, we can only determine
changes in offset charge within the range [−0.5e, 0.5e);
any larger jump is aliased to a reduced value of off-
set charge (e.g., a 0.6e change looks identical to a -0.4e
change).
In order to characterize the fluctuating offset charge
at higher frequency, we adopt a fast single-shot Ram-
sey protocol that simultaneously probes island parity and
fluctuating offset charge. The measurement sequence is
described in Fig. 3a. An initial Ramsey sequence maps
the two parity states to the north and south poles of
the Bloch sphere. Single-shot measurement of the qubit
state provides access to QP parity of the qubit island.
Following a short delay of 1 µs ∼ 13/κ to allow the cav-
ity to return to its ground state, we perform a second
single-shot Ramsey experiment that maps offset charge
to qubit population irrespective of island parity. We bias
the qubit to the point of maximal charge sensitivity and
perform an X/2 gate that rotates the two qubit parity
states to opposite sides of the equator of the Bloch sphere.
Noise in the charge bias causes the two states to accumu-
late phase in opposite directions; however, a subsequent
Y/2 gate maps the accumulated phase to the same polar
angle on the Bloch sphere. Due to the presence of large
jumps in offset charge on a few-minute timescale, we in-
terleave with this sequence a separate Ramsey-based scan
of offset charge every 15 s in order to characterize and
compensate large jumps in offset charge. By repeating
the two-step protocol with a duty cycle of 10 kHz, we
generate two time series of single-shot measurement re-
sults, the first of which provides access to island parity
and the second of which provides access to fluctuating
offset charge. For each separate time series (QP parity
or charge), we partition the time trace into two inter-
4leaved traces, compute the cross spectrum, and average
over many measurement cycles to suppress quantum pro-
jection noise, after [28, 29].
The measured power spectral densities of QP parity
switches and charge noise are shown in Figs. 3b-c. The
power spectrum of QP parity is Lorentzian with a char-
acteristic frequency of 255 Hz set by the rate of QP tun-
neling onto or off of the qubit island; this QP poisoning
rate is consistent with other reported values in the su-
perconducting qubit literature [22, 23]. For the charge
noise results presented in Fig. 3c, we combine the fast
single-shot Ramsey results with the low-frequency charge
noise power spectral density obtained from the time se-
ries presented in Fig. 2d. The power spectral density
of offset charge fluctuations displays a 1/fα spectrum,
with Sq(1 Hz) = 2.9 × 10−4 e2/Hz and α = 1.93. The
measured charge noise is inconsistent with a large body
of literature on charge noise in SETs, both in the noise
magnitude at 1 Hz and in the noise exponent.
While charge noise has not previously been reported
on weakly charge-sensitive qubits of the transmon type,
there are reports of frequency noise in similar charge-
tunable qubits [22, 23]. To compare our data to
these prior experiments, we convert our measured offset
charge to difference frequency using the relation δf =
|∆ω10 cos(2ping)|. In this case, we find Sδf (1 Hz) = 5.9×
107 Hz2/Hz with noise exponent α = 1.76, which closely
matches the other measured values (after proper normal-
ization to the same charge dispersion) of Sδf (1 Hz) =
8.1 × 107 Hz2/Hz and α = 1.7 [22], and Sδf (1 Hz) =
3.7 × 107 Hz2/Hz and α = 1.70 [23]. More details on
this comparison can be found in the Supplemental Ma-
terials [24]. While a conversion from frequency noise to
charge noise is not possible due to non-trivial aliasing ef-
fects, the similar levels of frequency noise seen in these
three independent qubit measurements suggest a com-
mon noise mechanism, despite the fact that these mea-
surements span a range of substrate materials (Si – this
work; Al2O3 – [22, 23]), base metal (Nb – this work; Al
– [22, 23]), and cavity architecture (2D –this work; 3D –
[22, 23]).
As this noise is substantially larger than what is seen
in SET devices, it is instructive to consider the differ-
ences between the two systems. First, SETs are oper-
ated in the voltage state, whereas transmons are oper-
ated in the superconducting state. Naively one might
expect to observe higher levels of noise in devices oper-
ated in the dissipative regime; SET measurements con-
firm this intuition, where higher voltage bias results in
larger noise [13, 15]. The other notable distinction is the
large qubit capacitor pad. For our charge-sensitive de-
vice, with qubit charging energy EC/h = 390 MHz, the
island dimensions are 40 × 180 µm2. For typical SETs,
the island dimensions are submicron and charging en-
ergy is of order 40 GHz [30, 31]. It is thus reasonable to
consider whether the enhanced noise seen in our devices
is related to the difference in device scale. In the most
widely accepted picture of low-frequency charge noise,
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FIG. 4. (a) Histogram of discrete jumps in offset charge
taken from 60 hours of data. The histogram displays a large
central peak and a long tail of large-magnitude jumps in offset
charge. The purple trace is a Gaussian with width 0.02e, cor-
responding to the fit uncertainty in our Ramsey-based charge
measurements, while the orange trace is obtained from the
numerical simulation in (b), which shows the offset charge
associated with impingement of discrete 1e charges in the di-
electric space between the qubit island and ground. Here the
qubit island is shown in black and field of view extends out
to the circuit groundplane. The orange trace in (a) is gener-
ated by interpolating the simulation results and aliasing large
offset charges to the interval [-0.5e, 0.5e), as occurs in the
measured data.
the fluctuating offset charge is due to dipole-like TLF
involving motion of a single electron charge over micro-
scopic scales, with dipole moments of order 1 Debye [32].
However, such localized dipolar fluctuators are only ex-
pected to produce a large change in offset charge when
they are located within ∼100 nm of the Josephson junc-
tions, which represent the boundary between the island
and ground electrodes. However, we observe a broad dis-
tribution of discrete jumps in offset charge, with many
large jumps in excess of 0.1e. In Fig. 4 we plot the his-
togram of discrete charge jumps obtained from the time
series in Fig. 2. In addition to a Gaussian central peak
with width 0.02e set by the fit uncertainty in our Ramsey-
based charge measurements, the histogram displays long
tails corresponding to a large number of discrete charge
jumps extending out to ±0.5e (as described above, any
larger charge jumps are aliased into this interval). The
frequency of large-magnitude charge jumps suggests a
model involving motion or drift of charge as opposed
to fluctuations of individual localized TLF. Indeed, the
5measured histogram is well modeled by random impinge-
ment of charge in the dielectric space between the qubit
island and the ground electrode (see simulation results in
Fig. 4a and simulated offset charge in Fig. 4b). Moreover,
the large noise exponent is consistent with charge drift, as
white current noise yields a charge spectrum that scales
with frequency as 1/f2. For example, it could be that
the apparent scale dependence of charge noise is due to
a device-dependent sensing area to a fixed background
drift of charge in the substrate or in the vacuum envi-
ronment of the qubit, e.g., due to the motion of ions in
the native oxide of the silicon substrate [33, 34] or to the
trapping and release of charged particles in the substrate
or surrounding dielectrics due to the relaxation of ther-
mal strain. However, other models are possible, includ-
ing fluctuating patch potentials on the island electrode
[35, 36], for which one would expect the charge noise to
scale linearly with the area of the qubit island. We antic-
ipate that systematic study of the dependence of charge
noise on device geometry will elucidate the underlying
noise mechanism.
In conclusion, we have used a charge-sensitive variant
of the transmon qubit to characterize anomalous low-
frequency charge noise. The large noise magnitude, the
noise exponent approaching 2, and the high density of
large discrete charge jumps > 0.1e are incompatible with
the vast body of literature on charge noise in SETs yet
consistent with prior reports of frequency noise in super-
conducting qubits, indicating a surprising dependence of
charge noise on device scale. A deeper understanding of
charge noise could guide the development of noise miti-
gation strategies that will open the design space for su-
perconducting qubits, leading to devices with stronger
anharmonicity that are less prone to leakage errors and
thus more amenable to scaling.
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1Supplemental Materials: Anomalous
Charge Noise in Superconducting Qubits
I. FABRICATION DETAILS
The devices are realized through single-layer fabrica-
tion on high-resistivity (> 20 kΩ · cm) Si(100) wafers.
After stripping the native SiOx with hydrofluoric acid, a
90 nm film of Nb is deposited at a rate of 45 nm/min.
under conditions optimized to achieve slight compressive
film stress. All features except the qubit junctions are
then defined with an i-line projection aligner, and the
Nb is etched using a Cl2/BCl3 recipe in an inductively
coupled plasma reactive ion etch tool.
Qubit junctions are then made using a standard Dolan
bridge process with a MMA/PMMA stack. Following an
in situ ion mill to ensure good metallic contact with the
base Nb layer, the Al-AlOx-Al junctions are formed by
double-angle electron-beam evaporation of Al and ther-
mal oxidation in a 90/10 Ar/O2 mixture.
II. COMPARISON OF Sδf AND Sq
To compare with the power spectra of frequency fluc-
tuations presented in [22, 23], we convert our time series
of offset charge to time series of difference frequency us-
ing the relation δf = |(∆ω10/2pi) cos 2ping|. The result-
ing power spectra of our data and of [22, 23] are plot-
ted in Fig. S1b. The spectrum from the Riste` work is
taken from the fit in Fig. S4 of [22]. The spectrum from
Serniak et al. is calculated from a raw time series pro-
vided by those authors. As the difference frequency can
only vary between 0 and ∆ω10/2pi, at long time scales
there is a white noise ceiling, as the variation in differ-
ence frequency is capped. To allow direct comparison of
the frequency noise, we normalize all frequency spectra
to match the 600 kHz charge dispersion in our qubit A:
the device of Serniak et al. has a charge dispersion of
1.6 MHz, so we scale their spectrum by 0.14; while the
device of Riste` et al. has an 880 kHz charge dispersion,
so we scale their spectrum by 0.46.
To extract the magnitude and exponent of the fre-
quency noise, we fit the spectrum from 10−3 to 10−2 Hz
for our data and from 10−3 to 10−1 Hz for [23]. We
find for our measurements α = 1.76 and Sδf (1 Hz) =
5.9 × 107 Hz2/Hz; for the data of Serniak et al. we find
α = 1.70 and Sδf (1 Hz) = 3.7× 107 Hz2/Hz; while Riste`
et al. cite α = 1.7 and Sδf (1 Hz) = 3.8× 107 Hz2/Hz.
As noted in the main text, the conversion from δf to ng
is not possible due to aliasing effects, thus there is no one-
to-one mapping between the two functions (Fig. S1a).
Our Ramsey-based approach can be thought of as track-
ing the full spectroscopy curve as a function of ng by
sweeping nextg . By tracking the full charge dispersion
curve, we can monitor long-term drifts, with the only
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FIG. S1. Comparison of Sδf and Sq. (a) Cartoon show-
ing the two measurement techniques. The purple and green
curves correspond to two instances of δng. The approach used
in the main text (blue arrow) tracks the peak in the charge
dispersion curve by sweeping nextg and fitting the resulting
curve, yielding a dynamic range [−0.5e, 0.5e). The technique
in [22, 23] tracks δf (red arrow), which aliases all charge fluc-
tuations into the interval [0, 0.5e]. (b) Plot of Sδf for our data
and [22, 23]. The data sets show similar noise magnitude and
exponent, suggesting a similar underlying noise mechanism.
(c) Plot comparing Sq taken with the two techniques. The
blue curve is the charge spectrum presented in the main text,
while the orange curve is the result of mapping from offset
charge to difference frequency and back to the offset charge
interval [0, 0.5e].
2aliasing arising when two consecutive measurements dif-
fer in offset charge by a value larger than ±0.5e. If in-
stead (as in the works of [22, 23]) no external bias is used
and only the difference frequency at a single bias point is
measured, then every data point is mapped to the interval
[0, 0.5e]. An example of this is shown in Fig. S1a, where
two different instances of δng are displayed. With access
only to difference frequency at a single bias point, it is
impossible to uniquely determine the value of δng that
produced the measured δf , and therefore an arbitrary
choice must be made to assign a value to δng. This arbi-
trary choice must be made any time ng nears the bound-
ary of the interval [0, 0.5e], as, e.g., ng = 0.6 and ng = 0.4
both correspond to the same difference frequency. Thus
δng can never leave the interval [0, 0.5e]. Critically, this
aliasing applies to every measurement, whereas the alias-
ing from our approach only applies to changes in offset
charge between two measurements that exceed ±0.5e.
The impact of the aliasing is shown in Fig. S1c. Here,
we plot the charge noise power spectral density measured
via Ramsey tomography in blue. We then convert our
data to a time series of δf , and finally map from δf back
to the gate charge interval [0, 0.5e]. The power spectrum
of the intentionally aliased data is plotted in orange. For
the aliased data, we see a reduction of the noise exponent
from 1.93 to 1.76, a reduction in the noise power by ap-
proximately two orders of magnitude, and a white noise
ceiling at frequencies below 3× 10−4 Hz.
III. SIMULATION OF DISCRETE CHARGING
EVENTS
To generate the histogram in Fig. 4a, we perform a
COMSOL simulation to calculate the induced charge on
the qubit island associated with nucleation of a discrete
1e charge in the dielectric space between the qubit island
and the circuit groundplane (Fig. 4b). We then permit
both charge polarities, which would correspond either to
the nucleation of both positive and negative charged par-
ticles, or to the adsorption/desorption of a single charged
species. We sample the entire groundplane cavity with
uniform density, appropriately alias the data to account
for the finite dynamic range of our charge measurement
(so that, e.g., 0.6e is mapped to −0.4e), and histogram
the results. This naive simulation yields surprising agree-
ment with the measured distribution of discrete charge
jumps.
Within a picture of impingement of discrete charges
in the dielectric cavity of the qubit groundplane, the
measured rate of charge jumps corresponds to a flux of
charged particles of 17/cm2·s, which could be due, e.g., to
a partial pressure of charged species of order 10−22 Torr.
This pressure corresponds to roughly 0.4 ions in the Al
box housing the sample, so the drift of charge might be
better viewed as due to some element within the sam-
ple box that releases charge at a rate of ∼ 500 particles
per second. For example, the charge could be generated
from the relaxation of strain in the PCB material used
to couple signals into and out of the sample box or from
the relaxation of strain in the dielectric substrate itself.
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FIG. S2. Measurements of qubit B. (a) Time series of off-
set charge in qubit B. (b) Low-frequency charge noise power
spectral densities for qubits A and B, along with the range of
charge noise seen in SETs. (c) Histogram of discrete charge
jumps in qubit B. The solid traces represent the simula-
tion of discrete charging events after the method of Section
III (red) and Gaussian measurement uncertainty with width
0.01e (purple).
3Alternatively, it could be that free charge is generated
by cosmic rays that are absorbed in the qubit substrate
or in the material of the sample enclosure. However, the
flux of cosmic rays is only 0.025/cm2 · s at sea level [37–
39], likely too low to account for observed rate of discrete
charge jumps.
IV. MEASUREMENTS OF QUBIT B
A second, nominally identical device (qubit B) was
characterized in the same cooldown that yielded the data
presented in the main text. The only difference between
the devices was a slightly reduced EJ of 9.9 GHz for qubit
B compared to 10.8 GHz for qubit A. Time series of fluc-
tuating offset charge in qubit B are shown in Fig. S2a.
The charge power spectral density calculated from this
data shows α = 1.87 and Sq(1 Hz) = 1.6 × 10−4 e2/Hz
(Fig. S2b). The histogram of discrete charge jumps mea-
sured in qubit B is shown in Fig. S2c along with the
results of simulations of the type described in the pre-
vious section. In this case, the measurement cycle time
was 30 s and the Gaussian central peak in the charge
histogram corresponds to a fit uncertainty of 0.01e. We
find large discrete jumps in offset charge at a rate of one
event per 290 s, corresponding to an impingement rate
of 15/cm2 · s.
V. CHARGE-FLUX NOISE CORRELATION
A complete microscopic picture of low-frequency 1/f
charge and flux noise is still lacking. To aid in the un-
derstanding of these noise sources, we performed a series
of experiments on qubit A to probe charge-flux correla-
tions, as observation of such correlations could be used
to constrain possible microscopic models. Here we de-
scribe these measurements, which allow us to place an
upper bound on the level of correlation between charge
and flux fluctuators.
The measurement protocol involves interleaved single-
shot Ramsey sequences executed at appropriate bias
points in flux and charge space that provide access to flux
noise, QP parity, and charge noise. The high-bandwidth
flux noise measurement is performed at a charge bias that
yields zero first-order sensitivity to charge noise and max-
imal sensitivity to QP parity, as shown in Fig. S3a. The
idle time is fixed so that both parity bands are mapped
to the same final qubit state. Since the experiment is
conducted away from the upper flux sweet spot in or-
der to achieve sensitivity to flux fluctuations, EJ/EC is
reduced from its maximum value, resulting in a larger
charge dispersion and a shorter idle time for the Ramsey-
based flux noise measurements. By computing the cross
power spectral density (CPSD) of single-shot flux and
charge tomography scans, we probe correlations between
flux and charge noise in the band from 2 × 10−1 Hz to
100 Hz.
A low-frequency cross spectrum is taken by interleav-
ing the offset charge measurement with a low-bandwidth
measurement of the flux. This can be achieved by
performing a standard Ramsey measurement at a flux-
sensitive bias to determine the qubit free precession fre-
quency and using the transfer function dω10/dΦ to ex-
tract the fluctuating bias flux. The Ramsey measure-
ment is done with a fixed idle time (set by the frequency
separation of the parity bands) and a varying phase of
the final gate. Fitting the resulting Ramsey measure-
ment then gives an estimate of the flux deviation. From
the separate charge and flux time series we compute the
CPSD of charge and flux noise.
In Fig. S3b we combine the low- and high-bandwidth
charge-flux CPSD in a single plot. To understand the
strength of the correlation, it is informative to compare
the cross spectrum SqΦ with the geometric mean of the
direct charge and flux spectra (SqSΦ)
1/2
. For maximally
correlated noises, the magnitude of the CPSD will equal
this quantity, with a well-defined phase across the spec-
trum. Note, however, that two uncorrelated time series
will also have a CPSD with a magnitude equal to the ge-
ometric mean of the direct spectra, although in this case
the phases of the cross spectrum will be random. As
the magnitude of the sum of N random phasors scales as√
N , the noise floor SqΦ/ (SqSΦ)
1/2
is then set by 1/
√
N ,
where N is the number of averages per data point. For
the low-bandwidth measurement, we average 250 spectra
at a data rate of 5× 10−3 Hz, corresponding to 36 hours
of measurement, setting the noise floor SqΦ/ (SqSΦ)
1/2
at 0.06. Indeed, the upper bound on charge-flux corre-
lation achieved around 10−2 Hz matches well with this
noise floor set by finite averaging.
The high-bandwidth measurement protocol involves
a much higher repetition rate of 10 kHz, so that fi-
nite averaging is not an issue. However, in contrast to
the low-bandwidth schemes that allow direct monitoring
of charge and flux, the fast single-shot protocol moni-
tors the accumulation of spurious phase, and we rely on
known transfer functions to map this phase to fluctu-
ating charge and flux. The flux measurement is exe-
cuted at a point where we are first-order insensitive to
charge noise (and vice versa); however, the second-order
sensitivity to charge noise at the charge sweet spot is
non-negligible. Indeed, by performing a check experi-
ment at a bias point that is insensitive to first order to
both charge and flux noise, we find that the noise floor
in our charge-flux CPSD is set by second-order charge
noise (black trace in Fig. S3b), putting an upper bound
on charge-flux correlation at 1 Hz at the level of 0.1.
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FIG. S3. (a) Pulse sequence for the high-bandwidth measurement of the charge-flux CPSD SqΦ. The qubit is biased to a
charge-insensitive, flux-sensitive point. A broadband X/2 gate followed by an appropriate idle time maps the two QP parity
states to the same point on the equator of the Bloch sphere; a final Y/2 gate maps the accumulated phase to qubit population.
Following the flux measurement, we de-populate the readout cavity and immediately follow the measurement with the same
QP parity / charge sequence described in the main text (Fig. 3a), with the charge noise measurement now conditioned on the
flux noise measurement to account for the initial qubit state. (b) Cross power spectral density of charge and flux. The blue
curve is the geometric mean of the direct spectra Sq and SΦ, the orange curve is the charge-flux CPSD SqΦ, and the black
curve is the noise floor set by the CPSD between second-order charge noise and charge noise. The low-frequency spectra are
derived from interleaved time series of fluctuating offset charge (from measurements of the type described in Fig. 2) and offset
flux (from a standard Ramsey experiment). We average 250 spectra acquired at a rate of 5× 10−3 Hz, resulting in a noise floor
of SqΦ/ (SqSΦ)
1/2 = 0.06. The high-bandwidth measurement of charge-flux CPSD is dominated by second-order charge noise
due to large random jumps in offset charge (black trace).
