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ABSTRACT
The automated detection of cerebral vessels is of great impor-
tance in understanding of the diagnosis, treatment and mecha-
nism of many brain vascular pathologies. However, automatic
vessel detection from 3D angiography continues to be an open
issue. In this paper we introduce a novel 3D symmetry filter
that has excellent performance on enhancing vessels in mag-
netic resonance angiography (MRA). The proposed filter not
only takes into account of local phase features estimated by
using a quadrature filter so as to distinguish between lines and
the edges, but also uses the weighted geometric mean of the
blurred and shifted responses of the quadrature filter, which
allows more tolerance in the position of the respective con-
tours. As a result this filter can produce a strong response to
the vascular features despite variations in scale, contrast, and
bifurcations in images. Our results demonstrate its superior
performance to other state-of-the-art methods.
Index Terms— cerebral, vascular, quadrature, symmetry,
MRA, enhancement;
1. INTRODUCTION
Recent years the vessel segmentation methods for different
types of medical images have been developed rapidly, as evi-
denced by extensive reviews, such as a general review on this
topic [1], and a review on 3D vessel segmentation [2]. How-
ever, the segmentation of cerebral vessels is a relatively unex-
plored field, primarily due to the complex geometry involved,
as well as problems posed by low image contrast and spatial
resolution.
For the purposes of this paper, only cerebral vascular seg-
mentation techniques will be reviewed, with the intention of
providing readers with some insight into this problem do-
main: the review is thus by no means exhaustive in terms
of automated analysis vessels. Manniesing et al. [3] reported
a level set method for the segmentation of cerebral vessels
from CT angiography (CTA). However, the proposed method
is relatively time consuming for the segmentation. Hernan-
dez et al. [4] proposed a method based on non-parametric
geodesic active regions (GAR), and provided promising seg-
mentation results of vasculature and aneurysm from 3D Rota-
tional Angiography (3DRA) and Computed Tomography An-
giography (CTA). Babin et al. [5] proposed a line-shaped pro-
filing method with applications to cerebral vessels and arteri-
ovenous malformations. Bogunovic et al. [6] improved the
GAR and evaluated its potential and limitations in segment-
ing cerebral vessels with aneurysms from 3DRA and time
of flight magnetic resonance angiography (TOF-MRA) im-
ages. Recently, Cetin and Unal [7] introduced a cylindrical
flux-based higher order tensor for vessel segmentation, and
evaluated it on both synthetic complex tubular structures and
real cerebral vasculature in MRA datasets and coronary arter-
ies from CTA volumes. On the other hand, various filtering-
based methods have been adapted to enhance images of cere-
bral vasculature for the purpose of segmentation, such as Hes-
sian matrix-based filters [8, 9, 10], local phase filters [11, 12,
13], flux-based [14, 15], or tensor-based filtering [7, 16], and
various wavelet [17], and Gabor filters [18].
These aforementioned methods have yet to completely
solve the problems posed by the high degree of anatomical
variation across the population and varying scales of vessels
within an image. Moreover, artifacts occurred during image
acquisition, such as noise, poor contrast and low resolution,
exacerbate these problems. As a result, it has proven very dif-
ficult to choose global appropriate parameters for a segmen-
tation method that is available for different image data. In
this paper we introduce a novel 3D symmetry filter for cere-
bral vascular enhancement. This paper makes three contri-
butions. Firstly the proposed 3D filter overcomes the inher-
ent problem of vessel enhancement in medical images. Sec-
ondly, the proposed filter can produce dimensionless mea-
sures of vesselness independent of the image illumination or
contrast. As such universal solutions may have the potential
to be approached to segment vessels for different types of im-
age modalities. Thirdly the paper demonstrates its superiority
to other contemporary methods on the segmentation of MRA
images.
2. METHOD
In this section, we will present the details of the proposed 3D
symmetry filter. First, we will introduce 3D quadrature filter
in general from which local phase information can be derived.
Classic 3D symmetry filter is then derived based on the local
phase information that can enhance tubular structures. A new
weighted 3D symmetry filter is proposed by applying blurring
and shifting operators to the standard 3D symmetry filter and
combining responses from different scales and orientations.
2.1. 3D Quadrature filter
Quadrature filter is a well-established tool for extracting local
structure information in images. It can distinguish the intrin-
sic information of features in an image such as local phase
and energy. Local phase is invariant to changes in illumina-
tion and can be estimated by the Hilbert Transform under the
concept of analytical signal [19].
The Hilbert Transform is defined over the whole spectrum
of the signal. In other words, in order to enhance spatial lo-
calization and to avoid the effects of noise, the analysis of the
signal must be undertaken over a narrow range of frequen-
cies at different locations in the signal. Boukerroui et al. [20]
suggested making use of a band-pass filter, and proposed in
addition that the filter should be symmetric, or even (with con-
stant phase, so as not to change the phase information of the
original signal). The phase can be defined as:
φ(x) = arctan
(
fe(x) ∗ f(x)
fo(x) ∗ f(x)
)
= arctan
(
E(x)
O(x)
)
, (1)
where ∗ denotes the convolution operator and fo(x) and
fe(x) are the odd and even filter pair of a quadrature filter.
A quadrature filter consists with even-symmetric E(x) and
odd-symmetric parts O(x). The log-Gabor filter has been a
common choice of quadrature filters [21, 12]. It can been
seen that at edges, the odd-symmetric parts has the maximal
response, while the even-symmetric is almost 0, the filter re-
sponse is purely imaginary, and the filtered signal is strongly
‘edge-like’: while at lines odd-symmetric is almost 0 and
even-symmetric has maximal response, the filter response is
purely real, and leads to an ‘line-like’ signal. This suggests
that edges align with the zero crossing of the real part of the
phase map.
The extension of the quadrature filter to 3D is accom-
plished in this paper, by designing a 3D log-Gabor filter. The
transfer function of the 3D log-Gabor filter in the frequency
domain is defined as:
LG = exp
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where the first and second term are the log-Gabor and Gaus-
sian functions, respectively. The bandwidth of the filter in
the radial direction is determined by a scaling factor k, and
ω0 is the center spatial frequency of the filter. p is a point
in the frequency domain with ω(p) = ‖p‖. The azimuth
(Φ1) and elevation (Φ2) are the angles between the directions
of the filter. The position vector at point p in the frequency
domain is given by α(p,Φ1,Φ2) = arccos(p × ν‖p‖ ), where
ν = (cosΦ1cosΦ2, cosΦ1sinΦ2, sinΦ2) is a unit vector. τα is
the standard deviation of the Gaussian function in the angular
direction, which describes the angular selectivity of the filter.
2.2. 3D Symmetry filter
As suggested by Kovesi [22], an image symmetry measure
can be used to identify that the response of the even filter dom-
inates the response of the odd filter by taking the difference
of their absolute values, and the symmetric responses of the
filter in 3D domain can thus be determined:
%(u, v, w) =
∑Θ
θ=1 (|Eθ(u, v, w)| − |Oθ(u, v, w)| − T )∑Θ
θ=1
√
E2θ (u, v, w) +O
2
θ(u, v, w) + ε
, (3)
where the even and odd filters are defined as
En(u, v, w) = real(F−1LG× F (I(u, v, w))), (4)
On(u, v, w) = imag(F−1LG× F (I(u, v, w))). (5)
Here, En and On denote the responses of even symmetric
and odd symmetric parts of a quadrature filter at scale n. F
and F−1 denote the forward and inverse 3D Fourier Trans-
forms, and I(u, v, w) indicates the intensity value at location
(u, v, w). In practice, multiple orientations (θ) are needed
to capture structures at different directions, with the inten-
tion of achieving a rationally invariant response. ε was set
to 0.001 (as was done in [23, 22]), and Θ indicates the to-
tal number of directions under consideration, which given as
θ = {pi4 , pi2 , 3pi4 , pi}. The kernel size is 15 × 15. The con-
stant ε is able to prevent division by zero in the case in which
the signal is uniform and no filter response is obtained. T
denotes the compensation term of the noise, which represent-
ing the noise alone in the signal could generate the maximum
response: T = µ + ν × σ. This factor can be obtained by
combining the estimated influence of noise on each of the fil-
ters: µ is mean of the local energy distribution of noise, and
the distribution of noise is expected to be Rayleigh. σ de-
notes the standard deviation of the local energy distribution
of noise, and ν is a specified number that provide a balance
between the vessels and background, and was set to 5.
2.3. Blurring and shifting
In order to allow for greater tolerance in the positions of the
respective contours, blurring and shifting operations on the
proposed filter responses are required. As inspired by [24],
the blurring operation is taken by using a Gaussian function
Gσ on the responses of the proposed filter. σ indicates the
standard deviation of the quadrature filter that responds most
strongly to edge features: it can be determined by σ = σ0 +
αρ, where σ0 and α are constants, and ρ is the radius repre-
senting a linear function of the distance from the centre of the
quadrature filter. The choice of the value ρ is related to the
size and complexity of the local pattern.
Each blurred quadrature response will then be shifted
respectively by a distance ρi in the direction opposite to
φi. In Cartesian coordinates, the shift vector in question is
(∆ui,∆vi,∆wi), where ∆ui = −ρicosφi, ∆vi = −ρisinφi,
and ∆wi = −ρisinφi. Finally, the blurred and shifted re-
sponse of the quadrature filter for each tuple (σi, ρi, φi) in set
S is defined:
Sσi,ρi,φi(u, v, w) = max
u′,v′,w′
{%σi(u−∆ui − u′, v −∆vi − v′, w −∆wi − w′)Gσ′(u′, v′, w′)}.
(6)
The above process obtains the responses in different posi-
tions (ρi, φi) with respect to the filter centre. In consequence,
the shift operation is able to assemble all the responses in the
proposed filter centre. The responseR(u, v, w) is the blurred
and shifted response of the quadrature filter, which can be ob-
tained by thresholding the responses:
R(u, v, w) =
∣∣∣∣∣
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where | · |t aims to threshold the response at a fraction
t(0 ≤ t ≤ 1) of the maximum responses. The multiplica-
tion operator is applied to force only in the case that all the
afferent blurred and shifted responses must be greater than
zero to achieve a response. In practice, the weight achieves
the maximum value ω = 1 when ρ = 0, while reaches the
minimum value ω = 0.5 if ρ = ρmax.
Finally, the responses from different scales are com-
bined. The response of the proposed 3D filter at each scale
is weighted by the βth power of the magnitude of the filter
response at that scale n, and the weighted difference is then
normalized by the sum of the magnitude of the filter response
vectors over all scales:
R =
∑N
n=1Rn|Rn|β∑N
n=1 |Rn|β
(8)
3. EXPERIMENTS AND RESULTS
We evaluated the proposed enhancement method against a
publicly available dataset - MIDAS [25] with 50 ToF MRA
images. These images were captured by a 3T unit under stan-
dardized protocols, with voxel size of 0.5 × 0.5 × 0.8 mm3,
and reconstructed with 448× 448× 128 matrix.
In order to quantitatively evaluate the performance of the
proposed method, two types of reference standard, manual
and semi-manual annotations, were used in this work. Man-
ual annotation: As in the annotations of the Grand Chal-
lenge of VESsel SEgmentation in Lung (VESSEL12) [26],
we asked two graders to annotate four axial slices of each
case. 360 landmarks were labeled in each case, of which 220
and 140 were annotations on vascular and non-vascular re-
gions, respectively. The points located at the vessel bifurca-
tions, bent vessels, or regions where the proposed method was
Fig. 1. Manual annotations. (a) Manually annotated land-
marks displayed on one axial slice. (b) Landmarks displayed
on MIP. (c) Landmarks displayed on proposed segmentation
result. Red: non-vascular region; Green: vascular region.
Fig. 2. Semi-manual annotations. (a) MIP view of a sample
MRA: the selected region indicates the region of the CoW.
(b) Semi-manual annotation on the CoW by the method of
Bogunovic et al.[6]. (c) The performance of our method.
expected to differ most clearly are annotated as vascular land-
marks. A consensus between two of the graders was used as
the final reference standard. Based on the diameters of ves-
sels, the slices which contained a high proportion of Circle
of Willis (CoW), large, medium, and small vessels were se-
lected for annotation. Fig. 2 illustrates manual annotation
imposed on 2D, 3D and maximum intensity projection (MIP)
images. Semi-manual annotation: Bogunovic et al. [6] em-
ployed an open source tool kit - TubeTK [27] to generate an
almost-manual annotation of the same dataset: by tracing the
centerline of the vessel, and the vessel surface was extracted
using the geodesic active contour method [28], as shown as
Fig. 2(b). It should be noted that, this annotation concen-
trates on the vessels located in the region of the Circle of
Willis only: accordingly we use this annotation to validate
the performance of the proposed method on the CoW.
The top row of Fig. 3 shows a slice of an MRA scan,
and the results after applying three state-of-the-art medi-
cal image enhancement functions: the Frangi’s Vesselness
Filter (FVF) [8], the Isotropic Undecimated Wavelet Filter
(IUWF) [17], and the 3D Local Phase Filter (LPF) [11], as
well as the proposed method. The default parameters were
used in the experiments. Overall, all methods demonstrate
similar performance on the large vessels. However, for ac-
curate observation of small vessels, the proposed method
provides relatively stronger responses than other enhance-
ment methods, and this is confirmed by the middle row of
Fig. 4 - the corresponding MIP results. In contrast, the pro-
posed method provides brighter results as compared to other
dation Program of China (61601029,61602322).
Fig. 3. Performances of different vessel detection methods on both 2D and 3D. From top to bottom: enhancement results on
one axial slice; enhanced result are visualized in 3D by MIP; vascular segmentation results.
Table 1. Segmentation results obtained using different vascu-
lar enhancement methods.
Methods TP FN FP OM
FVF 91.43% 5.24% 7.48% 91.41%
IUWF 93.87% 5.02% 7.02% 92.44%
LPF 94.12% 4.83% 6.91% 93.89%
Proposed 95.78% 4.42% 6.62% 95.01%
Table 2. Segmentation results obtained on the Circle of Willis
by using different cerebral vascular segmentation methods.
Methods TP FN FP OM
HOOI 94.54% 5.46% 7.45% 92.86%
RAnk-1 95.43% 4.57% 6.57% 94.78%
ITM 93.07% 6.93% 9.82% 91.74%
Proposed 96.24% 3.87% 5.91% 95.53%
methods, and it demonstrates better performance in enhanc-
ing the small vessel indicated by the green arrow. The bottom
row of Fig. 3 shows the segmentation results obtained using
different enhancement methods at the optimal threshold: it
reveals that our method is able to detect more small vessels.
In addition to visual inspection of the results, objective
evaluation was also undertaken by comparing the segmenta-
tion results from different methods. Quantitatively evaluation
results are reported in Table 1 in terms of True Positives
(TP), False Negatives (FN), False Positives (FP), and Overlap
Measure (OM). The optimal threshold values (FVF: 0.75,
IUWF: 0.75, LPF: 0.80, proposed: 0.80) were determined at
the highest overlapping measure (OM). Overall, the proposed
method achieves the best scores in terms of all the metrics,
with TP=95.78%, FN=4.42%, FP=6.62%, and OM=95.01%.
In addition, evaluations of performance on segmenting the
CoW were performed based on semi-manual annotation pro-
vided by Bogunovic et al. [6], and compared with three state-
of-the-art cerebral vessel segmentation methods: Higher
Order Orthogonal Iteration (HOOT) [15], Finding Rank-1
Approximation (RAnk-1 Approx) [16], and Intensity-based
Tensor Model (ITM) [7]. The results show that our method
achieves the best performance, with TP=96.23%, FN=3.87%,
FP=5.91%, and OM=95.53%.
4. CONCLUSIONS
In this paper, we have presented a new weighted 3D symmetry
filtering technique for cerebral vasculature enhancement. The
proposed filter exploits the advantages of local phase as esti-
mated by a 3D quadrature filter, and by the geometric mean
of the blurred and shifted quadrature filter responses, as thus
to allow more tolerance in the position of the respective con-
tours. Visual inspection and quantitative evaluations on the
MIDAS dataset showed that, compared to other established
methods, the proposed filter obtains better vascular detection
performance. The evaluation results in Table 1 and Table 2
demonstrate that the superiority of our model when compared
with other state-of-the-art methods. It is worth noting that in
Fig. 3, the results of the proposed method on segmenting the
CoW is very close to that of the semi-manual method, and
even demonstrates better performance on relatively low in-
tensity regions. This is because GAR responds only weakly
to poor intensity regions. It is our intention in our future work
to evaluate the segmentation performance on the CoW, large,
medium and small vessels individually.
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