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Abstract. We investigate the minimization of Newton's functional for the problem of the body 
of minima! resistance with maximal height M > 0 [4] in the class of convex developable functions 
defined in a disc. This class is a natural candidate to find a (non - radial) minimizer in accordance 
with the results of [9]. 
We prove that the minimizer in this class has a minimal set in the form of a. regular polygon 
with n sides centered in the disc, and numerical experiments indicate that the natural number n ~ 2 
is a non - decreasing function of Iv!. The corresponding functiu11::i all achieve a lower value of the 
functional than the optimal radially symmetric function with the same height M. 
1. Introduction 
There has been a recent revival of interest in Newton's problem of the body of min-
imal resistance. In modern terms this problem can be formulated as the minimization 
problem 
(1.1) inf .F(U), 
UEC 
with r dx :F(U) = Jn 1 + l\7Ul 2 • 
Here n is a smooth subset of JR.2; the graph of the function U represents the form of a 
three - dimensional body, and the functional .F models the resistance experienced by 
this body as it moves through a cloud of gas particles. We refer to [4] for a detailed 
discussion of the model and the history of this problem. 
The form of :F favours functions U with rapid oscillations. Because of this fact, the 
choice of the class C of admissible functions is a delicate issue. A number of different 
choices have been explored in the literature [4, 5, 6, 7, 2], but the most interesting 
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one, from a mathematical viewpoint, seems to be 
C = {U : n -t (0, M] : U is convex}. 
We shall adopt this definition of C throughout the further discussion. The scalar 
constant M > 0 is a parameter whose role will become clear below. 
When 0 is a ball in 1R 2 - which we shall assume from now on - the function :F and 
the set C are rotationally invariant. Newton exhibited a function U [8] that is radially 
symmetric and minimizes the functional :F among all radially symmetric members of C. 
This function is smooth and strictly convex, except on a circular set where its derivative 
jumps (see Figure 1, the rightmost shape). For a long time it was implicitly assumed 
that the minimizer of :F among the whole of C is necessarily radially symmetric, and 
therefore coincides with the function found by NEWTON. However, the symmetry of 
the general minimizer was never proved, and in 1996 the converse was demonstrated 
by BROCI<, FERONE, and KAWOHL (3]: when n is a ball, the minimizer of :F over 
C is necessarily non - radially symmetric. The proof consisted of remarking that the 
second derivative of :F, calculated at Newton's function, had a negative direction that 
was admissible. Therefore the functional was not minimal. 
This result naturally opened the, hunt on the true form of the minimizer. In [9] we 
proved a first step in this direction: 
Theorem 1.1. Let U achieve (1.1), and let w C n be an open set. Then U is not 
strictly convex on w. 
The class of non - strictly convex functions on ! 2 is still relatively large. In this paper 
we jump the gun, and investigate the functional :Fon a much smaller set of functions 
Cd. The set Cd is defined to contain all functions U E C such that the graph of U is 
the convex envelope in JR.3 of the sets 80. x {lvl} and No x {O}, where 
No = {x E 0 : U(x) = O}. 
Alternatively (and equivalently): U belongs to Cd whenever U is convex, takes values 
between 0 and M, satisfies U(811) = !vf, and has no extremal points in n\N0 • Figure 2 
shows the contour lines of a typical function U. Note that for elements of Cd the convex 
set No completely characterizes the function. 
The reason for considering this set of admissible functions is the following conjecture: 
Conjecture 1.2. Let U solve (1.1). Then U E Cd. 
As supporting evidence for this conjecture we mention of course Theorem 1.1. In-
deed, if we know that U is of class 0 2 in n \ No, then the conjecture follows from 
a well- known geometrical property: any regular convex surface with zero Gaussian 
curvature is indeed a so - called developable surf ace, and can be extended up to a sin-
gular line called line of striction. Unfortunately, no similar result seems to be known 
for convex surfaces without any a priori additional regularity; moreover, if \JU has 
discontinuities in n \No, then U is only a piecewise developable function. This is why 
the conjecture is still an open question. 
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In this paper we thus investigate the problem 
(1.2) inf :F(U) . 
UECd 
We obtain the following result: 
Theorem 1.3. Let M > 0 be given. If U solves (1.2), then the set No is a regular 
polygon centered in n. 
This theorem is proved in two steps. In Section 4 we show that No is necessarily 
a polygon. In Section 5 we show in addition that this polygon must be regular and 
centered. 
We have computed the value of the functional F for the different regular polygons 
(m = 2, 3, 4, etc.) with an explicit formula (see Appendix A). It turns out, from 
numerical experiments, that there exists a decreasing sequence (Mn) C N, n = 2, 3, ... , 
with Jvl2 = oo, with the following property: If 1\-111+1 < M < Mn, and if U solves (1.2), 
then the set Na is a regular polygon with n sides. 
This can be seen in Figure 1, where the analytic curves formed by the value of F for 
n - sided regular polygons are plotted; the optimal curve is a piecewise combination 
of these. We have also shown in this graph the value of the functional for the radial 
minimizer given by NEWTON. 
The critical values !vin are given in Table 1. 
Table 1: Critical valuoa of J\.1 for regular polygons. 
Ms 1.179535875 
M4 0. 754344515 
M5 0.561232469 
Jvl6 0.447571675 
M 7 0.372163842 
Ms 0.318383452 
M 9 0.278081912 
2. The problem in Cd 
The members of Cd are completely characterized by their set No, and using the 
convexity of this set we introduce a more convenient representation. Consider the 
function U of which the contour lines are drawn in Figure 2. 
We assume that n is the unit ball, and we denote by s the arclength coordinate 
along 80. = 51, in the positive direction; x(s) is the point at s, and let f(s) be the 
tangent of No parallel to x'(s), as shown in the figure. We define u(s) to be the signed 
distance of e(s) to the origin, i. e. u(s) = d(i(s), 0) if e separates 0 from x(s), and 
u(s) = -d(£(s), O) otherwise. Then u( ·) completely characterizes No, and to every 
convex set No c 0 there corresponds a function u: 8 1 --+ [-1, 1]. 
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Figure l: Value of the functional F for optimal regular functions; the thinner line up shows the value 
for Newton's radial minimizer. We plot the graph of U inverted, as a concave function, since the 
human eye i.s accustomed to viewing objects from above. 
La.chand - Robert and Peletier, Minimal Resistance for Developable Functions 157 
We now express the convexity condition and the functional :Fin terms of u. If l(s) 
intersects N 0 in one point, then we define y(s) to be this intersection point. If l(s) 
has multiple intersections with N 0 , then y(s) is not well-defined, and tl1e function y 
is discontinuous at such a point. Denoting the radial and tangent unit vectors at x(s) 
by er(s) and e8 (s), we have 
u ( s) = y ( B) • er ( s) . 
Hence u'(s) = y(s) · e8 (s) since y'(s) · er(s) = O; and 
u"(s) = y'(s) · es(s) - y(s) · er(s) = IY'(s)I - u(s) 
implying 
u + u"(s) = ly'(s)I > 0. 
This is an important result: the condition u + u11 > 0 (in the sense of distributions 
on S 1 ) is equivalent to the statement that the corresponding set No is convex. In the 
following we shall always assume that u satisfies this condition. 
While discussing this point, note that since u + u" = IY1(s)I, the distribution 
u + u" is in fact a Radon measure. The support of the singular part of this mea-
sure coincides with the values of s at which y is not continuous1 or equivalently, at 
which E(s) intersects No in a line segment of non-zero length. The value of the sin-
gular part of u + u" at such a point is equal to the jump in y, which in turn equals the 
length of the line segment. At all other points s the singular part of u + u" is zero, 
and y is continuous. 
On the straight line segment [x, y] the gradient of U is constant, and its length equals 
M/((x -y) ·er)= M/(1- u). Hence, using the notation f(t) = 1/(1+1tl2 ), we find 
:F(U) lo j (VU) dx 
~ l 1 f(O) y(s) /\ y'(s) ds + ~ fs1 f ( 1 -~(s)) (x - y) /\ (x' + y')(s) ds 
- % f(O) fs 1 u(u + u") + ~ fs 1 f ( 1 ~ u)(l -u)(l + u +u11). 
Hence since f (0) = 1, we have to minimize: 
where 
(2.2) <J(x) := xf(l/x) x3 
1 + x 2 
in the set )((-1, 1), where we define 
(2.3) 
Note that (2.1) is meaningful 1 as integrals of a product of a continuous function and 
a Radon measure. 
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Figure 2: Parametrization of N 0 • 
It is sometimes convenient to write F in the form: 
(2.4) 2F(u) = J w(u)(l + u + u/I) - I u 
where 
\JI ( ) = M ~ ( 1 - t) = tJyf2 + ( 1 - t) 2 
t t + M M2 + (1 - t)2 
Integrating by parts, this can also be written in the form: 
(2.5) 1 r 2 F(u) = 2 J 81 ry(u) - u1 '11 1 (u) 
where 
' 
' 
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TJ(t) M 2t2 + (1 - t) 2 
. - -t + ( 1 + t) w ( t) = M2 + ( 1 - t) 2 , 
'lil(t} 2 Af2 - (1 - t)2 
- M ( M2 + (1 - t) 2 )2 . 
We shall also use 
ll'1 (t) .- "[I (t) - 1. 
3. An estimate of VU 
In (4] it was proved that if U achieves (1.1), then l'VUI <f. (0, 1). This fact is related 
to the concaveness off (t) = 1/ (1+1t12 ) near zero. The radially symmetric minimizer 
UN presented by Newton satisfies this condition, and in fact achieves the limit case: 
close to N 0 , IVUI approaches the value 1. 
The bound on u of Lemma 3.1 below is a reformulation of this result: since IVUI = 
M/(1 - u), the inequality l'VUI > 1 is equivalent to 
(3.1) u > 1-M. 
If Conjecture 1.2 were proved, then (3.1) would follow directly from (4]. Since we have 
no proof for the conjecture, we state here an independent proof. 
Lemma 3.1. Let u solve problem (4.1). Then u > 1- M. 
Proof. To force a co11tradictio11 we assume that u(so) < 1 - M, au<l without los~ of 
generality we also assume that so is a local minimum of u. There are two possibilities: 
either u1 jumps at s = s0 , or u' is continuous. We first consider the former case. 
Note that u < 1-M is equivalent to w'(u) < 0. For small TJ > 0, to be chosen later, 
we define u to be continuous on S1 , and to satisfy in addition 
it= u on S 1 \(so-11,so+TJ) and u+u" == 0 on (so-11,so+TJ). 
The geometrical interpretation of u is that of a polygon similar to that of u, but where 
the side corresponding to so is split into two sides, which are then slightly dented 
outwards. 
We set v =ii. - u, and require 1J to be small enough to ensure that it1(u) < 0 on the 
support of v. On the basis of (2.4) the derivative of£ H- 2F(u + ev) at c = 0 is given 
by 
(3.2) 2F1 (u) · v = j w(u)v 11 + j '11 1 (u)v(l + u + u 11 ) + j (w(u) - l)v. 
Note that since v > 0 and '11( ·) - 1 ~ 0, the last two terms are negative; in order to 
obtain a contradiction we only need to show that the same is true for the first. 
The function v" is a Radon measure with zero integral, i. e. J v 11 == 0. The positive 
part (v") 4 is concentrated at s = s0 ± TJ. Noting the sign of '11' we have '1i(u(s)) > 
\J!(u(so + 17)) for so - 1J < s <so+ 17. Therefore 
/ w(u)v" = J ['1i(u) - w(u(so + 11))]v11 < a. 
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This proves the Lemma for the first case. 
We next turn to the second possibility, and assume that u' is continuous at s = 80 . 
We choose 1J > 0 and define v(s) = [tt(so + 17) - u(s)]+- Repeating the argument, 
we again have v > 0, so that the last two terms in (3.2) are negative. By a similar 
reasoning it follows that 
J w(u)v" = J [if!(u) - if!(u(so + 7J))]v" < a. 
This concludes the proof. 0 
With this estimate we can derive a simple but useful convexity property. Remark 
that translating the set N 0 results in adding to u functions of the form v(s) := acoss+ 
b sins. Writing the functional in the form (see (2 .1)) 
2F(u) = fs1 u(u+u11 )+1Vl fs 1 ~(l~u)(l+u+u"), 
and differentiating this twice in the direction v we find 
2d2F(u)·v·v = ~ fs 1 <li"(l~u) (l+u+u11 )v2 . 
Since ~11 ((1-u)/M) > 0whenever1-M < u < 1, with a strict inequality if u < 1, we 
find that F is strictly convex with respect to translations of the set No. This proves 
th~ following corollary: 
Corollary 3.2. If the set No has an axis of symmetry, then this set is centered in 
n with respect to this symmetry. 
4. N 0 is a polygon 
In order to prove that N 0 is a polygon we prove the following, more general, theorem. 
Consider two numbers a< b, and the problem 
(4.1) inf F(u), where F(u) ::::: { [g(u(s)) - u' 2 (s)h(u(s))] ds 
uEX(a,b) } s1 
where X(a, b) is defined in (2.3). We assume that g, h E C 2 (IR), and 
(4.2) h(t) > 0 for all t E (a,b], h(a) = 0, g'(a) > 0. 
Theorem 4.1. Let u, be a minimizer of ( 4.1). Then the support of u + u" is a finite 
subset of 8 1 • 
This theorem applies directly in our case by setting a = 1 - M, b = 1, g = 7J, h = '1! 1• 
Proof. We assume, to force a contradiction, that there exist sequences (a:n) C 
(0, oo), (sn) E S1 such that limo:n = 0 and the intersection of the support of 
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µ :::::::: u + u" and (sn, Sn+ an) is non-empty. Since S 1 is compact, the support 
ofµ has an accurnulation point in S1; we choose this point to be the origin of 8 1 . 
Let us first assume that u(O) >a; hence {u >a} is a neighbourhood of 0, and there 
exists a constant c > 0 such that h(u) > c in this neighbourhood. 
For each c > 0, there exists 0 < e 1 < e-2 < c: such that 
(4.3) 1;,(Ji) > 0, i = 1, 2, 3, 
for each of the intervals J1 := (O,c-i), J2 := [c: 1 ,c:2 ), J3 := [e2 ,c:). For i = 1, ... ,3 and 
e: > 0 given, let wi be the unique solution of the problem 
Then there exist (>.i)i::::l, ... ,3 such that Ve- := "E:::i AiWi satisfies 
3 3 
(4.4) 0 = v~(O) = L AiW~(O) and 0 = v~(c:) = L Aiw~(c). 
i=l i=I 
\Ve extend this function by zero outside (0, s), such that v~ is continuous at 0 and c. 
Hence there exists r/o > 0 such that u + 7]Vi; E X for all 17 E [-1Jo, 110]. Since u solves 
(4.1), it follows that F"(u)vi:: ·Vi: > 0, that is 
Let us note 
such that 
(4.5) 
0 < r g 11 (u)v; - 2h(u)v~ 2 - 4u'h'(u)v!ve - u12 hl!(u)v; f s1 
< r [g11 (Lt) + u'2 h"(u) + 2u11h1(u)]v; - 2h(u)v~ 2 . ls1 
Since by the Sobolev embedding 
where c0 does not depend on c:, this contradicts (4.5) for small enough£. 
Hence we have u(O) = a. Ivloreover, from the previous argument we know that the 
support of u + u" is finite in any compact subset of {s E 8 1 : u(s) >a}. Since 0 is 
not an interior point of the set { v, = a} we can assume for instance that u( s) > a in a 
right neighbourhood of 0, say (0, s0 ). Then there exists an infinite decreasing sequence 
(tn) with limit 0 and a summable sequence (an) C (0, oo), such that the restriction of 
u + u 11 to (0, so) equals Ln an8t,,. 
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For any given n E IN, n > 2, let us define the function Vn as follows: 
{
sin(s - tn+d sin(tn-1 - tn) if s E (tn+1, tn), 
Vn(s) = sin(tn-1 - s) sin(tn - tn+d if s E (tn, tn-d, 
O otherwise . 
One can easily check that Vn is continuous and that the support of Vn + v~ is the 
set { tn+i, tn, tn-l }. Therefore u ± £Vn is admissible for c srnall enough: this implies 
F 1(u) · Vn = 0: 
0 F'(u) · Vn 
j [g'(u) - (u1) 2 h1(u)] Vn - 2u1 h(u)v~ 
f [g'(u) + (u1) 2 h'(u) + 2u''h(u)] Vn 
J [g'(u) + (u') 2 h'(u) - 2uh(u)] Vn + 2 f (u + un)h(u)vn. 
Taking into account that u + u11 =En O::nOt,,., and vn(tp) = 0 if p =f. n, we find 
where 
x(s) := g'(u) - g'(a) + (u') 2 h'(u) - u'(0+) 2 h'(a) + 2uh(u). 
Nate that x has limit 0 in 0 since u' ( t+) is right continuous everywhere; hence as n goes 
to infinity, J xvn/ J Vn goes to zero. We also have J vn/vn(tn) = ~(tn+1 -tn-d+o(tn)· 
On the other hand, h(u(tn)) = J;n h'(u(t))u'(t) dt ,.._, h/(a)u'(O+) tn for n large. Hence 
if we assume that g'(a) + u'(0+) 2 h'(a) =!= 0 we see that there exists c > 0 such that 
where Tj := tj-1 - t1. 
Tn + Tn-1 
Cl'.n > C --oo--
:Z: Tj 
j=n 
However it is known that if (Tn) is a positive summable sequence, then Tn / 'Ej~n 11 
is not summable. (This comes by considering the step function k such that 
k([n, n + 1)) = Tni then define I< ( x) := J't00 k. The sum I: (In J Lr::.~n Tj) is equivalent 
to J; k/I< = [Iog(-I<)]~ = oo.) We deduce that an is not summable, a contradiction. 
So we must have 
g'(a)+u'(0+)2h'(a) = 0. 
Since we assumed g'(a) < 0, we find that h'(a) > 0 and u'(O+) =!= 0. Passing now to 
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the second order derivative, we get, again writing TJ := tj-l - tj: 
0 < F" ( U) · Vn · Vn j [g"(u) + (u') 2 h"(u) - 2uh'(u)}v~ 
+ 2 j (u + u11 )h1 (u)v~ - 2 j h(u)(v;J 2 
O((rn + Tn+1) 5 ) + 2anh'(u(tn))vn(tn)2 - 2 J h(u)(v~)2 
- o((Tn + Tn+1) 4) - 2 J h(u)(v:i) 2 
163 
taking into account that Vn (tn) sin r n sin Tn+l and lim an - 0. We recall that 
h(it(s)),...., h'(a)u'(O+ )s ass goes to zero; hence 
o((rn + Tn+il4) > J h(u)(v~)2 ~ h'(a)u'(O+) tn l:~' (v~)2 
"' h'(a)u/(O+) tnTnTn+1(Tn + Tn+1) · 
Since h'(a.) > 0, we conclude that u'(O+) < 0, and therefore u is not minimal at 0, a 
contradiction. D 
5. Polygonal functions and symmetry 
We will now prove the following result: 
Theorem 5.1. Among all functions whose minimal sets No are polygons, only the 
regular ones centered in n (i. e. N 0 is a regular polygon with center 0) are stable 
critical points for the functional F. 
We shall say that a function u : 8 1 -+ 1R is polygonal of order m (m > 1 integer) if 
it satisfies: 
(5.1) u +u" 
in the distributional sense, for some numbers ak > 0, and different Sk E S1 (08 1a is the 
Dirac measure at sk). In the following, the numbers Bk are assumed to be ordered in 
S 1 , for instance -7f < s 1 < s2 < · · · < Sm < 1r. It is convenient to uses indices modulo 
m, so that for instance so:= sm, and sm+l := s1. 
Equation (5.1) implies the compatibility condition 
(5.2) 
m 
Lakeisi. = 0. 
k=I 
This can he proved u + or 
since u is continuous and satisfies 
(5.3) 
\Ve then have: 
m 
2F{u) - I.:a;,W )) + 2= 
k=l k=l 
where 4> M ( :i;) : = J..1 CJ.> (1 i\t ) = '*' ( x) "~ x. 
The proof of Theorem 5.1 is given in rest of the case 
m = 2 can be easily achieved right now. This corresponds to a line segment for No; 
by Corollary 3. 2 it is ccntered in n as claimed. The corresponding function u has the 
form u(s) = Jt !cos(s - sdl for some s 1 E 8 1 . 
5.1. Alternative parameters 
Vv'e give some alternative sets of parameters that are useful for new expressions 
the functional. Each function uk satisfies + u~ = 0 in (sk, .s11z+1 ). Hence we can 
express H. in the form 
Uk(S) = µk COS(s - 8k) 
with µk ~ 0 and ek E (sk -1f, SJ;. + . Let us define a1:. := fh - Sk and b1.: := 
'We have by assumption 
(5.4) µ,k sin a1.: + -1 sin 
For the value of the functional we get: 
111 il'n !bi. 
2F(u) = 2:(µksinak +P1.:-1sinbt:-1)W(u(s1.:)) + L cpM(µkcost)dt 
k=l k=l -a;. 
m m L ,U1.: sin ak 'l!(u(s1.:)) + L µk sin bk 1l!(u(sk+d) 
k=l k=l 
+ ~ j_':, if!u(µk cost) dt. 
From their definitions we have 
(5.5) 
hence 
m 
(5.6) 2F(u) 27r + L I<(µ1,:, ak) K(µk, bk) 
k=l 
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Figure 3: Value of K(x, µ), for M = 1/2. 
where (recall that q> M(x) = 'I!(x) - x): 
J((µ, x) := µsinx (W(µcosx) - 1) +fox if!(µ cost) dt -x 
= µsinx '1>'1(µcosx) +fox if!1(µcost)dt (5.7) 
where we used the shortcut notation '1! 1 := W-1. The additional term -x is permitted 
since we add 2rr in F and take into account that 27r = l:(sk+l - Bk), that is 
(5.8) 
m 
2rr = I: bk + ak • 
.k=l 
The previous expression can be used to compute the value of the functional, since 
the integral can be expressed analytically with respect to lvf, µ, and x, through a 
complicated expression given in the Appendix. Figure 3 pictures this function for 
AI = 1/2; for other values, the picture is similar. 
5.2. Bounds on the Sn 
While the formulation of the function u above in terms of the functions Uk allows a 
relative freedom in choosing the values of sk, there are limits to this freedom. This is 
the content of the next Lemma. 
Lemma 5.2. Let u be an admissible polygonal function, described by (5.1). For 
every k, sk - sk-1 < 1T. If Sk - Bk-1 = 7r for some k, then m = 2, and No is a 
segment. 
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Proof. Suppose that m, > 2, and that s1 - so> 7r, so that (so+ 27r) - B1 < 7r. The 
operator Au = -u - u" satisfies the maximum principle on intervals of length less 
than 7f". Considering the interval [.s1, so+ 2n], we note that u1 solves Au1 = O, and 
11, satisfies Au < 0, and the two are equal on the boundary. It follows that u.1 2:: tt, 
and therefore u1 (s 1 -) = u~(si) 2:: u1(s1+), with a strict inequality if it 12 u1• This 
contradicts the positivity of u + u". 
We might note that one could also use a geometrical argument: the section (sk-i, Bk) 
corresponds to a vertex of the polygon No (see Figure 2). The values of Sk-l and Bk 
correspond to the directions of the sides of the polygon on either side of the vertex, 
and the corner formed by the two sides has an internal angle of 7r - (sk - sk-i). If 
sk - sk-l > 7r, then this angle is negative, and therefore tL does not correspond to a 
well - formed set N0 • 
If s1 - so = 1f, then u(s1) = u(so) = 0. Applying a similar argument to the interval 
[so+ 2rr, si], we find that u = µ' sin(s - s1) on [so+ 27r, si] for someµ' E JR. It follows 
that m = 2 and that No is a segment. o 
5.3. Derivative jumps are symmetric 
From now on, we assume that u is a minimizer of F. 
Lemma 5.3. Suppose that m > 3. Then for each k we have 
Proof. We prove the result for k = 1. In order to shorten notation, we write 
Zk := u(sk), and Yi := u~ (s1) = u'(B1 + ), Y1 := uti(s1) = u1 (s1 - ). Note that since 
m > 3, by the previous Lemma, s2 - s1 < 7r and s1 - so < rr. 
Let c 'I= 0 be given. We defined,.:= (u1(s1 +e)-ua(s1 +£))/e and do:= (vi-Y1); 
one easily checks that de =do+ o(l) for small e since u1 (s1) = z1 = uo(s1 ). 
Let us consider the function Vo such that v0 + vg = 0, v0(s2) = 0 and vo(s1) =do. 
For c =/:- 0 we also define Ve by Ve +v~' = 0, Ve(s2 ) = 0 and ve-(s 1 +e) = dE. Here again, 
we see that vE =Vo+ o(l) fore small enough. 
We consider the function ue defined as follows: 
{
ua(s) if s E (so, s1 + c), 
ue-(s) = u1(B) - svi;:(s) if s E (s1 + £, s2), 
u(s) otherwise. 
( 0 bserve that ue is continuous by the definition of Ve.) We note that ue is admissible 
for any small enough e. Hence F(ue) > ·F(u) since u is a minimizer. We note that 
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by (2.4) 
2F(u5 ) - jsi+e ('11 - id)(uo) + [ 52 (w - id)(u1 - eve) 
so sl+.e l so+21r + [w(u)(l + u + u") - u] 
s2+0 
+ '11(ue-(s1 + c))[u~(s1 +c) -£v~(s1 +e) - u:,(s1 +s)] 
+ '11(u(s2) )[u2(s2) - ui (s2) + ev~ (s2)] . 
We recall that uo(s1) = z1 = ui(si); hence fs811+E '[1(1to) - w(u1) = o(e). Moreover, 
since u.i + ui' = 0, we have ui(s1 + e) - u~(s1 + e) = Yt-Y1 + O(c2). We also have: 
This yields 
0 < F(u5 ) - F(u) 
< o(e)-.s f 82 ['11 1(u1)- l]vo +c:fil'(z1)Y!(y{-y!) lsi 
- e~(z1)vb(si) + e'1t(z2)vb(s2). 
Since this holds for any e small enough (positive or negative), we get 
(5.9) \li 1(zi)y! (Yi -y{) = ( 82 ['li'(u1) - l]vo - 'W(zi)vb(s1) + \Jf(z2)vb(s2) • ls1 
We briefly consider the possibility that 'lt' (z1 ) = 0. The integral in {5.9) is negative, 
so that we then find 
-w(zi)vb(s1) + '11(z2)vb(s2) > 0. 
A sirnple argument using the concaveness of v0 and the monotonicity of W shows that 
this inequality is not satisfied. This proves the Lemma if W'(zi) = 0. 
We continue with the case '1.i' (zi) > 0, and consider the variation which is analogous 
to the one above, but with s 2 replaced by s0 . Beginning with the function wo such 
that w0 + w0 = 0, w0 (s0 ) = 0, w0(s1) =do, and operating exactly the same way in 
the interval ( s0 , .s 1) we get similarly: 
(5.10) '11'(zi)yt(Y1 - Yi) = {so [w'(uo) - l]wo - '11(zi)wb(si) + W(zo)wb(so} -f s1 
Finally let us consider the function 
{
u0 - £wo(s) if s E (so, s1), 
u(s) := u1 - cv0(s) if s E (s1, s2), 
tt( s) otherwise . 
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Here we also have an admissible function, since vo(zi) = wo(zi). Applying a first 
order variation argument again, we find that the right-hand side of (5.9) and (5.10) 
are just opposite. This yields 
'1i'(z1)[(Yt) 2 -(Y1) 2] = 0. 
Since Y! =f. Yi by assumption (u.' is not continuous at s1), and \Jl 1(z1) > 0, the proof 
is complete. o 
5.4. Proof of Theorem 5.1 
From Lemma 5.3 we have for each k, µk sin ak = µk-1 sin bk-1 · Combining with 
(5.5) we get 
µk = ttk-1 and ak = bk-1 
in that case. Hence the functional can be expressed with respect to the unique pa-
rameterµ (the common value of all µ1.:) and to the ak, subject to the condition 
17l Lak = '!r. 
i=l 
The derivative jump at Bk is given by µk sin ak + µk-1 sin bk-1 = 2µ sin ak, and the 
convexity condition u + u 11 > 0 therefore implies that ak E (0, 7r]. The functional itself 
is just I: J((µ, ak) 1 hence for the minimizer there exists a Lagrange multiplier 'Y such 
that 
(5.11) 8F Kr' ( ) 
-8 = :z: µ, ak - 'Y ak 
for all k. On the other hand we have from (5.7): 
(5.12) !(~(µ, x) = (1 +µcos x)\Jf 1 (µcos x) - µ 2 sin2 x'1! 1 (µcos x). 
We now have to prove that all ak are equal. We first prove an intermediate result: 
(5.13) 
Indeed, consider a small number E > 0, and a function ue characterized by (m + 1) 
sides with parameters a1 = b1_1 = ak +Oak, for k = 1, ... , m, and a;n+l = b~ = e; 
µ1 = µ for k = 1, ... 1 (m + 1). This function satisfies the constraints if we assume 
that I: bak = -.:: . We then have 
ni 
F(ue) - F(u) = L [!((µ, ak) -I<(µ, ak)] + J((µ,e) 
k=l 
m 
= L J(~(tt, ak) 6ak + el<'(µ, 0) + o(c-). 
k=l 
We already know from (5.11) that K~(µ, ak) = "Y for all k. Since we have F(us) ~ F(u) 
for all e > 0, we get (5.13). 
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Figure 4: Value of (m - l.)K(µ, x) + I<(µ, 7r - x(m - 1)) for .!YI= 1/2, m = 4. 
The function x H J(~(µ,x) is explicitly given by (5.12). We can normalize the 
function J( by subtracting xf(~(µ,O): note that this adds a constant to F, so that this 
does not change the nature of the problem; for this normalized function, still noted 
J(, we have J(~(µ, 0) = O. From (5.13), the only values of interest in the following are 
those such that K~ < O; this corresponds to an interval (0, x]. One can easily check 
the following properties: ifµ is small, then /(~ is an increasing function on (O, nJ; ifµ 
is larger than a critical value (depending on A1), then on (0, 1r] this function is strictly 
decreasing, then increasing. (This last property is proved in Appendix B-) 
Fron1 (5.13) we see thatµ must be larger than the critical value indicated before. In 
that case, the function K~(µ, ·)attains a strict minimum xo E (0,1r) and the equation 
J(~(µ 1 x) = /1 < !{~(µ, 0) has two solutions x 1 , x 2 satisfying 
(5.14) 
(except in the special case J(~(µ,x) = J{~(µ,x0 )). That gives two potential values for 
the ak· 
It easy to check that at most one ak can be equal to x 1. Indeed, we just have 
to consider a small variation in the form ii1 = a1 + e, ib = a2 - €, and we find 
J(~x (J.L, a i) + f(~x (µ, a2) 2.: 0 for a minimizer. 
Hence we have to choose between two possibilities: either all ak are equal to n /1n 
(regular polygon), or all of them except one are equal (say to a number x = x 2 ), 
and the other one (x1 = n - (m - l)x) is different; x1 and x 2 satisfy (5.14) and 
J(~(µ, xi) = /{~(µ, x2 ). We can catch both possibilities by minimizing 
G(tL, 1n, x) := (m - 1)1((µ, x) + K(µ, n - (m - l)x) 
with respect to /t E (0, 1), 1n E lN, and x E Im given later. If the minimum satisfies 
x = n /m, then all ak are equal; alternatively, if x #- 7r /m, then the a1.; are different. 
The set Im of admissible values of x is given by Im = [n /m, 1r /(rn-1)). This results 
from the following argument. Clearly 7r/m E Im; we do not need to take into account 
values x < n/rn, since by (5.14) x 1 = 7r - (m - l)x < x 2 = x; and x > n/(m - 1) 
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corresponds to x t :5 0, which is also excluded, as mentioned above. Moreover we can 
restrict, from (5.14), to those values of (µ,m,x} such that J(~a:(µ,~v) > 0. Since l{~x 
vanishes at most once in (O, 7r) (cf. Appendix B), it is positive at least at one end of 
Im. That is either 
(5.15) f(';x(/.t,tr/m) > 0 
or J(~x(µ, 7r /m) < 0 and I<~re(µ, 'ff /(m - 1)) > 0. 
The function G is pictured for NI= 1/2, 1n = 4, in Figure 4; there is a clear miuimum 
in this case with x = tr/4, corresponding to a regular polygon for N 0 . Notice that G is 
not convex with respect to x (though we already know that it is convex with respect 
to ft). 
If (Jt, m, a:) minimizes G, then x also minimizes the restricted function x i--t G(µ, m, x) 
for these specific values ofµ and m. With this remark in mind we fix µ and m for the 
remainder of the proof, still assuming (5.15). 
We will use the following lemma: 
Lemma 5.4. Let m > 2 be an integer. The equation G~i: (µ, 1n, x) = 0 has at most 
two solutions for x in the interval Im = [;;;_, m~l). Moreover, if (5.15) holds with 
I<~x(µ, tr/m) < O, this equation has only one Bolution. 
The proof of the lemma relies heavily on an analytic expression of G~; it is given in 
Appendix B. We continue here with the proof of the theorem. 
One of the solutions is x = 7r/m; if J(~x(J.t,tr/m) < 0, then it is the only one from 
the lemma, but it is not a minimizer: this is a contradiction since we assumed the 
opposite about (rn, µ). 
Let us now assume that I<~x(µ,7r/m) > 0. Then G attains a strict local minimum 
at x = 11' /m. Therefore, if G~ vanishes only once in Im, then G is increasing on Im, 
and the Theorem is proved. 
Alternatively, if G~ vanishes at some other point x' E Im (x' =;f rr/m), we deduce that 
G~::r(Jt, m, x') < 0 since G is an analytic function of x. Hence x' is a local maximum 
of G (or possibly an inflexion point if G~x = 0). So in any case, G does not have any 
other minimum in the interior of Im. 
This ends the proof of Theorem 5.1. 
Appendix A: Analytic expression of the functional 
We give here some indication on the way to compute explicitly the integral in J(, 
or more precisely: 
-21x 1x (1 - µcost) I(Ji.1, µ, x) := -lvl '1!1 (µcost) dt = M 2 ( ) 2 dt. 
o 0 + 1- µcost 
Even with Maple, this does not come straightforwardly since the integrand is quite 
complicated. Anyway, one can see that it depends only on 2 cost = eit. + e-it. So we 
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can look for a primitive function in the form .J(eix). We then have 
. , 2z - µ(l + z 2 ) 
izJ (z) = 2z 4z2M2 + (2z - µ(1 + z2))2. 
Since the roots of the denominator can be expressed easily, we can find J. The more 
complicated part is to go back to a real function. At the end, we get 
where 
( sin x cos a ) 1 ( 1 - sin a cos (fi - x)) 1 = Ct arctan cos x - sin a cos f3 + Cr og 1 - sin a cos(/3 + x) 
cos acos2 (3 
Cl := 
cos2 a+ sin2 Cl! sin2 /3 
1 sin 2(3 
and Cr := 4 cos2 a+ sin2 asin2 fi 
and the parameters a, {3 are linked to M, µ by the relations 
with 
hcosa -/1-M2 -µ2 +v, 
\/'2 µcos /3 - ..j M 2 + µ2 + 1 - v , 
hsina = VA12 +p2 +1 - v, 
hµsin/3 = .,/µ2 - M2 - 1 + v 
v .- y'(l + Jvf2)2 - 2µ2 + 2µ2M2 + µ4. 
Appendix B. Proof of Lemma 5 .4 
From formula (5.12), I<~ depends on x only by the value of cosx. More precisely, 
we have I<~(µ,x} = Q(cosx) +constant (the constant was introduced by the normal-
ization) where 
Q(z) .- 2µ2 z2 M4 - µ2 M4 + ]\IJ2(1- µz)2(1 + µ2) + (1 - p.z)4 (M2 + (1 - µz)2)2 
With this notation, the derivative of G is 
G~(m, x) = (1n - l)[Q(cosx) - Q(- cos(m - l)x)]. 
Let us first assume that m = 2. Then G~ (2, x) = 0 for x -:/= -rr /2 implies Q(z) -
Q(-z) for some z E (0, 1]. Let us prove that in fact Q(z) < Q(-z) for all z E (0, 1]. 
From the previous expression of Q, we get Q(z)-Q(-z) = -zµM 2 P(z2 ) /[D(z)D(-z)] 
where D(z) is the (positive) denominator in the expression of Q, and 
P( Z) := (ft4 - 4p.4 Jvf2 - Jt6 ) Z 2 
+ (- 2;t2 - 4µ2 A14 + 2µ4 M 2 + 2µ4 - 2µ2 M 2 )Z 
+ 2M2 + 1 + 3µ 2 lv14 + 2µ2 J.1 2 + M 4 - µ 2 • 
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So we have to prove that P(Z) > 0 for all Z E [O, I]. Note that this inequality holds 
at, 0 and 1: 
P(O) 2NI2 + 3µ 2 M 4 + 2µ 2 M 2 + M 4 + 1 - µ 2 > 0, 
P(l) (1 - µ2 )M4 + 2lvl2 (1 - µ4 ) + (1 - µ 2 ) 3 > O. 
The derivative of P vanishes at Zm = A/ B where 
A := 21VI4 + ( 1 - µ2) (1 + M 2) > 0 
(recall thatµ E (0, 1)) and 
We observe that 
A - B = 2M4 + 3µ2 M 2 + M 2 + 1 - 2µ2 + µ 4 > 0 
hence either B < 0 and Zm < 0, or B > 0 and Zm > 1 since A > B; in either case, 
P does not have a local extremum in [O, 1). It follows that P > 0 in [O, 1], and this 
proves the lemma for m = 2. 
Let us now assume that m > 3, hence cos(m - l)x < 0 in Im· Here G~(m,x) = O 
with x t= 7r /m, x E Im, is equivalent to the existence of a solution of Q(zi) = Q(z2 ), 
with z1 and z2 in (0, 1], z 1 ¥ z 2• We will prove here that in (0, 1], either Q is monotonic 
or Q' has only one root. In the first case, Q(z1) = Q(z2) implies z1 = z2. In the second 
case, if a solution x f= 7r/m of G~ = 0 exists, it is unique since the functions cosx and 
cos(m - l)x are monotonic in Im· This will prove the first assertion of the lemma. 
So we have to count the number of zeroes of Q' in [O, l]. We have 
1 2µM 2 N(z) 
Q (z) = (M2 + (1 - µz)2)3 
with 
N(z) .- ( - µs + µ3 - 2µ31VI2)z3 + (3µ4 - 3µ2)z2 
+ (3µ 3 M 2 - 3µ3 + 3µ + 3µM 2 + 2µM 4 )z + µ 2 - 3µ2 M 2 - 1- lvf2 • 
We only have to count the zeroes of Nin [O, 1]. We will use the Theorem of FOURIER 
and B UDAN [1, page 173], an improved version of the Dirichlet criterion, which asserts 
that the number of zeroes of the polynomial Nin [O, 1] cannot exceed lv(O) - v(l)I, 
where v(z) is the number of changes of signs in the list 
£(z) := [N(z),N1(z),N11 (z),N"'(z)]. 
Now we have 
f(O) = [µ2 - 1 - 3µ 2 lvf2 - M 2 , 3µ(µ 2 1\12 + 1 - µ 2 + 1VI2 ) + 2µ!vl 4 , 
6µ2(µ2 -1) I 6µ3(1 - µ2 - 2M2)]. 
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We recall thatµ E (0, 1), so the signs in this list are[-,+,-, a0 J where u0 is the sign 
of 1 - µ 2 - 2M2 • 
Next we have 
N' (1) = µ [31\112 (1 - JJ.2 ) + 2/\14 + 3(µ + 1)(1 - µ) 3 ] > 0, 
also 
N"(l) = 6µ 2 [-2JtM2 - (µ + 1)(µ - 1)2) < 0, 
and obviously N"' (1) = N 111 (0). The signs in the list l(l) are [u1, +, -, a0] where u1 
is the sign of N(l). We see that v(O) = v(l) if a 1 < 0, and v(O) = 1 + v(l) if O"i > 0. 
We get lv(O) - v(l)I < l; this ends the proof of the first assertion of the lemma. 
We now turn to the second assertion, assuming that Q is not monotonic (otherwise 
there is nothing to prove), and assuming (5.15) with I<:;x(µ, 1r/m) < 0, or equivalently 
7r /m < xo < 7r / (rn - 1) (we recall that xo is the root of K:lxi we have zo = cos xo, 
where z0 satisfies N(zo) = 0). Notice that, from our previous study, we must have 
N(l) > 0 in order to have a root for Nin (0, 1], that is 
(5.16) M2 > Mi2 := (1 - µ)2(1 + µ) . 
- 2µ 
Moreover, Q is decreasing in (0, z0) and increasing in [zo 1 l). 
We will prove later on that 
(5.17) for all h E (0, zo], Q(zo + h) > Q(zo - h). 
Let us explain first how we can deduce the second assertion of the lemma from this. 
Let x E (7r/m, 7r/(m-1)) be given, and x' := 7r-(m,-l)x < 7r/m < x0 • If x < xo, then 
cosx' >cos~ > cosx > z0 and therefore Q(cosx) < Q(cosx1) since Q is increasing 
in [zo, 1]. This implies K~(µ, x) 1= 0. 
Let us now assume that x > x0 • Since m > 3 we have 
(5.18) 1T' 11" 1 + cos 1 > 2 cos - . 
m- m 
(rndeed equality occurs form= 3, and form> 4 we have 
7r 7r 
1 + cos - 2 cos - > 
m-1 m 1 + ( 1 - 2(m "~ 1)2) - 2 ( 1 - 2:2 + 2;:,4 ) 
Now (5.18) implies 
cosx + cosx' 
7r2 ( m2 7r2 ) 
2m2 2 - (rn - 1)2 - 6m2 
> 0.) 
7r 
cosx - cos(m, - l)x > 2cos- > 2zo; 
m 
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this follows from remarking that the map y t-t cosy- cos(m - l)y- 2 cos ,::i is concave 
in Im (the second- order derivative is negative), vanishes at y = 1f /rn, and attains the 
nonnegative value l+cos m~l -2cos :i at y = 7r/(m-1). Therefore, if we write cos:r. 
in the form zo - h (h E (0, zo]), we have cos x' > zo + h, hence Q(cos x') > Q(z0 + h) > 
Q(zo - h) = Q(cosx) using (5.17). This proves that I<'(µ,x) "I 0 as claimed in the 
lemma. 
We finally need to prove (5.17). A computation of fJQ := Q(z0 + h) - Q(zo - h) 
gives a complicated formula for a general zo. But since z0 satifies Q' (zo) = 0, we have 
8Q E O(ha) for small h. An exact computation gives the formula 
where 
4M2µ3h3 µ2 Ah2 + 41\tf2 B 8Q := 
D(zo + h)D(zo - h) 
A µzo - µ3zo - 2Nf2 µzo + 4.M.2 - 1 + µ 2 , 
B -2µ 2z5 + !Y!2µzo + 2µ3 zo + NI2 + 2µzo - 2µ2 . 
Hence it is sufficient to prove that A > 0, B > 0 for all (M, µ) such that µ E (0, 1) 
and M satisfies (5.16); here zo is implicitly determined with respect to (µ, lvf) by the 
equation N(zo) = 0, that is: 
0 == (µ3 - 21'.([2 µ3 - J.L5) z~ + ( - 3µ2 + 3µ4) z5 
+ (3µ + 3µM 2 + 31vf2µ 3 - 3µ 3 + 2µM 4 )zo - 31112µ 2 -1 + µ 2 -A12 • 
It is sufficient to prove that A· B f. 0 for all values of (µ, M), since one can easily 
check that A > 0, B > 0 for some of these values: for instance, as µ -+ 1, we have 
zo -+ 1, and then A -+ 2Jvl2 > 0, B -+ 2M2 • 
In order to take into account (5.16), we write M 2 in the form Pvff /t, hence t E (O, l]. 
Then we have A· B = (1 - µ)(1 - µ 2 )C with (we write z instead of z0 from now on): 
C := ( - µs - 5µ5t - 4µst2 + µ3 - 4µ4t2 - 1 lp,at + µ4 - µ2) z2 
+ (8µ3 t2 + 18µ4 t - 3µ 2 + 3µ4 + 3µ + Bµ4t2 - 3µ3 + 14µ2t)z 
+ 2µ3 - 4µ3 t2 - 4µ2 t2 - 2µ- 2µ2 + 2 -13µ3t - 3µt. 
Since z is a root of N, we also have 
0 = 2µ(JlZ - 1)3t 2 + (µ. - l)(µz -1)(21t2z2 + 2µz - 3µ2 - l)t - (JL + 1)(µ - 1)3z. 
This is an equation of degree 2 in t. Substituting t = 0 gives the value(µ+ 1)(1-µ) 3 z ~ 
0, and t == (1 - µ)/(1 - JlZ) gives the value (µ - 1)2 (z - 1){2µ2 z + 1+2µ+3µ 2 ) < 0, 
hence there is always a root in [o, 11_:-Jz L the other one being negative. This root can 
be expressed as follows: 
(1 _ ) 2µ 2 z 2 + 2tLZ - 3µ2 - 1 + r 
ti := µ 4µ(µz - 1)2 
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where 1· := /4J.L4 z4 + 8µ3 z3 - 4µ4 z 2 - 20µ3 z + 4µz + 9µ4 + 6µ 2 + 1- 8µ2z2 • Substi-
tuting t = t1 in 0, we get 4C = (ar + ,B)(l - µ)/(1- µz) 2 with 
a: .- 22µ 3 z - 9µ2 - 15p,2z2 - µ 4z 2 + lOµz - 6µ 4 - 1, 
/3 .- 2µ6 z 4 - Jt6 z2 + 18µ6 + 22µ5 z3 - 86p,5 z + 76µ 4 z2 + 33µ4 - 34µ4 z4 
+ 10JL3 z 3 - 50µ 3 z + 4µ 2 + 21µ 2 z 2 - 24µz + 9. 
Hence C = 0 implies a 2 r2 - {32 = 0, which is a polynomial expression in (µ, z) of 
the form 0 = 16(1 - Jt2 ) (1 - µz) 2p 1p2 where 
P1 .- 4µ2 z 2 + 5 - llµz + 3µ 2 - µ 3z, 
P2 4µ4z4 - 3µ5z3 - µ3z3 + 3µ.4z2 + µ2z2 - 2µ6z - 9µ3z - µz + 6p.4+µ2+1. 
IT we define y := µz, we have y E (0, 1), and 
P2 = (6 - 2y)µ4 + ( - 3y3 + 1+3y2 - 9y)µ 2 + 4y4 -y3 -y + y 2 + 1. 
The discriminant of this polynomial with respect to µ 2 is (9y+23)(y+1) 2(y-1)3 < 0, 
so P2-:/; 0. 
Similarly we have P1 = (3 - y)µ 2 + 4y2 + 5 - lly, hence Pt = 0 implies µ 2 = 
(4y2 + 5 - lly) /(y - 3). Then we get µ2 -y2 = (5 -y)(y - 1)2 /(y - 3) < 0 which is 
a contradiction since y 2 = µ2 z2 < µ,2. 
This ends the proof of the lemma. 
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