In this article we study the space of differential operators acting on tensor densities over a manifold M endowed with a conformal structure (of signature p−q). This space is viewed as a module over the group SO(p + 1, q + 1) of conformal symmetries of M . We prove that, in the generic case, the module of second order differential operators is isomorphic to the module of second order polynomials on T * M . This defines a canonical conformally equivariant quantization for quadratic Hamiltonians. As an example, the quantization of the geodesic flow yields a novel conformally equivariant Laplace operator on half-densities, as well as the well-known Yamabe Laplacian. This article is a continuation of previous work [13] dealing with SL(n + 1, R)-equivariant quantization; it constitutes the second volet of the study of quantization constrained to equivariance with respect to the automorphisms of G-structures.
Introduction
The aim of this article is to investigate the relationship between differential operators on a smooth manifold M and the polynomial functions on its cotangent bundle T * M in the special case where M is endowed with a (flat) conformal structure.
We will consider the space D(M ) of differential operators on C ∞ -function of M viewed as a module for the group Diff(M ). We are, in fact, interested in a deformation of this module which can be understood as follows. Considering that the arguments of these differential operators are, indeed, tensor densities of, say, weight λ, and their values tensor densities of weight µ, we will, hence, deal with a new Diff(M )-module structure denoted by D λ,µ .
It is worth noticing that such modules have already been considered in the classic literature on differential operators and, more recently, in a series of papers [5, 12, 7, 13, 6, 14] . The general problem of classification of these Diff(M )-modules has been solved in these articles. The study of the relationship with quantization on T * M , proved that some additional geometric structure on the manifold M was needed, namely a group G of local symmetries giving rise to a geometry in the sense of F. Klein.
This point of view was used in [13] where a projectively-equivariant symbol calculus was introduced in the case where G = SL(n + 1, R) with n = dim(M ). See also [11] for a cohomological treatment of this subject.
Bearing in mind that the only known geometries associated with a local and maximal symmetry group are the projective and conformal geometries, we are readily led to look for a conformally-equivariant symbol calculus and quantization, in the same spirit as before, with G = SO(p + 1, q + 1) where n = p + q.
In the particular case n = 1, the projective and conformal Lie algebras coincide; here, our results are in full accordance with those obtained in [7, 6, 4] .
Note that we understand the term "quantization" in a somewhat generalized sense: it is the inverse of the symbol map, for arbitrary λ and µ. In the special case where λ = µ = 1 2 (considered in the framework of geometric quantization), we will recover the usual terminology using the Hilbert space F 1 2 .
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2 Differential operators and symbols: the basic definitions
Differential operators on tensor densities
Let us start with the definition of the Diff(M )-module, D λ,µ , of differential operators on a smooth manifold M with λ, µ ∈ R (or C).
Consider the determinant bundle Λ n T * M → M . Let us recall that a tensor density of degree λ on M is a smooth section, φ, of the line bundle |Λ n T * M | ⊗λ . The space of tensor densities of degree λ is naturally a Diff(M )-module which we call F λ (M ) (or F λ in short). It is evident that F 0 = C ∞ (M ); if M is oriented, the space F 1 coincides with the space of differential n-forms:
It is a classical result (see [15] ) that such operators are in fact locally given by differential operators. The space D λ,µ of differential operators from λ-densities to µ-densities on M is naturally a Diff(M )-module.
There is a filtration 
λ,µ for every f ∈ C ∞ (M ). To our knowledge, the whole family of modules of differential operators viewed as a deformation were first studied in [5] in the case λ = µ. (See also [12, 13, 7, 6, 14] .) to the pioneering work of Wilczynski [17] . (c) Yet another remarkable example is provided by the Yamabe-Laplace operator A = ∆ g − (n − 2)/(4(n − 1)) R g , where ∆ g is the usual Laplace-Beltrami operator and R g the scalar curvature on a (pseudo-)Riemannian manifold (M, g) of dimension n ≥ 2. (See, e.g. [1] .) This operator has been extensively used in the mathematical and physical literature because of its characteristic property of being invariant under conformal changes of metrics. It is well known that A ∈ D 2 n−2 2n , n+2 2n
Classical examples
. We observe that, for n = 1, the latter module of differential operators precisely coincides with the Sturm-Liouville module. We will see that this is by no means accidental and prove below (Section 4.4) that the suitably regularized Yamabe operator equals ∆ g − 1 2g S(ϕ), where S is the Schwarzian derivative and ϕ the diffeomorphism which defines the metric g = ϕ * (dx 2 ).
(
has been introduced in the context of geometric quantization by Blattner [2] and Kostant [10] . This module will also naturally arise in our quantization procedure.
The modules F λ and D λ,µ as deformations
If M is orientable, F λ can be identified with C ∞ (M ) as a vector space. Given a volume form, vol, on M , one can write any λ-tensor density as φ = f |vol| λ with f ∈ C ∞ (M ), and define the Diff(M )-module structure of F λ via the action of ϕ ∈ Diff(M ):
With this identification, the module D λ,µ can be viewed as a two-parameter deformation of the standard module D 0,0 of differential operators on smooth functions F 0 . The natural Diff(M )-action on D λ,µ then reads
The expression of a differential operator A ∈ D k λ,µ in a local coordinate system (x i ) is then
where ∂ i = ∂/∂x i and a
(From now on we suppose a summation over repeated indices.)
The infinitesimal version of the action (2.2) is
where X ∈ Vect(M ), while the infinitesimal version of the action (2.1) is given by the Lie
For the sake of simplicity we will always assume M orientable, so that the preceding identifications hold.
Deformation of the module of symbols
Consider the space S = Γ(S(T M )) of contravariant symmetric tensor fields on M which is naturally a Diff(M )-module. We can locally identify S with the space of polynomials 
identifies the space S with the Diff(M )-module S ⊗ F δ . We denote this module by S δ .
We will need in the sequel the infinitesimal version of the Diff(M )-action on S δ .
Proposition 2.3
The action of Vect(M ) on S δ deduced from (2.7) reads:
is the cotangent lift of X ∈ Vect(M ).
Main results
The problem of finding a fully Diff(M )-equivariant symbol calculus is out of reach since the modules D λ,µ are not isomorphic to the module S µ−λ of symbols (the "twisted" polynomial functions on T * M ). One is thus forced to impose some extra geometric structure on M and to look for a symbol calculus, equivariant with respect to the automorphisms of this structure. The projectively equivariant symbol calculus has already been constructed in [13] for the special situation λ = µ in any dimension. (See also [4] and [6] for the one-dimensional case.)
The purpose of this article is to study the second interesting geometric structure and, hence, to formulate the problem of the existence of a o(p + 1, q + 1)-equivariant symbol calculus on a conformally flat manifold.
A compendium on conformally flat structures
A conformal structure on a manifold M is given by a smooth field [ g ] of directions of metrics. A conformal structure on M is called flat if M can be locally identified with R n endowed with the canonical action of the conformal Lie algebra o(p + 1, q + 1), where n = p + q.
The conformal Lie algebra o(p + 1, q + 1) ⊂ Vect(R n ) is generated by the vector fields:
with i, j = 1, . . . , n; we have used the notation x i = g ij x j where the flat metric g = diag(1, . . . , 1, −1, . . . , −1) has trace p − q. The subalgebra generated by the vector fields X i and X ij is the Euclidean Lie algebra e(p, q) = o(p, q) ⋉ R n . The operator X 0 is the generator of homotheties while the vector fieldsX i are the generators of inversions.
Remarks:
(a) It is well known that the conformal flatness of a n-dimensional pseudo-Riemannian manifold is equivalent to the vanishing of the Weyl curvature tensor if n ≥ 4, and to that of the Weyl-Schouten curvature tensor if if n = 3 [1] . All two-dimensional pseudoRiemannian manifolds are conformal flat.
(b) In the one-dimensional case the conformal Lie algebra is isomorphic to the projective Lie algebra since o(2, 1) ∼ = sl(2, R).
Statement of the problem
Let M be endowed with a flat conformal structure, so that there exists a local action of the group SO(p + 1, q + 1) on M , which enables us to restrict the Diff(M )-modules D λ,µ to the conformal group. The preceding problem amounts then to the determination of intertwining differentiable linear maps between D k λ,µ and S k µ−λ . Here, we give the solution for the modules of second-order differential operators on a conformally flat manifold. However, in contradistinction to the projective case, the general problem is still open.
Conformally equivariant symbol and quantization maps in the generic case
We can now state the main result of this work whose proof will be given in Section 7.4.
(ii) For every λ and µ satisfying the condition (3.3 
), this isomorphism is unique (up to overall multiplicative constants).
Therefore, in the general situation, the unique invariant of the o(p + 1, q + 1)-modules D 2 λ,µ is the difference:
We will call resonances the particular values of δ given by the formula (3.3). 
will be called the conformally equivariant quantization map.
The explicit formula of the conformally equivariant symbol map (3.2) reads as follows.
where the constants α 1 , . . . , α 5 are:
,
.
In the expression (3.6), the equivariance prescription determines each of the termsā k up to a multiplicative constant c k (for k = 0, 1, 2). Demanding that the principal symbol be preserved fixes c k = 1.
We will give intrinsic expressions for the formulae (3.6) and (3.8) in Section 7.
Remark: In the one-dimensional case, the o(2, 1)-equivariant maps (3.6) and (3.8) are, indeed, identical to the sl(2, R)-equivariant symbol and quantization maps (restricted to the case of second order differential operators) worked out in [7, 6, 4] .
The modules D 2 λµ in the resonant case
We study in this section the singular modules D 2 λµ corresponding to the resonances (3.3) in the case n ≥ 2 (see [6] for the case n = 1). 
We will show in Section 7.5 that the isomorphism is not unique; there exists, actually, a one-parameter family of such isomorphisms in each resonant case.
Application: Quantizing the geodesic flow
We apply these results to the quantization of the geodesic flow on a conformally flat manifold (M, g), where, locally, g ij = F g ij for some smooth strictly positive function F , i.e. to the quantization of the quadratic polynomial H = g ij ξ i ξ j on T * M .
Conformally equivariant Laplacian in the generic case
We consider the one-parameter family H δ ∈ S δ of symbols
where vol g stands for the volume element associated with g (see Definition 2.2). Using the identification (2.1), φ = f |vol g | λ , one can compute the differential operator Q 0 λ,µ (H δ ) acting on functions F 0 as given by the commutative diagram
where µ − λ = δ.
Theorem 4.1 In the case n ≥ 2, and for λ, µ fulfilling the condition (3.3) , the quantization map Q λ,µ given by (3.8) yields the following expression:
where ∆ g is the Laplace operator and R g the scalar curvature of (M, g).
Proof. Let us apply the quantization map (3.8) to the symbol H δ given by (4.1) for which a ij 2 = g ij |g| δ/2 ,ā i 1 = 0 andā 0 = 0 (we have used the standard notation g = det(g ij )). Now, using the formulae(3.7) and dealing with the metric of the form g ij = F g ij , one readily gets
With the help of the identification (4.2), let us write
and compute ∂ i ∂ j φ accordingly. The resulting expression for the quantization of H δ then reads
We recognize on the first line of the right-hand side the usual Laplace operator ∆ g and, on the second line, the standard formula for the scalar curvature of (M, g), namely
The formulae(4.3,4.4) follow immediately.
The Quantum Hamiltonian
In the most interesting case
which is naturally associated with geometric quantization, the operator (4.3) takes the form
The self-adjoint operator (4.7) on the Hilbert space H = F 1 2 is a natural and new candidate for the quantized Hamiltonian of the geodesic flow on a (pseudo-)Riemannian manifold. None of the expressions obtained in the literature by different methods of quantization (see, e.g., [5] for the relevant references) correspond to this one; all these expressions therefore lack the conformal equivariance property (in the conformally flat case).
Remark: For the weights (4.6), the quantized hamiltonian Q 0 (H 0 ) = ∆ g + u for some u ∈ C ∞ (M ) whose expression depends upon the chosen metric.
The resonant cases: the Yamabe operator and its peers
According to Theorem 3.4, there exist pairs (λ, µ) for which the modules D 2 λ,µ and S 2 µ−λ are isomorphic. However, we mentioned that this isomorphism is not unique. But, imposing the symmetry condition λ + µ = 1 (4.8)
for the module D 2 λ,µ enables us to look for the operators Q λ,µ (H δ ) which are symmetric (formally self-adjoint). We notice that the constraint (4.8) selects only three (out of five) resonances in (3.9). The proof of the following proposition will be given in Section 7.6: Proposition 4.2 In each of the following resonant cases, there exists a unique isomorphism Q λ,µ for which the operator Q λ,µ (H δ ) is symmetric:
We recognize in (4.9) the so-called "Yamabe" operator and in (4.10) the ordinary Laplace operator on functions. At last, the operator (4.11) is our third o(p + 1, q + 1)-equivariant Laplacian which should be put quite on the same footing as the other two.
Remarks:
(a) It is well known that the Yamabe operator (4.9) is the unique Laplace operator which is invariant under conformal changes of metrics: g → F g. Proposition 4.2 confirms that it is, indeed, o(p+1, q +1)-equivariant in the conformally flat case. In this framework, the symbol H 2 n given by (4.1) is also invariant under conformal changes of metrics and may be viewed as the classical "Hamiltonian" associated with the Yamabe operator.
(b) In contradistinction with the operator (4.7), the conformal Laplacians (4.9,4.10,4.11) cannot serve as self-adjoint quantum-mechanical operators on a Hilbert space since λ = µ.
(c) It is worth mentioning that the numerical coefficients in front of the scalar curvature in (4.9,4.10,4.11) actually correspond to the expression (4.4) that holds in the generic case.
The one-dimensional case and the Schwarzian derivative
In the one-dimensional case, M = S 1 say, one has g = ϕ * (dx 2 ) for some ϕ ∈ Diff(S 1 ). One can formulate the specific version of Theorem 4.1 as 
where
is the Schwarzian derivative of ϕ.
Proof. The proof is analogous to that of Theorem 4.1 and the formula (4.5) still holds. Since, this time, F = (ϕ ′ ) 2 , the scalar term in the latter formula turns out to be proportional to S(ϕ)/(ϕ ′ ) 2 , the numerical factor in (4.12) is then easy to compute.
We note that the expression (4.12) appears to be still defined in the resonant case, δ = 2. In general, it does not yield an sl(2, R)-equivariant quantization map Q λ,λ+2 unless λ = −1/2 and µ = 3/2 (the "Yamabe" weights in (4.9) ). In the latter case one has H 2 = ξ 2 and Q −
(H 2 ) = (d/dx) 2 as a special instance of Sturm-Liouville operator. Also,
can be interpreted as the Yamabe operator in the one-dimensional case.
Comparison between the expressions (4.3) and (4.12) strengthens the saying according to which the Schwarzian derivative is nothing but "curvature".
Euclidean invariants: generalized Weyl-Brauer Theorem
In this section we will introduce a Lie algebra of differential operators acting on the space of symbols S µ−λ and commuting with the canonical action of the Euclidean algebra. The associated universal enveloping algebra will provide us with the ingredients needed to construct the conformally equivariant symbol calculus (at least in the case of second order differential operators) on a conformally flat n-dimensional manifold.
Throughout this section we will assume n ≥ 2.
The Weyl-Brauer Theorem
Consider first the space of polynomials C[ξ 1 , . . . , ξ n ] with the canonical action of the orthogonal Lie algebra o(p, q) with p + q = n, generated by the vector fields X ij = ξ i ∂/∂ξ j − ξ j ∂/∂ξ i (cf. (3.1)). A classical theorem [16, 3] states that the commutant o(p, q) ! in the space End(C[ξ 1 , . . . , ξ n ]) is the associative algebra generated by:
whose commutation relations are those of sl(2, R). We will find it useful to deal with the Euler operator
This algebra is, in fact, the universal enveloping algebra U (sl(2, R)).
Remarks:
(a) Straightforward computation yields the explicit formulae:
where round brackets denote symmetrization.
(b) It is worth noticing that the converse property holds: sl(2, R) ! = U (o(p, q)) showing that sl(2, R) and o(p, q) form a dual pair of Lie algebras.
The Lie algebra of Euclidean invariants
Consider then the space of polynomials C[x 1 , . . . , x n , ξ 1 , . . . , ξ n ] with the canonical action of the Euclidean Lie algebra e(p, q) = o(p, q) ⋉ R n generated by the canonical lifts to T * R n of the vector fields X ij and X i given by (3.1). We are thus looking for the commutant e(p, q) ! in End (C[x 1 , . . . , x n , ξ 1 , . . . , ξ n ] ). The following propositions extend the Weyl-Brauer theorem. sl(2, R)-module structure on C[x 1 , . . . , x n , ξ 1 , . . . , ξ n ] extends to a module structure for the semi-direct product sl(2, R) ⋉ h 1 , where h 1 is the Heisenberg Lie algebra generated by:
Proposition 5.1 (i) The
The commutant e(p, q) ! is the associative algebra generated by the operators given in (5.1) and (5.4) .
Proof. Consider the commutant o(p, q) ! in the space End(C[x 1 , . . . , x n , ξ 1 , . . . , ξ n ]). As in the proof of the Weyl-Brauer theorem we identify these endomorphisms with polynomials C[x 1 , . . . , x n , p 1 , . . . , p n , ξ 1 , . . . , ξ n , y 1 , . . . , y n ], where the p i and y i are in duality with x i and ξ i respectively. According to [16] the o(p, q)-invariant polynomials are generated by the ten (scalar) products:
. . , y i y i . These second-order polynomials form a Poisson algebra isomorphic to sp(4, R), therefore o(p, q) ! is isomorphic to (some quotient of) U (sp(4, R)).
The commutant e(p, q) ! is the subalgebra of o(p, q) ! which is invariant under translations generated by ∂/∂x i . This subalgebra is clearly generated by ξ i ξ i , ξ i y i , y i y i , ξ i p i , y i p i , p i p i , in other words by the operators (5.1) and (5.4).
Remarks:
(a) Again, one easily finds: , q) ). This is also a well known instance of duality between the orthogonal and symplectic algebras.
We furthermore prove the following
The commutant e(p, q) ! is isomorphic to U (sl(2, R) ⋉ h 1 )/I where the ideal I is as follows: (i) if n = 2, the ideal I is generated by
where C = E 2 − Proof. Again, we identify the generators (5.1,5.4) with the six quadratic polynomials given in the preceding proof. If n ≥ 3, one finds that these polynomials are functionally, hence algebraically inde-
In the case n = 2, any five distinct polynomials from the previous set of quadratic polynomials turn out to be independent. One then checks that the operator given by Z in (5.6) vanishes identically. Moreover, Z ∈ U (sl(2, R) ⋉ h 1 ) is of minimal degree (three). Working, as above, in terms of polynomials (principal symbols), one immediately gets, by using the implicit functions theorem, that any other polynomial in this ideal is a multiple of the symbol of Z.
We do not know whether the converse to Theorem 5.2 is true: our conjecture is that (sl(2, R) ⋉ h 1 ) ! = U (e(p, q)) for n ≥ 3; in other words is it true that U (e(p, q)) !! = U (e(p, q)) ? Similar problems have recently been investigated by A.A. Kirillov [9] .
6 Equation characterizing conformal equivariance 6.1 Equivariance with respect to the affine subalgebra
We first consider, for the sake of completeness, the case of the whole affine Lie subalgebra of Vect(R n ).
Lemma 6.1 The actions (2.4) and (2.8,2.9) of the affine Lie algebra gl(n, R) ⋉ R n on the modules D λ,µ and S µ−λ for the local expressions (2.3) and (2.6) coincide identically.
Proof. The Vect(M )-action (2.4) has the following form in local coordinates:
for X ∈ Vect(M ). The affine Lie algebra being characterized by the property that all second derivatives ∂ i ∂ j X k vanish, (6.1) implies that each coefficient of the operator A transforms as a symbol of degree ℓ. From now on, we identify locally the operators and the symbols by using the formula (6.1).
Action of the inversions on
At this stage, we need an explicit formula for the action (6.1) of the inversions, generated byX i (see (3.1) ), on the space of differential operators.
In order to make calculations more systematic, let us introduce the following useful notation
which captures all the structure of the Abelian subalgebra of inversions. Experience proved that this operator is compatible with all algebraic structures introduced so far.
Lemma 6.2 The action of the inversions on D k λ,µ takes, with the convention (6.2), the following form:
for ℓ = 0, 1, . . . , k.
Proof. Standard calculation leads to the general expression:
for any X ∈ Vect(M ). In the case of inversions, namely, if X =X r , one has:
where g ij are the components of the flat metric on R n given in Section 3.1. The previous formula, therefore, becomes:
Then, using (5.3), one finds that the second term in the sum ξ r L λ,μ Xr (A) ℓ is equal to − 1 2 ℓ(ℓ + 1)Rot Tr(a ℓ+1 ). The third term in the same expression is plainly proportional to the identity.
Equivariance equation
It is now possible to derive the main equation that guarantees the equivariance of the symbol map and the quantization map with respect to the inversions.
Proposition 6.3 (i) A linear map
σ : D k λ,µ → S k µ−λ
intertwines the action of the inversions if and only if the following equation holds:
[σ λ,µ , L µ−λ X ] = −σ λ,µ • − 1 2 Rot Tr(E − 1) + 2E + 2(nλ − 1) E. (6.5) (ii) Likewise, a linear map Q λ,µ : S k µ−λ → D k λ,
µ intertwines the action of the inversions if and only if the following equation holds:
Proof. The equivariance condition we are looking for writes:
• σ λ,µ . Applying equation (6.3) to this condition readily yields the result. The equivariance condition for the quantization map,
• Q λ,µ , leads to (6.6) in the same manner. It should be emphasized that the isomorphism (3.2) is necessarily given by a differential map, namely (3.6 ). This fact is already guaranteed by the equivariance with respect to the subalgebra R ⋉ R n generated by homotheties and translations (which is a common subalgebra of o(p + 1, q + 1) and sl(n + 1, R)), i.e. by the [15] such maps are locally given by differential operators.
The Ansatz
We will use our previous results on the universal enveloping algebra U (sl(2, R) ⋉ h 1 ) to determine an adequate Ansatz for the quantization map Q λ,µ : S k µ−λ → D k λ,µ , which turns out to be more convenient in our framework. But, an identical general Ansatz would apply just as well to the symbol map.
Proposition 7.1 leads to the general form of the quantization map of the symbol (2.6):
where Q 
where C r,e,g,d,l,t are constant coefficients. Imposing, further, the equivariance of Q λ,µ with respect to homotheties generated by X 0 from (3.1), one readily finds t = r + g + l and obtains, from Proposition 7.1, the following
is of the form
where we have put
We will also impose the natural normalization condition which demands that the principal symbol be preserved: 
Solving the equivariance equation
In the case of second order differential operators, which is the one this article is devoted to, our Ansatz (7.1) implies that e(p, q)-equivariant maps:
are linear combinations of Div and G 0 for k = 1, 2;
are linear combinations of Div 2 and ∆ 0 for k = 2 (note that in this special case the other operators taken from (7.1), namely G 2 0 and G 0 Div are expressible in terms of the latter).
Furthermore, the monomials in R 0 vanish because of the normalization condition (7.3); the terms R 0 Div, R 0 G 0 , . . . are identically zero for k ≤ 2.
Proposition 7.3 There exists a unique quantization map
satisfying the equivariance equation (6.6) ; it is given by:
Proof. Let us compute the left hand side of the equation (6.6) where the quantization map given by our Ansatz (7.4). We need the commutators of the differential operators entering (7.4) with the Lie derivative L δX i with respect to the generatorsX i given by (3.1). Using the notation (6.2) we first prove the Lemma 7.4 The following commutation relations hold:
Proof of the lemma. One finds, using the formulae(2.8,2.9, Using the commutation relations (7.6), we find
while the right hand side of (6.6) is given by
since the extra terms (E −1)E(γ 1 G 0 +γ 2 Div+γ 3 EDiv+γ 4 ∆ 0 +γ 5 Div 2 ) and E(γ 4 ∆ 0 +γ 5 Div 2 ) obviously vanish on the space of second order symbols. Now, the equivariance condition (6.6) amounts to equating the two previous expressions. Identifying the coefficients of R 0 , G 0 , Div and the scalar terms (of order one and two), respectively, one gets the following system of linear equations:
The solution of this system is unique and given by (7.5).
Example: Proposition (7.3) yields, in particular, the following half-density quantization map:
Proof of Theorem 3.1
The o(p + 1, q + 1)-equivariant quantization map (7.4) precisely coincides with the expression (3.8) which was announced in Section 3, since, taking into account the formulae (5.3,5.5), one easily establishes the correspondence between the coefficients (7.5) and (3.7). We have thus proved the existence of an isomorphism (3.2) provided the coefficients (7.5) are well-defined, i.e. condition (3.3) holds. This proves part (i) of Theorem 3.1.
Then, Proposition 7.2 and the normalization condition (7.3) insure that, up to a multiplicative constant, every o(p + 1, q + 1)-equivariant quantization map (3.5) is, indeed, of the form (7.4). The unicity of the quantization map (part (ii) of Theorem 3.1) follows immediately from Proposition 7.3.
Proof of Theorem 3.4
The system (7.7) determines all o(p + 1, q + 1)-equivariant linear maps from S 2 µ−λ to D 2 λµ . In the resonant cases, this system has, in general, no solution. However, solving it for γ 1 , . . . , γ 5 and λ as an extra indeterminate, one immediately obtained the values of λ and µ displayed in (3.9).
In doing so, one finds that the coefficient γ 3 remains undetermined for the third resonance, and γ 4 for the rest.
Proof of Proposition 4.2
Returning to the basic system (7.7) in the presence of resonances, we easily find that the free parameter γ 3 (resp. γ 4 ) is uniquely determined, in each resonant case, if we require that the operator Q λ,µ be symmetric. In such cases, the explicit expressions (4.9,4.10,4.11) are obtained in the same manner as in the proof of Theorem (4.1).
Conclusion and outlook
In this work, we have taken a first step towards a conformally equivariant symbol calculus. This program has been achieved for the case of second order differential operators. The general case still remains to be tackled, however computations seem much more intricate than in the projective case which has already been treated for arbitrary order differential operators.
Our original idea was to relate geometric quantization and deformation quantization in a somewhat novel fashion, namely by using, from the start, equivariance with respect to some structural symmetry group (e.g. the conformal group). As a by-product, we have obtained a new quantization of the geodesic flow (4.7) on the Hilbert space of halfdensities. We have also been able to relate the Yamabe operator to other conformally equivariant Laplacians on resonant modules of densities.
We have also chosen to put aside the cohomological content of many aspects of the problem. It should be stressed that Lie-algebra cohomology proved useful in earlier work [5, 13, 6, 11] Let us finish by mentioning a crucial property of the conformal algebra which was of central importance in our work. The Lie algebra o(p+1, q +1) is a maximal Lie subalgebra of Vect(R n ) in the sense that any larger subalgebra is infinite-dimensional. This property implied the uniqueness of the isomorphisms of the modules of differential operators and symbols under study. Recall that the same is true for the projective Lie algebra sl(n+1, R). To what extent, are the projective and conformal Lie algebras the only semi-simple Lie algebras which are maximal in the above sense? (See, however the work [8] which confirms this conjecture in the case n = 2.)
