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The main research objective of this work is to develop and implement a fast and high
resolution technique for reconstructing the 3D refractive index (RI) of weakly absorbing
samples. This technique is based on the generalization of optical diffraction tomogra-
phy (ODT), developed for coherent sample illumination (C-ODT), to the partially coherent
case (PC-ODT). In contrast to C-ODT, which involves a specially designed holographic
microscope, the proposed PC-ODT technique is implemented in conventional wide-field
microscope. The incorporation of the required refocusing module is easy and can be done
by a final user unfamiliar with optics (i.e. clinicians and biologists). The low coherent
illumination provided by high numerical aperture condenser results in high resolution and
reduced speckle noise typical for laser sources used in C-ODT.
This thesis has been divided into eight Chapters, as follows.
In Chapter 1, we introduce the field of quantitative label-free 3D microscopy based
on tomographic reconstruction of the sample’s RI, which has gained increased attention
thanks to its capability of revealing cell information (shape, dry mass, density and compo-
sition) without using exogenous agents (chemical or fluorescent dyes). The computational
reconstruction of 3D RI based on ODT has turned into a widespread alternative to stain-
ing techniques as it avoids some of fluorescent imaging’s drawbacks like phototoxicity or
complex sample preparation.
In Chapter 2, we review C-ODT, which is present in most of commercially available
ODT implementations. Instead of physically rotating the sample, in the C-ODT microscope
the angle of the illumination beam is changed by using, for example, a galvo-mounted
mirror. This is often referred to as beam rotation illumination and requires a temporal
multiplexing approach to fill the maximum allowed 3D microscope aperture in order to re-
construct the 3D optical scattering potential, which is related to the sample’s RI. Thus, this
technique involves the acquisition and the computational processing of significant volume
of data, as well as it typically requires an expensive off-axis interferometric setup.
An alternative is treated in Chapter 3, which describes the fundamentals of PC-ODT,
comprising of the proposed algorithm for its implementation and numerical simulations
of its performance. In PC-ODT, the sample is simultaneously illuminated from different
directions allowed by wide-field microscopes. Then, the 3D RI reconstruction is performed
from a stack of through-focus intensity images, I(r), by applying a deconvolution with the
effective optical transfer function (OTF) of the system (comprising both absorption and
phase contributions). For low spatial coherence illumination, the wide-field microscope
transmits the same object spatial-frequency content that C-ODT is able to achieve from
multiple illuminations. PC-ODT can significantly reduce the data acquisition time because
1
it only measures a single stack of images I(r) and simplifies the reconstruction process.
The benefits of partially coherent illumination, like the removal of speckle noise or lower
phototoxicity risk, are in return accompanied by a lower image contrast for a region of
object frequencies which are severely attenuated: the low-value (LV) region.
The experimental setups suitable for PC-ODT are discussed in Chapter 4. Our PC-
ODT setup involves a wide-field microscope equipped with a LED source, under bright-
field illumination (BFI) and attached to an optical refocusing module (ORM), which pro-
vides the required through-focus intensity images recorded by a digital camera. The ORM
can be easily incorporated in conventional wide-field microscopes and synchronized with
a digital camera. Different implementations of ORM setups are discussed. PC-ODT tech-
nique is experimentally verified on well-known test samples (i.e., blood cells, diatoms,
etc.).
Chapter 5 is devoted to OTF optimization in order to enhance the quality of RI recon-
struction with PC-ODT when only a single stack of through-focus intensity images I(r) is
available. The OTF strongly depends upon the intensity distribution in the input aperture
plane of the microscope condenser lens. An illumination design alleviating the LV region
problem has been found, after having explored several illumination patterns (BFI, gaussian,
annular and combinations thereof). Particularly, by replacing conventional bright-field with
a properly designed gaussian illumination in the condenser aperture, a better balance be-
tween the transmitted low and high frequencies (more uniform OTF) is provided. The
improvement in RI recovery by using gaussian illumination is demonstrated with both nu-
merical simulations and experimental measurements. Finally, it has been verified that the
use of more realistic OTFs, which is calculated by considering the real experimental illu-
mination conditions, significantly increases the accuracy in 3D RI reconstructions.
PC-ODT provides a 3D data acquisition with a spatial resolution similar to C-ODT but
with higher tomography frame rate (e.g. 10 fps in 3D) compared to the current state of the
art for C-ODT (2.5 fps and 0.5 fps according to Tomocube and Nanolive companies, re-
spectively). In this way, PC-ODT can be extended to video-rate 3D imaging (time-resolved
tomography) which is suitable for the study of living cells and dynamic micro-objects, as
described in Chapter 6. Video-rate 3D RI reconstructions are tested with freely swimming
and optically manipulated living yeast bacteria along with living COS-7 cells.
Relevant PC-ODT applications in biomedicine are outlined in Chapter 7, more particu-
larly, the 3D RI reconstruction of cells for disease diagnosis (Leishmania, necrosis) as well
as cell dry mass and volume estimation. PC-ODT is also tested in a drug screening exper-
iment over primary rat hepatocytes, wherein RI variations of mitochondria are correlated
with the damage induced by certain chemicals.
The main achievements derived from this work and the perspectives of future develop-
ment and applications of PC-ODT are summarized in Chapter 8.
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Resumen
El principal objetivo de esta tesis es desarrollar e implementar una técnica rápida y de
alta resolución para la reconstrucción del índice de refracción (IR) 3D de muestras de ab-
sorción débil, basada en la generalización de la tomografía de difracción óptica (TDO),
desarrollada para iluminación coherente (TDO-C), al caso parcialmente coherente (TDO-
PC), lo que evita el ruido coherente y otros artefactos de la iluminación coherente (láser).
Al contrario que la TDO-C, que requiere microscopios holográficos (típicamente en con-
figuraciones interferométricas fuera de eje), la técnica TDO-PC propuesta se implementa
en un microscopio de campo amplio. La incorporación del módulo de reenfoque óptico es
sencillo y puede ser realizado por un usuario no familiarizado con la óptica (como médi-
cos y biólogos). La iluminación poco coherente proporcionada por un condensador de alta
apertura numérica logra una alta resolución y reducción del ruido coherente (speckle) típico
de las fuentes láser utilizadas en TDO-C.
El contenido de la tesis se ha dividido en ocho capítulos, como sigue.
En el Capítulo 1 se ha introducido el campo de la microscopía cuantitativa 3D sin mar-
cadores químicos, basada en la reconstrucción tomográfica del IR y que permite obtener
información de las muestras celulares (forma, masa seca, densidad, composición, etc.) sin
recurrir a agentes exógenos como marcadores químicos o de fluorescencia. La reconstruc-
ción computacional del IR basada en TDO se ha extendido como alternativa a las técnicas
de tinción, con el fin de evitar algunos inconvenientes de fluorescencia, como la fototoxici-
dad o los complejos protocolos de preparación de la muestra.
En el Capítulo 2 se introduce la TDO-C, presente en la mayoría de las implementa-
ciones comerciales actuales. En vez de rotar la muestra, en el microscopio adaptado para
la TDO-C se cambia el ángulo del haz de iluminación utilizando, por ejemplo, un espejo
rotante montado sobre un galvanómetro. Este enfoque requiere de un multiplexado tempo-
ral para rellenar la apertura del microscopio y reconstruir el potencial de esparcimiento 3D
ligado al IR de la muestra. Así, esta técnica involucra la adquisición y el procesamiento
computacional de un volumen significativo de datos.
Alternativamente, el Capítulo 3 describe los fundamentos de la técnica TDO-PC, in-
cluyendo el algoritmo propuesto para su implementación y simulaciones numéricas de su
desempeño. En TDO-PC la muestra es iluminada simultáneamente desde diferentes di-
recciones permitidas por el microscopio de campo claro. La reconstrucción del IR 3D es
realizada a partir de un conjunto de imágenes de intensidad I(r), adquiridas reenfocando
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la muestra a lo largo de un eje, y aplicando una deconvolución utilizando la función de
transferencia óptica (FTO) efectiva del sistema, incluyendo la contribución de fase y de
absorción. Para iluminación con baja coherencia espacial el microscopio de campo amplio
transmite el mismo contenido frecuencial que su contraparte de TDO-C es capaz de obtener
de múltiples iluminaciones. La TDO-PC puede reducir significativamente el tiempo de
adquisición de los datos ya que requiere medir un único conjunto de imágenes I(r). Los
beneficios de la iluminación parcialmente coherente van acompañados por un menor con-
traste en la imágenes de intensidad adquiridas y por una región de frecuencias espaciales
del objeto severamente atenuadas: la región de valores bajos.
En el Capítulo 4 se analizan varios montajes experimentales para la implementación
de TDO-PC. La TDO-PC es compatible con los microscopios de campo amplio conven-
cionales equipados con fuentes de diodo emisor de luz o halógenas. De esta manera, nue-
stro montaje experimental de TDO-PC comprende un microscopio de campo amplio con
iluminación de campo claro (ICC), unido a un módulo de reenfoque óptico (MRO) que
proporciona las imágenes I(r), que son registradas por una cámara digital. Además, difer-
entes montajes experimentales basados en dicho MRO son estudiados y la TDO-PC ha sido
testada en células sanguíneas y diatomeas.
El Capítulo 5 trata de la optimización de la FTO mediante el diseño de la iluminación
en TDO-PC, cuando se dispone de un único conjunto de imágenes I(r). La FTO depende
de la forma y la distribución de intensidad en el plano de la apertura de entrada del conden-
sador del microscopio. Hemos encontrado un diseño óptimo capaz de minimizar la región
de valores bajos, tras explorar diversos patrones de iluminación (ICC, gaussiana, anular,
etc.). Reemplazando la convencional ICC por una iluminación gaussiana diseñada ade-
cuadamente, se consigue un mejor balance entre las frecuencias altas y bajas transmitidas
(una FTO más uniforme), lo que ha sido demostrado mediante simulaciones numéricas y
mediciones experimentales. También se ha comprobado que el uso de FTO más realistas,
calculadas según la iluminación experimental, contribuye a mejorar la calidad del IR 3D.
La TDO-PC proporciona una adquisición de datos 3D con una resolución espacial sim-
ilar a la de TDO-C pero con una mayor velocidad (10 fps en 3D) en comparación con el
estado de la técnica actual para TDO-C (2.5 fps y 0.5 fps según las empresas Tomocube y
Nanolive). Así la TDO-PC puede extenderse a la reconstrucción de la muestra como vídeo
3D (tomografía con resolución temporal), que es adecuada para estudiar células vivas y
objetos microscópicos dinámicos, como se describe en el Capítulo 6. La validación exper-
imental de TDO-PC para reconstruir el IR de muestras vivas se lleva a cabo con bacterias
de levadura, tanto nadando libremente como manipuladas ópticamente con pinzas ópticas,
y células COS-7 derivadas de tejido de riñón de mono.
Otras aplicaciones relevantes de la TDO-PC se muestran en el Capítulo 7, en particular,
la reconstrucción del IR 3D de células para diagnóstico de patologías (Leishmania, necro-
sis), el cálculo de la masa seca y volumen celular; así como la verificación de los efectos
de distintos fármacos sobre hepatocitos primarios de ratón. Las variaciones de IR de las
mitocondrias de dichos hepatocitos se han relacionado exitosamente con el daño producido
por ciertos medicamentos.
Finalmente, los logros principales de este trabajo, así como las previsibles líneas de




1.1 Quantitative label-free microscopy
Historically, microscopy has been a qualitative technique based on spatial features (e.g.
distances, areas, shapes, contours, etc.) with merely imaging purposes. However, the tran-
sition to digital microscopy along with the new imaging methods, either based on labeling
(i.e. by chemical agents, autofluorescence, etc.) or label-free (like phase imaging and
optical tomography), pave the way to a more quantitative microscopy intended to extract
meaningful quantitative data, for example the refractive index, density or chemical compo-
sition, from the images. In this way, quantitative microscopy enables not only imaging but
also quantitatively study the sample. Computational imaging techniques are crucial in this
turning point. The evolution of microscopy into a more quantitative technique will provide
important scientific benefits such as an improved performance, a better reproducibility of
the experiments and the possibility of better comparing the results obtained with different
techniques and equipment [1]. From now on, we exclusively focus on the applications
of quantitative microscopy in the field of biomedicine, since the possibility of straight-
forwardly observing and quantitatively characterize tissues and cells (including their or-
ganelles) opens a wide range of possibilities to better understand their inner machinery.
One possibility for obtaining quantitative images is fluorescence microscopy, in which
one acquires digital images where the intensity value of each pixel encodes information
about the local concentrations of fluorophores present at a certain region of interest of the
sample [2]. Note that fluorescence imaging enables functional imaging of a cell sample as
the fluorophores selectively bind to specific biomolecules or organelles. The labeling of the
target region can be achieved in different ways, by using either extrinsic contrast agents (for
instance fluorophores like Nile red, green fluorescent protein or methylene blue) or intrin-
sic properties from the sample (autofluorescence) [3]. The advantage of autofluorescence
over extrinsic contrast agents consists of avoiding the sample staining. However, both of
these techniques require to modify the cells and its natural environment (for instance, via
fixation or by genetic modification) which may lead to misleading results. Moreover, they
suffer undesired effects such as photobleaching (consisting of a light-induced destruction
of the fluorophore suitable for limited time-lapse studies) and phototoxicity (damage in the
sample or modification of its natural behaviour). It is worth remarking that most advances
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in cell biology studies reached during the last decade have been obtained thanks to fluores-
cence microscopy. Moreover, the combination of fluorescence and confocal microscopes
has allowed rendering 3D images of the sample [4]. This fact has been recognized by
the Nobel Prize in Chemistry in 2014 awarded jointly to Eric Betzig, Stefan W. Hell and
William E. Moerner for their development of super-resolved fluorescence microscopy [5].
An alternative to fluorescence, widely applied in biological studies, consists of phase
imaging techniques such as Zernike phase contrast microscopy (PCM) [6] or Nomarski
Differential Interference Contrast (DIC) [7] which do not involve chemical tagging of the
sample and therefore overcoming phototoxicity problems mentioned above. Both tech-
niques turn phase shifts into light intensity (amplitude) variations clearly observable by
human eye or recorded by a camera. Although useful, these techniques do not provide
quantitative maps of phase variations. Indeed, in both PCM and DIC, the output image
is a combination from both phase and amplitude gradient contrasts so the complex-field
information cannot be retrieved uniquely [8].
Further, different techniques have been proposed in order to obtain a phase map of the
sample, such as digital holographic microscopy (DHM) and phase-shifting interferometric
microscopy, which are able to record the complex field of the wave scattered by the sam-
ple [9]. In this context, the field of the so-called quantitative phase imaging (QPI) [10, 11]
emerged as a possible alternative to fluorescence microscopy to provide quantitative cell
analysis without using labeling agents and inspired by the pioneering works of Zernike [6],
Nomarski [7] and Gabor holography [12]. Most QPI techniques involve computational
retrieving of a 2D phase image that reveals the cell topography from an interferometric
measurement of the light scattered by the object, recorded as a hologram by a digital cam-
era. However, they do not provide the 3D structure of the object.
Numerous variants of such a DHM technique have been developed in the last decades
demonstrating nearly real-time 2D phase imaging of different transparent objects includ-
ing living cells, see for example [13–16], with nanoscale sensitivity to dynamic changes
in the sample and suitable for studies at different spatial or temporal scales [11, 17]. 2D
QPI methods are reasonably simple in sample preparation, yet effective for a wide range of
applications involving nearly transparent samples. For instance, in Ref. [17] the assessment
of a single red blood cell (RBC) is proposed by monitoring its flickering and in Ref. [18]
their membrane deformability is quantified in the presence of different amounts of adeno-
sine triphosphate (ATP). Likewise, in [19] the relationship between the cell cycle stage
and the dry mass (derived from a phase measurement) is explored for E. coli cells, while
in [20] dynamic 2D phase maps have been exploited to study cardiomyocyte differentiation
that is a conventional approach to research heart disease. Furthermore, QPI have also been
applied beyond optical microscopy in fields such as material science to study multilayer
structures including dielectric-dielectric interfaces [21], X-ray soft tissue research [22–24]
and commercial optical fiber profiling [25, 26].
Most of the aforementioned QPI techniques are interferometric and require highly co-
herent sources (e.g. laser), thus introducing speckle noise and artifacts (ringing, halos, etc.)
in the reconstructed object phase. To mitigate these problems there have been also sev-
eral efforts of developing QPI based on partially coherent illumination, for instance, in a
Mach-Zehnder configuration [27–29] or by using a wavefront sensor [30]. Another prob-
lem linked to holographic methods is the necessity of a highly stable reference arm, thus
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being sensitive to non common-path fluctuations affecting the reference and object beams.
This problem is addressed by the quadriwave lateral shearing technique [30], which takes
advantage of the wavefront sensor technology thanks to its capability to sample the phase
in a given plane without the use of a reference arm.
As an alternative to interferometric methods, QPI can be performed applying the trans-
port of intensity equation (TIE), first developed by Teague [31] and then adapted to optical
microscopy [32–35]. TIE is a defocus-based method in which the phase can be retrieved
from a calculation of the intensity derivative along the optical axis. Two through-focus
intensity images can be used to approximate the axial intensity derivative by using fi-
nite differences, however, such estimation is inaccurate. To overcome this shortcoming
a higher order TIE method (see Ref. [36]) has been proposed to better estimate the inten-
sity derivates based on polynomial fitting for correcting nonlinearity, thus resulting in a
more robust method under noisy conditions.
A different approach for phase retrieval, different from interferometric and defocus
(TIE) methods, consists of the use of ptychography [37, 38]. In this label-free technique,
a coherent illuminating beam moves with respect to the object, which yields a sequential
array of overlapping illuminated regions. For each illuminated region, the light scattered
as it passes through the object is registered as a diffraction pattern on a detector (cam-
era). Then, the diffraction patterns are processed by an iterative phase retrieval algorithm.
Unlike DHM, ptychography is able to recover both the phase and amplitude of the field
scattered by an object without requiring a reference wave. A variant of ptychography is
Fourier ptychographic microscopy [39, 40], which iteratively combines in Fourier domain
differently illuminated low-resolution intensity images, i.e. by using a LED array to control
the spatial frequency scanning, in order to produce a wide-field and high-contrast image.
Although providing a good performance (high resolution and wide field of view), the pty-
chographic methods (as well as other scanning illumination based QPI techniques) are slow
in acquisition and processing, so they are not appropriate for the study of dynamic objects.
The actual trend of QPI is the reconstruction of the 3D refractive index (RI) distribution
of an object. Indeed, it allows obtaining valuable quantitative information about the object
structure, shape, mass, volume, density and their evolution in the natural cell environment.
Further, in the case of a biological cell, its RI can provide other biophysical information
such as the local concentration of certain chemicals (e.g. the hemoglobin density, as shown
in Ref. [41]). Most biological samples (i.e. cells and tissue slices) can be considered as
transparent samples with little absorption (close to the so-called phase objects). Let us
define the RI of the sample, n(r,λ ) = nRe(r,λ )+ inIm(r,λ ), where nRe and nIm are the real
and imaginary part of the RI, correspondingly, λ stands for the illumination wavelength
and r is a 3D position vector. For weakly absorbing objects, the component nRe (related to
the phase) prevails over nIm (associated with the sample absorption). We recall that pure
phase transparent objects (as compared to absorbing objects) do not affect the amplitude of
the illumination waves transmitted through them.
To achieve the 3D RI reconstruction of an object, two main approaches can be consid-
ered: computerized tomography (CT) [42] and optical diffraction tomography (ODT) [43],
both of them compatible with wide-field microscopy. These approaches were established in
50th-70th of the last century but their relevant applications in microscopy have started only
after the development of proper optoelectronic devices, powerful computers and efficient
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signal processing algorithms.
CT and ODT require illuminating the object from different sides. For instance, the
variation of the illumination angle in wide-field microscopy is usually achieved by scanning
point by point the condenser aperture diaphragm [44, 45]. Thus the sample is sequentially
illuminated by spatially coherent plane waves propagated in different directions. The larger
the condenser and objective numerical apertures (NAs), the broader the angular interval
allowed for the object inspection. For every illumination angle, the complex field amplitude
of light passing through the sample is recovered by interferometric, TIE, iterative or any
other method. Finally, the 3D distribution of the RI contrast ∆n(r) = ns(r)−nm of the 3D
object is recovered, where nm is the RI of the surrounding medium in which the object is
immersed.
The principal difference between CT [44–46] and ODT [47–53] lies in the posterior
processing of the measured intensity distributions of the light transmitted by the sample.
In CT framework the eikonal approximation is assumed. In this case, from the phase of
the optical field, the object thickness is obtained along each possible illumination direc-
tion. Later, the back filtered projection or other tomographic algorithms are applied to
recover the distribution of the RI contrast 4n(r) of the object [45]. However, the eikonal
approximation is only valid when the size (l) of the inhomogeneities of the RI is signifi-
cantly larger than the wavelength λ and the width of the sample L satisfies the following
condition
√
λL l, that for visible wavelength range means approximately l > 5 µm and
L 50 µm [54]. Therefore, it can not be used for analysis of object details of around 1 µm
size. In contrast, ODT [47–49, 51, 53, 55–57] takes into account the diffraction phenom-
ena that in high resolution microscopy allows for inspecting smaller object details than in
CT [50, 58]. For this reason, in the scope of this thesis we focus only on ODT since we
mainly treat with biological samples (containing tiny organelles below 1 µm) illuminated in
the visible range (λ = 400−700nm), thus diffraction effects can not be neglected. Within
ODT one finds techniques which benefit from coherent illumination, whereas others ap-
ply partially coherent illumination. With respect to 3D imaging applications, it is worth
pointing out that the image obtained with highly coherent illumination endures a severe
cross-talk caused by objects placed in the same or surrounding depth layers encompassed
by the sample. The use of quasi-monochromatic partially coherent illumination (light with
partial temporal and spatial coherence) circumvents such drawbacks as well as enables
speckle noise mitigation. For instance, the light diffracted by sample layers separated by a
distance larger than the temporal coherence length do not interfere each other at the imag-
ing plane. Hence, this coherence gating effect allows for enhanced depth discrimination
and out-of-focus information removal [59]. The partial spatial coherence of the illumina-
tion also plays an important role in the image formation process in optical microscopy [60]
as we will further study in Chapter 3.
The first proposal of application of coherent ODT in wide-field microscopy was pub-
lished in 2013 (see [52]). Today, coherent ODT has been incorporated into devices com-
prising especially designed holographic microscopes (including a Mach-Zehnder config-
uration) operating in transmission. So far, there are two companies, Tomocube [61] and
Nanolive [62], providing coherent ODT technology as a 3D imaging tool for biologists and
clinicians requiring marker-free imaging.
As a summary, 3D label-free microscopy has gained increased attention thanks to its
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capability of revealing cell structural information (shape, organelles, density and compo-
sition) without using exogenous agents such as chemical or fluorescent dyes. This type
of computational RI imaging technique based on ODT [43] has turned into a widespread
alternative to staining (i.e. fluorescence) techniques. Indeed, label-free microscopy tech-
niques enable to image the specimen in its natural environment or with minimal prepara-
tion, obtained with a harmless illumination source. Our ODT technique, based on partially
coherent illumination, has been developed for standard wide-field microscopes with low
coherent illumination and it can be applied using high numerical aperture (NA) objective
lenses enabling high resolution imaging.
1.2 Objectives and organization of the thesis
After the comparative analysis of the state of the art about phase tomography and coherent
ODT techniques along with the seminal works of N. Streibl [60] on 3D image formation in
wide-field transmission microscopy with partially coherent illumination (PCI), published
35 years ago, the latter approach has been chosen as a basis of our research. This approach,
forgotten for a long time, can be considered as a mainstay for the generalization of ODT
developed for coherent sample illumination (C-ODT) to the partially coherent case (PC-
ODT). The goal of this thesis is to develop an affordable and fast technique, compatible
with conventional wide-field transmission microscopes, for reconstruction of the 3D re-
fractive index (label-free imaging) of weakly absorbing samples (e.g. biological cells) by
using PCI. To this end, the following objectives were set up:
1. Establishment of the theoretical background, supported by the corresponding de-
velopment of algorithms and software, for high-resolution RI tomography from a single
stack of through-focus intensity measurements. In particular, this work includes the anal-
ysis of the microscope optical transfer functions, the design of an appropriate illumination
able to balance the low and high spatial frequencies transmitted by the microscope, the
choice of the proper deconvolution method and the numerical verification of the proposed
reconstruction scheme.
2. The experimental implementation of PC-ODT, by means of an affordable setup
compatible with commercial wide-field microscopes and, at the same time, fast enough to
enable video rate 3D RI reconstruction of dynamic micro-objects such as living cells and
bacteria.
3. The application of the developed PC-ODT technique to solve real-world problems
in the area of biomedicine and biophysics.
The thesis is organized as it follows. In the first section of this introductory Chapter 1,
we have briefly introduced the field of label-free imaging, from the first 2D phase retrieval
techniques to the 3D microscopy based on tomographic reconstruction of the sample’s RI
distribution, which has gained increased attention thanks to its capability of revealing cell
structural information (shape, organelles, density and composition) without using exoge-
nous agents such as chemical or fluorescent dyes.
In Chapter 2, the C-ODT technique is introduced, which allows the recovering of the
complex RI. C-ODT implementations are based on digital holography and apply temporally
and spatially coherent illumination sources (lasers). Particularly, we review the theoretical
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fundamentals (further linked to PC-ODT background), the required experimental setup, the
strengths and the downsides of C-ODT.
In Chapter 3, we propose an alternative to the C-ODT technique by using partially
coherent illumination: PC-ODT. After the introduction of the theoretical fundamentals of
this technique and the analysis of the phase and amplitude transfer fucntions (POTF and
AOTF, correspondingly) of high resolution wide-field microscope, we establish a simple
method for the 3D reconstruction of the RI real part from a single stack of through-focus
intensity measurements. The advantages and drawbacks of PC-ODT are underlined af-
ter its comparison with C-ODT. The proposed PC-ODT scheme is verified by numerical
simulations.
Chapter 4 describes the proposed setup for the experimental implementation of PC-
ODT. It involves a wide-field microscope, working under partially coherent illumination,
and attached to an optical refocusing module (ORM) that in turn comprises an electrically
tunable lens (ETL) for high-speed optical axially scan of the sample, which provides the
required intensity images recorded by a digital camera. Two different configurations of the
ORMs are considered. They are affordable and can be easily incorporated in conventional
wide-field microscopes, and synchronized with the digital camera by a final user non fa-
miliarized with optics (i.e. clinicians and biologists). Further, in this Chapter our PC-ODT
implementation is tested with well-known samples (diatoms, red blood cells, etc.).
Chapter 5 is devoted to the optimization of the OTF, by means of the PCI design, in
order to enhance the quality of reconstructed RI with PC-ODT by only using a single stack
of through-focus images. The OTF strongly depends upon the shape of the intensity dis-
tribution in the aperture plane of the microscope condenser lens. Consequently, we aim at
designing an illumination, different from the conventional bright-field one, for alleviating
the low value region of the POTF. To this end, we have explored several illumination pat-
terns and we found that, by replacing conventional BFI with a properly designed gaussian
illumination, a better balance between the transmitted low and high frequencies is obtained
along with a more uniform OTF. Also, we have considered the use of more realistic OTFs,
which have been calculated by considering the real experimental illumination conditions.
The comparative numerical and experimental study of different illumination schemes are
carried out.
In Chapter 6 we demonstrate the use of PC-ODT for the analysis of dynamic micro-
objects such as freely swimming and optically manipulated bacteria as well as the intracel-
lular dynamics of mammalian cells by reconstructing their 3D RI distributions at video-rate.
The optical manipulation of bacteria is achieved by adding an unconventional holographic
optical tweezers module to the microscope. These studies involve fast sampling (e.g. 10RI
stacks per second) of the sample attainable by the use of the ETL and is actually limited by
the camera frame rate.
The Chapter 7 is devoted to real-life applications of PC-ODT in the field of biomedicine.
In particular, we focus on the 3D RI reconstruction of cells with PC-ODT for applications
such as disease diagnosis as well as for estimation of the cell dry mass, among others. It has
been demonstrated that, by using the 3D RI distribution obtained with PC-ODT (and pa-
rameters derived thereof such as the dry mass concentration), it is possible to study a wide
variety of biological physiological changes such as cell parasitization, cell malfunctioning
induced by pharmacology and necrosis. In this fashion, we envision that PC-ODT can be
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an affordable and powerful alternative to C-ODT in a wide variety of studies in which the
RI works as a biomarker.
As a summary, the main contributions derived from this work are outlined in Chapter
8, along with future research lines that could enhance PC-ODT in the near future.
Finally, several appendices are also included, where the details of important equation
derivations (Appendices A-B), the experimental estimation of the modulation transfer func-
tion (Appendix C), the results of additional experiments of RI reconstruction (Appendix
D), the protocols for biological sample preparation (Appendix E) and the statistical tests







The current trend in wide-field label-free microscopy of low absorption samples is not
only obtaining high contrast images but also recovering from them quantitative informa-
tion about the 3D object structure (form, size or composition) directly related to its RI ns(r),
where r = (x,y,z)t is a 3D position vector. In general, thanks to the development of compu-
tational optics and, more in particular, digital holography, it has been possible to solve the
inverse problem that aims at recovering the complex field amplitude of the light scattered
by a sample and therefore its RI from a sequence of recorded intensity images. Finally, the
3D distribution of the RI contrast ∆n(r) = ns(r)−nm of the 3D object is recovered, where
nm is the RI of the surrounding medium in which the object is immersed.
Throughout this Chapter, the fundamentals and the state of the art of ODT based on co-
herent illumination, hereinafter referred to as C-ODT, are treated. While the first proposal
of application of the C-ODT in wide-field microscopy was published in 2013 (see [52]),
nowadays there exist several companies (Tomocube, NanoLive) applying it in especially
designed holographic microscopes.
2.2 Basic equations for light propagation in inhomogeneous
medium
In order to establish the principles of ODT, let us first consider the propagation of a
monochromatic electromagnetic field with harmonic time dependence e−iωt (which is dropped
henceforward) through a linear, isotropic and inhomogeneous medium. The medium is





where µr and εr represents the relative permeability and the relative permittivity, respec-
tively. From now on we consider non-magnetic materials with µr = 1. The propagation of
the complex field amplitude of the electric field, u(r), in a medium like that is described by




u(r) = 0, (2.2)
where k(r) = k0n(r) = 2πn(r)/λ0 is the wavenumber, λ0 is the light wavelength in vacuum
and ∇2 is a Laplacian operator comprises the second-order partial derivatives of r with
respect to each independent variable (x, y,z).
By introducing the RI of the surrounding medium (nm), the Helmholtz equation in




u(r) =−V (r)u(r), (2.3)
where V (r) = k20(n
2 (r)−n2m) is the so called scattering potential and km = k0nm. From the
knowledge of the solution u0(r) for the homogeneous Helmhotz equation (V (r) = 0) and
the knowledge of a Green’s function G defined as








G(r− r′) =−δ (r− r′), (2.5)
the solution of Eq. (2.3) can be written in the integral form as
u(r) = u0(r)+
∫
G(r− r′)V (r′)u(r′)dr′. (2.6)
By writing the total complex field amplitude as a linear superposition u(r) = u0(r)+




G(r− r′)V (r′)u(r′)dr′. (2.7)
Eq. 2.7 (strictly speaking is a Fredholm equation of the second kind) provides the solu-
tion of the scattered field in terms of the total field, u(r). In order to solve it, two approxi-
mations have been considered in the literature: Born and Rytov.
The Born approximation is also known as the small field perturbation method. By
representing the total field passing through the sample as the sum of the incident and the





G(r− r′)V (r′)us(r′)dr′. (2.8)
If the weak-scattering condition in the first-order Born approximation is considered,
then us(r) is only a small perturbation and the contribution of the second integral Eq. (2.8)
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G(r− r′)V (r′)u0(r′)dr′ = [V (r)u0(r)]⊗G(r). (2.9)
Then, the total complex field amplitude of the optical field passing through the sample is
given by
u(r) Born= u0(r)+uB(1)(r) = u0(r)+ [V (r)u0(r)]⊗G(r), (2.10)
where uB(1) represents the field scattered within first-order Born approximation. Note
that this first-order Born approximation only takes into account the undiffracted light and
its interference with once-scattered light, thus excluding multiple scattering [64]. Let us





. In general, for a better estimate of the scattered field higher order Born
approximations can be used [65]. By following the first Born approximation we find that
the term |us(r)|2 can be ignored, so the intensity expression becomes
I(r) Born= |u0(r)|2 +2Re{u∗0(r)us(r)} . (2.11)
Instead of Born approximation, Rytov approximation can be applied to solve Eq. 2.2
[50, 66, 67]. In that case, the overall field is represented like u(r) = eφ(r), where φ(r) =
φ0(r)+φs(r) is a complex function in which φ0 and φs are associated with the incident and
scattered fields, correspondingly. In this case, the solution of the wave equation Eq. 2.2 is
obtained under the assumption that
[(∇φs(r))²+V (r)]≈V (r), (2.12)












Let us now discuss the validity of both approximations which is still a controversial
question in the literature. The Born approximation holds in the case when contribution
(both in amplitude and in phase) of the scattered field us is small in comparison with the
incident plane wave u0, so u0(r)+ us(r) ≈ u0(r). Since u0 and us are complex functions,
an object meets the requirements of first-order Born approximation when its absorption
(related to the RI imaginary part) is negligible at the illumination wavelength (λ0) and the
introduced scattering, linked to the real part of the RI, is weak. If one considers a sample
with homogeneous RI ns and a known thickness t, then the phase change of the scattered






The interpretation of Eq. 2.15 is straightforward as the comparison of the phase change
over a period of 2π with the variation of the optical path length (t∆n) over one wavelength
[53, 68, 69]. Only optically thin samples in which ∆φ  2π , or equivalently t ∆n λ0,
are feasible to be treated with Born approximation. Some authors state that Born approx-
imation is accurate when the product of the scatter size and the RI contrast is less than
one-quarter wavelength [69].
The Rytov approximation is true if V (r) = k20(n
2(r)− n2m) (∇φs(r))² according to
Eq. 2.12. When the local variation ∆n is small compared to nm, then the term (∆n)2 may
be omitted leading to the following approximation for the scattering potential,
V (r)≈ 2k20nm∆n. (2.16)







according to which the variation of φs over a single wavelength has to be small. This also
explains the alternative name of Rytov approximation: slow perturbation method. Thus, the
Rytov approximation is also valid for optically thick samples because it does not rely on
the overall phase delay but on its gradient within the sample. However, since in this thesis
we consider the implementation of the ODT with high-numerical aperture optics enabling
high resolution imaging of small object details, the Born approximation is a proper choice
thanks to the consideration of optically thin specimen and a small ∆n (by considering a RI
of surrounding medium close to the one of the sample) .
2.3 C-ODT in wide-field microscopy
The first stage of C-ODT consists of the sequential illumination of the sample from different
dirrections by using spatially-coherent plane waves and the subsequent recovery of the
complex field amplitude (CFA) of the transmitted field for each illumination direction. The
object rotation can be used for this purpose (see [46, 70, 71]), however, it is a challenging
task for small living organisms. Alternatively, the scanning illumination is achieved by the
variation of the position of a laser spot onto the back focal plane of the condenser lens (e.g.,
see [52, 67]). Note that the larger the NA of the condenser lens, the wider is the angular
interval available for object inspection. We start from the consideration of the illumination
scanning approach.





is a unit vector in the direction of the wave propagation and a(|s)
stands for its amplitude, the complex field amplitude passed through the sample is obtained,
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according to Eq. 2.10, as
u(r |s) = u0(r |s)+us(r |s) = a(|s)exp(ikmsr)+a(|s)[V (r)exp(ikmsr)]⊗G(r). (2.18)
Note that here and further the symbol |s indicates the parameter associated with the consid-
ered illumination direction. The objective lens collects the transmitted waves thus yielding
the convolution with its point spread function (PSF) ho(r) as it follows:





Here, the Green’s function from Eq. 2.4 can be simplified by considering the far field
(when r is large enough) in which the approximation |r− r′| ∼ r− s · r′ is valid. Then, by






dr′, Eq. 2.19 can be rewritten in
Fourier domain as:
û(p |s) = a(|s)Ho(p)δ (p−κms)+a(|s)Ho(p)Ĝ(p)V̂ (p−κms), (2.20)
where p = (px,py,pz) is a 3D spatial frequency vector, 2πκm = km and Ho(p) is the transfer
function of the objective lens. In the case of a microscope objective lens with a circular










where NAo accounts for the numerical aperture of the objective lens. Alternatively, instead
of using the analytical expression from Eq. 2.21, the coherent transfer function (CTF) given
by Ho(p)Ĝ(p) can be experimentally measured [47, 52].
According to Eq. 2.20, the spectrum of the amplitude of the scattered wave in the illu-
mination direction given by vector s (referred to as û(p |s)) depends on only the contribu-
tion V̂ (p−κms) filtered by the Green function. Consequently, with a single illumination
direction s it is not attainable to fully encompass all the original frequencies of the sam-
ple. However, Eq. 2.20 allows treating the scattering potential retrieval problem sequen-
tially, as illustrated in Fig. 2.1. It is possible to reconstruct V̂ (p) by successively changing
the ilumination direction s to reach different spectrum regions and subsequently stiching
them all. The wave vector of the scattered (diffracted), qd = p+kill , is related to p and
kill = κms = (κx,ill,κy,ill,κz,ill) standing for the incident illumination. By considering the
elastic scattering constraint, |kill| = |qd|, and expanding both sides of the equation one
gets k2ill = κ
2
m = (κx,ill + px)
2 + (κy,ill + py)2 + (κz,ill + pz)2. In this way, the locus ac-
cessible object frequencies is the so-called Ewald sphere of radius κm with its center at
κms [63, 73, 74]. According to the sphere equation, the two solutions must satisfy the re-
lation pz = −κz,ill±
√
κ2z,ill− (p2x + p2y)+2(κx,ill px +κy,ill py) to contribute to image for-
mation, where the ± sign accounts for the transmission and reflection detection schemes,
respectively. Throughout this work we focus exclusively on transmission approach, since

























(a) Single parallel incidence





























































Figure 2.1: Sequential illumination scanning performed in C-ODT to reconstruct the scat-
tering potential of the sample, by assuming an identical NA for condenser and objective
lenses of the microscope. (a-b) A single plane wave illumination, either parallel (a) or
tilted (b) with respect to the optical axis, is only able to recover a small portion of the
sample spectrum corresponding to a cap of the Ewald sphere (corresponding to an arc in
the 2D view of the figure) of the sample spectrum. (c) Multiple illumination directions are
needed to obtain a better coverage of sample Fourier spectrum. The attainable frequencies
lie within a new extended sphere of radius 2NAo.
identical objective and condenser apertures have been considered. The Ewald sphere of
sample frequencies is coloured in green, while the red sphere corresponds to the scattered
waves and the black dashed line stands for the maximum frequencies attainable according
to NAo limit. As summarized in Fig. 2.1 (a), if a single plane wave illumination parallel
to the optical axis is used, for example a single centered spot of light onto the condenser
back focal plane (BFP), then only a cap of the Ewald sphere (shown as a 2D bold arc in
Fig.2.1 (a) in py−pz view) can be detected due to the limited objective lens NA. Then, after
the deconvolution procedure (see Eq. 2.20) given by
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V̂ (p |s) = û(p+κms |s)−a(|s)Ho(p+κms)δ (p)
a(|s)Ho(p+κms)Ĝ(p+κms)
. (2.22)
only a part of the scattering potential spectrum can be recovered. Nevertheless, the vari-
ation of the incident wave direction s yields a displacement of the cap center given by
kill , see Fig. 2.1 (b), and therefore it permits enlarging the area of the spectral domain to
be recovered. Indeed, by tilting the illumination a different part of the object spectrum
is mapped onto the Ewald sphere defined by the objective NA. Therefore, thanks to tilted
illumination, higher frequencies can be collected by the objective. The proper assembling
of the gathered spectral components V̂ (p |s) allows recovering the entire V̂ (p) that makes
possible the reconstruction of the scattering potential via its 3D inverse FT. Ideally, the
whole condenser aperture must be scanned point by point, that allows for the extended fre-
quency support displayed in Fig. 2.1 (c). All the collected frequency regions (illustrated as
the red circles from Fig. 2.1 (c), in the px−py view, each one corresponding to a different
illumination direction) are combined to obtain V̂ (p). However, the limited angular cover-
age of the condenser lens aperture (usually it is not extended more than 60º with respect to
the optical axis) yields an incomplete coverage of V̂ (p), responsible for the missing cone
(MC) problem, as later explained in Section 2.4. Moreover, the available axial frequency
(pz) content is smaller than that of the transverse direction. Consequently, several artifacts
such as axial elongation are present in the reconstructed 3D RI distribution, which can be
mitigated by using post-processing algorithms, based on prior knowledge of the sample or
other constraints [67, 75, 76].
Note that the scattering potential is, in general, a complex valued function
V (r) = P(r)+ iA(r),
P(r) = k20 (n
2
Re−n2Im−n2m),
A(r) = 2k20nRenIm, (2.23)
whose real and imaginary parts, P(r) and A(r) respectively, are related to the real (nRe)
and imaginary (nIm) parts of the sample RI (ns = nRe + i nIm) which can be easily found
from V (r). Here, nm corresponds to the surrounding medium RI in which the object is
immersed and it is supposed to be real. However, in ODT microscopy weak absorbing
samples (negligible nIm) are usually considered, therefore it is nRe (further also denoted as
ns) which reveals the object structure.
A typical scheme for 3D RI reconstruction in the case of C-ODT is displayed in Fig. 2.2.
It starts with the acquisition of one or several intensity distributions for a certain plane-wave
illumination, si, which is required for the recovery of the CFA of the light transmitted by
the microscope corresponding to a single plane of the sample, z0. The type of intensity
measurement, either hologram(s) or refocused images, depends on the method used for
phase retrieval (digital holography, TIE, iterative algorithms). When using a method based
on digital holography (DH), the mentioned intensity distributions correspond to holograms
from which the required complex-field amplitudes can be retrieved. For instance, in the
case of off-line holographic setups, one hologram per tilted illumination is, in general, suf-
ficient to retrieve the corresponding complex-field amplitude. On the other hand, in the
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Figure 2.2: Flowchart of the information processing approach used in C-ODT for recon-
structing the 3D RI.
case of on-line holography it is necessary to measure at least four holograms (by using
phase-shifting setup) to retrieve each CFA. Alternatively, TIE or iterative methods can be
used instead of DH, in which case such intensity distributions correspond to 4− 10 opti-
cally refocused images. The numerical refocusing of the CFA retrieved at z0 allows for
the recovery of an optical field in the entire sample volume. Then, the 3D FT of such a
CFA stack is calculated. The background suppression is applied in this step (or, alterna-
tively, previously in the r domain). Note that the deconvolution described by Eq. (2.22)
only provides the accessible content of the scattering potential spectrum V̂ (p |si ) lying on
the captured cap of the Ewald sphere defined by si and NAo. Afterwards, the described
process is repeated for each illumination direction until reaching a predetermined num-
ber (N). Ideally, the whole condenser aperture diaphragm must be scanned point by point
providing all the possible illumination directions. Nevertheless, in order to make more
practical such a time-multiplexing approach, a scanning reduced to spiral trajectories have
been proposed [67], thus achieving a good trade-off between accuracy and speed of the
RI reconstruction. Finally, all the acquired pieces of the 3D scattering potential spectrum,
V̂ (p |si ) (with i = 1, ...,N) that have been obtained separately, are assembled together to
build the overall 3D scattering potential spectra V̂ (p). From the latter one, and after per-
forming an inverse 3D FT (IFFT), one gets the scattering potential in the spatial domain,
V (r), from which the 3D RI image reconstruction is straightforward following the expres-
sion Eq. (2.23).
Alternatively, the so-called filtered backpropagation algorithm (not be confused with
filtered backprojection algorithm used in CT [68, 77, 78]) can be used for the recovery of
V (r) in C-ODT. However, the deconvolution method considered here allows easily taking
into account the microscope transfer function. Both of these C-ODT approaches can be
applied for Born and Rytov approximations.
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2.4 Frequency support for different illumination schemes
in ODT
In wide-field microscopy not all the illumination directions are accessible and therefore it
yields incomplete reconstruction of the 3D object spectrum. Indeed, the possible illumina-
tion angles are limited by the NA of the microscope condenser and objective lenses, thus
the collection of scattered fields is incomplete. This limitation leads to missing data in the
object angular spectrum in form of the missing cone (MC) problem or the missing apple
core problem. In this Section we review different illumination schemes in ODT and how
they cope with these limitations.
Single plane-wave illumination provides incomplete mapping of the observed object
frequency support, regardless of whether a transmission or reflection configuration is cho-
sen. As aforementioned, by changing the illumination wavevector one is able to recover
object frequencies that were not initially accessible in the Ewald sphere. Conventionally,
this step has been achieved by three different techniques: illumination rotation, sample
rotation and the combination of both of them. A comparison of accessible frequency
support for each case is drawn in Fig. 2.3. Taken into account that the resolution is
strongly anisotropic and depends upon the considered direction, the theoretical transverse
(∆x = 1/2pcutx , ∆y = 1/2p
cut
y ) and axial (∆z = 1/2p
cut
z ) Nyquist distances [71,79] are often





the maximum spatial frequency pertaining to the frequency support (see for example [51]).
As an example, the frequency support limits attainable for different illumination methods
in holographic tomography are included in Table 2.1, in which it has been considered that
NAc = NAo = nimm sin(θ), where θ stands for half–angle admitted by the acceptance cone
and nimm is the immersion RI. Let us briefly review each case.
• Fixed sample and a single plane wave illumination only enables the retrieval of a
single cap of Ewald sphere, as shown in Fig. 2.1, insufficient to reconstruct the 3D
RI.
• Illumination rotation with fixed sample, represented in Fig.2.3(a). This approach of-
fers the advantage of being easily implemented by changing the position of a laser
spot onto the back focal plane of the condenser lens (e.g., see [52, 67]), thus mod-
ifying the illumination incidence angle. By using several illumination directions,
tilted with regard to the optical axis, one shifts portions of the object frequency
support formerly not transmitted by the microscope towards positions that can be
imaged. Thus, by sequentially illuminating the sample with many illuminations (ide-
ally one must scan point by point the entire microscope condenser aperture) and then
combining them all to create a synthetic aperture [80, 81], one extends the origi-
nal frequency support. Therefore, it provides a good lateral resolution but in turn it
suffers from a restrained resolution along optical axis. This latter problem is better
known as MC and it originates artifacts, underestimation of the RI and stretching
of the reconstructed sample along the optical axis [67]. By means of this illumi-
nation scheme, which is the one applied throughout this work, the Nyquist lateral
distance is ∆x = ∆y = λ0/ [2(NAc +NAo)] and the Nyquist axial distance is given by
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Figure 2.3: Comparison of the frequency support covered by different illumination and
rotation approaches. (a) Illumination rotation with fixed sample. Note the strong anisotropy
of the frequency support along with the missing cone region (marked by red arrows) around
the origin of pz axis. (b) Sample rotation with fixed illumination is able to achieve a more
isotropic frequency support. In return, the maximum frequency reached in the traverse
direction is slightly reduced and an empty region remains (the so-called missing apple
core indicated by red arrows). (c-d) Illumination scanning with 2 and 4 object rotations to






), where λ0 is the illumination wavelength and
nimm is the RI of the immersion medium.
• Sample rotation (about y-axis, in this case) with single illumination, illustrated in
Fig.2.3 (b), provides a fairly isotropic frequency support (almost spherical) even
though is less extended than in illumination rotation approach. Moreover, there re-
mains a subset of captured frequencies around the rotation axis suffering from high
attenuation (or even untransmitted). The shape of the frequency support resembles
that of an apple core, in an analogous manner to MC in fixed sample ODT [70].
Furthermore, typically many rotations are needed to fill all the frequency support, so
this approach is difficult to implement. For example, the rotation may be performed
optically by means of optical tweezers [82], or mechanically rotation by embedding
the sample within a micropippete [44]. In this way, the missing apple-core lessens
the resolution in that axial direction.
• Hybrid approach, combining both illumination and sample rotations as displayed in
Figs. 2.3(c-d) for illumination rotation with 2 and 4 object rotations, respectively.
The more object rotations are applied, the broader the covered frequency support
becomes. This configuration allows to combine the advantages of each of the previ-
ous techniques, thus theoretically obtaining an extended and isotropic 3D frequency
coverage. Nevertheless, in practice only a few object rotations are performed, which
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Combined illumination and sample rotations 4nimm sin(θ)
λ0
Table 2.1: Theoretical frequency resolution limits, given in lateral (pcutx and p
cut
y ) and ax-
ial (pcutz ) directions, reached by different illumination and rotation ODT configurations
wherein the sample is rotated about y-axis and θ is the maximum angle between the op-
tical axis direction and the direction of the incident plane wave being transmitted through
the objective aperture according to NAc = NAo = nimm sin(θ). (*) Not suitable for ODT.
yields a not truly isotropic 3D resolution but it is enough to fill most of the frequency
support. The downside of this configuration is the larger datasets to be processed and
higher computational complexity of reconstruction algorithms [71, 83].
We have seen that C-ODT can be combined with rotation of the object in order to
effectively mitigate MC artifacts, thereby providing a more isotropic spatial resolution [44,
46, 70, 71]. However, the rotation approach significantly increases the data acquisition
time, thus making challenging real-time imaging. Therefore, in practice, the C-ODT is
commonly applied without object rotation but further including post-processing iterative
algorithms to mitigate possible artifacts arising from the MC [67, 75, 76, 84].
2.5 Implementations of C-ODT
The experimental setup of C-ODT consists of, apart from a microscope, two additional
modules: one that provides the illumination control over the sample and another one for
the measurement of the required intensity distributions. Both modules have to be pro-
grammable and fast switchable, which is specially needed when ODT is applied for analy-
sis of dynamic objects such as living cells. This section covers some relevant ODT schemes
already settled in the state of the art as well as some new proposals based on modifications
in either the illumination or measurement setups.
Nowadays, the modality of interferometric C-ODT is a well-established technique often
used for 3D RI imaging of biological specimens. Several specially designed commercial
holographic microscopes are available for its implementation. A basic scheme of the ex-
perimental setup typically required for interferometric C-ODT [45, 50, 52] is displayed in
Fig. 2.4. In this case, a collimated laser beam is divided into two components referred to as
illumination and reference beams. The illumination beam is redirected by using a turning
mirror in order to sequentially scan the back focal plane of the condenser lens. This scan
provides the set of tilted illuminations required in C-ODT as it has been previously de-
scribed. For each illumination direction a hologram is recorded by the digital camera. The
interferometric setup depicted in Fig. 2.4 corresponds to an off-axis configuration where































Figure 2.4: Sketch of an interferometric setup for implementation of the C-ODT technique
in a holographic microscope.
and object beams during the illumination scanning process. The first turning mirror (TM1)
controls the illumination scanning process while the second one (TM2) is used to preserve
the interference angle between the reference and object beams. Note that an input colli-
mated laser beam is divided by using a beam splitter (BS) while the object and reference
beams are recombined by a BS mounted in front of the camera (e.g. sCMOS). A conver-
gent lens (L) is used for focusing the collimated illumination beam onto the BFP of the
condenser lens (CL). The microscope objective lens (MO) collects the laser beam passing
by the sample (object beam) at a given scanning position. Then the tube lens (TL) images
the object beam into the detector plane of the camera. In general, hundreds of holograms
are required to reconstruct the 3D RI of the object by using the C-ODT algorithm explained
in the previous section, see the flowchart sketched in Fig. 2.2. Note that other DH tech-
niques such as phase-shifting interferometry can be used instead, however, it requires at
least four holograms for each scanning position making slower the C-ODT reconstruction
process [85].
C-ODT techniques have been successfully incorporated into commercial devices. As
previously introduced in Chapter 1, there are two companies, Tomocube [61] and Nanolive
[62], that have developed 3D RI imaging tools mainly devoted to biologists and clinicians
requiring marker-free imaging. For this reason, both companies pay special attention to
minimize photoxicity risks by injecting very low energy to the sample (≈ 0.2nW/µm2).
Either Tomocube and Nanolive implement a similar experimental setup: a laser source is
splitted into a reference and a sample beam (similarly to Mach-Zehnder configuration, as
depicted in Fig. 2.4), and then recombined to produce a 2D hologram recorded by a camera.
Moreover, the illumination beam rotates around the microscope objective optical axis to
acquire a series of holograms from all (360º) viewing points. Furthermore, each company
provides its own software to perform post-processing over the retrieved tomogram, thus
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allowing segmentation and digital staining procedures to the final user.
The particular implementation and capabilities of the system from each company are
slightly different. On the one hand, Tomocube HT-2 patented system uses the digital mi-
cromirror device (DMD) instead of a moving (galvanometric) mirror. The DMD provides
a fast, reliable and stable control of the beam path, enabling a 3D imaging speed of 2.5fps.
According to the technical specification, the optical resolution achieved by the system is
∆x = 166nm and ∆z = 332nm in the traverse and axial directions, correspondingly, with
a 60× magnification objective lens. Furthermore, it is able to image a field of view of
80 µm with 40 µm depth of field. On the other hand, Nanolive 3D Cell Explorer’s tech-
nology enables a larger stage over the object and facilitating its manipulation. Besides,
it offers a similar scanning volume (85× 85× 30 µm3) but with slightly worse resolution
(∆x = 200nm and ∆z = 400nm) and a lower frame-rate for 3D imaging (0.5fps) compared
to Tomocube. Finally, it is worth remarking that Nanolive guarantees a RI precision of
±0.001.
2.6 Conclusions
Several research groups have demonstrated the feasibility of 3D mapping of RI of cells by
using a tomographic interference technique often referred to as coherent optical diffraction
tomography [44, 45, 52, 53]. Specifically, C-ODT allows for the computational reconstruc-
tion of the 3D RI by recovering of the complex field amplitudes of light scattered by the
cell for a set of illumination angles. Note that C-ODT is able to reconstruct the object RI
from a synthetically assembled 3D angular spectrum, by computing hundreds of digital
holograms and by performing 3D deconvolution with the complex optical transfer func-
tion of the microscope. This complex acquisition and processing, which is characteristic
of C-ODT, turns out to be computationally demanding and needs an interferometric setup
with specialized hardware: e.g., fast galvanometer-controller mirrors to change the angle of
incidence (beam rotation) and a high-speed camera recording the holograms. In addition,
the interferometric setups necessarily require specially designed holographic microscopes.
Moreover, C-ODT suffers from inherent limitations due to the coherent laser illumination
such as speckle-noise and parasite interference degrading the RI reconstruction. In spite
of these difficulties, several commercially available holographic microscopes based on C-
ODT have been recently developed providing reliable 3D RI at low video rates (typically
at 0.5− 2.5 fps according to manufacturer data, Nanolive SA and Tomocube Inc.) suited
for long-term cell observation. An option for increasing the acquisition rate in C-ODT is to
reduce the number of illumination angles achieving rates up to 60 Hz, but at expense of the
spatial resolution and quality of the 3D RI reconstruction [49] due to increased missing-
angle artifacts. In this context, there is still a need in the field of 3D RI tomography of
an imaging tool with a simpler and faster reconstruction method while compatible with
conventional wide-field microscopes and providing a quality similar to C-ODT. The fol-







The goal of ODT is to obtain quantitative information from the sample’s 3D RI. As we have
reviewed in the previous Chapter, C-ODT requires sequentially illuminating the sample
from different directions and a complex reconstruction process for the RI recovery. As an
alternative, in this Chapter we introduce the fundamentals of ODT using partially coherent
light, a technique further referred to as PC-ODT and conceived to be easily implemented
in commercially available wide-field microscopes. Thus, PC-ODT is intended to provide
a more affordable and straightforward ODT alternative to C-ODT which requires specially
designed holographic microscopes. PC-ODT provides direct reconstruction of the 3D RI
from a stack of through-focus intensity measurements, via a deconvolution process with the
microscope optical transfer function. Finally, several numerical simulations are conducted
in order to evaluate the accuracy and the reliability of the PC-ODT technique.
3.1 Introduction
As aforementioned in the previous chapter, the main goal of ODT is the RI reconstruction
from the optical scattering potential, which is defined by the function V (r) = k20(n
2 (r)−
n2m), where: r = (x,y,z), k0 = 2π/λ0 with λ0 being the free-space wavelength, while
n(r) and nm are the refractive index of the specimen and its surrounding medium, cor-
respondingly. The function V (r) is real in the lossless case when the sample only mod-
ulates the phase of the transmitted field, V (r) = P(r), while it is a complex function
V (r) = P(r)+ iA(r) if the sample absorption has to be taken into account.
Unlike C-ODT, PC-ODT studied in this Chapter does not require coherent illumination
scanning because the entire back focal plane of the microscope condenser is illuminated
simultaneously providing all the possible illumination directions corresponding with par-
tially coherent illumination (PCI). The PC-ODT approach benefits from PCI, which can
significantly reduce the data acquisition time because it only requires a single exposure to
the illumination (it suffices that a single stack of refocused intensity images is measured).
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In this way, the use of PCI simplifies the reconstruction process, as it does not require
the combination of different frequency support regions obtained with different illumination
states. For low spatial coherent illumination (fully opened condenser aperture) the bright-
field microscope transmits the same object spatial-frequency content that C-ODT is able to
achieve from multiple illuminations. However, these benefits of PCI are accompanied by a
lower image contrast in certain regions of the frequency support, which is probably one of
the reasons why the PCI potential has not been completely exploited yet in ODT.
The theoretical fundamentals of PC-ODT technique have been established thirty-five
years ago by N. Streibl [60] devoted to 3D partially coherent imaging, where the expres-
sion of the phase and absorption optical transfer functions (OTFs) of the wide-field trans-
mission microscope were derived assuming the Born approximation in the paraxial limit.
Nevertheless, this work has not been transferred to practice until 2016. In this context, we
start working by May 2016 in an experimental setup based on Streibl work, which discloses
OTF expressions for the paraxial approximation. The OTFs in nonparaxial aproximation
have been reported in the same year [72]. We adopted the nonparaxial OTFs since they
are more appropiate for high NA microscopy. Moreover, at that time (October 2016) it was
also published the Ref. [86], disclosing the 3D differential phase contrast (DPC) in paraxial
approximation for low NA microscopy. DPC implements the method proposed by Streibl
in his seminal work [60] for the RI reconstruction of absorbing samples by using multiple
asymmetric illuminations. Therefore, DPC is slow for imaging of living cells because it
requires the measurement of multiple intensity stacks, which in turn makes complex the
reconstruction process.
Taking into account this context of the state of the art, our research first focused on the
design of a competitive PC-ODT technique and system for high NA microscopy with the
following requirements: fast enough to enable 3D RI imaging of dynamic micro objects
such as living cells (weak absorbing samples), and simple in the measurement as well as in
the reconstruction process. In the next sections, we introduce the fundamentals of the pro-
posed PC-ODT and analyze its performance via numerical simulations and experimental
results (a more detailed description of the PC-ODT setup is provided in Chapter 4). From
this analysis we have realized that the performance of PC-ODT can be improved by using
a proper design of the PCI different from the uniform bright-field illumination, and it will
be further studied in Chapter 5. The implementation of PC-ODT for real-life applications
underlying its potential in biomedicine will be demonstrated in Chapter 6 and 7.
3.2 Principle of 3D imaging with partially coherent illu-
mination
Let us introduce the 3D image formation process with partially coherent illumination. In
a common microscope, the opening and closing of the condenser diaphragm eventually
controls the amount of light reaching the specimen. Moreover, for the case of a wide-field
transmission microscope, the spatial coherence of the illumination depends on the aperture
of the condenser lens relative to that of the objective. In this way, it is possible to define
a ratio of spatial coherence as SC = NAc/NAo, where NAc and NAo are the numerical
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apertures of the condenser and objective lenses, correspondingly. The coherent limit is
reached for SC→ 0 whereas SC→ ∞ corresponds to the incoherent case [60, 87]. For the
intermediate SC values, including SC = 1 (also known as matched illumination), light is
partially coherent. Larger values of SC are obtained when the condenser diaphragm is fully
opened.
Instead of using a coherent laser beam, in PC-ODT the spatially incoherent quasi-
monochromatic light available in wide-field microscopes (either LED or filtered light from
a halogen lamp) is projected onto the back aperture of the condenser lens (position of con-
denser diaphragm), thus providing the object illumination from all the angles required in
C-ODT but simultaneously. Let us assume that the incoherent intensity distribution over
the condenser aperture diaphragm is described by a2(|s),where the vector s stands for the
illumination direction. Then, the measured intensity distribution is a sum of all the intensity
contributions obtained by the coherent plane wave illumination at different tilting angles.
The intensity distribution of the wave scattered by the object when it is illuminated by a
plane wave u0(r |s) = a(|s)exp(ikmsr) can be found through Eqs. (2.28-2.29):







where ⊗ stands for the convolution operation and ho represents the point spread func-
tion (PSF) of the objective lens. The first term, I0(r |s) = a2(|s) |exp(ikmsr)⊗ho(r)|2 =
a2(|s)|Ho(kms)|2, denotes the DC term representing the background intensity. By expand-
ing the scattering potential into its real P(r) and imaginary A(r) contributions, the last two
terms of the normalized intensity J(r |s) = [I(r |s)− I0(r |s)]/a2(|s) can be rewritten as
J(r |s) = [exp(−ikmsr)⊗h∗o(r)]× [(P(r)+ iA(r))exp(ikmsr)]⊗G(r)⊗ho(r) (3.2)
+[exp(ikmsr)⊗ho(r)]× [(P(r)− iA(r))exp(−ikmsr)]⊗G∗(r)⊗h∗o(r).
Afterwards, we take advantage of the Fourier Transform (indicated by the hatˆsymbol) for
simplifying Eq. (3.2). By taking the 3D FT on both sides and introducing the normalized
wavevector magnitude κm = km/(2π), one obtains:











Finally, after an integration over all the possible illumination directions limited by the




step(sz), the 3D FT of intensity
27




Î(p |s)ds = Bδ (p)+ Â(p)HA(p)+ P̂(p)HP(p). (3.4)
Here, the term B =
∫
S
I0(r |s)ds is the background intensity, HA(p) and HP(p) are the so-











Note that H∗A(p) = HA(p) while the POTF is a Hermitian function H
∗
P(−p) = HP(p). Con-
sequently, the AOTF is a real even function whereas the imaginary part of the POTF is
odd. In the sake of brevity, the details of Eqs. 3.5 derivation are available in Appendix
A.1. Eqs. 3.4-3.5 are the key expressions for describing the imaging model settled down
by N. Streibl [60, 88], which is based on imposing Helmholtz equation to the mutual in-
tensity function that can be applied for both coherent (a single plane wave) and partially
coherent illumination. Indeed, the 3D image formation can be understood as a filtering
process where the OTFs limit the observable object spectrum encoded as the 3D-FT of the
scattering potential V̂ (p). The analytical expressions for the POTF and AOTFs of a bright-
field illumination (BFI), derived from Eqs. 3.5 for the particular case of circular apertures
(of both the condenser and the objective lens), are provided in Appendix A.2. We recall
that BFI corresponds to an uniform illumination across de condenser’s input aperture. In
particular, the integrals from Eqs. 3.5 have been calculated for SC ∈ [0,1] in the paraxial
approximation by N. Strebil [60] and more recently by Y. Bao and T. Gaylord [72] for
the nonparaxial case. This model is valid in first-order Born approximation and it can be
alternatively expressed in the reciprocal spatial domain by applying an 3D inverse Fourier
Transform (IFFT) to the Eq. 3.4. In this way, one derives that the 3D intensity image I (r) in
a bright-field microscope can be written as a linear superposition of the real and imaginary
contributions of the scattering potential convolved with the corresponding PSFs hP (r) and
hA (r) as it follows
I (r) = B+P(r)⊗hP (r)+A(r)⊗hA (r) , (3.6)
with B being the background intensity (unscattered light). Here, hP (r) and hA (r) are the
microscope response functions to a point scatter, V (r) = δ (r), and to a point absorber,
V (r) = iδ (r), respectively. Note that the POTF and the AOTF are the 3D FT of hP (r) and
hA (r), respectively. In the C-ODT case it exists a similar expression but for the complex
field amplitude [45, 52].
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We recall that the Eq. 3.6 can be applied for different illumination configurations by using
either theoretically calculated or experimentally estimated functions hP (r) and hA (r).
3.3 Deconvolution process to obtain the object’s RI
In this Section we show how to retrieve the scattering potential, and therefore reconstructing
the 3D RI of weakly absorbing samples, by means of our PC-ODT technique. PC-ODT is
intended to samples with very low absorption in which the real and imaginary contributions
of the refractive index fulfill the condition nIm(r) = εnRe(r), where ε takes a small positive
value (in the range 10−5−10−2 for weak absorption objects, see [89]). This approximation
is often considered in a similar way for X-ray phase imaging [90] and is appropriate for
weakly absorbing and optically thin samples as the ones considered throughout this thesis.
In this context, PC-ODT is able to recover the sample RI by only measuring a single in-
tensity data set I (r) provided by the microscope under low spatially coherent illumination
(SC ≈ 0.5− 0.8). This approach is equivalent to the introduction of an effective transfer
function HEFF (p) = HP (p)+ 2εHA (p), as further explained in Appendix A.3, so that the
Eq. (3.4) can be then rewritten as
Î (p) = Bδ (p)+2εk20n
2
0HA (p)+ P̂(p)HEFF (p) . (3.7)
Then a regularized Wiener deconvolution [91] provides an accurate and straightforward RI
reconstruction from the following expression:
P̂(p) =
[
Î (p)−Bδ (p)−2εk20n20HA (p)
]
H∗EFF (p)
|HEFF (p)|2 +β (p)
, (3.8)
which has been applied in our first work [89]. Note that the previous equation assumes an
ideal detector (camera). This assumption does not hold in practical terms, so one needs
to include the modulation transfer function (MTF) of the camera which describes how the
contrast of the camera decreases as the spatial frequency of the sample increases. Here, we
have taken into account the low-pass filtering associated to the MTF by replacing Î(p)→












−2εk20n20HA (p) and the regularization parameter β (p)=
1/SNR(p) depends on the signal to noise ratio (SNR) of the measured intensity images
which is typically within the range β ∼ 10−3−10−5 [73]. Throughout this work the SNR
has been estimated by considering that the power spectrum of very high frequencies beyond
the system’s frequency cuttoff. The real noise power spectrum estimation, PSn (p), is ap-
proximated as an average of the power spectrum of those frequencies (PSn (p)≈ PSn), and




/PSn where PSs (p) is
the measured signal power spectrum. More intricate deconvolution algorithms could im-































I'(p)= -[2ε n2 k2 HA(p)]0 0MTF(p)
I(p)
Figure 3.1: Flowchart of the information processing approach used in PC-ODT for recon-
struction of the object 3D RI. A 3D intensity stack I(r) of refocused intensity images is
measured by optical axial scanning of the sample. Then, a intensity normalization is per-
formed to impose energy conservation, followed by a background removal in I(r). Next,
a 3D FT of I(r) is calculated. Later, Î(p) is deconvolved first by using the detector modu-
lation transfer function, MTF(p), and the the remaining background is suppressed in order
to obtain Î′(p). Afterwards, Î′(p) is deconvolved again by considering the microscope ef-
fective transfer function, HEFF(p), in order to obtain the scattering potential in the spectral
domain, P̂(p). Finally, the 3D inverse FT is applied to obtain the scattering potential in the
spatial domain from which the RI of the sample is obtained.
bright-field 3D imaging. Note that the available fluorescence deconvolution tools (either
with direct or iterative approaches) [91, 92] cannot be applied because they are based on
a-priori constraints such as non-negativity of the PSF, which do not hold for both C-ODT
and PC-ODT quantitative imaging.






As weak scattering samples are considered, the nRe(r) provides most of the relevant struc-
tural information of the sample. Consequently, henceforth only the real part of the sample
RI is considered.
3.4 PC-ODT algorithm
In this Section we describe how the information is processed by the PC-ODT technique
to retrieve the 3D RI, as summarized in the flowchart displayed in Fig. 3.1. The first step
consists of measuring a stack of intensity images, I (r), obtained by scanning along the
optical axis (in this case the z-axis). The next step consists of a background removal (that
alternatively can be performed in Fourier domain), followed by the intensity normalization
30
of the filtered stack to ensure the energy conservation. Afterwards, the deconvolution con-
sidering the MTF of the detector (camera) is performed [73,89], and then Î′(p) is obtained.
The deconvolution Eq. (3.9) is later performed yielding P̂(p) from which the scattering
potential P(r) is obtained by calculating the inverse FT of P̂(p). Finally, the 3D RI of the
object is recovered from Eq. (3.10).
Finally, let us discuss an important fact about OTF estimation, that is a key point to
proceed with PC-ODT and to obtain a reliable RI estimation. In the case of uniform illumi-
nation projected over the entire back aperture of the condenser lens, the term a2(|s) = a2
is independent on s and therefore the integrals in Eqs. (3.5) can be analytically calculated
either in paraxial [60] or nonparaxial [72] regime. For a high NA objective lens, NAo > 1,
the paraxial OTFs derived by Streibl [60] are not accurate enough as oblique illumination
also contributes to image. Hence, in this Chapter we consider nonparaxial case, according
to which we apply the following expressions developed in Ref. [72] to calculate the phase


















































































































where we have introduced the illumination function Ŝ(px,py) and the pupil Ô(px,py) related
to the illumination field over condenser and objective apertures, respectively. Let us recall
that λ = λ0/nimm is the normalized wavelength (nimm refers to the RI of the immersion
oil of the objective lens). The expressions from Eqs. 3.11-3.12 are the general imaging
case. Nevertheless, for the remaining of this Chapter (and the next one) we assume an ideal
uniform bright-field illumination and circular apertures (both the condenser and objective)
with SC ∈ [0,1]. In that case, Eqs. 3.11-3.12 can be further simplified, as detailed in Ap-
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Figure 3.2: (a) Illumination configuration for a transmission wide-field microscope. (b)
The C-ODT technique retrieves the complex scattering potential spectrum V̂ (p) transmit-
ted by the microscope. An illumination scanning approach (sequential object illumination)
is used to gather all the cross sections of the object’s spectra with the Ewald sphere (semi-
circular arcs). As an example, only 3 scanning positions (thus 3 semicircular arcs) have
been sketched. Note that the transmitted part of V̂ (p) falls inside a 3D horn-torus in the
reciprocal space, here only its section (px, 0, pz) has been sketched (dashed curve). (c) The
proposed PC-ODT technique collects the same horn-torus region because the illumination
of the condenser aperture allows for coverage of all the illumination angles simultaneously.
Nevertheless, it also exists the possibility of using direct experimental measurements
of the PSF of a high-NA microscope operating in transmission bright-field, as explored in
some works [93], and then deriving the OTF by Fourier Transform. This approach takes
into account the imperfections of the imaging system like the effects of slightly off-axis
illumination or optical aberrations. However, the direct measurement of PSF suffers from
several drawbacks. The choice of a sample mimicking an ideal isolated point scatterer is
troublesome. Typically, nanoparticles like calibrated polystyrene beads with size close to
the diffraction limit (100 nm diameter, around λ0/4, being λ0 the illumination wavelength)
and known RI are used [67,93]. This approach is prone to noise as in bright-field the back-
ground term prevails in the intensity measurement and a weakly scattering sample exhibits
poor contrast. Other works rely on PSF estimation obtained by means of deconvolution
algorithms [94], but require a-priori knowledge of the sample and the reconstructed RI still
suffer from artifacts like ringing. Indeed, the intensity stacks from a reference or probe
object (i.e. beads of known dimensions or by calibrated by using another technique, so the
probe volume contains a single in-focus slice with blurring above and below it according
to the PSF of the imaging system) are used together with iterative Landweber least squares
method for minimizing the error norm of the PSF calculated in this way [94]. Consequently,
in this Chapter we prefer to apply analytical expressions for PSF and OTF. Later, a better
OTF estimation is obtained by measuring the experimental illumination in the microscope
condenser plane, as detailed in Chapter 5.
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3.5 Transmitted spatial frequency content of the object
In ODT, the amount of information transmitted by the imaging system is determined by the
illumination and the NA of the microscope lenses (both NAc and NAo), which determine
the limits (see the dashed curves in Fig. 3.2) of the spatial frequency content of the object
that contributes to the image formation. Both C-ODT and PC-ODT provide access to the
same spatial frequency content of the 3D object. However, this information is obtained in
different ways in PC-ODT in comparison with C-ODT, as illustrated in this Section.
In the case of C-ODT, a laser beam is focused onto the condenser aperture in order to
approximate a point light source which is Fourier transformed by the condenser lens into a
collimated wave approximating the ideal plane wave reaching the sample, as it is indicated
in Fig. 3.2 (a-b). For each illumination angle of the plane wave (that depends on the spot
position) only one cross section of the object spectrum V̂ (p) and the Ewald sphere can be
retrieved. In general, an interferometric measurement (a hologram recorded by a digital
camera) is often used to retrieve such a cross-section information (which is a complex field
defined by an amplitude and a phase distributions). Specifically, the recovered information
located within the transmited Ewald cap (represented in Fig. 3.2 (b) by using a semicircualr
arc to help the visualization) is obtained via phase retrieval from the recorded hologram by
using numerical refocusing (involving Fresnel beam propagation) and complex amplitude
deconvolution. Thus, in C-ODT the spatial frequency support is covered by scanning the
laser beam throughout the entire condenser aperture that allows approaching the available
frequency content till the limits. In Fig. 3.2 (b) such filling process used in C-ODT has
been indicated only for 3 scanning positions (thus resulting in 3 semicircular arcs) to help
the visualization. To create the synthetic version of the object’s V̂ (p) transmitted by the
microscope, all the retrieved spectrum cross sections have to be assembled together in the
reciprocal 3D space [45, 52].
In contrast to C-ODT, PC-ODT exploits quasi-monochromatic and spatially incoher-
ent light provided by a LED or a halogen lamp to illuminate the entire condenser aperture
simultaneously, see Fig. 3.2 (c). Note that numerical refocusing can not be applied for par-
tially coherent illumination. As a result, the object is illuminated by the incoherent sum of
plane waves emerging from different directions. Therefore, a similar part of the V̂ (p), see
Fig. 3.2 (c), transmitted by the microscope can be reconstructed from a single data set I (r)
obtained by optical refocusing (axial scanning). Thus, PC-ODT is inherently faster than
C-ODT and, in practice, simplifies the measurement and the reconstruction process. An
additional advantage is that the low spatial coherent illumination avoids coherent artifacts
such as speckle noise, which plagues C-ODT and other coherent light microscopy imag-
ing methods [13]. Moreover, the partially coherent illumination enables compatibility with
conventional commercial microscopes.
Let us now analyze the contribution of illuminating plane waves in the total POTF and
AOTF, as illustrated in the first and the second row of Fig. 3.3, respectively. Here, the
analytical OTF expressions for ideal uniform bright-field illumination have been consid-
ered [72], also available in Appendix A.2. In that case, both POTF and AOTF are axially
symmetric. Specifically, the parameters chosen for OTF computation are a central wave-
length of λ0 = 450nm, and numerical apertures of NAc = 0.95 and NAo = 1.4 (SC ≈ 0.7).


























































































































































































































(a) N=1 (b) N= 10 (c) N → ∞ 
Figure 3.3: Comparison between different 2D xz-sections of the 3D nonparaxial OTF. The
first row summarizes different phase OTFs (POTFs), HP(p), whereas the second row shows
the corresponding sections of the absorption transfer function (AOTF), HA(p). OTFs from
(a-c) columns have been calculated with a different number of illumination plane waves
(N), ranging from a coherent illumination (a) to almost incoherent illumination (c). All the
OTFs have been represented by considering λ0 = 450nm, NAc = 0.95 and NAo = 1.4. The
arrows point towards the missing-cone (MC) region in the frequency domain, whereas the
dashed line contains the low value (LV) region.
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lowing cases: in Fig. 3.3 (a) a plane wave provides coherent illumination (only the central
point of the condenser aperture diaphragm has been illuminated, thus s = (0,0,1)), while
in Figs. 3.3 (b-c) intermediate (with 10 different illumination directions, so 10 points of the
condenser are scanned) and almost incoherent (the whole condenser aperture diaphragm
is filled with light) illumination have been deemed, respectively. The case with N = 1
shown in Fig. 3.3 (a) is equivalent to coherent illumination, therefore only a couple of arcs
(corresponding to Ewald sphere caps in 3D) are reached. When some more condenser
positions are scanned, the arcs overlap (see Fig. 3.3 (b)) and the frequency coverage im-
proves, although important empty gaps remain. As observed in Fig. 3.3 (c), if one fills the
whole condenser aperture with light (equivalent to a very large number of scanning spots),
it yields an extended covered spectrum region. Note that the bright-field microscope (with
fully opened condenser aperture) transmits the same object spatial-frequency content that
C-ODT is able to achieve from multiple illuminations [89]. We remark that POTF has
positive and negative regions, therefore exhibiting a contrast loss around the optical axis
(pz = 0 µm−1) due to destructive overlapping of opposed sign Ewald sphere caps. Con-
versely, the AOTF is always positive (as every couple of conjugated Ewald sphere caps
overlaps additively) and showcases a low-pass behaviour [66]. In this way, we see that the
frequency support in PC-ODT is the same that could be reached by considering a num-
ber of waves high enough. Note that in the Fig. 3.3 (c), PC-ODT exhibits certain regions
of low POTF magnitude (poor contrast). Indeed, the spatial frequencies delimited within
the dashed line are further referred to as low-value (LV) region while the missing spatial
frequencies marked with arrows are responsible for the well-known MC problem. The
MC problem produces artifacts and elongation of the reconstructed sample, as further il-
lustrated in Chapter 4 with experimental examples. This MC problem is a well-known
problem, leading to an axial distortion effect which is also present in C-ODT as well as in
other quantitative imaging techniques, see for example [67, 86]. However, the LV region
and the subsequent contrast loss in certain spatial frequency regions is a new problem and
its effects can be mitigated by using a more appropriate design of the illumination over the
condenser lens input aperture, different from BFI, as we will further study in Chapter 5.
It is also worth pointing out that the missing-cone problem equally affects both ODT
modalities. The missing-cone region is smaller for the larger NAc and NAo, however, it can
not be completely filled without applying mechanical rotation of the object discussed for
the C-ODT case in Chapter 2. The same analysis is applicable for PC-ODT. The utilization
of object rotation [95], multiple angle illumination [66] and even the combined use of
both of them [71] have already been experimentally exploited for analysis of static objects.
Nevertheless, it results cumbersome for analysis of dynamic objects such as living cells.
Some prior assumptions about the object (for instance, a-priori knowledge of its shape or
imposing the constraint that its RI is higher than the surrounding medium in which it is
immersed) or an iterative approach for RI recovery can help to mitigate the artifacts caused
by the lack of certain spatial frequency information (e.g. see [67]). Such methods can be
applied for both ODT modalities.
So far, we have seen the impact of modifying the illumination coherence (through SC)
on the POTF frequency support. It is also convenient to illustrate how the illumination
wavelength (λ0) plays also a crucial role in the frequency support. Further, let us now ana-
lyze the POTFs for three illumination wavelengths (450, 560 and 630 nm respectively), as
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displayed in Fig. 3.4, and a higher coherence ratio (SC = NAc/NAo = 1, with NAo = 1.4)
in comparison with the one from the Fig. 3.3. The magnitude of POTF values has been
normalized to the range [-1, 1] for each λ0. Regardless the λ0 value, all the POTFs exhibit
the LV region around the optical axis. However, in the event of the smallest wavelength
(λ0 = 450nm), the frequency support extends far away px = 3 µm−1 and pz = 1.25 µm−1.
Furthermore, the wavelength produces a scaling effect over the frequency support in PC-
ODT according to the results from Fig. 3.4, thus extending the maximum spatial frequen-
cies attainable as long as the wavelength decreases. However, the choice of λ0 often de-
pends on the absorption of a particular sample, and it is not always possible to select the
wavelength that would offer the widest frequency support.
The spatial resolution in ODT, without sample rotation, exhibits a strong anisotropy
due to inhomogeneous coverage of the spatial frequency support. For this reason, the
Nyquist limits are often used to theoretically compare the OTFs from different imaging
system [51, 79]. It is worth remarking that the OTF allows to link diffraction limit and
optical resolution concepts [96]. We recall that Nyquist distances in traverse (∆x,∆y) and





, where nimm is the objective immersion oil (in this case,
nimm =1.515 is considered). The Nyquist distances, for both SC = 0.7 and SC = 1 and the
imaging system considered in Fig. 3.3 and Fig. 3.4, are summarized in Table 3.1). Note
that Nyquist distances only determine maximum frequency values that can be reached in
axial and traverse directions, but do not provide any information about spatial resolution
distribution in 3D arbitrary directions. In this way, it is not possible to affirm that broader
limits of ∆x, ∆y, ∆z , obtained by a lower λ0, are always associated with the improvement
of the RI quality.
Moreover, by comparing the Fig. 3.3 and Fig. 3.4 one may conclude that working with
S→ 1 would be better to enlarge the frequency support. Nevertheless, it is easier working
with an air (dry) condenser with a moderately high NA (i.e. in the range 0.8-0.95) than
using a extremelly high-NA immersion condenser for reaching a SC value close to 1, since
the air condenser provides larger working distance [97]. Moreover, the frequency con-
tent of extremely high frequency that would be reached with a high-NA condenser (above
px = 4 µm−1, corresponding to sample features below 250nm) is close to diffraction limit
(around half λ0) and would be severely attenuated. Therefore, this region of frequency
mainly contributes to the noise of the reconstruction rather than improving RI quality. In
consequence, we typically adopt intermediate-high SC≈ 0.5−0.8 ratios, as later explained
in the experimental implementation in Chapter 4, as a trade-off between frequency support
and simplicity in the experimental setup.
3.6 Analysis of PC-ODT performance with numerical sim-
ulations
In this Section we perform RI reconstruction with a simulated phantom for testing the relia-
bility of PC-ODT. A good phantom test should provide a sufficient range of different spatial
frequency structures. In this case, it consists of a structure based in a Siemens star with a
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Figure 3.4: 2D xz-slices (fixing y = 0 µm) from normalized POTFs obtained in BFI with
NAo = 1.4 and the coherence ratio SC = NAc = NAo = 1 for demonstrating the scaling
effect by varying the illumination wavelength (λ0).











Table 3.1: Nyquist distances in the traverse (∆x) and axial (∆z) directions, depending on
the chosen wavelength (λ0) and the spatial coherence ratio (SC) with NAo = 1.4.
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diameter of 16 µm and arranged as a spiral staircase (of 3 different steps in z-direction)
while the central area is a solid cylindrical pillar crowned with four concentric cylinders
of decreasing radii. In this way, the object provides low and high spatial frequencies, so
it is a suitable benchmark for 3D imaging techniques assessment. The simulations have
been perfomed assuming first Born aproximation (according to Eq. 3.7) and applying the
Wiener deconvolution procedure described in Section 3.3. In all cases, it has been simulated
NAc = 0.95 and NAo = 1.4. Further, three representative examples have been considered
to study the effects of absorption, noise and object rotation on PC-ODT performance.
3.6.1 Absorption effects under Born approximation
We recall that we have assumed a linear dependance of absorptivity with phase RI accord-
ing to n(r) = nRe + inIm ≈ nRe(1+ iε) that is convenient for weak scattering and optically
thin samples under Born approximation. Nevertheless, the value of imaginary part of RI
(also known as extinction coefficient) is scarcely available in the literature for most of bio-
logical samples that have been studied throughout this thesis. For example, at λ0 = 560nm
the extinction coefficient is 3.55 ·10−3 for human liver cells [98] (it is expected to be around
this value for most eukaryotic cells) whereas nIm = 2.38 ·10−3 for SiO2 (the main material
of diatom samples studied in next Chapter) at λ0 = 450nm [99]. We have already men-
tioned that the absorption could be estimated by using multiple illuminations, as explained
in Ref. [86]. However, it enlarges the data acquisition and brings new problems in LV
regions of the corresponding OTFs. In our PC-ODT realization, the choice of ε is taken
as an a-priori value in agreement with literature. Here, our goal is to quantify how much
distortion is introduced in the real part of reconstructed RI if an inaccurate absorption value
is considered.
Let us consider a Siemens star phantom (373× 373× 51 pixels) with complex RI of
np = 1.35 ·(1+ i ·10−3), illuminated with BFI (λ0 = 560nm), in which nIm has been chosen
to mimic typical extinction values for mammalian cells in the visible range. In Fig. 3.5(a-
c) the real part of the RI recovered by PC-ODT (with Wiener deconvolution and fixed
regularization parameter of β = 10−7 for all cases) has been displayed for different ab-
sorption parameters, including ε = 0 (disregarding all absorption effects), the correct value
(ε = 10−3) and an order of magnitude higher and below the appropriate one. Note that the
central pillar of the Siemens star, corresponding to low spatial frequencies and delimited
withing dashed lines in Fig. 3.5(a, c), is almost hollow when a pure phase sample is as-
sumed. Moreover, a strong halo effect is present when ε = 0 is taken, thus presenting some
values below the immersion RI (in dark blue) and a radial degradation along each star spoke
of the structure particularly noticeable near the central cylinder, due to the LV region. Op-
positely, when ε > 0 is considered, this missing part of the pillar is filled. However, when
absorption is underrated (see the case ε = 10−4 in Fig. 3.5) a strong halo remains with
out-of-focus information and the real part of the structure RI is, in general, underestimated
(values around 1.344), therefore producing a high relative error (4.47%). When the proper
ε value is found the computed RI (around 1.348) is closer to the ground truth (the measured
relative error decreases up to 1.29%) and the halo effect is ostensibly reduced. Finally, if
an excessive absorption is considered (ε = 10−2) the real part of reconstructed RI remains
virtually unaltered except for a halo that appears again, thus producing a slightly higher
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relative error (1.37%). Despite this, one concludes that it is better to consider a certain de-
gree of absorption than ignoring its effects at all, because the designed phantom includes an
absorptive component which is retrieved (at least partially) by the AOTF, thereby obtaining
additional information for a more reliable reconstruction. A comparison of the same line
profile, labeled as (1) in Fig. 3.5(a), reconstructed with several values of ε is displayed in
Fig. 3.5(d), which confirms that as ε approaches the correct value the profile tends to the
phantom one. Finally, Fig. 3.5(e) compares the 3D RI of the phantom and the recovered
version with PC-ODT when the correct value of ε is taken, in which we observe that the
morphology of the phantom has been accurately retrieved.
By considering the absorption effects we also mitigate the effects of the LV region of
the POTF. Very low frequencies around the axis pz = 0 that are formerly attenuated by the
POTF can be better retrieved if AOTF is included due to the fact that precisely in such
region AOTF exhibits large magnitude values. To summarize, a hybrid OTF including both
AOTF and POTF effects enhances the quality of the reconstructed 3D object in comparison
with ε = 0, even if the estimation of the absorption parameter is not completely accurate.
When the absorption is unknown, we may assume a small value of ε parameter to enhance
RI reconstruction.
3.6.2 Noise effects in RI reconstruction
Let us now discuss about the effects of RI reconstruction degradation in Wiener deconvo-
lution due to the noise. The main component of noise accompanied the intensity measure-
ments is typically modeled as a Poisson distribution [100,101], κne−κ/n!, where n (integer
value) and κ accounts for photon arrivals at the detector plane (i.e. camera sensor) and
the rate thereof, respectively. Despite other sources of noise involved in digitalization (e.g.
Gaussian noise in different electronic and thermal process) also contributes to the uncer-
tainty in the acquired raw data, the Poisson noise has been reported to prevail [101] and for
this reason in this study it is considered as a dominant noise source.
We simulate again the RI recovery of a weakly absorbing phantom of Siemens star (a
stack with 373×373×85 pixels) with complex RI of np = 1.35 · (1+ i ·10−3), illuminated
with BFI (λ0 = 560nm). After computing the simulated noise-free intensity images then
we apply a scaled Poisson noise (κ = 1.5) and estimate the SNR to quantify the intensity
degradation. We recall that according to Wiener deconvolution β (p) is a regularization
parameter whose value depends on the SNR of each spatial frequency. Nevertheless, in
practice the reference image is unavailable to compute the SNR properly. For this reason,
the general Wiener filter is often simplified to a fixed and small positive β value, which is
also known as Tikhonov deconvolution [73]. In practice, the noise can be estimated from a
region of very high frequencies beyond the OTF frequency support as the object frequency
content is not transmitted away from the OTF limits. Consequently, very high frequencies
are prone to carry mostly noise, as formerly explained in Section 3.3.
The results of the reconstruction with a low amount of Poisson noise that allows an
intensity SNR of 22.66dB are shown in Fig. 3.6 while the outcomes with a larger amount
of noise leading to a smaller SNR of 16.42dB are displayed in Fig. 3.7. As observed in
Fig. 3.6, a low value of β = 10−6 leads to an average Siemens star RI (≈ 1.346) as well
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(e)  3D RI  after segmentation




Missing central pillar Out of focus halo
Missing parts of the spokes
Figure 3.5: Simulation results for a weakly absorbing phantom. (a-c) Different 2D slices
when different absorption ε is considered. (d) Line profiles of the reconstructed RI. (e) 3D
RI reconstructions after background segmentation based on gradient. Only the real part of
RI has been displayed.
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limited range between 1.345− 1.348). Otherwise, the noise effects have not been com-
pletely supressed from the background, which lead us to test a higher value of β . Hence,
for β = 10−4 the Poisson noise is effectively removed at the expense of RI underestimation
and a lower degree of uniformity within Siemens star structure, notably the middle pillar
RI (around 1.335) is much lower than that of the outer boundaries (≈ 1.340). We note
that Tikhonov deconvolution can strongly distort the information at frequencies within the
LV region, corresponding in this case mostly with the central cylinder of the star. Then,
Wiener filter offers the best trade-off between noise compensation and accurate average RI
retrieval within the structure of the star (≈ 1.344, a bit worse than in β = 10−6 case). We
see that Wiener filter removes the noise as effectively as β = 10−4 without sacrificing RI
uniformity, as well as it mitigates halo artifacts (see Fig. 3.6(c-d)). We also conclude that
the best β choice for Tikhonov regularization is the lowest value that guarantees the noise
removal to avoid sample blur and underestimation. The same study has been repeated with
worse noise conditions, as shown in Fig. 3.7, obtaining similar results but being unable
to remove completely the noise. Besides, when β value is too small (see the case with
β = 10−6) and the noise level is significant the deconvolution even yields overestimated
RI (between 1.352− 1.354). Even though the star is recognizable in this hard conditions,
the background noise persists and it would be necessary a postprocessing stage to extract
reliable quantitative information (i.e. the object’s RI). Conversely, when Wiener is applied
we obtain a reconstruction with similar average RI (≈ 1.343) despite having 6.24dB more
of noise, which demostrates that it is a more robust deconvolution method.
Apart from the relative error, for measuring RI reconstructions quality assessment it
is also possible to use feature similarity (FSIM), which better fits with the perception of
the human visual system [102]. When the reference (noise-free) image is known, FSIM
measures the structural similarity between it and the reconstructed one and assigns a score
within the range [0,1], with FSIM = 1 being the case of perfect reconstruction. FSIM
considers both the phase congruency (a contrast invariant magnitude that accounts for the
significance of a local feature of the reconstructed image and how it matches the struc-
ture of the original one) and the RI image gradient magnitude. More information about
FSIM can be found elsewhere [102, 103]. Both the relative error and average FSIM for
the previous noisy simulations are summarized in Table 3.2. Note that FSIM is always
quite high (above 0.84) which means that the overall structure of the sample is observable.
Moreover, for the reconstruction in which the central pillar is partially faded and radial
degradation exists (with β = 10−4) the lowest FSIM score is obtained which proves that
FSIM decreases when the morphology of the phantom is not properly recovered regardless
the noise level. Otherwise, the highest relative error is obtained for β=10−6 which indicates
that this metric is more suitable for the assessment of image noise degradation rather than
detecting morphological errors. For a fair comparison between different simulations, we
give the FSIM along with the relative error, for evaluating both the structure and accuracy
of reconstructed RI.
It is also possible to analyze the phantom in z-direction (optical axis) to verify the
quality of reconstructed structure, for example by computing the FSIM for each z-slice as
displayed in Fig. 3.8. We recall that the whole z-stack comprises 85 planes (≈ 22 µm)
and that there is a padding equivalent to 2 µm on both sides in that direction to avoid win-
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Figure 3.6: Simulation results for a weakly absorbing phantom under low noise conditions.
(a1) Noisy intensity slice with SNR = 22.66 dB. (a2) 2D xy-slice of the phantom. (b-d)
2D slices of the reconstructed RI with different regularization: Tikhonov deconvolution
with β = 10−6 , Tikhonov deconvolution with β = 10−4 and Wiener deconvolution with
β (p) = 1/SNR(p). Only the real part of the RI is displayed.








Wiener β (p) 5.77 0.871
Table 3.2: Relative error and average FSIM score for noisy image stacks of Siemens star
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Figure 3.7: Simulation results for a weakly absorbing phantom under high noise conditions.
(a1) Noisy intensity slice with SNR = 16.42 dB. (a2) 2D xy-slice of the phantom. (b-d)
2D slices of the reconstructed RI with different regularization: Tikhonov deconvolution
with β = 10−6, Tikhonov deconvolution with β = 10−4 and Wiener deconvolution with
β (p) = 1/SNR(p).
to depths around 10 µm in Figs. 3.8(b-c), the FSIM reaches extremely high values (above
0.88) regardless the considered noise level. However, important differences arises when
we look at peripheral z-slices that should be completely filled by a medium of uniform RI.
This analysis provides useful knowledge about the halos and defocus artifacts in RI recon-
struction. First, we notice that outer z-slices FSIM decays more rapidly in high noise case
(even reaching values below 0.7) in comparison with their low noise counterpart, which
confirms the presence of more halos and artifacts as previously shown in Fig. 3.7. Second,
we verify that Wiener deconvolution is robust as it overperforms Tikhonov for both noise
levels, but it is even more noticeable when the input intensity exhibits a poor SNR. Lastly,
by comparing Fig. 3.7(b) and Fig. 3.7(c) we corroborate that, in general, a larger amount
of noise deteriorates FSIM as phantom structure tends to be more difficult to perceive.
We recall that many different criteria have been applied to assess image quality aside
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(a) Normalized 2D intensity cut offs
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Figure 3.8: (a) 2D intensity slices in different noise cases: noise-free (infinite SNR), low
noise (SNR = 22.66dB) and high noise (SNR = 16.42dB). (b-c) FSIM score for the re-
constructed RI within the region delimited by the dashed box depending on regularization
parameter, with low and high noise conditions respectively.
from relative error, root mean squared error (RMSE) or structural methods like FSIM, and
no one is foolproof. Consequently, here we have considered several error metrics as well
as comparison between RI slices and relevant profiles to better explain the discrepancies
between phantom and reconstructed samples. Nevertheless, in the experiment, all these
quality measurements would require an accurate reference model of the sample, for in-
stance by characterizing it with scanning electron microscope, atomic force microscope or
any other method with higher resolution limits than ODT. This point has been troublesome
in ODT literature during years, as an appropriate phantom has not been available until the
development of 3D microprinting technology. Rather recently, Ziemczonok et at. [104]
have manufactured a phantom that mimics some structures of a cell by using the 3D micro-
printing system Professional GT (from Nanoscribe GmbH, that offers a lateral resolution of
200nm and a axial resolution around 300nm). In this way, the problem of testing limited-
angle tomographic techniques (including those based on ODT) can be addressed.
As a summary, Wiener deconvolution is robust to a moderately-low amount of noise.
If the noise severely degradates the image SNR, an excessive regularization parameter
(≈ 10−3 or above) would be needed, which strongly smooths high-frequency features of
the sample and causes the sample RI underestimation. In this fashion, it is convenient to ac-
quire low noise images (for instance, with enough exposure time in the camera or by frame
averaging) to achieve a good performance of Wiener algorithm. Moreover, the choice of a
variable regularization depending on the SNR of each spatial frequency also improves the
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accuracy of reconstructed RI.
3.6.3 Object rotation to mitigate the MC effects: simulation with a
known phantom
To avoid the effects of the MC frequencies, the object has to be properly rotated to allow the
missing information to be transmitted by the optical system. By rotating the object, its spec-
tral content also rotates and spectral regions suffering from the MC problem are shifted to
other regions which may have a higher OTF transmittance (mainly a higher |POTF| value).
In this way, portions of the frequency content of the object which are severely attenuated
or blocked in the original orientation of the sample can be transmitted after rotation. For
instance, if the MC frequencies are constrained to a certain portion of the spectrum, then
it would be possible to rotate the object so that said MC spectrum portion shifts to another
region allowing its transmission. Data assembling of the spectral components collected
under different rotation angles is performed in Fourier space [71, 105]. We recall that, for
implementing such a data fusion procedure, previously all the datasets must be aligned
(registered) to reconstruct the object’s RI as previously explained. Then, a Wiener decon-
volution (with the same or different OTF) is applied to this intensity stack.
Here we study the benefits of the object rotation in PC-ODT and try to find out the
minimal number of rotations required to significantly mitigate the MC effects. However,
the minimal number of rotations depends on the frequency spectrum of the objects and
the distribution of untransmitted object frequencies. An excessive number of rotations
would lead to unnecessary data acquisition, whereas a scarce number of rotations would
be unable to mitigate the MC artifacts. In simulation, the optimal number of rotations
can be estimated by minimizing the relative error of the reconstruction with regard to the
reference phantom. In this Section, the relative error has been computed by averaging
the ratio of the pixel-wise difference between np and the reconstructed version thereof
(ns) to the reference phantom RI (np). However, in experimental conditions this error
minimization is not possible (the object is not known a-priori), thereby a low number (i.e.
4-8) of rotations is chosen to avoid an excessive complexity of the data fusion procedure
[71].
Let us perform a numerical simulation of the Siemens star phantom with homogeneous
RI value of np = 1.35 immersed in a medium with nm = 1.33 (see Fig. 3.9(a)) considered as
a phase-only object. In this Section, the size of the intensity stack is 2513 voxels. By using
the conventional PC-ODT technique (without sample rotation) under BFI with NAc = 0.95
and NAo = 1.4, then one obtains the RI shown in Fig. 3.9(b1) with a relative error of
3.95%. It is worth pointing out that the thick central pillar of the sample (see white dashed
box in Fig. 3.9(b1)) suffers from a certain vanishing effect as it is mostly associated with
missing frequencies contained in MC and LV regions. Note also the halos and artifacts
in the background of the reconstruction, due to the missing spatial frequency content of
the object. To overcome these problems, the sample has been rotated about y-axis (Ω),
thus we have to combine the information collected by two different orientations of the
sample (the one with Ω = 0, corresponding to no rotation case, and another tilting value for
Ω). In Figs. 3.9(b2-b4) with test which is the best Ω value that, together with no rotation
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Figure 3.9: Simulation results for object rotation around y-axis (Ω). (a) Siemens star phan-
tom with uniform RI (np = 1.35). (b) Reconstructed RI with no rotation (b1) and a pair of
sample rotations with different tilting angles (b2-b4).
measurement, reaches the best quality in reconstruction. In particular, if only two rotations
of this phantom are considered, the best values would be Ω = 0 and Ω = 45º (obtaining
a relative error of 3.19%) although this strongly depends on the frequency content of the
sample. From these simulations we confirm that specimen rotation is able to effectively
alleviate the MC that suffers single view scheme, even if the reconstruction suffers from a
RI underestimation (around 1.345 against the real value of 1.35).
By combining a larger amount of object rotations it is possible a more accurate recon-
struction closer to the phantom RI is achievable. With this purpose, the results of Siemens
star RI reconstructions by considering multiple equispaced angular increments around y-
axis, in the range Ω ∈ [0º,90º], have been displayed in Fig. 3.10. The relative error mea-
sured for 4 and 8 rotations is 2.61% and 2.32%, correspondingly. It is worth remarking
that, for multiple object rotations, the middle pillar that was barely resolved in the simula-
tions from Fig. 3.9 has been better retrieved. In particular, for 8 rotations the reconstructed
RI exhibits a high degree of uniformity and its value (average value around 1.347) is very
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Figure 3.10: Simulation results for multiple object rotations (Ω between 0− 90º in equis-
paced angular increments around y-axis) and considering the same phantom as in Fig. 3.9.
(a) With 4 object rotations. (b) With 8 object rotations.
close to the phantom RI value. In the latter case one even observes a mitigation of halo
effects and other artifacts due to an incomplete collection of the object’s spatial frequency
information. The reason for this RI reconstruction improvement is that certain regions of
the sample frequency content, which has been severely attenuated by the microscope OTF,
now can be retrieved by merging the frequency support obtained with several rotations. In
this way, the coverage of the object frequency support broadens, thereby obtaining a more
reliable reconstruction. Nevertheless, sample rotation requires mechanical action of a step-
per motor over the rotation stage or manipulation tools and could produce motion artifacts
in subsequent spectrum assembling for different object orientations. To conclude, sample
rotation in ODT (for instance, by using optical tweezers) seems a promising future research
line as other approaches for surpassing MC limitations rely on iterative refinement of RI
(e.g. imposing edge-preserving constraints [105]) or including a-priori knowledge of the
sample.
3.7 Concluding remarks
Most of the ODT modalities reported in the literature [47,53,77] exploit spatially coherent
laser illumination along with a illumination scanning process to reconstruct the RI of weak
absorbing and scattering objects, from a set of interferometric measurements provided by
especially designed holographic microscopes [52,67,106,107]. However, C-ODT requires
a long and complex data acquisition and processing of images which suffer from speckle-
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noise as well as parasitic interference due to the coherent illumination.
Alternatively, in this Chapter we have provided the theoretical framework of PC-ODT
which enables non-interferometric speckle noise-free imaging compatible with conven-
tional wide-field microscopes [86, 89, 108] In PC-ODT the sample is simultaneously il-
luminated from different directions allowed by wide-field microscopes. Then, the 3D RI
reconstruction is directly performed from a stack of through-focus intensity images by ap-
plying deconvolution with the effective OTF of the system (comprising both absorption and
phase contributions) [60].
By comparing the coherent and partially coherent schemes for 3D RI recovery, we see
that both of them provide the same frequency support. However, the PC-ODT method is
simpler than C-ODT as it does not require intermediate recovery of complex-field ampli-
tude and the complicated gathering procedure of the scattering potential spectrum. Indeed,
PC-ODT applies a direct Wiener deconvolution to recover the RI distributions from inten-
sity measurements. As a result, PC-ODT needs less data processing as well as less com-
putation time than the C-ODT counterpart. This makes PC-ODT more suited for almost
real-time quantitative 3D imaging. However, the PC-ODT scheme presented in Fig. 3.1
assumes a non absorbing sample or the proportionality between the real and imaginary
parts of the RI. Otherwise, an additional stack of intensity distribution acquired for differ-
ent illumination conditions (a(|s) distribution) is required to obtain n(r) [86]. On the other
hand, the C-ODT method allows recovering the complex scattering potential, both phase
and absorption contributions, from the same data set. It is also worth remarking that, un-
like the CTF associated with C-ODT, the OTFs of PC-ODT are not uniform due to contrast
attenuation exhibited by certain frequencies (LV region). However, a proper design of the
illumination, different from the conventional BFI, may provide a higher uniformity to the
OTF. This problem will be addressed in Chapter 5.
Further, we have performed several numerical simulations to study how the uncertainty
in absorption estimation and the noise may impact on the object reconstruction. Indeed,
according to the experimental simulations (see again Fig. 3.6.1) we find that an estimated
low value of absorption (ε) is better than the pure phase hypothesis (ε = 0) provided that
a weakly absorbing object is considered. For this reason, even if the correct ε value is not
known (which is the typical case in practice), it is convenient to introduce a reasonable
initial guess (i.e. ε in the range 10−4− 10−2) to include information about the absorptive
part of the RI retrieved by the AOTF. These conclusions have also been verified under noisy
imaging conditions. When the SNR is very small, the Wiener deconvolution procedure
is prone to artifacts and errors. Consequently, the choice of an appropriate value of the
regularization parameter (β ), with an SNR varying across different frequency regions, is a
crucial task to be considered. Finally, we also analyzed how the object frequency content
untransmitted by the OTF with SC→ 1 can be collected by means of object rotation. From
our simulation results we conclude that a few (typically no more than 4-8 in the range
0−90º about the traverse xy-plane) object rotations are enough to significantly mitigate the





In this Chapter we describe experimental setups designed for PC-ODT implementation.
Briefly, they comprise a wide-field transmission microscope attached to an optical refocus-
ing module (ORM) and a detector (camera). The refocusing required for the through-focus
intensity measurement in PC-ODT can be obtained in two different ways: mechanically or
optically.
The mechanical refocusing consists of changing the distance between the stage of the
sample and the objective lenses (for instance, with a motorized piezo-stage [72]), thereby
providing a constant NA for all refocused intensity slices. Conversely, the ORM considered
here for PC-ODT allows for axial scanning of the sample without moving it physically. In
this way, the ORM enables a fast measuring of a through-focus intensity stack I (r) with-
out any mechanical axial movement of the microscope’s sample stage. This method is
inherently faster and more robust than the mechanical stage control of the commercial mi-
croscopes, so it has been applied throughout this thesis. Specifically, an electrically tunable
lens (ETL) with variable focal length has been used for designing this optical refocusing
module. However, the optical refocusing is responsible for a slight NA variation between
different refocused intensity slices, which is not relevant for our PC-ODT implementation
as explained in Appendix B.1.
Throughout this Chapter, the two main elements of the setup are introduced: the mi-
croscope and the ORM. Two different configurations of the ORM are discussed, depend-
ing on the size of the transverse field of view (FOV) to be scanned. The PC-ODT tech-
nique is experimentally demonstrated on different examples: diatom cells (biosilica shells),
polystyrene micro-spheres and different cell samples. We demonstrate that the use of high
NA of the objective and condenser lenses, together with the optical refocusing, are main
issues for achieving fast and reliable 3D RI reconstruction of weak absorbing objects. The
results confirm the straightforward 3D-RI reconstruction of the samples providing valuable
quantitative information for their analysis.
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4.1 Wide-field transmission microscope
The experimental setup comprises a wide-field microscope, which at least includes: a
quasi-monochromatic incoherent illumination source (e.g. LED), a condenser lens, a sam-
ple placed onto a moving stage, an infinity-corrected objective lens (collecting the illumi-
nation scattered by the sample after passing through thereof) and a tube lens. In particular,
the microscope comprises a fine adjustment knob and a coarse adjustment knob which en-
sure a precise focusing. Further, it is also convenient to have an aperture diaphragm to
control the diameter of the illumination beam passing through the condenser lens, linked
to the coherence ratio as formerly discussed in Chapter 3. The microscope uses Köhler
illumination to evenly illuminate the desired field of view, with a uniform intensity [109].
Moreover, the microscope is equipped with high NA lenses (both the condenser and the
objective) to guarantee high resolution in the RI reconstruction.
In this thesis, two different wide-field microscopes have been tested: a customized in-
verted microscope which has been built in the laboratory and a commercially available
Nikon Eclipse Ti-U inverted microscope. The first one has been used during the develop-
ment of the PC-ODT technique because it enables to adjust more parameters (i.e. illumina-
tion shaping, as later explained in Chapter 5). The second microscope has been applied to
demonstrate that the PC-ODT can be easily adopted with a commercial wide-field micro-
scope just by attaching the ORM to it.
4.2 Optical refocusing module (ORM)
The optical refocusing module, whose main element is the ETL, plays a crucial role in
PC-ODT implementation. In this case, we use Optotune EL-10-30-C-VIS-LD ETL model,
whose focal length can be changed within milliseconds by applying different electric cur-
rents. This varifocal lens includes a container coated with an elastic polymer membrane
and filled with optical fluid. An electromagnetic actuator exerts pressure on the container,
thus controlling the deflection of the lens membrane (changing the focal length). Moreover,
it incorporates a driver (Lens Driver 4) with a digital signal generator, so the driving signal
for the ETL can be conveniently tuned or even used as an external trigger source required
for synchronization with the camera.
In this way, the user configures the current sent to the ETL actuator. The lens shape
depends on gravity due to elastic membrane of the fluid container. Consequently, in order to
minimize coma aberration the manufacturer recommends to mount the lens with the optical
axis along vertical direction (hence, the ETL placed lying horizontally). It is also advisable
to stabilize the temperature to avoid heating up effects of the ETL, such as the expansion of
the fluid or the variation of its RI (see [110] for more details). This type of ETL has been
succesfully applied in different imaging techniques such as confocal microscopy [111] or
light-sheet microscopy [112]. Here, we benefit from the ETL to obtain a stack of refocused
intensity images corresponding to an optically scanned 3D volume of the sample, which
in turn is used as an input data I (r) for the PC-ODT. Two different configurations of the






























Figure 4.1: Sketch of the experimental setup for the measurement of the stack of intensity
images I (r). The sample is imaged by the objective lens and the tube lens. The obtained
3D image is then axially scanned by using the optical refocusing module in configuration
1 comprising the relay lens (RL) with fixed focal length and the ETL lens with a varying
focal length.
4.2.1 ORM in configuration 1
A first experimental configuration of the ORM suitable for PC-ODT is displayed in Fig. 4.1.
The ORM is sketched along with a wide-field microscope comprising an Abbe condenser
lens (with numerical aperture NAc) providing the uniform sample illumination with light
supplied by a quasi-monochromatic LED source, and the sample imaging is obtained by
using a high NA objective lens (characterized by a magnification Mob j, and a numerical
aperture of NAo). As the objective lens is infinity-corrected (its image distance is set to
infinity), then a tube lens (TL, with a focal length fTL) has been placed to provide the 3D
intensity image of the sample. The camera sensor records a 2D image (intensity distribu-
tion) corresponding to the xy-object slice located in the microscope’s focal plane (defocus
distance zde f ocus = 0 µm). The position of this focused plane can be optically shifted by
using the ETL, therefore yielding the axial z-scanning of the sample. Indeed, the optical
refocusing (axial z-scanning) can be performed almost in real time by using the telescopic
configuration provided by the relay lens (RL) along with the high-speed ETL located in the
Fourier conjugated plane respect to the intermediate image (central slice, zde f ocus = 0 µm)
(see Fig. 4.1). Finally, I (r) is acquired by a sCMOS camera and stored in a computer for
its processing.
The shift of the imaged plane (zde f ocus) depends on the magnification M of the consid-
ered microscope, as well as the relay lenses projecting the image onto the camera detector.
Specifically, as it follows from the ABCD-matrix analysis of the optical system (see Ap-
pendix B.2), the shift distance is given by [59, 113]
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where nm is the refractive index of the surrounding medium of the sample (e.g. water),
fRL corresponds to the focal length of the RL, PETL = 1/fETL is the optical power of the
ETL, and d stands for the distance between the ETL and the detector. When a current is
applied to the ETL, its focal length (fETL) changes and the sample is scanned with regard
to the focal plane of the objective. Note that the zde f ocus and the optical power of the ETL
(PETL = 1/fETL) are linearly proportional to one another. The maximum scanned interval








In the ORM in configuration 1, the ETL device is used, with fETL∈ [100,200]mm corre-
sponding to a range of PETL∈ [+5,+10]dpt. Note that the magnification of the microscope
is M = Mob j when the focal length fTL of the tube lens coincides with the one recom-
mended by the manufacturer of the objective lens. For example, a tube lens focal length
of fOlympus=180 mm corresponds to the case of an Olympus objective lens. In our case
we have used a Olympus objective with Mob j = 100× and the tube lens with focal length
fTL=150 mm, then M = Mob j× (fTL/fOlympus) = 83×. Note that the magnification of the
whole setup is Ms = M× (−d/fRL), see Appendix B.2. Thus, the transverse FOV (with
magnification Ms) of the image acquired by the camera can be adjusted by changing either
M, d or fRL. We underline that this ORM configuration contains a minimum number of
lenses and can change the transverse magnification of the entire system if needed.
The magnification Ms can be adjusted so as to capture an image of the whole object
according to the camera FOV available. A modification in Ms can be easily achieved by
modifying d, but it has an impact on the offset shift of zde f ocus, according to Eq. 4.1 this
may lead to the reduction of the NA of this ORM module that might suffer from aberration.
To address this problem, a second relay lens can be arranged in the ORM for enabling the
adjustment of Ms independently of zde f ocus, as explained in the next Section.
4.2.2 ORM in configuration 2
The second experimental configuration is summarized in Fig. 4.2. The main modification
with regard to the ORM configuration 1 consists of inserting a second relay lens (RL2) in
the setup, thus the ETL is now placed between both relay lenses in the focal plane of RL1.
In the ORM in configuration 2, the EL-10-30-C-VIS-LD-MV ETL device is used, with
fETL∈ [−667,+286]mm corresponding to a range of PETL∈ [−1.5,+3.5]dpt. In this case,
as it follows from the ABCD-matrix analysis of the optical system (see Appendix B.3), the
shift along the optical axis in the object space is given by
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Figure 4.2: Experimental setup for PC-ODT with the optical refocusing module in config-
uration 2, including an ETL with an integrated divergent offset lens and a additional relay
lens (RL2) to create a 4f imaging configuration between the tube lens and the camera.
and does not depend on the distance between the ETL and sCMOS detector of the camera.
Again, the zde f ocus and the effective optical power of the ETL (PETL) are linearly propor-








From the ABCD-matrix analysis, it is also obtained the global magnification of the sys-
tem as Ms = M× (−fRL2/fRL1). Unlike the system with the ORM in configuration 1, in
this case it is possible to adjust Ms without changing a target zde f ocus value just by mod-
ifying fRL2. Another difference with the ORM configuration 1 is that the ETL comprises
an integrated divergent offset lens so that the overall focal tuning range goes from nega-
tive to positive values, making this a more proper choice for combinations with infinity
corrected fixed-focus relay lenses (as the considered ones) often required in microscopy
imaging setups.
4.3 ETL and camera configuration settings for synchro-
nized image acquisition
The measurement of the stack I (r) of through-focus intensity images, needed in PC-ODT
to reconstruct the 3D object’s RI, is performed by using a sCMOS camera synchronized
with an optical refocusing module comprising a high-speed focus-tunable lens. In this case,
the tunable lens (ETL) has been configured to perform a repetitive bidirectional z-scanning
by setting a periodic triangular electrical signal in the lens microcontroller (see [110]) while
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the sCMOS camera continuously acquires the images during the entire optical scanning
process. Let us underline that the measurement process is fully automatic because the ETL
triggers the camera acquisition (the first rising edge of the triangular signal serves as an ex-
ternal start trigger for the camera) enabling their synchronization. The light scattered by the
sample is collected by the microscope’s lenses and then it is redirected to the ORM, which
provides the required axial scanning by changing the optical power of the ETL according
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Figure 4.3: (a) Optical power variation of the ETL in both ORM configurations. (b) Peri-
odic electrical signal addressed into the ETL required for optical axial scan with the ORM.
The optical power of the ETL linearly increases with IETL, as displayed in Fig. 4.3 (a)
in both ORM configurations. However, the optical power at zero current exhibits a negative
value (-1.5 diopters) in the ETL device equipped with the offset lens (as in ORM configu-
ration 2), whereas for the ETL device without offset lens (as in ORM in configuration 1)
the starting point at zero current is +4.8 diopters. In this way, by using the ORM in con-
figuration 2 it is possible to obtain a symmetric scanning around the plane zde f ocus = 0 by
setting a proper current range, for example IETL ∈ [0−180]mA, which leads to an optical
power variation in the range of PETL ∈[-1.5, +1.5] diopters (see Fig. 4.3).
When the ORM in configuration 1 is applied, the amplitude of the triangular current
signal IETL is configured between 40-160 mA, as illustrated in Fig. 4.3 (b) in order to
obtain a PETL ∈[+5.67, +7.67] diopters. This intermediate current range has been selected
for the ETL device without offset lens to prevent from an excessive deflection of the ETL
membrane. For instance, the frequency of the current signal applied to the ETL (νETL) is
5 Hz in order to scan 50 xy-slices in 100 ms (camera with an exposure time of 2 ms).








where νETL is the frequency of the signal IETL and νcam is the acquisition frequency (i.e.
frame-rate) of the camera, Nz is the number of xy-slices of I (r), zscan is the portion of the
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sample thickness which is scanned (scanning interval) and ∆zde f ocus is the distance along
the optical axis (z) between two consecutive xy-slices of I (r). By satisfying Eq. 4.5, the
sample scanning along the sample thickness is performed in small enough steps ∆zde f ocus =
(2zscanνETL)/νcam. Moreover, in order to take full advantage of microscope frequency





. Let us recall that a higher acquisition frame rate (νcam)
is possible just by reducing the size of the transverse FOV of the image or by decreasing
the exposure time (texp), while keeping a reasonably good image SNR.
4.4 Implemented experimental setups
Here, we describe in detail the two implemented experimental setups. In both setups, the
white LED source (SugarCUBE Ultra) can be filtered in order to choose the central illumi-
nation wavelengths (typical values are λ0 = 450, 560, 630nm) depending on the particular
sample to be imaged. Furthermore, a sCMOS camera (Hamamatsu, Orca Flash 4.0, 16-bit
gray-level, pixel size of a= 6.5 µm) is chosen, due to its high readout speed and resolution.
Indeed, this camera is able to acquire 16-bit images of 500×500 pixels at a rate of 500 fps
with an exposure time of texp = 2 ms. However, this frame rate decreases if the entire FOV
of the camera (2048×2048 pixels) is considered, up to 30 fps. For the sake of a faster ac-
quisition, we limit the camera FOV to no more than 500×500 pixels. Another reason for
using a reduced camera FOV is that, even if we acquire the full FOV provided by the cam-
era, then it must be trimmed off to fit within the numerical FOV. Indeed, this latter refers
to the size of the intensity stack (in pixels) which can be processed by the computer for RI
distribution recovery in a reasonable period of time. In this work, we have used an Intel
Xeon E5-1620v3 CPU equipped with a 8 GB DDR4-RAM, so the numerical FOV does not
exceed a maximum of 500× 500× 100 pixels in order to obtain the 3D RI reconstruction
in a few seconds. For this reason, it is very convenient to design an ORM allowing the
setting of the magnification (Ms) of the system in order to fit the imaged sample within the
numerical FOV with minimal setup reconfiguration.
4.4.1 Setup with the ORM in configuration 1
In this setup, the microscope comprises high NA lenses: a condenser with NAc = 0.95
(Nikon) and an objective with NAo = 1.4 (Olympus UPLSAPO, Mob j = 100× with oil
immersion Olympus Type F, nimm = 1.518). With this microscope configuration, the high
NA of both lenses and low degree of light spatial coherence (SC = NAc/NAo ∼ 0.7) pro-
vide a large spatial spatial frequency transmittance required for 3D imaging as well as
reasonably good trade-off between transverse ∆x = ∆y = λ0/ [2(NAo +NAc)] ≈ 100 nm




≈ 240 nm spatial resolution limits (with
λ0 = 450nm). We recall that the transverse (∆x, ∆y) and axial (∆z) Nyquist distances [79]
are often used for the estimation of the spatial resolution limits of ODT (see [51]).
With regard to the ORM, the relay lens focal length is fRL = 150 mm and the distance
between the ETL and sCMOS detector of the camera is d = 116 mm. Note that the objective
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manufacturer (Olympus) specifications recommends to use a tube lens with a focal length of
fOlympus = 180mm. Otherwise, a factor fTL/fOlympus needs to be introduced to calculate the





into account the mismatch in the tube lens in comparison with Olympus specifications.
Depending on the magnification required to better match the size of the considered sample
within the numerical FOV, in this thesis we use fTL = 150mm (thus obtaining Ms = 64) or
fTL = 180mm (thus obtaining Ms = 83) for the distance d = 116mm.
4.4.2 Setup with the ORM in configuration 2
In this setup we use a conventional Nikon Eclipse Ti-U inverted microscope equipped
with a quasi-monochromatic LED illumination source filtered with a bandpass filter (de-
pending on the desired working wavelength), a dry condenser lens (CSC2001, Thorlabs,
NAc=0.78), an immersion objective (Mob j = 60×, NAo=1.45, Nikon Plan-Apo with im-
mersion oil nimm=1.515) and a matching tube lens according to the specifications of the
objective manufacturer (Nikon designs its microscopes with fTL = 200mm). The ORM
in configuration 2 is used with this microscope where infinity corrected relay lenses with
fRL1 = fRL2 = 150mm have been used. The system magnification is Ms = Mob j = 60. With
this microscope configuration, we obtain a low degree of light spatial coherence (SC =
NAc/NAo∼ 0.54) which in turn provides a large spatial frequency transmittance along with
a reasonably good trade-off between transverse ∆x = ∆y = λ0/ [2(NAo +NAc)]≈ 100 nm




≈ 210 nm spatial resolution limits (with
λ0 = 450nm).
4.4.3 Design criteria for both ORM configurations
In this Section we discuss a proper choice of the lenses from both aforementioned ORM
configurations. Let us consider an experimental setup with the ORM, in which the focal
length of the relay lens must satisfy the following condition in order to avoid resolution





where cETL = 10mm and cOL = 6mm are the full diameter of clear apertures of the ETL
and the objective lens (OL), correspondingly [110, 114]. With these values, and if we use
a tube lens with fTL = 180mm, then the maximum value of relay lens focal length would
be fRL=300 mm. Indeed, we apply fRL = 150mm. We remark that, according to Eq.4.6,
the spectrum of the image from the back focal plane of the objective lens is projected over
the ETL with a scaling factor of fRL/fTL, which in this case is 0.83×. For this reason, it
is relevant to choose an ETL aperture value (cETL) large enough to accomodate the spatial
frequency support of the sample. Note that if one uses a fRL larger than the maximum value
(fRL=300 mm) allowed by the Eq. 4.6, this would be equivalent to a zoom larger than the
objective lens magnification, but at the expense of degrading the spatial resolution.
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4.5 Experimental test of the PC-ODT
To test the feasibility of the PC-ODT technique, here we consider the setup with the ORM
in configuration 1 displayed in Fig. 4.1, with Ms = 64 and a LED source (SugarCUBE Ul-
tra) characterized by a central wavelength is λ0 = 450 nm and a FWHM of 20nm. In this
way an ample field of view (52× 52× 15 µm3). Particularly, a data set I (r) comprising
Nz = 130 images of 512× 512 pixels has been registered in 1.3 s with a camera exposure
time of 10 ms. In order to make faster the reconstruction process, a region of interest of
373× 373× 64 pixels in the stack I (r) has been processed. The ETL focal length range
used in the experiments discussed in this Section corresponds to a z−scanning interval of
∼ 15 µm with an axial step of ∆zde f ocus = 250nm in the sample domain. Then, the deconvo-
lution algorithm has been applied with a regularization parameter β = 5×10−4 according
to the estimated average SNR. The MTF of the system was experimentally measured, as
detailed in Appendix C.
Our first test comprises diatom samples, which are micro-organisms with transparent
cell walls (known as frustule) made of silicon dioxide hydrated with a small amount of
water. Such a biosilica frustule, which has a real RI value nRe ∼ 1.46 [115], typically con-
sists of two halves called valves containing patterns of pores that allow nutrient and waste
exchange with the environment since silica structure is impervious. The frusture pores may
vary in the range of 0.1− 1 µm, so they have a proper size and geometrical arrangement
for testing the PC-ODT. Since this technique has been designed for the weak object ap-
proximation, the diatoms need to be immersed in a matching medium with a similar RI to
fulfill this condition. Note that PC-ODT can not be applied for diatoms immersed in water
(nH2O ∼ 1.33) due to the high RI contrast (∆n ∼ 0.12) beyond the applied Born approxi-
mation. For this reason, the diatoms have been cleaned with hydrogen peroxide (H2O2) to
remove the highly absorbing algae they harbor inside preserving only the biosilica frustule.
In our case, the diatoms have been immersed in oil (nm = 1.518) in order to achieve an
appropriate RI contrast: ∆n ≈ −0.05. In this case nRe < nm, but in the examples studied
later a contrast ∆n > 0 is considered for the completeness of the technique demonstration.
The correct application of the proposed PC-ODT technique requires high NAc and NAo
along with high SC (corresponding to a low degree of spatial coherence) at the same time.
Let us first illustrate this important fact by comparing the results obtained by using the
same experimental setup with NAo = 1.4 but different coherence states: SC = 0.34 (NAc =
0.48) and SC = 0.68 (NAc = 0.95). The measured stack of intensity images along with
the reconstructed RI stack are available for each case in Visualization 1 (SC = 0.34) and
Visualization 2 (SC = 0.68) from Ref. [89] (see supplementary material in published work).
The Figs. 4.4 (a-d) display representative intensity images and RI slices extracted from
such stacks, where a Cocconeis placentula diatom [116] is observed along with another
rod-like diatom. In Figs. 4.4 (a) and 4.4 (b) the images present severe cross-talk between
different layers of the diatoms due to the high spatial coherence achieved for SC = 0.34.
In contrast, for SC = 0.68 the cross-talk effects are suppressed and the diatoms result well
distinguished including their characteristic structural features such as the pores observed in
the reconstructed RI slices of Fig. 4.4 (d). For example, the detection of a small piece of
another diatom wall (labeled as region R1) attached to Cocconeis placentula is much better
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Figure 4.4: Bright-field intensity images (slices extracted from the measured intensity stack
I (r)) and the corresponding reconstruction of the refractive index (RI) for a Cocconeis
placentula diatom obtained under two different illumination conditions: SC = 0.34 for
(a, b) and SC = 0.68 for (c, d). The intensity and RI distributions (xy-slices) are displayed
for two axial positions z in the first and second row. (e) and (f) display a RI profile along
region R3 for SC = 0.34 and SC = 0.68, correspondingly. (g) and (h) show a 2D section of
the object intensity spectrum Î(px,0, pz) together with the POTF section Im{HP(px,0, pz)}
corresponding to the case SC = 0.34 and SC = 0.68.
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The low spatial coherence also permits well-resolved imaging of other structures such
as the rectangular-shaped pores (size of∼ 300−400 nm long and∼ 450 nm wide) decorat-
ing the frustule of the Cocconeis placentula, see Fig. 4.4 (d) at z = 0, that almost disappear
at z = 2 µm where relevant diatom structures such as its dorsal margins and raphe are ob-
served. Moreover, for SC = 0.34 the images of both diatoms result overlapped while for
SC = 0.68 they are correctly separated, see region R2 indicated in Figs. 4.4 (b) and 4.4 (d).
From the reconstructed RI distribution it is also possible characterizing tiny diatom struc-
tures [see region R3 in Figs. 4.4 (b) and 4.4 (d)] that are hidden in the intensity images
and non-resolvable for small values of SC. Indeed, by comparing the RI line profile of
the region R3 displayed in Figs. 4.4 (e) and 4.4 (f) one realizes that the smallest resolved
pores (holes of 250 nm) can only be successfully detected for high SC values. Let us high-
light that such periodic arrangement of nano-scale pores is imaged in a single xy−plane of
the RI stack, thus illustrating the better optical sectioning of the system achieved with low
spatially coherent illumination, linked with the more extended object frequency content
coverage reached by SC = 0.68. These results underline the important role played by the
low spatial coherence in the imaging process and the RI reconstruction, as the illumination
with SC→1 enables the collection of more 3D spatial frequency content of the sample.
Let us inspect the 3D intensity spectra and the POTF corresponding to both coherence
states, see the Figs. 4.4 (g) and 4.4 (h) where a slice of the spectra Î (px,0, pz) and the
imaginary part of the POTF Im{HP (px,0, pz)} are displayed. Note that the intensity spec-
tra seem to have an axial and transverse spatial frequency cut-off of 2 µm−1. The axial





determined by the objective lens. However, the transverse frequency limit observed in
the spectra is significantly lower than the corresponding cut-off frequency of the opti-
cal system (pcutx = (NAo +NAc)/λ0 = 5 µm
−1). Finally, we must take into account that
the intensity measurement is also filtered by the camera (with a representing its pixel
size). Note that the frequency cut-off of the camera in the sample plane is given by
pcam = Ms/(2a) ≈ 4.9 µm−1. In this way, the spectral content beyond pcam is likely to
be noise contribution, which is used to compute the SNR as previously explained in Chap-
ter 3 (Section 3.3).
It is well-known from scanning electron microscope images of diatoms that they are
typically decorated with structures [116] in the scale of 0.1−1 µm (in Fig. 4.4 (d) the pores
of about 0.25−0.8 µm are distinguished) as well as with nano-scale structures 5−10 nm
beyond the optical resolution limit. Thus, the observed spatial frequency limits are in
good agreement with the expected ones for diatoms. Note that for a low value of SC the
intensity spectrum has the shape of two thin semicircular arcs that fit in with the form of
the corresponding POTF, see left panel of Fig. 4.4 (g). Only the frequency content that lies
within non-zero POTF region is transmitted by the bright-field microscope. In the case of
low spatial coherence [SC = 0.68, see Fig. 4.4 (h)] there is a significantly improved lateral
resolution limit pcutx = 5 µm
−1 compared with pcutx = 3.9 µm
−1 reached for SC = 0.34.
Moreover, the axial cone of missing frequencies in the POTF is significantly smaller for
SC = 0.68. We recall that the well-known missing cone effect (see for example [67]) is
responsible for an artificial object elongation along the optical axis and for the artifacts in
the image and RI values deviating from the expected values. Note that the cross-talk effects
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Figure 4.5: Comparison between 2D xz-slices of the 3D nonparaxial POTF obtained in
bright-field illumination for the same coherence ratio (SC = 0.68) but different NAcand
NAo.
are more severe for higher spatial coherence and for larger object size, thus underlying the
need of using a low spatially coherent illumination (SC→ 1) to obtain more reliable RI
information. As observed in the POTF sections displayed in Figs. 4.4 (g, h), Im{HP} is a
function that has opposite sign for positive and negative frequencies in the axial direction
pz.
From the previous analysis it follows that a high SC ratio is needed for obtaining a large
frequency support in the POTF. Nevertheless, it is also required that the NAs are as large
as possible. To give an example, Fig.4.5 compares the POTF in bright-field with the same
coherence ratio (SC = 0.68) but different objective and condenser apertures: Fig. 4.5 (a)
accounts for NAc = 0.65 and NAo = 0.95 whereas Fig. 4.5 (b) represents the case with
NAc = 0.95 and NAo = 1.4. It is noticeable that a larger system NA aperture (NAc +NAo)
enables a broader frequency content, therefore a better sample reconstruction would be
obtained. Nevertheless, the fact of working with dry condenser is preferable to enable sim-
pler sample manipulation and a larger field depth. Consequently, the use of moderate-high
SC ratio (around 0.5− 0.8) allows a trade-off between resolution, optical sectioning and
simplicity in the experimental setup. If higher SC are demanded, an immersion condenser
would be necessary.
For the remainder of the examples, SC = 0.68, NAc = 0.95 and NAo = 1.4 are consid-
ered. To further test the performance of the proposed PC-ODT technique, we have also
considered a sample comprising polystyrene spheres (bead diameter of 3.73 µm, nRe = 1.6
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at λ0 = 450 nm, Spherotech Lot. AD01) immersed in oil (nm = 1.56, Cargille Labs Series
A) as a surrounding medium. Fig. 4.6 displays transverse and axial slices of the measured
intensity and reconstructed RI distributions.The RI value of the polystyrene bead has been
properly determined (nRe = 1.59±0.01) as well as the reconstructed shape of the sphere in
the middle plane. Particularly, the measured diameter of the sphere 3.8±0.1 µm is close to
the expected value of 3.7 µm. However, the reconstructed bead suffers from some elonga-
tion along the axial direction due to the missing-cone issue which is associated with a lack
of low axial frequencies transmitted by the microscope [67,86,117]. This well-known axial
distortion (longitudinal stretching) effect is also present in C-ODT as well as in other quan-
titative imaging techniques, see for example [67,86] where dielectric spheres of similar size
have been studied. The halo observed around the sphere is also attributed to this problem.
Such missing-cone issue is more severe for higher spatial coherence. We recall that this
MC problem can be mitigated by object rotation or partially mitigated by using iterative

















Figure 4.6: (a) xy−slice of the bright-field intensity for a polystyrene sphere (bead diameter
of 3.8± 0.1 µm, nRe = 1.59± 0.01, Spherotech Lot. AD01) immersed in oil (nm = 1.56,
Cargille Labs Series A). (b) Reconstructed refractive index for the same xy−slice.
Another example of the PC-ODT technique that has been included in Fig. 4.7 displays
the RI rendered as a 3D volume corresponding to two different diatoms: Cymbella sub-
turgidula [Fig. 4.7 (a)] and Diploneis elliptica [Fig. 4.7 (b)] specimens. The Cymbella
subturgidula diatom has dorsi-ventral valves and exhibits bluntly rounded and barely pro-
tracted apices. Moreover, the dorsal margin of this diatom is strongly arched whereas the
middle striae is slightly convex as displayed in Fig. 4.7 (a). The curvature of the radiate
striae (finely punctate) as well as tiny features such as isolated stigmata (∼ 350 nm diame-
ter, see zoom inset) have been also successfully reconstructed. This 3D structural informa-
tion is particularly useful for the specimen taxonomy and classification apart from the study
of other biological characteristics. The size of the Cymbella subturgidula is about 20 µm
long and 8 µm wide, which is in good agreement with the typical dimensions measured by
using a scanning electron microscope (SEM) [116]. Figure 4.7 (b) shows a symmetrical
Diploneis elliptica diatom of 32.5 µm long and 17.3 µm wide exhibiting a density of 8 re-
solvable radiate striae along 10µm, that is also in good agreement with SEM data [116].
Indeed, the striae are radiate mid-valve, becoming arched towards the valve apices. Further-
more, the terminal raphe fissures deflect near of the valve margin [see the diatom apices in
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Figure 4.7: (a) Reconstructed RI for a Cymbella subturgidula diatom. The frustule made
of biosilica exhibits distinct structures such as slits and striae comprising the valves. Two
xy−RI slices are presented in the first column where two tiny stigmata are observed close
to the valve center, at z = 2 µm. The following three columns are different points of view
for 3D-RI (|∆n| = |nRe− nm|) where different structures of the diatom are observed. (b)
Reconstructed RI for a Diploneis elliptica diatom. In the first column, the xy−RI slice
reveals detailed structures such as the raphe slits and the pores comprising the diatom
striae. The next two columns include different perspectives of the 3D-RI |∆n|, in which it
is observed a rounded central area (nodule) located in the middle of a longitudinal canal
(raphe).
in Visualization 3 from Ref. [89]. Moreover, a 3D animated version of these diatoms (RI
volume) is provided in Visualization 4 and Visualization 5 from Ref. [89], correspondingly.
The RI values (nRe in the range 1.45− 1.47) obtained for the biosilica wall of the di-
atoms are consistent with those reported in the literature [115]. In this case, by using
immersion oil as surrounding medium, the maximum |∆n| ∼ 0.04−0.06 is obtained which
is reasonably good for a weak object in the Born approximation. Nevertheless, these values
vary depending on the diatom region: nRe ∼ 1.51 in the striae, nRe ∼ 1.46−1.48 in the ribs
and nRe ∼ 1.45−1.46 in the dorsal margin. This fact can be explained by the diversity of
perforations present in the diatom structure. Indeed, the immersion oil fills the larger pores
(in the striae) and thus yields an artificial increase of the RI comparing with the non-porous
zones. Therefore, we think that the more reliable values of the frustule RI are found in
the more homogeneous biosilica regions such as the dorsal margin for the Cymbella sub-


























Figure 4.8: (a) Refractive index slice of a blood smear where red blood cell (RBC), white
blood cells (WBC) and platelets (P) are observed. (b) Close-up view of the refractive index
slice of the RBC along xy−, yz−, and xz−planes. (c) 3D refractive index distribution (∆n)
of the RBC exhibiting its characteristic biconcave disc-like shape.
central nodule of the Diploneis elliptica [corresponding to |∆n| = 0.04 and nRe = 1.47,
Fig. 4.7 (b)]. The proposed technique is useful to reconstruct relevant structural features of
the diatoms required for the analysis and classification of such micro-organisms, which is
important for example to gather information about the environment where they live [116].
Finally, we study the performance of the PC-ODT technique for free-label analysis
of a human blood sample just immediately after its extraction. The RI slice displayed in
Fig. 4.8 (a) shows red blood cells (RBCs), white blood cells (WBCs) and platelets (P)
immersed in the blood plasma. Note that in this case ∆n > 0. The reconstructed RI (nRe)
values are nRBC = 1.34 for the RBC and nWBC = 1.36 for the WBC. These results are in
good agreement with those obtained by other reference techniques including C-ODT [118].
The RI slices displayed in Fig. 4.8 (b) and the 3D RI reconstruction shown in Fig. 4.8 (c)
demonstrate the typical biconcave disc shape of a healthy human RBC. Note that in this
case the axial stretching effect, caused by the mising-cone issue, is not so evident as in the
case of the polystyrene micro-sphere previoulsy described.
The 3D RI recovery of RBCs turns out to be particularly interesting as a diagnosis
tool. For instance, it can be used to track abnormalities in their shape or changes in their
chemical properties allowing for detection of certain illnesses [119]. Other samples used
for calibration and test of PC-ODT techniques are shown in Appendix D.1.
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The real word applications of PC-ODT in biomedicine, including imaging and diagno-
sis are later considered in Chapter 7.
4.6 Conclusions
In this Chapter we have experimentally demonstrated that 3D quantitative imaging of weak
scattering and absorbing objects is possible by using a standard bright-field transmission
microscope thanks to a straightforward PC-ODT technique. The measurement is performed
by an ETL and a sCMOS camera that allow for fast programmable and automatic acquisi-
tion of a single stack of bright-field intensity images, which is required for 3D reconstruc-
tion of the object RI. It has been proven that the high NA of the condenser and objective
lenses, as well as the low spatial coherence of the illumination, provide the required spatial
resolution and optical sectioning crucial for 3D quantitative imaging. The dynamic range
of the digital camera along with its MTF and the SNR have also been taken into account in
order to deconvolve intensity images to recover the RI.
Here two experimental setups, with the ORM in configuration 1 and 2, have been dis-
closed for PC-ODT implementation. In both configurations, the ETL and the camera must
be synchronized. The ORM in configuration 2 can be used for the study of both optically
thin and thick samples (up to ∼ 70 µm), however, it requires more optical elements than
the configuration 1 which is recommended only for thin samples (up to ∼ 15 µm). In this
Chapter we have considered optically thin samples and the ORM in configuration 1 to test
PC-ODT. Later, the Chapter 6 is devoted to the study of living cells, both optically thin and
thick samples, where the ORM in configuration 2 is also applied.
It is worth pointing out that the reconstruction with PC-ODT is fast and the computa-
tion time thereof can be further reduced with hardware and software improvements. For
instance, in the diatom reconstruction examples from the Section 4.5, the measurement is
performed in 1.3s with an exposure time of 10ms while the computational reconstruction
of the 3D RI of the object was typically achieved in a time of 8 s. A rate of about 10 3D
frames per second can be achieved by using a lower exposure time of 2 ms, which is com-
patible with further development of video-rate 3D imaging as later discussed in Chapter
6. Furthermore the exposure time can be reduced or alternatively a smaller region can be
measured if faster video rate visualization is needed. Finally, the computation time of the
described direct reconstruction method (involving the Fast Fourier Transform) can be sig-
nificantly reduced from 1.5 s to a few milliseconds by harnessing the power of the current
graphics processing unit (GPU, e.g. NVIDIA’s CUDA parallel computing architecture)





PC-ODT provides fast non-interferometric speckle noise-free imaging compatible with
conventional wide-field transmission microscopes, but suffers from two principal incon-
veniences. One of them is the missing cone problem, which is a common drawback for all
tomographic modalities with limited-angle inspection, including interferometric coherent
ODT. The second one, considered in this Chapter, is a non-homogeneous OTF contrast for
different spatial frequency regions, which is particularly noticeable in BFI and even leading
to the LV region of untransmitted spatial frequencies. There are different strategies to miti-
gate these drawbacks and to improve the performance of PC-ODT. One of them consists of
exploiting the illumination diversity [86,120] which requires a collection of sample recon-
structions under different illuminations and the subsequent assembling of data. The use of
multiple 2D illumination patterns in PC-ODT has been also considered for different pur-
poses, for example, to recover the complex RI (such as the differential phase contrast [86])
or to enhance the gathering of high frequencies of pure-phase objects (by using two circu-
lar and one complementary annular illuminations, as proposed in Ref. [120]). The main
drawback of using multiple illuminations is the increased number of measurements result-
ing in a time-consuming approach incompatible with the study of dynamic objects such
as live cells. Consequently, in practice such methods [86, 120] are limited to the study
of static objects due to the number of required 3D intensity stacks (one per illumination),
the amount of time needed for their acquisition and the complexity of reconstruction al-
gorithms. Another approach, studied here, aims at designing a proper illumination which
provides a more homogeneous OTF coverage without requiring multiple illuminations.
This last approach, further referred to as illumination engineering, enables fast 3D RI
reconstruction intended to monitoring of dynamic objects. With this purpose, first we ana-
lyze the microscope 3D OTFs for several illuminations over the condenser aperture, apart
from the conventional BFI, by conducting numerical simulations. In this way, we aim to
gain knowledge about the interplay between illumination shaping and the resulting OTF.
We came to a simple yet effective solution consisting in designing a gaussian illumination
leading to an OTF with a wide frequency support and partially filling the frequency gaps in
the LV region. Moreover, we demonstrate a more homogeneous 3D RI contrast provided by
a proper gaussian illumination allowing for a better balance between low and high spatial
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frequencies contributions transmitted by the microscope. Further, we disclose an experi-
mental setup suitable for testing the more convenient OTF design obtained by the previous
numerical simulations. Finally, we demonstrate that a more realistic OTF can be obtained
by using the measured experimental intensity distribution on the condenser aperture instead
of assuming an ideal distribution thereof.
5.1 Optical transfer function design in PC-ODT
The analysis of the POTF obtained with BFI for the case of high NA objective and con-
denser lenses has revealed a LV region around the zero axial frequency that can alter the
RI reconstruction apart from the well-known MC problem (see Fig. 3.3 from Section 3.5).
We analyze different types of illumination to improve the homogeneity of the POTF and
therefore the viability of PC-ODT technique. It is assumed that light at the back focal plane
of the condenser is spatially incoherent, and the coherence degree of light illuminating a
specimen is described by the Fourier transform of its intensity distribution according to
the Van Cittert-Zernike theorem [121]. Since the ODT technique is mainly applied to low
absorbing objects, we pay more attention to the POTF during the discussion.
The 3D POTF of a perfectly aligned microscope with rotationally symmetric illumi-
nation is a pure imaginary function also exhibiting rotational symmetry along the axial
frequency axis pz. This allows us considering a real function corresponding to its imagi-
nary part further referred to as P = Im{HP}. The plane pz = 0 divides the P-section into
two symmetric halves with opposite signs, so that P(px,py,pz) =−P(px,py,−pz). Taking
into account these symmetry properties, only a section P(px,0,pz) is analyzed in Fig. 5.1,
where (px, py, pz) denotes the spatial frequency vector. In particular, Fig. 5.1 displays the
P(px,0,pz) sections corresponding to an objective with NAo = 1.4 and different illumina-
tion patterns (with λ0 = 450nm) projected on the condenser back focal plane. Among the
tested patterns included in Fig. 5.1, one finds BFI with two different condensers (NAc = 1.2
in (a) and NAc = 0.5 in (b)), a binary ring (c), an inverse gaussian illumination (IGI) as dis-
played in (d), two combinations of gaussian illumination (GI) and ring (e,f) and finally two
GI with different widths (σ ) of σ = 0.5NAc and σ = 0.75NAc (with NAc = 1.2) respec-
tively. Note that for each case, the |POTF| has been normalized to the range [−1,1]. We
recall that regardless of the illumination pattern, there always exists a MC frequency region
around the pz axis which is a well-known drawback of wide-field microscopy. This MC
region can create artifacts such as halos and longitudinal stretching in the reconstructed
3D object [67, 122], in both C-ODT and PC-ODT modalities. For a same objective lens,
by considering a larger NAc, the MC is smaller and the maximum transverse resolution
is higher, as observed in Figs. 5.1 (a, b) corresponding to the BFI with NAc = 1.2 and
NAc = 0.5, respectively. However, these advantages of high NAc are accompanied by a
wider area (around the line pz = 0) where the absolute values of the POTF are almost neg-
ligible. We recall that such frequency domain is the LV region, formerly introduced in
Chapter 3. The ideal POTF would have the MC region as small as possible and almost uni-
form distribution of its modulus, |POTF|. Therefore, the key question is: Can it be achieved
by using an illumination distinct from the BFI? [123]
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Figure 5.1: Sections of imaginary part of the normalized POTFs for different illumination
distributions in the condenser aperture, along with the corresponding normalized intensity
profiles. (a) BFI with NAc = 1.2, (b) BFI with NAc = 0.5, (c) Binary ring, (d) IGI with
σ = 0.5NAc, (e) combination of GI with σ = 0.2NAc and binary ring, (f) combination
of GI with σ = 0.4NAc and binary ring, (g) GI with σ = 0.5NAc and (h) GI with σ =
0.75NAc. Except in (b), in which NAc = 0.5, the remaining cases have been computed
with NAc = 1.2. All cases consider NAo = 1.4.
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nations. For this purpose, apart from Fig. 5.1, we also show in Fig. 5.2 the POTF moduli
together with their corresponding histograms, which are better suited for their homogene-
ity analysis. The histograms for each illumination are compared with respect to the BFI
case for NAc = 1.2, that is considered as a reference illumination. Since a high NAc is
considered it is good to preserve the high resolution usually associated with the periphery
illumination of the condenser aperture. Then, we start our analysis by considering an annu-
lar illumination, as shown in Figs. 5.1 (c-d), defined by an internal radius of Rint = 0.75 NAc
and an external radius of Rext =NAc. In this case we observe that the |POTF| distribution is
even less uniform than in the reference BFI. Moreover, as it can be seen in Fig. 5.1 (c) there
exist sign changes into the same half of the P-section. This effect is undesired because the
result of sign mismatching between the ideal (theoretical) and experimental ring POTFs
could lead to severe artifacts in RI reconstruction.
Let us now find whether or not the smoothing of the illumination ring boundary helps







circ(rc/NAc), where rc = (rx,ry) is a dimensionless coordinate
vector (contained in the diaphragm plane of the condenser lens) and I0 is the intensity
maximum value (see Figs. 5.1(d, e)). We have found a slight improvement in the histogram
values with respect to the ring illumination: the peak of |POTF| low values around 0.1
have decreased from a 40% in the ring illumination to a 30% in IGI. However, this is
not significantly better than the BFI case. Then, our next guess is to combine in a sin-
gle illumination the advantages from the ring illumination and a low NAc BFI, since as
we mentioned before such BFI exhibits a lower LV region for the low and middle trans-
verse frequency range. The superposition of both the annular illumination and a low NAc
BFI followed by a smoothing (to avoid sudden intensity changes) corresponds to a gaus-
sian pattern. In particular, the Figs. 5.1 (e,f) and Figs. 5.2 (f, g) illustrate two different
combinations of a GI and a ring illumination (with a common center), being the ring de-
limited between Rint = 0.6NAc and Rext = NAc. Here the Gaussian illumination is given




circ(rc/NAc). We observe that the homogeneity of the POTF
modulus has not been improved with regard to the BFI. Moreover, there is a complex struc-
ture of the POTF sign changes. especially appreciable in Fig. 5.1 (e), accompanied by
zero-value curves (corresponding to surfaces of the full 3D POTF). From the analysis of
all the aforementioned illuminations we decide to impose an additional constraint for the
illumination: same POTF sign for positive (negative) axial frequencies of each P-section
half.
Let us return to the first considered illuminations, BFI with NAc = 1.2 and NAc = 0.5,
as displayed in Fig. 5.1 (a-b) respectively. The first one exhibits a low MC but pronounced
LV regions whereas the second one shows large MC but small LV area. Therefore, a
smoothed superposition of both BFI could result in a more homogeneous POTF. In this
way, a GI can be used for such combination. Two cases of GI with different width val-
ues (σ = 0.5NAc and σ = 0.75NAc, respectively, where NAc = 1.2) are displayed in
Fig. 5.1 (g, h) and Fig. 5.2 (h, i). Note that no sign changes exist into the same half of
P-section with this illumination. We observe that the GI with the width σ = 0.75NAc pro-
vides a relevant improvement in |POTF| homogeneity and a reduction of the LV area. As a
counterpart, the GI presents further attenuation of the very high frequency region which in
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Figure 5.2: Normalized POTF magnitude (only the section of positive axial frequencies is
presented) for several illuminations, along with the |POTF| histogram comparing each case
(rose color) with BFI NAc = 1.2 (green color). (a) Illumination projected in the condenser
aperture. (b) BFI with NAc = 1.2 (reference illumination), (c) BFI with NAc = 0.5, (d)
Binary ring, (e) GI with σ = 0.75NAc. Except in (c), in which NAc = 0.5, the remaining
cases are computed with NAc = 1.2. All cases use NAo = 1.4.
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We recall that the complex degree of coherence at the sample area is related to the
Fourier transform of illumination pattern at the condenser back focal plane, according to the
Van Cittert-Zernike theorem. The degree of coherence is gaussian-shaped under GI, while
in the case of BFI (i.e. uniform illumination pattern) it is described by a besinc function
with multiple secondary peaks [63]. Since the OTFs usually considered for ODT are calcu-
lated following the first Born approximation, thereby neglecting the interference between
different scatterers (see Eq. 2.5), we believe that the coherence degree of a narrower gaus-
sian shape is better suited for this model than one described by the besinc function, where
undesired interference of scattered light from two separated scatterers could produce sig-
nificant contribution. Thus, a Gaussian illumination (GI) whose intensity distribution in the





can be well suited for this purpose. We underline that σ/NAc = 0.75 is not a fixed value,
similar results are obtained for 0.75± 0.05 (similar histogram of the |POTF| values are
obtained in those cases). This range of σ/NAc has been verified for NAc ∈ [0.9, 1.4].
Another example with a different NAc value is shown in Fig. 5.3, in which NAc =
NAo = 1.4. Fig. 5.3 corresponds to the BFI case while Fig. 5.3 (b) is obtained for a GI with
σ = 0.75NAc = 1.05. Note that the modulus |POTF| is normalized to its corresponding
maximum value to help the comparison between the considered cases. Indeed, as observed
in Fig. 5.3 (b), in the GI case the corresponding LV region in the POTF is significantly
narrowed around the plane pz = 0. This LV region is determined by the absolute values
below a cut-off threshold value of 0.2, which is often considered in the analysis of OTFs of
imaging systems. Moreover, the middle-high values of the |POTF| (range 0.5−1, indicated
by the green-yellow-red colormap) are now distributed in a larger region, thus resulting in a
significantly improved transmission of the object’s spatial spectrum. Such a redistribution
is also clearly observed in the histogram of |POTF| values displayed in Fig. 5.3 (c) for GI
and BFI. From these histograms it is possible quantitatively estimating the gain of GI with
respect to BFI. Indeed, for BFI the 21 % of the |POTF| values are in the range 0.5−1 while
for GI it is the 42 %, which is a gain factor of 2× for GI with respect to BFI. This is a
relevant improvement that could increase the accuracy of the object’s RI reconstruction in
PC-ODT.
With regard to the AOTF, it is less sensitive to the illumination modification unlike the
POTF. This aspect can be verified in Fig. 5.4, where the AOTF forms for the more repre-
sentative illuminations considered during POTF analysis are displayed. The AOTF of each
illumination has been normalized to its maximum value. The AOTF of a system present-
ing rotational symmetry is positive and symmetric about the plane pz = 0, that allows us
considering only the AOTF section A(px,0,pz) for non-negative axial frequencies. In con-
trast to POTF, the maximum AOTF values are concentrated around the axis pz = 0. Most
of normalized AOTF values are below 0.3 as can be seen from the histograms presented
in Fig. 5.4. The spatial frequency region with AOTF magnitude values above 0.4 is more
elongated along the pz = 0 for BFI with NAc = 0.5 (Fig. 5.4 (c)) and GI (see Fig. 5.4 (e))
in comparison with BFI (NAc = 1.2), see Fig. 5.4 (b). On the other side, the ring-like illu-
minations tend to yield a more symmetric filling of the low frequency region as shown in
Fig. 5.4 (d). We conclude that the changes in AOTF are irrelevant specially when weakly
absorbing objects are considered. This also supports our proposal of applying the gaussian
illumination with σ = 0.75NAc for PC-ODT instead of conventional BFI.
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Figure 5.3: |POTF| sections of (a) 3D BFI-POTFs with NAc = NAo = 1.4. (b) GI-POTF
for σ = 0.75NAc (where NAc = NAo = 1.4). (c) Histograms of the |POTF| values for BFI
in (a) and GI in (b). MC indicates the missing cone region.
In summary, with the study of this Section we have verified that Gaussian illumination
(GI) overperforms BFI in terms of POTF homogeneity [123, 124], therefore providing a
better balance between low and high spatial frequencies contributions transmitted by the
microscope.
5.2 Comparative analysis of PC-ODT with BFI and Gaus-
sian illumination: numerical simulations
In this Section, the advantages of using the GI have also been verified by the following
numerical simulations. In this case, the OTFs correspond to NAc = 0.95 , NAo = 1.4
and σ = 0.75NAc. In Fig. 5.5 (a) is displayed a non-absorbing test object with a known
non uniform RI distribution (indicated as nTO) that has been used for the comparison of
the performance of PC-ODT in the RI reconstruction with the BFI-POTF and GI-POTF
shown in Fig. 5.5 (b, c), respectively. This object consists of an array of 25 perforated
micro-pillars (10 µm long, with a diameter of 800 nm and inner hole of 250nm) immersed
in a surrounding medium of nm = 1.33 yielding a RI contrast |∆n| = |nTO− nm| ∼ 0.06.
Specifically, we have numerically calculated the stack of intensity images obtained using
the POTFs for ideal BFI and GI and then, from this stack, performed the deconvolution and
RI reconstruction process as explained in Section 3.4. The reconstructed 3D RI distribution
for GI (indicated as nGI) is in good agreement with the test object’s nTO. While, it is evident
that a degradation exists in the reconstructed object’s shape (nBFI) for BFI, especially in the
axial direction (see yz−slices), which is due to the effect of the LV region of the BFI-POTF.
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Figure 5.4: Normalized AOTF (only the section of positive axial frequencies is presented)
for several illuminations, along with the AOTF histogram comparing each case (rose color)
with BFI NAc = 1.2 (green color). (a) Illumination projected in the condenser aperture. (b)
BFI with NAc = 1.2 (reference illumination), (c) BFI with NAc = 0.5, (d) Binary ring, (e)
GI with σ = 0.75NAc. Except in (c), in which NAc = 0.5, the remaining cases have been
computed with NAc = 1.2. All cases use NAo = 1.4.
in order to compare the accuracy of the reconstructed RI in the case of BFI and GI. Note
that nGI is closer to the theoretical one (nTO), whereas nBFI suffers from underestimation
along with contrast lost. Indeed, we remark that the perforations of the micro-pillars have a
RI value close to nm and the entire object exhibits a better contrast in the reconstructed RI
with GI. The RI histograms displayed in Fig. 5.5 (e) also enable a fair comparison between
the reconstructions obtained with each illumination and the theoretical object RI. Note
that a deviation between the nBFI values with respect to nTO exists, resulting in histogram
mismatch in the left panel of the Fig. 5.5 (e). For instance, the object regions with a RI
above 1.375 which represent almost the 30 % of the histogram counts according to the
theoretical object (blue histogram) are severely underestimated. Indeed, only around 2 %
of the RI counts from nBFI histogram corresponds to values above 1.375. Conversely,
nGI exhibits a histogram very similar to the theoretical one nTO, which confirms the more
reliable RI reconstruction obtained thanks to gaussian illumination. Thus, the considered
numerical simulation proves the advantage of GI over BFI due to the reduction of the LV
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Figure 5.5: (a) RI of a test object (array of 25 microperforated tubes of known and non
homogeneous RI distribution). (b-c) The reconstructed RI (numerical simulation) for the
case of ideal BFI (b) and GI (c). (d) Line profiles along y-axis dashed line comparing
different illumination schemes. (e) Histogram comparison for RI values.
region and redistribution of the POTF values as it has been previously discussed.
5.3 Experimental setup equipped with an illumination con-
trol module
Here we disclose an experimental setup suitable for testing the illumination patterns an-
alyzed in the Sections 5.1 and 5.2, as shown in Fig. 5.6. This setup is similar to the
ones introduced in Section 4.2 (bright-field microscope with NAc = 0.95, NAo = 1.4,
fTL = 180 mm) but it further comprises a programmable system for illumination con-
trol [113]. This module consists of a digital light processing (DLP) projector (LG PA70G,
750 ANSI lumens of power) whose projection lens has been replaced by a 4-f setup. In-
coherence is provided by the extended LED source of the DLP. The DLP allows obtaining
a real image of the digital mirror device (DMD, manufactured by Texas Instruments) dis-
play onto a static ground glass diffuser (GGD, Thorlabs N-BK7 glass), that warrants for a
further homogeneous incoherent illumination of the condenser plane. Indeed, the diffuser
plane (e.g. the green circle of Fig. 5.6) is then relayed onto the back focal plane of the con-
denser lens by using two convergent lenses (RL1 and RL2). The DLP projector enables the
illumination engineering, providing fast switchable multi-wavelength and shaping design.
In this way, the DLP projector provides dynamic generation of desired images onto the
condenser back focal plane. The refocusing module comprises a relay lens (RL3) and the
varifocal ETL, as explained in Section 4.2. Finally, the required axially scanned images are
measured by using a high speed camera (e.g. sCMOS). All the relay lenses (fRL1, fRL2, fRL3)









































Figure 5.6: Experimental setup for PC-ODT including the microscope, the optical refocus-
ing module and an additional programmable system for illumination control.
In this way, the experimental setup proposed in Fig. 5.6 is useful to test the best illumi-
nations (in terms of uniformity and filling of the spatial frequency space to be transmitted
by the microscope) devised from the theoretical simulations proposed in the previous Sec-
tion. A practical advantage of the GI is that it can be easily incorporated into conventional
wide-field microscopes just by using a commercial Gaussian apodizing filter placed over
the condenser’s diaphragm plane, instead of using the DLP setup. Once the desired illumi-
nation (i.e. the GI with σ = 0.75NAc, which is the best option among the studied patterns)
is found, the programmable system for illumination control is no longer needed. For this
reason, to experimentally test the proposed illumination, it is possible to alternatively con-
sider the setup with the ORM in configuration 1 previously described in Section 4.2, but
with the Gaussian apodizing filter inserted in the condenser plane. Advantageously, this
approach is simpler, more affordable and convenient for living samples imaging than the
DLP since its refresh rate (60 Hz) is typically lower than the sCMOS camera frame rate
(e.g. 100 fps) required for fast PC-ODT.
5.4 Towards a realistic experimental estimation of the OTF
In this Section we experimentally demonstrate the benefits of applying more realistic OTFs
that better take into account the experimental illumination conditions. They have been
numerically calculated using Eqs. 3.5 and the illumination pattern measured in the back
focal plane of the condenser lens. Note that this approach allows computing the OTFs
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Figure 5.7: (a) Ilumination in the condenser plane for BFI and GI, both theoretical and
experimentally measured. (b) Radial profiles for the analyzed illuminations.
for arbitrary illumination patterns for which the analytical expressions of the OTFs are not
available. The use of better approximated OTFs has been previously considered in PC-
ODT for the particular case of BFI [66], where the measured BFI pattern has been fitted
as a rotational symmetric function ignoring the possible asymmetries of the experimental
BFI (originated by misalignments between condenser and objective lenses or aberrations).
Conversely, in this Section we compute the OTF by using Eq. 3.5 and considering the exper-
imental measurement of the incoherent intensity distribution over the condenser aperture
diaphragm given by a2(|s), as illustrated in Fig. 5.7.
A more realistic coherent transfer function has also been applied in C-ODT modality
[47, 125]. It is worth pointing out that the method to obtain a more realistic OTFs for
PC-ODT is completely different from the one reported for C-ODT [47]. In particular,
a realistic CTF for C-ODT requires the measurement of the complex field amplitude for
each illumination plane wave in order to better approximate the CTF of the experimental
setup and therefore compensating possible wavefront aberrations in the optical train of the
microscope. Consequently, this results in a more difficult task than the OTFs estimation in
PC-ODT case where only one measurement of the intensity distribution of the illumination
at the aperture plane of the condenser lens is needed.
Let us now proceed with experimental validation of the GI approach, by using the imag-
ing setup with the ORM in configuration 1 previously described in Section 4.2, but with
a spatial filter inserted in the condenser plane according to the Section 5.3. The intensity
distribution in the condenser aperture, see Fig. 5.7 (a), has been measured for both BFI
and GI cases and compared with the theoretical ones. For a better comparison among dif-
ferent illuminations, Fig. 5.7 (b) displays the radial profiles for each of them. Note that
experimental illuminations are asymmetric, for this reason several profiles have been aver-
aged in order to help the visualization of the plot displayed in Fig. 5.7 (b). It is also worth
remarking that the OTFs derived from these experimental illuminations are not rotation-
ally symmetric, which constitutes a more realistic model of the imaging process given the
experimental conditions.
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The |POTF| corresponding to this microscope experimental configuration for BFI and
GI are respectively displayed in Figs. 5.8 (a-b), along with the corresponding |POTF| his-
tograms in Fig. 5.8 (c). Only 32 % of the |POTF| values are in the range 0.5− 1 for the
case of BFI while for GI (for σ = 0.75NAc = 0.72) the ratio is 46 %, thus resulting in a
gain factor of 1.44×. The realistic POTF, see Fig. 5.8 (d-e), have been calculated using the
measured illumination patterns for BFI and GI, respectively. These illumination patterns
are displayed in Fig. 5.8 (f) along with the corresponding histograms of the 3D |POTF| for
each case. We observe that for the case of GI the reduction of the LV region for low/mid-
range frequencies is slightly smaller in the realistic POTF. Moreover, the realistic POTFs
are no longer symmetric because the experimental illumination patterns are not circularly
symmetric. In particular, the asymmetry is highly manifested in the realistic BFI-POTF, see
Fig. 5.8 (d) and the Visualization 1 from Ref. [124] (available online) of the 3D POTF z-
stack. The redistribution of the frequency weights in the realistic GI-POTF, see Fig. 5.8 (e),
does not significantly alter the symmetry because the experimental GI fits reasonably well
to the ideal one. For the realistic GI-POTF the values in the range 0.5− 1 decreased to a
ratio of 35 % while for the realistic BFI-POTF the ratio is 22 %, see Fig. 5.8 (f).
As an example, we compare the reconstructed RI for the diatom sample displayed in
Fig. 5.9 by using both the BFI and GI, and for each one, either the ideal and the more
realistic OTF. This diatom exhibits a periodic porous pattern in its biosilica shell resulting
in a nearly phase structure with a nD value in the range 1.47±0.01 at λ0 = 450 nm, when
it is immersed in oil with nimm = 1.51 to obtain a maximum RI contrast value of |∆n| =
|nD− noil| ∼ 0.06. The real part of the reconstructed RI distribution (nD) of the diatom is
displayed in Figs. 5.9 (a, b) for the case of ideal BFI and GI, respectively. The transverse
xy-RI slices show a structure with circular-like perforations ranging in size from 240 nm
to 450 nm. The reconstructed nD distribution is more homogeneous for the GI than for
BFI. Moreover, it is more evident for the GI case that the micro-perforated channels (∼
10 µm long) indeed are crossing the entire diatom wall, see the RI yz−slices in Fig. 5.9.
Note that these micro-channels have not been properly resolved using the ideal BFI-POTF.
They are better detected, see Fig. 5.9 (c), when using the realistic BFI-POTF because it
takes into account the experimental illumination conditions. In the reconstruction with the
realistic GI-POTF the LV region has been reduced and therefore the reconstructed micro-
channels are less degraded than in the case of BFI-POTF, see Fig. 5.9 (d), as predicted by
the numerical simulation Fig. 5.5. The histograms displayed in Fig. 5.9 (e) indicate that the
diatom’s RI values in the case of realistic BFI-POTF and GI-POTF are more concentrated
around the value nD ≈ 1.48 than in the ideal case. Moreover, the RI reconstruction is
more accurate for the case of GI than for BFI, as well as has been concluded from the
numerical simulation results shown in Fig. 5.5. To help with the observation of the diatom’s
micro-channels, in Fig. 5.10 (f) and in the Visualization 2 from Ref. [124] a volumetric
representation is provided with the diatom’s RI reconstructed using the realistic GI-POTF
and renderized with Drishti open-source software [126]. Finally, we also compare BFI
and GI schemes by using a eukaryotic sample, particularly human cheek cell attached to
a epithelial layer included in Appendix D.2 which also corroborates that GI outperforms
BFI, especially when tiny object features are present.
We conclude that the use of both GI and more realistic OTFs (that consider the exper-
imental illumination in the back focal plane of the microscope condenser instead of the
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Figure 5.8: |POTF| sections calculated for ideal (theoretical) illumination: (a) BFI with
NAc = 0.95 and (b) GI with σ= 0.75NAc, while the corresponding |POTF| histograms are
shown in (c). The |POTF| sections displayed in (d) and (e) have been calculated using the
measured (experimental) BFI and GI, which have been displayed in (f) along with |POTF|
histogram for each case.
ideal distribution) significantly improves the accuracy and the reliability of the 3D RI re-
construction [124]. The numerical simulation and the experimental results prove that GI
outperforms BFI in PC-ODT preventing degradation in the RI reconstruction, especially in
the axial direction. This is due to the reduction of the LV region in the GI-POTF and the
extension of middle-high |POTF| values.
5.5 Conclusions
In this Chapter, the optimization of the POTF via illumination has been considered in or-
der to enhance the quality of reconstructed RI with PC-ODT. The OTF strongly depends
upon the shape and distribution of the illumination in the input aperture plane of the con-
denser lens. Furthermore, we have explored several illumination patterns (gaussian, an-
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Figure 5.9: RI slices of a diatom reconstructed with ideal (theoretical) OTFs for BFI (a)
and GI (b), and realistic OTFs for BFI (c) and GI (d). The histograms of RI values are
displayed in (e) for each case. (f) 3D volumetric representation of the diatom’s RI obtained
with realistic GI-OTFs, see also Visualization 2 from Ref. [124].
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Figure 5.10: (a) Different views of 3D RI reconstruction of diatom obtained with realistic
GI OTFs. (b) Intensity side view of the sample in which the micro-channels are observed.
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engineering allows to tackle the problem of nonuniformity in the POTF for BFI as well as
mitigating the inherent frequency attenuation in LV region. In particular, the replacement
of the conventional BFI with a properly designed GI provides a better balance between
the transmitted low and high frequencies and yields a more uniform POTF, which in turn
results in a higher accuracy of the sample details in its RI reconstruction. The illumina-
tion engineering can be further tested experimentally by taking advantage of DLP tech-
nology, based on DMD projectors or LED arrays, to provide fast switchable illumination
control [113, 127]. Finally, it has been demonstrated that the use of more realistic OTFs,
which have been calculated by considering real experimental illumination conditions, sig-




VIDEO-RATE 3D RI IMAGING OF
DYNAMIC OBJECTS AND
BIOLOGICAL CELLS
Living biological cells constantly vary their position, shapes, sizes and other biophysical
characteristics which analysis results crucial for their study, together with the detection and
diagnosis of disease. Tracking the cell motion in real time as well as observing intracel-
lular phenomena in 3D require optical microscopic techniques able to achieve high data
acquisition and processing rates while providing enough spatial resolution. Since the cell
is mostly transparent its analysis often relies on targeting specific cellular structures by us-
ing labeling agents such as fluorescent dyes requiring a high level of illumination intensity,
that chemically affect and might damage the cell.
In this Chapter we showcase the use of PC-ODT for the analysis of living samples with
fleeting dynamics by reconstructing their 3D RI distributions at video-rate without requir-
ing the use of labeling agents. In these studies, the time is a critical parameter, so the
RI measurements must be acquired as fast as possible. The PC-ODT, implemented with
the experimental setup comprising the optical refocusing system enables fast video-rate
3D high resolution quantitative imaging. To test its performance for real-life applications,
video-rate 3D RI imaging of live bacteria optically transported by different laser traps along
prescribed trajectories is experimentally demonstrated. These examples evidence the prac-
tical use of fast PC-ODT in optical tweezers experiments, which is a real-life application of
current interest in biophysics. Finally, the short-term evolution of live cells (COS-7 kidney
cells) is also studied by using video-rate 3D RI imaging providing quantitative information
of the cell behaviour revelant in biomedicine.
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6.1 Video-rate 3D RI imaging of freely swimming live bac-
teria
To experimentally demonstrate the performance of the proposed PC-ODT technique for
video-rate 3D RI imaging of the sample, here we apply the setup with the ORM in con-
figuration 1 (see Section 4.2). Each stack of intensity images (400 × 400 × 50 voxels)
corresponding to a 3D volume of 40×40×12 µm3 has been measured in 100 ms by using
a camera exposure time of texp = 2 ms, thus achieving an acquisition rate of 10 fps for
3D stacks. Since the considered sCMOS camera is able to acquire images of 400× 400
pixels at a rate of νCCD = 1/texp = 500fps, the frequency of the triangular electrical signal
of the ETL (νETL) has been set at 5 Hz (with an amplitude varying between 40-160 mA,
see Section 4.3), thereby providing a proper focal length shift to axially scan the region
4zde f ocus = 12 µm by recording Nz = 50 images. We have considered living yeast cells, in
particular Schizosaccharomyces pombe (further referred to as S. pombe) bacteria dispersed
in aqueous sugared solution. The S. pombe bacteria are rod-shape cells particularly inter-
esting in genetics [128] and well suited for testing quantitative imaging techniques [129].
They exhibit natural swimming motion and have fine cellular features, as shown in the
3D RI reconstruction from Fig. 6.1 without applying any optical trap. These cells were
prepared as detailed in Appendix E.1. We have considered a value of ε = 0.05 (parame-
ter linking the real and imaginary part of the RI) for the RI reconstruction with PC-ODT,
which has been experimentally proved successful for different biological specimens such
as diatoms and blood cells [89].
Fig. 6.1 corresponds to one RI frame of the video-rate 3D RI reconstruction also pro-
vided as a video file in Visualization 1 of Ref. [108], which shows S. pombe natural motion
for a recording time of 1 s. Note that the reconstructed 3D RI has been rendered as a volume
by using open source software, Fiji imaging suite (ImageJ, open-source software) [130]. In
Fig. 6.1 we observe the cell division process. The bacteria were going through their repro-
ductive cycle that can be of several hours. This kind of bacterium divides itself by fission
yielding two identical daughter cells separated by a medial wall or septum [131, 132]. The
daughter cells present a cleavage point in the septum, then they divide and each one sub-
sequently repeat the fission process. The septum is clearly distinguishable in Fig. 6.1 (see
the cells located at the center, they have a size of ∼ 3.5 µm long and ∼ 1.5 µm wide). Fur-
thermore, small features such as endoplasmatic organelles (tiny intracellular structures of
250−350 nm indicated by arrows in Fig. 6.1) are also observed into the cytoplasm and the
cell membrane is clearly bounded. The RI of the membrane (nRe = 1.40±0.01) is higher
than that of the cytoplasm (nRe = 1.38−1.39). These RI values are in good agreement with
the literature [129] and support the weak object approximation given that the refractive in-
dex of the sugared water is close to nm = 1.37, thus the RI contrast between surrounding
medium and bacteria is about ∆nRe = 0.03−0.04. Finally, to observe the typical wobbling
and swimming motion [133] exhibited by the S. pombe bacteria the reader is referred to


















Figure 6.1: 3D RI reconstruction (λ0 = 450nm) of multiple S. pombe bacteria freely swim-
ming in sugared solution. The inset displaying a RI xy-slice shows four concatenated cells
(∼ 3.5 µm long and ∼ 1.5 µm wide) with well-defined membrane and exhibiting small in-
tracellular structures of 250−350 nm indicated by the arrows. Tiny bacteria, freely swim-
ming in the scanned sample volume, are also observed (see Visualization 1 of Ref. [108]).






















































Figure 6.2: Sketch of the experimental setup used for simultaneous video-rate 3D RI imag-
ing (based on PC-ODT) and optical trapping and manipulation of living cells. In the wide-
field microscope (comprising the condenser and objective lenses) two systems have been
incorporated: the measurement setup required for PC-ODT and the setup for shaping the
laser traps (LC-SLM and the laser device). The laser beam modulated by the LC-SLM is re-
layed onto the back aperture of the objective lens by using a set of two identical convergent
lenses working as a ×1 Keplerian telescope.
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6.2 Video-rate 3D RI imaging of optically manipulated bac-
teria
Another relevant achievement is that the PC-ODT technique is fast enough to exploit video-
rate 3D RI visualization together with optical manipulation tools (e.g., optical tweezers)
for the study of the cell biophysics. Thus, this Section includes optical manipulation of
living bacteria by using laser traps providing optical confinement and transport of the cells.
Specifically, we have used freestyle laser traps as reported in Ref. [134] to optically confine
and transport the bacteria along arbitrary 3D trajectories. Such freestyle laser traps have
been experimentally demonstrated for optical manipulation of inorganic samples such as
dielectric micro-spheres of 1 µm (silica) and metallic nanoparticles (e.g., gold and silver
particles of 100 nm). Here, it is proved that this laser trap allows for optical confinement
and transport of living cells along trajectories that can be designed according to the consid-
ered application. While the optical transport of multiple living cells is a challenging task
by means of conventional optical tweezers (point-like laser traps, see for example [133]), it
can be easily achieved by freestyle laser traps which provides an independent light-driven
control of their trajectory and speed.
The experimental setup used for conducting simultaneous video-rate 3D RI imaging
and optical manipulation of living cells is illustrated in Fig. 6.2. This setup is similar to the
one comprising the ORM in configuration 1 described in Section 4.2 and configured as in
Section 6.1, but it further includes the equipment required for shaping the laser traps and
performing optical trapping, which in turn comprises a laser device and a programmable
liquid-crystal spatial light modulator (LC-SLM). The freestyle laser traps require a com-
puter generated hologram addressed into a programmable LC-SLM (Holoeye PLUTO de-
vice with pixel size of 8 µm). Once the laser beam is modulated by the LC-SLM, it is
relayed onto the back aperture of the objective lens by using a set of two identical con-
vergent lenses (with focal length of 150 mm) working as a ×1 Keplerian telescope. The
freestyle 3D laser traps provide light-driven particle motion along a light curve due to the
confinement and propelling forces exerted over the particle which arise from intensity and
phase gradients of the beam, respectively. As depicted in Fig. 6.2, a Notch filter (Semrock,
dichroic beam splitter for λ = 532 nm) has been used to redirect the trapping laser beam
(Laser Quantum, Ventus, λ = 532 nm, 170 mW, linearly polarized) towards the objective
lens. This filter also avoids imaging the backscattered laser light into sCMOS camera. Note
that each cell confined in the considered laser traps receives an optical power of a few mW
during a time of about 20 s, thus preventing the cell from being damaged. The reader is
referred to Refs. [134, 135] for further details about the design and generation of the con-
sidered laser trapping beams and their optical forces that allow confining and propelling
the particles.
To illustrate the working principle of the freestyle laser trap and illustrate its perfor-
mance in manipulating living bacteria, let us first consider a 3D spiral laser trap as the
example shown in Fig. 6.3(a). The trapping laser beam has been strongly focused in form
of 3D spiral and its high-intensity gradients exert trapping forces confining the bacteria
along the curve. While, the phase gradient of the trapping laser beam has been designed to
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Figure 6.3: (a) A freestyle laser trap in form of 3D spiral is used to optically confine and
transport the bacteria along the spiral, see Visualization 2 of Ref. [108]. (b) The trajectory
followed by the transported bacteria along the spiral is revealed in the displayed time-lapse
image, which has been made by combining all the recorded video frames of Visualization
2 of Ref. [108].
along the curve. Indeed, as observed in the temporal evolution of the reconstructed 3D RI
provided in Visualization 2 of Ref. [108], multiple bacteria have been transported from the
spiral tail towards its center. The time lapse image displayed in Fig. 6.3(b) has been made
by summing all the recorded 3D frames of RI and it reveals the trajectory followed by the
trapped bacteria, which coincides with the spiral shape of the optical trap as expected. Note
that this kind of time lapse image shows the trajectory followed by the bacteria in form of
accumulated RI (normalized at its maximum value) that can be understood as a flow of RI
along the curve.
The speed and motion direction of the trapped bacteria can be also optically controlled
along 2D curves in real time if needed. For example, Fig. 6.4 (a) and video recording Vi-
sualization 3 of Ref. [108] show three bacteria (about 6 µm long and 2 µm wide) confined
in a ring trap that sets them into rotation in a programmable way. Note that S. pombe cells
spread in the longitudinal direction while remaining at almost constant width [138], as it is
observed in Fig. 6.4 (a). Another advantage of reconstructing the video-rate 3D RI is that
this permits tracking the cell and estimating its speed as displayed in Fig. 6.4 (b), see also
Visualization 3 of Ref. [108]. In particular, the local speed map shown in Fig. 6.4 (b) reveals
that the cell labeled as B1 follows a pendulum-like movement along the ring trap reaching
a maximum speed of 6 µm/s and a minimum speed of 1 µm/s at the recoil points where
its motion has been optically switched [134, 135] from clockwise to counter-clockwise ro-
tation and vice versa. Such a speed map also confirms that the bacteria are stably trapped in
the ring trap. The rest of cells also follow a prescribed pendulum-like movement but along
a shorter distance. These tracking results have been obtained by using a particle tracking
software included in Fiji, Trackmate plug-in [139], which is well suited for monitoring of
the cell motion.
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Figure 6.4: (a) Experimental results demonstrating video-rate 3D RI reconstruction of three
bacteria (S. pombe, ∼ 6 µm long and ∼ 2 µm wide) while they have been optically ma-
nipulated by using a laser ring trap. This example shows real-time motion control achieved
by simultaneously exploiting trapping and propelling optical forces. The cell labeled as
B1 optically transported along the ring follows a pendulum-like motion (due to switching
the rotation direction) as observed in Visualization 3 of Ref. [108]. The time-lapse image
confirms stable 3D confinement of the cells in the ring. (b) The positions of the confined
cells have been tracked revealing their trajectory and velocity distribution during this exper-
iment, see the corresponding local speed map. Note that some of these cells are undergoing
division cycle with a clearly visible medial cavity. In these experiments the recording time





 0     1Flow of RI
Time-lapse image (3D motion of bacteria)
Optical transport of bacteria: Real-time reconfigurable trajectory
 0     1Flow of RI1.37 1.40RI
t = 5 s






ttotal = 20 s
Δt = 0.1 s
ttotal = 20 s
Δt = 0.1 s
xy
z




















Figure 6.5: (a) Experimental video-rate 3D RI results demonstrating real-time reconfigura-
tion of the transport trajectory of bacteria, switching between triangle and ring laser traps.
The time-lapse images reveal the corresponding flows of cells transported along the curves
while their tracking confirms a nearly uniform velocity distribution for each case as shown
in (b), see also Visualization 4 of Ref. [137]. In these experiments the recording time was
20 s with rate of 10 fps (100 ms each 3D frame).
living cells. To further illustrate its versatility, Fig. 6.5 (a) and Visualization 4 of Ref. [108]
show how the trajectory can be reconfigured in real time while keeping the transported cells
well confined. In this case the bacteria have been confined in a triangle-shaped trapping
laser beam that sets them into rotation along the triangle. After a few seconds the trian-
gular trap has been rapidly switched to a ring trap and consequently the rotating flow of
bacteria immediately gets confined in the new trap geometry, as observed in Visualization
4 of Ref. [108]. The corresponding speed maps displayed in Fig. 6.5 (b) indicate stable
confinement as expected. Moreover, the velocity distribution is almost uniform along both
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curves because in both kind of traps the phase gradient prescribed along the curve is uni-
form [135], that yields a constant optical force for the ring trap and slightly changing force
for the triangular one. These optical forces continuously propel the bacteria. Nevertheless,
there also exist hydrodynamic interactions and collisions events between the trapped bac-
teria responsible for the variations in the velocity distribution observed in Fig. 6.5 (b). We
recall that in the case of Figs. 6.4 (a, b) the sign of the phase-gradient force propelling the
bacteria has been switched in real time to change the rotation direction of the bacteria along
the ring and triangular traps.
All the aforementioned examples demonstrate video rate 3D label-free quantitative
imaging that is fast enough even for study 3D optical manipulation of unstained cells, thus
resulting in a promising tool for biophysics and biomedicine applications. Such a video-
rate 3D visualization of the cell is well suited to study its dynamics while facilities tracking
the position, speed, and orientation of the cell in 3D. For example, this allowed us observ-
ing the natural wobbling motion of freely swimming bacteria (1− 3 µm long) as well as
characterizing the motion of bacteria optically trapped and transported along 3D curved
trajectories. As shown in Fig. 6.5(a) and Visualization 4 of Ref. [108], the trapped bacteria
can exhibit continuous reorientation. Particularly, the elongated cell body lies contained
into the xy-plane (laser curve) but also tends to align along the propagation direction of the
trapping beam (z-axis). This reorientation seems to be conditioned by random wobbling
motion, collisions and hydrodynamic effects apart from complex interactions between the
cell body and the laser beam. Nevertheless, more elongated bacteria (∼ 6 µm long) as the
ones studied in Fig. 6.4 (a) do not exhibit significant wobbling motion and they remained
stably aligned along the laser curve (contained in the xy-plane) during the entire optical
manipulation process. These results illustrate the importance of dynamic 3D label-free
quantitative imaging for observing and studying the changes in the structure of cells and
their motions in vivo.
6.3 Study of short-term cell dynamics with video-rate 3D
RI imaging
The fast monitoring of the sample provided by PC-ODT enables the study of cells with
fleeting dynamics, which exhibit noticeable changes in the time scale below 0.5 s. In these
studies, the maximum time between two consecutive 3D RI measurements must not exceed
100 ms (equivalent to a frame rate of 10 fps). For evaluating the capability of PC-ODT for
the study of cell motion, in this Section we analyze living COS-7 cells, which hail from
the African green monkey kidney and typically exhibit a fibroblast-like morphology (see
Ref. [140]). We prepare the COS-7 sample following the protocol detailed in Appendix
E.2. Afterwards, the cells are immersed in phosphate-buffered saline (PBS) and sealed
between cover slips, to prevent evaporation. Then, PC-ODT is carried out and 3D RI
images (500 ×500 ×105 pixels, corresponding to 60× 60× 28 µm) are obtained with
the ORM in configuration 2 (Section 4.2) equipped with a filter to select λ0 = 560nm.
Taking into account that we would need the maximum temporal resolution available, we
scan Nz = 105 z-planes of the sample with 2 ms exposure time each. Note that, in this
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case, a much larger z-range of scanning is needed in comparison with samples considered
in Chapter 4 and fixed cells that are later studied in Section 7.2. This is due to the relevant
motion of the cell in 3D (wobbling, flickering), therefore we would need to guarantee that
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Figure 6.6: Time evolution of two different 2D RI slices of a living COS-7 cell immersed
in PBS solution.
As an example of relatively short-term observation, Fig. 6.6 includes the evolution in
time (a recording during 5s) of two characteristic planes at z = 0 µm (a) where a flagellum,
a wavy membrane and plenty of cilia are seen; and at z= 4 µm(b), in which three organelles
immersed in the nucleus are observed. Particularly, this cell has initiated its adhesion to
the plate at z = 0 µm, which explains why the flagellated structure is extended and the lack
of relevant motion. Otherwise, in the plane z = 4 µm, shown Fig. 6.6 (b), the cell exhibits
continuous dynamics like intracellular trafficking, nucleus counterclockwise rotation and
nucleus plication.
Furthermore, the underlying dynamics of the cell can be unveiled even at a lower time
scale. Let us consider now the Fig. 6.7 where four consecutive frames (each pair sepa-
rated by only 100 ms) has been analyzed for the previous COS-7 cell, including quiver
plots for the velocity maps inside the nucleus for studying the rotation motion of its in-
ternal organelles. The speed maps have been obtained by using PIVlab plug-in (a digital
particle image velocimetry tool) available for MATLAB [141], that performs a multipass
window deformation ensemble correlation widely applied in particle velocimetry applica-
tions [142]. Thus, by considering the correlation between consecutive image pairs, we
obtain the velocity of each region of the cell. Note that every arrow of Fig. 6.7 corresponds
to a block of 7×7 pixels. Thanks to the streamlines of this vector field one is able to char-
acterize the motion of organelles inside entire cell. A higher activity is observed inside the
nucleus, in the form of a relatively fast rotation. In particular, it is observed that the speed
field magnitude is variable within the range 0−5.4 µm/s with certain tendency to vorticity
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(also measured with PIVlab), particularly noticeable at z = 4 µm. This point is interesting,
but it requires further research. This example is instructive to demostrate the capability of
PC-ODT for biology studies regarding living samples, where high spatial resolution and
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Figure 6.7: Short-term evolution of RI slices of a living COS-7 cell immersed in PBS
solution, along with a quiver plot representing the velocity field. It is observed that the
speed field magnitude is variable within the range 0− 5.4 µm/s with certain tendency to
vorticity, particularly noticeable at z = 4 µm.
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6.4 Conclusions
In this Chapter we have experimentally proven that PC-ODT provides a 3D data acqui-
sition with a spatial resolution similar to C-ODT but with higher tomography frame rate
(e.g. 10 fps in 3D) compared to the current state of the art for C-ODT (2.5fps and 0.5fps
according to Tomocube [61] and Nanolive [62] companies, respectively). Dynamic 3D RI
visualization at video rates results promising in optical manipulation experiments, which
often rely on basic imaging methods to study the manipulated objects. Furthermore, we
have shown that video-rate 3D RI visualization at 10 fps (region of 40 ×40 ×12 µm3 and
exposure time of 2 ms) can be sufficient to study optical transport of living cells but it could
also be suited for other applications demanding high temporal resolution such as ODT in
micro-fluidics [143–146]. Thanks to fast data processing algorithm, each 3D RI volume is
computed in around 1.5s in a conventional laptop. Further, living cell dynamics has been
analyzed by using the 3D RI images obtained with PC-ODT together with a velocimetry
tool, PIVLab. Therefore, we envision that this technique will serve for video-rate 3D RI
study of dynamic objects and living samples (i.e. cells) in future real-time applications.
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Chapter 7
3D RI IMAGING AS A TOOL FOR
CELL ANALYSIS IN BIOMEDICINE
ODT is a computational imaging technique that allows reconstructing the specimen 3D RI
distribution, which has been widely adopted for obtaining quantitative biomedical infor-
mation such as the shape, density, volume, dry and wet mass, membrane deformability and
even chemical composition of cells [41, 118, 147–150].
Thanks to its noninvasive nature, the 3D RI analysis has been recently exploited in
several biomedicine applications. For instance, in Ref. [151] RI tomograms have been
applied to find morphological and behavioral differences between red blood cells of healthy
and diabetic individuals. It has also led to promising results in cancerous epithelial cells
bioanalysis [152] and influenza virus presence in human alveolar epithelial cells [153].
Moreover, the RI has been recently exploited in the biomedical research as a diagnostic tool
for discerning the metastatic potential of malignant cells [147, 154, 155]. In this way, RI
changes have even been considered as a biomarker for the monitorization and diagnosis of
certain diseases, such as malaria infection induced by the Plasmodium falciparum parasite
and detected by blood screening [50, 156, 157].
Nevertheless, most of these applications rely on C-ODT which demands interferomet-
ric and expensive setups. In this Chapter, some results of PC-ODT application in biolog-
ical studies are considered in order to demonstrate the feasibility of this technique as an
affordable alternative to conventional C-ODT. As we have previously demonstrated, the
developed PC-ODT technique is faster as well as competitive and it is ready for its use
in real-life applications. This allowed us to establish several collaborations with reseach
groups from different fields including optics (Institut d’Optique, University of Bordeaux,
where we carry out most of the experiments with HeLa and COS-7 cells described in this
Chapter), medicine (with collaborators from the Faculty of Medicine of the University
of Groningen, for studying mitochondria damage induced by certain drugs) and veteri-
nary (with collaborators from the Faculty of Veterinary of the Complutense University of
Madrid, in order to carry out a study of Leishmania parasite over canine macrophages).
The Chapter is organized as follows. First, the derivation of the dry mass concentration
(DMC) of a cell based on its 3D RI is explained. Further, we demonstrate that PC-ODT is
able to identify certain cell diseases which induce morphological and RI variations, thereby
paving the way to tools of label-free diagnosis. Particularly, PC-ODT has been applied to
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reconstruct the RI of fixed samples, parasited and healthy canine macrophage samples. The
3D RI and the global averaged DMC of the samples are compared between healthy and
parasited groups in order to identify which macrophages suffer from parasitism. Next, we
demonstrate that PC-ODT can be used for the analysis of the 3D RI dispersion, particularly
at two different illumination wavelengths, in order to determine its role in the study of
the cell. Then, we demonstrate that the DMC analysis is also useful for the analysis of
living samples. For this purpose, a long-term study (during several hours) consisting of
the monitoring of a living cell under nutrient deprivation conditions is carried out, in order
to illustrate that the biophysical changes of the sample can be explained through mean
DMC changes. Finally, we have also tested PC-ODT in a pharmacological essay, in which
the effects of certain drugs over hepatocyte cells need to be evaluated. In this case, the
changes cannot be detected just through a comparison of the averaged RI (or equivalently,
the DMC) of the entire cells, because the medicaments may induce subtle changes only in
certain regions of the cell. Interestingly, the PC-ODT has revealed that the RI changes are
noticeable in a target organelle (the mitochondria of the cell) and this conclusion has been
corroborated with clinical trials.
7.1 Dry mass concentration measurement of a cell based
on its 3D RI
The dry mass of a cell stands for the mass of all cellular content excluding the water.
During the life of a cell, its dry mass changes depending on the health state, the chemical
composition or the cell cycle. Consequently, by measuring the biomass variations one
obtains valuable knowledge about the sample [140]. As reported in Refs. [41,158,159], for
biological samples immersed in an aqueous medium it exists a linear relationship linking







where α represents the so-called specific refractive index increment, n is the sample’s RI
and nw is the water RI. We recall that in PC-ODT the refractive index contrast of the cell
is ∆n(r) = n(r)− nm, where nm stands for the RI of the immersion medium surrounding
the sample (not necessarily water). As stated by Barer [159], the main solid components of
the cell protoplasm are proteins, lipids and carbohydrates (typically conforming complexes
with proteins), and other components (such as amino acids or nucleic acids) whose RI is
close to that of proteins. Although this chemical composition is variable, an average value
around α = 0.0018 dL/g is widely accepted within the visible range when nucleated cells
are considered [41, 159, 160]. A possibility often applied in the literature to compute the
DMC is assuming a particular shape for the sample and extrapolate the dry mass estimation
from a single 2D phase image. For instance, the dry mass of E. coli cells have been obtained
from a 2D phase image and fitting it to a 3D cylinder, see Ref. [19]. Again, in this latter
case the error of the measurement is expected to be important and the shape of the sample
is a-priori unknown. In this regard, PC-ODT does not need the previous knowledge of
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sample structure, as it scans the sample in 3D, and the sample volume can be approximated
if a proper number of z-slices is collected.
For accurate sample structure analysis, after performing the PC-ODT technique and
obtaining the corresponding 3D RI stack n(r), an additional segmentation step has been
performed to separate the sample from the surrounding medium (background). For this


















in which the different resolution in transversal (∆x, ∆y) and axial (∆z) directions has been
taken into account. By normalizing the gradient modulus to the range [0,1] (|∇nn(r)| =
|∇n(r)|/max[|∇n(r)|] and fixing a low threshold (τ) for |∇nn(r)|, one obtains a binary
mask, BM(r) as follows
BM(r)→
{
1, |∇nn(r)|> τ and n(r)> nm
0, elsewhere
, (7.3)
where the value of τ (typically in the range 10−2−10−1) depends on the background uni-
formity and SNR. In this way, only the positions of n(r) where BM(r) = 1 are consid-
ered as cell in order to compute the DMC. The more homogeneous the background is, the
lower τ value is needed. This RI gradient modulus thresholding technique has been suc-
cesfully applied in similar segmentation tasks as it accounts for RI local variations that are
different for the background and for sample itself, typically involving little variations in
background in comparison with steep changes in the specimen [126, 160–162]. By taking
into account the gradient along with the RI itself, one gets a better discrimination of cell
structures while removing remaining noise from the deconvolution. For instance, regions
with low RI contrast and low normalized RI contrast gradient modulus values (∆n(r)→ 0
and |∇nn(r)| → 0) correspond to the background. Rather, high RI and high RI gradient
modulus are associated with fine details (i.e. if cell samples are considered, tiny features
are mainly vesicles and organelles within the cytoplasm). This gradient information can be
easily obtained and incorporated to enhance the detection of different sample components.
In this way, after n(r) segmentation, the DMC is computed by means of Eq. 7.1. Once the
DMC is obtained, it would be possible to calculate the global dry mass of the sample by
integration throughout the sample volume.
7.2 Label-free bioanalysis of Leishmania infantum using
PC-ODT
The goal of this Section is to illustrate the use of RI tomography for quantitative analysis of
unstained DH82 cell line (canine blood macrophages) infected with Leishmania infantum.
The study of Leishmania infection has attracted great attention from the scientific commu-
nity because, according to the World Health Organization, 20000 people die annually from
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this disease [163]. Nowadays, this disease is second only to malaria as parasitic infection
in the world. To date, there is still no vaccine on the market capable of preventing hu-
man leishmaniasis, and although there are vaccines for veterinary use, their effectiveness is
quite limited [164]. The antileishmanial treatments present important disadvantages such
as the appearance of resistances and their high toxicity making necessary the development
of new drugs [165]. Consequently, a tool that provides an accurate intracellular screening
of the sample is needed and, in this regard, bioanalysis based on RI emerges as an attractive
alternative to traditional staining techniques.
Leishmaniosis is a vector-borne zoonosis widely distributed throughout the world whose
responsible etiological agent is a protozoan belonging to the genus Leishmania with several
species according to their geographical distribution [166]. Leishmania is a dimorphic par-
asite with an intracellular phase called amastigote, and an extracellular flagellated phase
known as promastigote. The promastigotes need over a period of 4 to 24 h in order to
transform into amastigotes. Thereafter, the infection is sustained by amastigote forms in
the infected hosts. The sizes of these intracellular amastigotes typically measures 1−5 µm
in length by 1− 2 µm in width. Vector transmission is carried out from a diptera known
as Sandfly and the main species affected are human and canines, whereas more than 50
species have been described worldwide as reservoirs [167].
Here we demonstrate the use of PC-ODT technique, which allows for straightforward
3D label-free imaging of cells, for the monitorization and diagnosis of Leishmania infection
in canine macrophages. The sample preparation, fixation and the infection protocols have
been detailed in Appendix E.3. The sample is fixed with methanol (whose RI is 1.333
at a wavelength of λ0 = 450nm and 300K of temperature according to Ref. [168]) and
immersed in a matching medium (Dulbecco’s Phosphate Buffered Saline, further referred
to as PBS) for imaging. The unstained samples of DH82 cells were divided into four
categories, according to the presence of the parasite (parasited, P or healthy, H) and the
period of time (24 h or 72 h) from the preparation, and labelled as P24, H24, P72 and H72
respectively.
The four groups (P24, H24, P72 and H72) have been analyzed with the same micro-
scope’s configuration, particularly the one comprising the ORM in configuration 1, by
considering stained and unstained cells separately. The chosen illumination source is the
microscope LED source filtered with a color filter (central wavelength λ0 = 450nm and
FWHM of 20nm). Moreover, as explained in Section 5.3, a gaussian illumination has been
used as it allows for a proper collection of relevant object spatial frecuency content oth-
erwise attenuated by the microscope OTF when bright-field illumination is applied. Each
measurement of the intensity stack of axially scanned images has a size of 400 × 400× 50
voxels, that corresponds to a 3D volume of 40 × 40 × 12 µm3. We recall that the OTFs
have been computed taking into account the illumination pattern measured in the back focal
plane of the condenser lens (see Section 5.4), thus better approximating the experimental
conditions of the microscope. After RI computation with PC-ODT, it has been segmented
according to the RI gradient given by Eq. 7.3 with a threshold value of τ = 0.01. Finally,
the DMC has been estimated following Eq. 7.1 which is applied to cell analysis.
In conventional clinical practice, staining techniques are considered mandatory when
it comes to Leishmania study. Straightforward inspection of unstained samples intensity
distribution obtained with an optical microscope (e.g. under conventional bright field il-
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Figure 7.1: DH82 cell images, corresponding to the healthy control (a-b) and parasited
groups (c-e). Cells were infected with promastigotes of Leishmania infantum BCN150
at a ratio 10:1 (parasites:cells). After 24 h (a, c) or 72 h (b, d, e) cells were fixed in
methanol, stained with Giemsa and evaluated by optical microscopy (100x magnification,
NAc = 1.4). Particular features of the cells are marked with red arrows while a close-up
view of the intracellular amastigotes within the dashed boxes have been shown in the insets
(c-e).
lumination) does not provide enough contrast to enable the parasite observation without
post processing corresponding to the PC-ODT. For this reason, we first consider stained
samples, usually observed for clinical diagnosis of Leishmania, which are displayed in
Fig. 7.1. In this case, they have been acquired with a conventional CMOS camera (Thorlabs
DCC1240C, exposure time 10 ms). We underline that either the nucleus, some intracellu-
lar structures and the parasites are dyed by Giemsa in a purple bluish color. The familiar
stained samples will serve as an optional reference to compare with the RI data provided
by the PC-ODT.
Once the sample structure has been inspected, let us move forward to the analysis of
unstained cells via 3D RI contrast distribution. In this case, the surrounding medium is
PBS with nm = 1.333 [168]. Note that other works (for example Ref. [169]) have reported
slightly different values of nm for the same wavelength and temperature. In our analysis
we have considered the 3D refractive index contrast of the cell in order to avoid possible
uncertainties arising from a tabulated value of nm. The 3D RI contrast, ∆n(r), has been
represented in Fig. 7.2. Specifically, Fig. 7.2 (a, c) displays two xy-slices of the RI con-
trast corresponding to healthy macrophages belonging to H24 and H72 groups respectively,
while Fig. 7.2 (b,d) shows the 3D RI distribution over the whole studied volume of these
samples. One identifies characteristic cell structures such as a rounded nucleus (M1 re-
gion within the dashed line circle), long-thin pseudopods (M2), fine cell membrane (M3),
nuclear envelope (M4) and the typical surface roughness of membrane projections (M5),
which have also been recognized in 2D stained images shown in Fig. 7.1 (b).




















































Figure 7.2: Results of healthy DH82 samples. 2D xy-slices of the RI contrast distribution
for H24 and H72 macrophages are shown in (a) and (c) respectively, while the correspond-
ing 3D DMC reconstructions are displayed in (b, d). The boxes in (b, d) represent the same
volume of 30 × 30× 10 µm3.
that this region covers most of the cell’s structure and therefore is good enough for the pro-
posed analysis based on the calculation of the average DMC of this region. The live (not
fixed) cells could have bigger size and therefore would require an extended axial scanning
range, which also can be achieved by using the considered setup. The 3D DMC distribu-
tions are displayed in Figs. 7.2 (b, d), which have been created by using the open-source
Drishti volumetric visualization software [126]. The inspection of the RI contrast in 3D
enables the detection of local variations of the cell’s DMC. It was found that the DMC
values in the nuclear membrane (above 12g/dL) are significantly larger than in the rest
of the structure (3−3.5g/dL) for both healthy groups. From this preliminary analysis we
conclude that no relevant differences between healthy cells H24 and H72 arise with regard
to their RI contrast and average DMC.
In the case of DH82 cells infected by Leishmania, the most remarkable difference in
their structure lies in cellular fragmentation and presence of apoptotic blebs (as indicated by
blue arrows in Fig. 7.2) that do not appear in healthy samples. These apoptosis evidences
can appear as early as 24 h after the infection, see Fig. 7.2 (a), and have also been recog-
nized in the bright-field intensity images of the stained cells displayed in Figs. 7.1 (c-d).
From the RI contrast, it is possible to achieve a direct detection of intracellular amastigotes



























































Figure 7.3: Results of parasited DH82 samples, for P24 (a) and P72 (b). For each cell
three graphs are included: a 2D xy-slice of the RI contrast (first column, in which yellow
arrows point towards apoptosis blebs), a view of the 3D DMC reconstruction (second col-
umn) and the corresponding magnified regions of the latter (third column) cut by planes C1
and C2 respectively, for highlighting the location of some parasite amastigotes within the
membrane blebs.
Fig. 7.2) and located within the blebs. We recall that such blebs are used for spreading the
parasitical infection to neighbour cells.
The reconstructed RI-contrast maps also enable a quantitative estimation of the mod-
ifications induced by the parasite such as DMC changes in certain cell regions and its
evolution as the infection progresses. We have found that the DMC (see Fig. 7.2, second
and third columns) of parasited macrophages nucleus membrane (between 14− 15g/dL)
is higher than that of the healthy samples (between 12− 13g/dL). Again, as in healthy
samples, the DMC of nucleus membrane is superior to the one from the rest of infected cell
structure. The rise of average DMC in parasited samples in comparison with the healthy
ones can be explained because apoptotic bodies (that typically contain nuclear material and
actin cytoskeleton fragments) are shed within the cell [170], thus changing its DMC.
Let us now analyze the temporal evolution of the mean DMC for healthy and infected
groups. 40 cells from each group (H24, H72, P24 and P72) have been considered and
their mean DMC has been calculated for the scanned cell region (see Fig. 7.2). Rele-
vant differences emerge between the infected and control groups. Both uninfected samples
show similar ranges of averaged DMC: H24 presents DMC values of 2.639− 3.947g/dL
(median of 3.189g/dL) whereas H72 exhibits a DMC of 2.793− 4.717g/dL (median of
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Figure 7.4: Boxplot of the average DMC for the four groups of samples: H24 (healthy
24h), H72 (healthy 72h), P24 (parasited 24h) and P72 (parasited 72h). The red line stands
for the median DMC value and outliers are marked with red crosses.
Test Significant differences? p-value
H24 vs P24 Yes 0.0214
H72 vs P72 Yes 0.0026
P24 vs P72 Yes 0.0048
Table 7.1: Results from statistical t-tests carried out to verify the relationship between
DMC changes and Leishmania presence in DH82 cells.
value (3.383g/dL) is observed in comparison with any of the healthy cases. This incre-
ment is even more noticeable for P72 cells, for which DMC reaches a median value of
3.595g/dL and it spans over the interval 2.956− 4.889g/dL. This fact suggests that a
DMC increase is associated with the presence of Leishmania and this change is more re-
markable as the time since infection increases. Moreover, as explained in Ref. [171], the
communication between Leishmania and the macrophages is regulated by proteins, so their
effect is expected to prevail in the overall cell RI and subsequently in its DMC.
In order to statistically validate this conclusion, also pointed out by the visual inspection
of 3D DMC reconstructions, two hypothesis must be validated. First, we need to test
whether the healthy groups DMC (H24 and H72) significantly differs from that of parasited
samples (P24 and P72). Secondly, we check if the course of the infection induces changes
in DMC by comparing P24 and P72 groups with each other. Each of these statements
have been corroborated by conducting an independent sample t-tests [172] over DMC data,
as summarized in Table 7.1. Further details about this statistical test are summarized in
Appendix F.1. Taken altogether, the results confirm that average DMC can be applied as a
reliable parameter for analyzing both the health state of the host cell and the development
of Leishmania infection.
The heterogeneity of the refractive index contrast values can be another parameter to
study as a diagnostic tool apart from the DMC. Indeed, the RI contrast histograms displayed
in Fig. 7.5 for healthy and parasited cells evidence a significant heterogeneity in the case
of parasited cells. We recall that high ∆n(r) values (above 0.015) are more frequent in
parasited samples, and this is specially more noticeable as Leishmania proliferates 72h
after infection.
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(a) Healthy 24 h
(b) Healthy 72h
(c) Parasited 24 h
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Figure 7.5: Histograms of RI contrast values (∆n) within the cytoplasm of healthy (a-b)
and parasited (c-d) macrophages.
To recapitulate, the cell RI is a biophysical parameter that represents the intracellular
mass and its concentration providing important insight for the study, diagnosis and assess-
ment of cell health state. Based on PC-ODT technique, in this Section we have performed
a quantitative analysis of both healthy and Leishmania infected macrophages. We have
demonstrated that the cell 3D RI distribution is useful to detect relevant morphological
changes in the infected cells such as apoptosis blebs. Our main finding is that the cell
DMC (directly obtained from the cell RI) reveals key quantitative information required to
gain knowledge about the Leishmania spreading. It allows reliable detection and time-lapse
monitoring of the parasite proliferation into the cell volume. According to the experimental
results, non-infected cells do not significantly change their DMC between 24-72 h from the
preparation. Conversely, the infected cells exhibit higher mean DMC than the healthy cul-
tures and this fact becomes even more evident as infection progresses. These experimental
results are in good agreement with the known life cycle of the Leishmania infantum and
its proliferation into the host macrophages. Thus, in comparison with a merely qualitative
study over a stained sample, the proposed label-free technique based on RI tomography
provides a valuable quantitative measurement to characterize the infection and its temporal
evolution.
Note that throughout this Leishmania study the sample is fixed but it is also possible
to apply PC-ODT technique over live cells. In this way, PC-ODT is appropriate for better
taking advantage of temporal changes induced by the parasite in the cell RI. We envision
that the increase in DMC could be further exploited to anticipate the development of Leish-
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mania infection. For instance, it could be applied in the assessment of antileishmanial
drug efficacy or even integrated in a medical diagnosis protocol. The considered PC-ODT
technique is inherently compatible with a conventional wide-field microscope and allows
for straightforward and fast RI tomography (typically at a video rate of 10 fps), which are
crucial advantages demanded in the clinical diagnosis protocols.
7.3 Dual wavelength PC-ODT for the analysis of the RI
dispersion of biological samples
In this Section we demonstrate that PC-ODT can be used for the analysis of the 3D RI dis-
persion, in order to determine its role in the study of the cell. For this purpose, we analyze
two different types of cells: HeLa and COS-7. HeLa cells are cancerous cells from a human
patient suffering from cervical carcinoma. The COS-7 cells, derived from monkey kidney,
have been previously introduced in Section 6.3. Both types of cells are widely studied by
biologists, therefore in this section we test PC-ODT with them. The culture and prepa-
ration procedures, for both HeLa and COS-7 cells, have been summarized in Appendix
E.2. Afterwards, the fixation with PFA 4 % (formalin solution) and 0.5 % glutaraldehyde
was carried out during 10 min. Finally, they were washed gently with PBS three times
to remove fixation and then immersed in PBS and imaged with PC-ODT microscope. We
apply the experimental setup with the ORM in configuration 2 with 60x magnification
objective (NAo = 1.45) and NAc = 0.78. The broadband LED source of the microscope
is filtered with bandpass filters depending on the desired wavelength (λ1 = 560nm and
λ2 = 630nm, FWHM = 30nm). For each sample, a volume of 500× 500× 95 voxels
(≈ 60× 60× 20 µm3) is scanned at room temperature (25 ºC). As the samples have been
fixed with formalin, then the measurement time is not as limiting as in live cell imaging. In
this case, we may take advantage of intensity averaging to enhance SNR, by scanning 25
times each z-slice. The results are summarized in Fig. 7.6 for both HeLa and COS-7 cells.
The RI of these cells lies in the typical range for eukaryotic cells (1.33-1.36, with the
largest values corresponding to tiny organelles immersed in the cytoplasm) and both of
them exhibit a big nucleus. In Fig. 7.6 (a) we observe different layers of extremelly con-
fluent HeLa cells, being able to optically discriminate different nucleoli. Note that the out-
of-focus sample almost disappear (for example, look at nucleoli pointed by arrow A and B
and how they are removed in out-of-focus image). Except for the nucleoli, the intranuclear
cytosol shows a lower RI than the rest of the cell (around 1.35), close to the immersion
medium RI. Similar results are obtained for COS-7 cell, illustrated in Fig. 7.6 (b), where
different delicate membrane protusions (pointed by the arrows A and B) vanish in few
microns depth scanning, as also happens with some organelles immersed in cytoplasm.
Once the morphology of HeLa and COS-7 cells has been inspected with a single wave-
length, as shown in Fig. 7.6, we recover the RI for two different illumination wavelengths,
560nm and 630nm. Note that we have chosen these wavelengths far enough from the
absorption maxima exhibited by nucleic acids and proteins (with particularly important
peaks between 275− 280nm). In this way, the absorption contribution is negligible, thus
the obtained RI changes are due to the RI real part [173]. The results provide relevant
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Figure 7.6: 2D RI slices of (a) HeLa and (b) COS-7 cell samples, fixed with formalin
solution (λ0 = 630nm) and measured at different depths.
information about RI dispersion that could be linked to the chemical composition of the
sample [41, 51, 174, 175]. Two groups of samples: monkey kidney COS-7 cells (N=20
samples) and HeLa cells (N=15 samples) immersed in PBS solution have been studied and
their 3D RI distributions have been recovered for both wavelengths applying the PC-ODT
technique, as shown in Fig. 7.7.
The xy-slices of the RI contrast distributions ∆n(r,λ ) = ns(r,λ )−nm(λ ) corresponding
to the same sample transverse plane for two wavelengths are displayed in Figs. 7.8 (a-b).
While both images of the same cell display the same features (big nucleus and organelles
dispersed in cytoplasm), the absolute values of the ∆n(λ ) are different as it can be seen from
the color scale bar. We observe that ∆n(λ ) is slightly larger for the smaller wavelength.
Here the PBS dispersion has been also taken into account [176]: nm(λ1) = 1.3357 and
nm(λ2) = 1.3336. It means that the dry components of the cell have larger dispersion than
the PBS in this spectral region. It is worth remarking that there is a little difference in RI
spatial resolution. Indeed, the Nyquist distances are ∆x = 125nm and ∆z = 260nm for λ1
against ∆x = 140nm and ∆z = 290nm for λ2. It is demonstrated on the spectrum sections
limited by the OTF boundaries, displayed in Figs. 7.8 (c-d), that a larger frequency region
is filled at λ1 in comparison with λ2. Nevertheless, these discrepancies mainly affect high
frequency content (small organelles) with little relevance in overall DMC.
After 3D PBS-sample RI contrast recovery, an image segmentation is performed to
separate the cell from the background. From now on, only the image regions corresponding
to the cell sample are considered. The averaged cell RI contrast with respect to the PBS has
been calculated for every sample and wavelength, as displayed in Fig. 7.9 (a) for COS-7














Figure 7.7: 3D RI reconstructions of samples for dual wavelength analysis, both of them
immersed in PBS: (a) COS-7 cell and (b) Overlapping HeLa cells layers, both of them
measured at 560nm.
than for λ2 for both considered cell groups, and proves RI contrast sensibility with regard
to wavelength. The boxplots of the averaged RI contrast between the sample and the PBS,
for both cell types and wavelengths, are shown in Fig. 7.9 (c). In particular, for COS-7 cells
∆n decreases from (6.60± 0.05) · 10−3 at λ1 up to (5.60± 0.06) · 10−3 at λ2. In a similar
way, for HeLa cells the difference is more noticeable, with a ∆n of (7.12±0.05) ·10−3 at
λ1 versus (6.11±0.04) ·10−3 at λ2.
As we have mentioned in Section 7.1, for biological samples immersed in an aqueous
medium there exists a linear relationship linking the sample DMC and its RI contrast, see
Eq. 7.1 [177]. We recall that a refractive increment of cell solids, α , depends on the wave-
length, temperature, PH and sample chemical composition, among other parameters. In
this Section we only consider its dependence on the wavelength α(λ ), thus the Eq. Eq. 7.1
can be rewritten for the average DMC as DMC(g/dL) = [ns(λ )− nw(λ )]/(α(λ ), where
nw(λ ) is the water RI (nw(λ1) = 1.3330, nw(λ2) = 1.3318 and ns(λ ) is the mean RI of the
sample, as stated in [178]).
However, in the literature α is usually taken as a constant value independent on λ . In-
deed, a tabulated value of 0.180−0.190ml/g±2% is often considered as correct [159,174],
since the experimental refractometric measurement of it would require an ultracentrifuga-
tion procedure totally destructive for the sample. Here, we aim to clarify whether this
approximation is accurate or not, since the PC-ODT is sensitive to α variations linked to
wavelength changes. Note that the RI contrast, Dn, has been calculated with respect to
PBS. We recall that the formulae of RI changes depending on protein concentration has
been developed for pure water as a solvent. Nevertheless, here we use PBS as immersion
medium whose RI does not match with the water [176]. The RI contrast between water and
PBS is corrected, at both measured wavelengths, with an offset which accounts for the RI
mismatch between them. In this way, we obtain the RI contrast between the sample and the
water.
Taking into account that the DMC does not depend on λ and must be preserved (as
we are measuring the same sample with two wavelengths in a very short period of time),
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Figure 7.8: 2D RI slices for (a) COS-7 cell and (b) HeLa cells samples. (c-d) px− pz
sections of the 3D intensity spectra distributions corresponding to (a-b), in logarithmic
scale and multiplied by a binary mask of spatial frequencies transmitted by the microscope.
All the samples have been measured at two different wavelengths: 560nm and 630nm.
we estimate the ratio R = α(λ1)/α(λ2) from the averaged cell-water RI contrast. Using
these data we obtain, as illustrated in the boxplots from Fig. 7.9 (d), experimental val-
ues of Rexp = 1.024± 0.005 and Rexp = 1.020± 0.006 for COS-7 and HeLa cells, corre-
spondingly. These values reasonably agree with the prediction for pure proteins immersed
in water (Rtheo = 1.013) calculated from the Cauchy relation proposed by Perlmann and




, in which the wave-
length is measured in nm and is valid for accounting wavelength dependence of α within
the visible range. The experimental R is higher than the theoretical one predicted for pure
protein solutions. A possible explanation could be that the cell includes other components
(nucleic acids, polysaccharides, lipids, etc.) whose solubility is different. However, the
amount of nucleic acids immersed in mammalian cells typically do not exceed the 5% and
biomolecules like lipids present lower dispersion, thus the protein content is expected to be
the main source of RI dispersion [180, 181].
Although the experimental results do not completely agree with the theoretical pre-
diction for R based on the Cauchy relationship, they support the fact that the absorption
increases as the wavelength decreases. Note that a slight disagreement with theoretical es-




























































Figure 7.9: Dual wavelength analysis. (a) Averaged sample-PBS RI contrast, for each
COS-7 cell sample (N=20). (b) Averaged sample-PBS RI contrast for each HeLa sample
(N=15). In (a-b) the red dots account for measurement at 630 nm while the green dots
correspond to 560 nm. (c) Boxplots of sample-PBS RI contrast according to each cell group
and wavelength. (d) Boxplots of ratio R representing the protein RI increment between two
wavelengths: 560 and 630 nm.
R = 1.088±0.013 is obtained for living HeLa cells measured between 310 nm and 400 nm
(and based on phase measurements), while the Cauchy relation would lead to R = 1.078.
We conclude that the knowledge of α(λ ) for different types of organic material (pro-
teins, fat, amino acids, etc.) and individual cell organelles is very important for accurate
calculation of the cell DMC and dry mass, therefore more studies in this field would be
required. Our results demonstrate that the PC-ODT is sensitive to the cell dispersion and
can be used for estimation of the corresponding parameters. It is also worth remarking that
further research with broader wavelength spectrum would lead to a better sample inspec-
tion. Moreover, the authors from Ref. [180] recognized that the high speckle noise was a
limiting factor for the accuracy of their results, and the use of partially incoherent source as
in PC-ODT removes said speckle noise. Finally, it would be also very convenient to update
the Cauchy relation as it has been stated almost 70 years ago. Nowadays, more precise RI
measurements can be obtained thanks to the enhancement of label-free imaging.
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7.4 Study of the cell death monitored with long-term 3D
RI
Another possibility for testing PC-ODT is the study of induced cell necrosis (death), in
particular we consider COS-7 cells under nutrient deprivation and immersed in PBS. The
cell death is a process that can take minutes or even several hours, so it requires a long-
term observation. We apply the experimental setup with the ORM in configuration 2, as
formerly described in Chapter 4, because we scan a large field of view (60×60×16 µm3).
Unlike the apoptosis we studied before in Section 7.2, necrosis is a pathological cell death
triggered by some external disturbance such as inappropriate temperature, PH changes or
hypoxia, among others [182].
For this study, we acquire a 3D intensity measurement in 5 min regular intervals. As
shown in Fig. 7.10 (a), two different slices of the sample have been imaged for 2 h: at
z = 0 µm one sees how the sample attaches to the culture plate with membrane protusions
while at z = 4 µm a double nucleus has been observed, which means that the cell was
undergoing mitosis when extracted from the incubation chamber.
By using PC-ODT, the 3D RI reconstructions are obtained, as shown in Fig. 7.10 (b). It
is worth remarking that different phases of the cell cycle have been observed. First, the cell
starts to swell progressively (from t=0 min up to t=60 min, Figs. 7.10 (a1-a3)) until reaching
a maximum size, while the averaged cytosol RI becomes larger (from v 1.340 at t=0 min
until reaching v 1.347 one hour later). Note also that as time passes, the nuclear envelope
breaks down and the RI value inside and outside the nucleus becomes more homogeneous
due to the degradation of envelope proteins by caspases. This phenomenon is topic of
interest in the literature (i.e. Ref. [183]) and PC-ODT is a suitable tool to quantify the
disintegration of the nucleus during necrosis. Then, the disruption of the outer membrane
starts and progressively the cell shrinkages, resulting in the efflux of intracellular contents
and a dramatic loss of cell volume (compare RI slices in Figs. 7.10 (a3-a4)).
Moreover, the average DMC has proved to be useful to assess these cell changes. To
obtain the average DMC, the reconstructed RI stack must be split into cell and back-
ground (surrounding medium). For this reason, a segmentation algorithm according to
Eq. 7.3 is performed, and those image regions that simultaneously satisfy |∇nn(r)| >
2 · 10−3 and n(r) > 1.333 are considered as the cell sample (BM(r) = 1). Only the RI
values belonging to those regions are introduced in Eq. 7.1 and averaged to obtain the
mean DMC, as shown in Fig. 7.10 (c). During the 1 h of experiment the DMC significantly
decreases (from 2.422g/dL at t=5 min to 1.685g/dL at t=60 min) as the volume of the cell
grows remarkably, but the outer membrane of the sample remains structurally intact, so the
overall dry mass is preserved. We remark that several z-slices have been analyzed to cor-
roborate that similar DMC variations take place in other layers of the sample. Nevertheless,
after 1 h of experiment the DMC reaches a plateau around 1.65 g/dL that can be interpreted
in terms of two processes with opposing effects: the outer membrane breaks down and the
cell tends to shrinkage, which should increase again DMC, but at the same time all the cell





























































Figure 7.10: RI analysis of a COS-7 cell undergoing necrosis. (a) 2D slices of the RI at
two different planes from the sample. (b) 3D RI renderization. (c) Dry mass concentra-
tion evolution during the experiment, which enables the identification of two different cell
behaviour during the necrosis: an initial progressive cell swelling (characterized by an ap-
proximately linear decrease of the average DMC, as the volume grows while the dry mass
is preserved) and a plateau region (after membrane breakdown the cell content leaks into
the extracellular space).
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7.5 Drug screening and pharmacological damage study
In this Section we consider the application of PC-ODT for a pharmacological study. This
work has been done in collaboration with researchers from the Faculty of Medical Sciences
of Groningen University. Possible damage on the cellular level induced by Diclofenac (DF)
has been analysed by means of 3D RI reconstructions. This nonsteroidal anti-inflammatory
drug is widely used to treat mild to moderate pain. Although there is no consensus of a
toxic dose in the liver, chronic or excessive consumption can lead to drug-induced liver
injury typically within the first three months of starting a medication [184].
The mechanism of DF-induced liver injury has been partially elucidated and involves
oxidative molecules, mitochondrial and reticule endoplasmic injury in hepatocytes [185].
Previously, it has been reported that cyclic adenosine monophosphate (cAMP), which is
a derivative of energy production that hightly governs diverse physiologic processes (e.g.
metabolism, secretion, cell fat), can protect hepatocytes against DF toxicity [186]. More-
over, this exchange of protein directly activated by cAMP (EPAC) has been hypothesized to
have a target organelle, the mitochondria, better known for producing the energy of the cell
in the form of adenosine triphosphate (ATP). Intracellular mitochondria typically display
a rod-like shape and are distributed in a mitochondrial network. Conversely, isolated mi-
tochondria are quasi-spherical. Hepatocytes that had interconnected mitochondria network
are defined as fused. Fusing is the mechanism that damaged mitochondria apply to re-
pair themselves, so that one damaged mitochondrion could fuse with a healthy one to keep
working. Another possibility is a fission mechanism, in which a healthy mitochondrion
split into two and send an apoptosis signal to the injured one.
The morphology of the mitochondria has been widely studied (see Ref. [187]) and it
strongly depends on the oxidative stress suffered by the cells [188], so it reveals impor-
tant information about its health state and normal operation. Metformin (ME) is a natural
product that is primarily used to treat type-2 diabetes mellitus [189] and is also thought to
be mediated by cAMP. A protective effect against DF-induced liver damage in primary rat
hepatocytes has been reported for ME (even preventing DF-induced apoptosis [190]) but
little is known on how EPAC is involved in this process.
The preparation protocol for the culture is summarized in Appendix E.4. The typical
image analysis (see Fig. 7.11 (a), acquired by a LEICA DM 4000B microscope equipped
with 40x objective) involves a fluorescence study and dying the samples with DAPI (4’,6-
diamidino-2-phenylindole), which is the blue stain as observed in Fig. 7.11, that helps to
visualize nuclear DNA in order to determine the number of nuclei and identify single cells.
DAPI stains nuclei specifically, with little or no cytoplasmic labeling. The second green
dye is the immunofluorescence, so fluorescent antibodies are attached to specific molecules
to analyze the mitochondrial expression of antioxidant superoxide dismutase. The met-
formin prevents the depletion of manganese superoxide dismutase caused by diclofenac in
primary rat hepatocytes. Furthermore, another fluorescence study of DAPI-stained hepa-
tocytes, see Fig. 7.11 (b), has been carried out by using mitoSOX (Invitrogen). Indeed,
mitoSOX is a red probe for detecting manganese superoxide dismutase (MnSOD, a mi-
tochondrial antioxidant), in order to detect mitochondria and confirm the results from the
immunofluorescence. From Fig. 7.11 (a) one concludes that metformin partially prevents

























Figure 7.11: Fluorescence intensity images from different cell groups: control, diclofenac
(DF), metformin (ME) and a combination of DF and ME. (a) DAPI staining and im-
munofluorescence. (b) DAPI stained samples and mitoSOX. (c) Fold change of man-
ganese superoxide dismutase (MnSOD) expression. The symbol * represents p < 0.05,
** is p < 0.01 and ns accounts for non significant comparison. At least 3 independent
experiments have been conducted in all cases.
cally, in these studies (see Fig. 7.11 (c)) the fold change of MnSOD and caspase-3 protein
activity (that regulates apoptosis) expression among tested drugs is computed to verify the
effect of different treatments. It is worth remarking that the MnSOD expression falls os-
tensibly between the control and DF group, which is linked to oxidative stress suffered by
the mitochondria. Conversely, if ME is added to countervail DF effect, MnSOD expression
evinces a similar level compared to control group.
The goal of this research is to unravel the relation of EPAC in the ME-DF interaction
within mitochondrion, thereby exploring the mitochondria network of the hepatocyte by us-
ing PC-ODT. Moreover, quantitative information (like the averaged mitochondria RI) can
be assessed to find out the consequences of different drugs over the hepatocytes and even
to evaluate their health state. Consequently, the multidisciplinary approach combining PC-
ODT, fluorescence microscopy along with chemical tests pave the way in pharmacology
field to diagnose mitochondrial dysfunction. It would be very useful to test if PC-ODT is

















Figure 7.12: RI analysis of primary rat hepatocytes, including 2D RI slices from different
cell groups: control, diclofenac (DF), metformin (ME) and a combination of DF and ME.
With this purpose, we arrange the experimental setup with the ORM in configuration
2 in which the illumination has been filtered with a Nikon filter (Texas Red, central wave-
length λ0=560 nm, 30 nm FWHM). For each 3D measurement a volume of 500×500× 95
pixels (corresponding to 62.5 ×62.5 ×25µm3) is scanned. Then, the intensity stack regis-
tered by the microscope is collected by the sCMOS camera with an exposure time of 2 ms
(2ms×95 z-planes per volume). In order to further improve the signal-to-noise (SNR) ra-
tio, 25 stacks have been averaged for each case, thus obtaining a 5 fold SNR enhancement.
The samples are mounted in Vectashield Antifade Mounting Medium with DAPI (Vector
Laboratories®), characterized by RI of 1.450±0.001 and then sealed between coverslips.
Afterwards, the 3D RI of cells belonging to 10 different hepatocyte groups (20 cells
in each group) has been reconstructed by PC-ODT. As an example, some relevant 2D RI
contrast slices from several hepatocyte groups are displayed in Fig. 7.12. All cells exhibit
big rounded nuclei and they are generally binucleated. We determine that the maximum
absolute difference in RI contrast is around |∆n| = 0.03− 0.04 and corresponds to small
organelles (including mitochondria, of approximate diameter of 1− 2 µm and really het-
erogeneous in shape and size). Note that the absolute ∆n has been considered in this case as
the RI of the surrounding medium is higher than the sample’s RI. Thus, the mitochondria
RI vary between 1.41− 1.42, that is in good agreement with previously reported values
with other reference techniques like DIC [191] and the combination of phase shifting and
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atomic force microscopy [85]. For the sake of brevity, only four cell groups have been
included in Fig. 7.12. These groups comprise DF and ME treatments, which have been
already reported [190]. The reader is referred to Appendix D.3 for the remaining hepato-
cyte groups analyzed in this Chapter, like ESI-05 (ES) and CE3FA (CE), which are EPAC
inhibitors applied in order to test whether the protective effect of metformin is abolished or
not. However, they require further analysis for establishing a link between RI changes and
the mitochondria damage associated with the treatment.






















Figure 7.13: RI analysis of primary rat hepatocytes, immersed in mounting medium with
nm = 1.45, including 3D RI slices from different cell groups: control, diclofenac (DF), met-
formin (ME) and a combination of DF and ME. Note that the 3D RI enables the inspection
of mitochondria network distribution in all the scanned volume of the cell.
By visual inspection of 2D RI slices from Fig. 7.12 we also conclude that the groups DF,
CE or ES (which do not contain metformin) exhibit isolated mitochondria, whereas when
ME is incorporated it is more likely to preserve a mitochondria network. Furthermore,
the mitochondria damaged by DF, CE or ES become densely packed, and show higher RI
(corresponding to low values of |∆n|). Conversely, the control group and those ones in
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which ME has been added usually display more fused and interconnected mitochondria
network, as well as higher values of |∆n|.
The 3D RI distribution of the cells shown in Fig. 7.12 have been displayed in Fig. 7.13.
This 3D RI enables the inspection of the mitochondria network in the scanned volume of
the cell. Once the 3D RI tomogram is obtained, the segmentation step explained in Section
7.1 and based on RI gradient information has been performed to separate the cell from the
surrounding medium (see in Fig. 7.13 the volumetric rendering of the 3D RI made with
Tomviz software [192]). Thanks to the 3D RI it is possible to evaluate the global structure
of the cell and to conclude whether it is in a good health state or not, for instance, damaged
cells displays a depletion of their structure.
First, the whole cells have been considered and their averaged RI contrast (|∆ncell|) is
obtained, as displayed in Fig. 7.14. Secondly, the analysis has been limited to the cell mi-
tochondria, and the mitochondria RI constrast (|∆nmit|) is recovered as shown in Fig. 7.15.
In this second case, the RI contrast of five mitochondria have been studied for each of the
20 cells belonging to every hepatocyte group. In this way, we assess the significance of
differences involving mitochondria and entire cell RI contrasts. Table 7.2 summarizes the









































Figure 7.14: Boxplots of averaged entire cell RI contrast (∆ncell) of all primary rat hepato-
cytes groups, including control (C), diclofenac (DF), metformin (ME), ESI-05 (ES), CE3F4
(CE) and combinations thereof. The symbols * and # corresponds to p < 0.05 significance
compared to C and DF groups, respectively.
For statistically confirming the differences pointed by the results displayed in Figs. 7.14-
7.15, a multiple non-parametric Mann-Whitney-U test (also known as Wilcoxon rank-sum
test, further described in Appendix F.2) has been conducted to study the averaged RI con-


















































Figure 7.15: Boxplots of averaged mitochondria RI contrast (|∆nmit|) of all primary rat
hepatocyte groups, including control (C), diclofenac (DF), metformin (ME), ESI-05 (ES),
CE3F4 (CE) and combinations thereof. The symbols * and # corresponds to p < 0.05
compared to C and DF groups, while ** denotes p < 0.01 referred to C group.
by comparison of the averaged ∆ncell even if some tendencies have arisen. For instance,
some discrepancies have been found between control and diclofenac groups (p = 0.1091),
control and CE3F4 (p = 0.0221), DF against ME (p = 0.0401), or ME versus ME + DF+
CE group (p = 0.0571). Significant differences are considered when p-value is below 0.05.






DF + ME 0.0047 0.0239
DF + ES 0.0037 0.0191
DF + CE3FA 0.0040 0.0181
ME + DF + ES 0.0045 0.0239
ME + DF + CE 0.0042 0.0242
Table 7.2: Median values of averaged RI contrasts for the entire cell (|∆ncell|) and the
mitochondria (|∆nmit|), respectively, for each hepatocyte group.
The averaged ∆ncell takes into account all the cell content (the cytosol and organelles,
including the mitochondria). However, for this study the more remarkable difference lies
in ∆nmit and this value does not significantly impact on ∆ncell due to the small size of
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mitochondria and the limited proportion thereof with regard to entire cell volume. In this
way, significant differences have been found when only ∆nmit is considered (see Fig. 7.15).
Mitochondria were segmented from the rest of the image by using mitochondria RI contrast
and its gradient (see Eq. 7.2) in proper ranges of values, as it follows: |∆nmit| ∈ [0.015−
0.045] and |∇nn(r)|> 0.15. The RI contrast range is determined by the visual inspection of
the sample 3D RI (see Fig. 7.13) performed by an expert biologist over a small amount of
samples (at least three of each hepatocyte group). The biologist identifies the mitochondria
according to their shape and size. The normalized gradient range is chosen by taking into
account that the mitochondria RI values are different from their surroundings, thereby being
characterized by a locally large gradient which enables their identification. In this way, the
RI segmentation enables the isolation of mitochondria.
From the boxplots outcomes represented in Fig. 7.15 and Table 7.2, statistical differ-
ences between control group and some damaged groups (DF, ES, CE) have been observed.
We recall that only differences with p-value lower than 0.05 are considered statistically
significant as it indicates strong evidence (with at least 95 % probability) against the null
hypothesis (according to which the observed differences between groups are random). Note
also that the resolution of ∆n values provided by PC-ODT is ±0.002. In particular, a rele-
vant reduction of the median |∆nmit| value is found in DF samples (0.0210) in comparison
with the control group (0.0297), which is a decrease around 30 % (with p < 0.01). This
result is in good agreement with Fig. 7.13 where higher |∆nmit| values (coloured in orange)
occur more frequently in control group, whereas the DF-treated sample barely exhibits
|∆nmit| values larger than 0.03. Similar conclusions are drawn by comparing the ES and
the DF+ES groups with regard to the control (see also the 3D RI reconstructions from Ap-
pendix D.3). Moreover, it is observed that the median value of |∆nmit| in DF+ME group
(0.0239) is significantly larger (about 13 %) from the samples only treated with DF. We
remark that the treatment with ME yields |∆nmit| values more similar to the control group.
Furthermore, by visual inspection of Fig. 7.13 one observes that the DF+ME samples com-
prise large |∆nmit| values (above 0.03). Note that the group treated only with ME exhibits a
|∆nmit| value (0.0244), a 20 % lower than the healthy group. However, in this ME case, the
3D RI reconstruction (Fig. 7.13) exhibits a clear mitochondria network with |∆nmit| values
larger than 0.03. From this study we conclude that the mitochondria damage undergone
after certain drugs application (particularly the diclofenac and ESI-5) can be detected and
quantified straightforwardly through |∆nmit| analysis. However, as shown in Fig. 7.15, the
mitochondria RI contrast linked to the metformin exhibit a large variability, thus requir-
ing further validation or additional analysis to evaluate ME impact on the cell. Despite
this, what is clear is that this study also demonstrates that metformin partially mitigates the
|∆nmit| variations introduced by diclofenac.
It is worth pointing out that PC-ODT analysis has been complemented with immunoflu-
orescence and other chemical analysis. The RI analysis results have also been verified by
respiration assays (see preparation protocol in Appendix E.4) which measure the amount
of ATP that the mitochondria are able to produce. In particular, the oxygen consumption
rate (OCR) of four cell groups is displayed in Fig. 7.16. Healthier cells are expected to
consume more oxygen during respiration in comparison with damaged samples, so OCR
is an indicator for mitochondrial function assessment [193]. Indeed, DF induces a mean























Figure 7.16: Oxygen consumption rate (OCR) for every cell of four hepatocyte groups,
including: control (C), metformin (ME), a combination of diclofenac and metformin (ME
+ DF) and diclofenac (DF). The symbol ** corresponds to p-value p < 0.01 referred to
control group, correspondingly. Each data bar is presented as the mean ± standard deviation
of the mean of three independent measurements.
differences in OCR are observed between control and ME groups, therefore suggesting that
no damage has been induced by ME. By contrasting these preliminary outcomes with the
boxplots from Fig. 7.15 it suggests that lower |∆nmit| values are correlated with low ATP
production rates. However, further research is needed in this direction, including evaluation
of mitochondrial activity along with ATP production.
In conclusion, the applicability of the PC-ODT to drug screening problems has been
demostrated, particularly when a target organelle (in this case, the mitochondria) can be
identified. The RI values obtained for these organelles are reliable and in good agreement
with previously reported literature.
7.6 Conclusions
In this Chapter PC-ODT technique has been tested with different biological samples to re-
cover their 3D RI distributions and parameters derived thereof (i.e. the DMC). First, fixed
samples have been studied, including macrophages infected with Leishmania, COS-7 and
HeLa cells. With regard to Leishmania analysis, the experimental results demonstrate that
the cell DMC obtained from the RI allows for reliable detection and quantitative character-
ization of the infection and monitoring its temporal evolution. The 3D RI distribution pro-
vides important insight for studying morphological changes, particularly membrane bleb-
bing linked to an apoptosis (cell death) process induced by the disease. Moreover, the re-
sults evidence that infected DH82 cells exhibit a higher DMC than healthy samples. These
findings open up promising perspectives for clinical diagnosis of Leishmania. Afterwards,
dual wavelength analysis of HeLa and COS-7 cells have been carried out in order to prove
that PC-ODT is sensitive to cell dispersion, which is linked to its chemical composition.
Further, the PC-ODT is useful not only for fixed cell experiments but also for living cells.
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Indeed, the evolution of DMC in living specimen experiments provides valuable informa-
tion about the health state of the cells sample, as demonstrated with the COS-7 necrosis
analysis from the Section 7.4.
Finally, the results from drug screening analysis demonstrate clear RI changes within
mitochondria between healthy and chemically damaged samples, as displayed in Fig. 7.15.
Consequently, the RI can be applied as a biomarker, together with oxygen consumption
(Fig. 7.16) and MnSOD expression from fluorescence analysis (Fig. 7.11), for detecting
injured mitochondria in hepathocytes. Indeed, mitochondria exhibit particular RI contrast
values and can be effectively segmented despite using a label-free and unspecific technique.
Finally, this study has demonstrated that ME treatment is effective against mitochondria




In this Section, concluding remarks are provided to underline the main achievements of
this thesis. Finally, future perspectives of this research are briefly discussed.
8.1 Conclusions
The main research objective of this work has been to develop and implement an afford-
able and fast technique for reconstruction of the 3D refractive index of weakly absorbing
samples (e.g., biological cells). After the comparative analysis of the state of the art about
phase tomography techniques along with the seminal works of N. Streibl on 3D image for-
mation in wide-field transmission microscopy [60, 88], published 35 years ago, the latter
approach has been chosen as a basis to achieve our goal. Streibl’s formulation, forgotten
for a long time, can be considered as a mainstay for the generalization of optical diffraction
tomography (ODT) developed for coherent sample illumination (C-ODT) to the partially
coherent case (PC-ODT). Our PC-ODT technique has been developed for standard wide-
field transmission microscopes with low coherent illumination and it can be applied us-
ing low as well as high numerical aperture (NA) objective lenses enabling high resolution
imaging. Specifically, this PC-ODT technique takes advantage from spatially PCI which
avoids speckle noise and other artifacts characteristic of coherent illumination (e.g., laser)
used in conventional C-ODT techniques. The main achievements from this thesis are the
following.
1. It has been shown that PC-ODT is a viable alternative to C-ODT in high resolution
quantitative microscopic imaging of weakly absorbing and scattering samples. In contrast
to widely used C-ODT, which requires specially designed holographic setups, PC-ODT is
compatible with conventional wide-field microscope. PC-ODT is inherently simple and
fast since it avoids the rather time consuming and complex processes of the illumination
scanning, phase recovery and further data assembling, required in C-ODT. In PC-ODT the
sample is simultaneously illuminated from different directions allowed by the wide-field
microscope. The direct 3D RI reconstruction from a single stack of through-focus inten-
sity images, by applying deconvolution with the introduced effective OTF adapted to the
non-paraxial case, has been introduced and applied in this thesis. The proposed algorithm
for PC-ODT has been verified by numerical simulations and experimental reconstruction
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of the RI of well-known test samples previously characterized by other imaging techniques
(i.e., blood cells, diatoms, etc.). It has been demonstrated that the same 3D spatial fre-
quency content of the studied sample is recovered in both ODT modalities. However, the
OTF in the case of PC-ODT is not uniform that might make it difficult to obtain a correct RI
recovery due to low absolute values of the OTF. Taking into account that the OTF strongly
depends upon the illumination distribution, its optimization has been performed to mitigate
this nonuniformity problem. In particular, we have found that the replacement of the con-
ventional bright-field illumination with a properly designed gaussian illumination provides
a better trade-off between the transmitted low and high spatial frequencies, thus yielding
a more uniform OTF and eventually increasing the reliability of the sample 3D RI recon-
struction. Note that such filter can be easily acquired and incorporated in the microscope.
Further, it has been demonstrated that the use of more realistic OTFs, calculated by consid-
ering the experimental illumination conditions (i.e. measuring the intensity distribution in
the aperture plane of the condenser lens of the microscope), significantly improves the 3D
RI recovery.
2. For a fast and easy implementation of the developed PC-ODT technique in a trans-
mission wide-field microscope, an optical refocusing module (ORM) comprising an elec-
trically tunable lens (ETL) with variable focal length has been designed and built. This
programmable module synchronized with the digital camera can be easily attached to the
commercial microscope as it has been demonstrated in the experimental studies considered
throughout the thesis. This PC-ODT implementation is fast, so that it enables video-rate 3D
RI actually limited by the frame rate of the camera and target image SNR, providing higher
tomography frame rate (e.g., 10 fps in 3D) in comparison with the current state of the art
for C-ODT (2.5 fps and 0.5 fps for Tomocube and Nanolive setups [61, 62], respectively).
The performance of the setup has been experimentally tested with dynamic micro-objects
such as living cells and even bacteria optically manipulated (transported) by using uncon-
ventional laser tweezers. It has been shown that it can be also used for the analysis of
intracellular motion.
3. The developed PC-ODT technique has been applied to solve real-world problems in
biomedicine, in collaboration with international research groups from other fields (medicine
and veterinary). It has been demonstrated that, by using the 3D RI distribution obtained
with PC-ODT (and parameters derived thereof such as the dry mass concentration), it is
possible to study a wide variety of biological physiological changes such as cell parasiti-
zation, cell malfunctioning induced by pharmacology and necrosis. Particularly, we have
demonstrated that canine macrophages infected with Leishmania infantum can be identi-
fied through RI changes linked to the cell death process induced by the disease. Also,
PC-ODT has been tested in a drug screening assay which reveals RI changes in mitochon-
dria of healthy and chemically damaged hepatocytes. Consequently, the RI can be applied
as a biomarker for detecting injured mitochondria in hepathocytes. Indeed, mitochondria
exhibit particular RI contrast values and can be effectively segmentated despite using a
label-free technique. Further, the evolution of dry mass concentration in living specimen
(e.g. HeLa cell) has been applied as a monitorization tool of its health state. We also carry
out a dual wavelength analysis of HeLa and COS-7 cells in order to prove that PC-ODT is
sensitive to cell dispersion, which in turn might be linked to its chemical composition.
Finally, the development of this thesis has implied gaining knowledge about technology
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transfer, from the conception of an idea to its application. It is worth remarking that this
work has involved theoretical study, simulation validation in computer and experimental
work in the laboratory, with test samples. Finally, the experimental validation of the tech-
nique in real-life problems has been carried out. We envision that the PC-ODT will serve
for video-rate 3D RI study of both fixed and living samples (i.e. cells) in future real-time
applications.
8.2 Future perspectives
In this work a label-free technique for tomographic imaging of weakly absorbing and scat-
tering samples has been established and experimentally proved. However, some open prob-
lems still remain and require further research.
The proposed PC-ODT technique does not apply object rotation, which can mitigate
the missing cone problem of wide-field microscopy as it has been shown in numerical sim-
ulations (see Section 3.6.3 and Ref. [71,105]). However, mechanical rotation of the sample
chamber requires the incorporation of additional arrangement to the microscope. Optical
tweezers or more advanced laser traps [108, 134] could be applied to optically induce the
required cell rotation without mechanical chamber manipulation. The incorporation of the
optical manipulation module in the PC-ODT setup has been experimentally demonstrated
for video-rate RI 3D imaging of bacteria optically transported along arbitrary trajectories.
This combined setup is suited for other optical manipulation experiments including cell
rotation that will be studied in our future works. Apart from optical transport and rotation
of cells [108, 194], laser traps also allow exerting controlled forces on the cell which is
required for studying its mechanical properties [195–197], where PC-ODT can be applied
as well.
Despite the numerical simulations demonstate the viability of the PC-ODT technique,
the experimental validation with well-calibrated phantom object is required. For this rea-
son, we have designed a Siemens star phantom (see Section 3.6) with a variety of different
spatial frequencies, devised to be a proper test for different imaging techniques, including
PC-ODT. Then, we have tried to fabricate the phantom by using a 3D microprinting sys-
tem (Professional GT from Nanoscribe GmbH, that offers a lateral resolution of 200nm
and a axial resolution around 300nm). However, the real spatial resolution of the printing
system was not sufficient. At the same time, Ziemczonok et at. [104] have successfully
manufactured a cell phantom, so we expect to apply it in order to further test PC-ODT.
Moreover, the PC-ODT can be fairly compared with the C-ODT technique by reconstruct-
ing an identical phantom object with both of them. Such comparison will also verify the
practical limitations of the assumption of linear relation between the real and imaginary
parts of the RI, nRe and nIm respectively. We remind that in C-ODT the nRe and nIm can be
recovered simultaneously, however, there are only a few publications where results about
the imaginary part has been reported [86].
Furthermore, PC-ODT could be extended to strong scattering samples as reported in
some C-ODT studies [198]. Beyond weak scattering sample approximation, multiple scat-
tering inside the object must be considered, therefore leading to a nonlinear inversion
imaging model to reconstruct the scattering potential. This model may involve beam-
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propagation method accounting for the total field slice-by-slice along the optical axis direc-
tion, thus yielding highly demanding optimization algorithms for image reconstruction and
subsequent regularization to enfoce a-priori constraints on the object [199]. Other authors
prefer the use of complex deep learning techniques, like convolutional neural network, for
processing of the intensity measurements and derive the corresponding RI stack [200].
In this thesis, a study with dual wavelength has been carried out in order to evaluate
whether PC-ODT is sensitive to object dispersion. In the near future, multiple-wavelength
PC-ODT can be further exploited for samples with moderate absorption in order to gain
knowledge about their composition. Additionally, the relationship between the concentra-
tion of different chemicals and the damage induced in mitochondria of certain cells will be
evaluated, as a continuation of the research outlined in Chapter 7. This study will pave the
way to interesting applications in pharmacological imaging, for instance, the 3D imaging
of the mitochondria network as an exploratory tool for detecting damage in treated cells.
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Appendix A
Mathematical development of relevant
expressions
A more detailed discussion about some formulae from the thesis is carried out in this ap-
pendix.
A.1 Derivations of expressions for phase and absorption
OTFs
In this Section we further explain how to derive the Eq. 3.5 of the thesis [137]. By con-
sidering plane wave illumination, the complex field amplitude scattered by the sample and
passing through the objective lens with PSF ho(r) is given by u(r |s) = a(|s)exp(ikmsr)+
a(|s)[V (r)exp(ikmsr)]⊗G(r), thereby corresponding to the intensity I(r |s)= u(r |s)u∗(r |s)
and
I(r |s) = a2(s) |exp(ikmsr)⊗ho(r)+ [V (r)exp(ikmsr)]⊗G(r)⊗ho(r)|2 . (A.1)
By expanding the previous equation one gets
I(r |s) = a2(s) |exp(ikmsr)⊗ho(r)|2
+ [exp(ikmsr)⊗ho(r)]∗ [V (r)exp(ikmsr)]⊗G(r)⊗ho(r) (A.2)
× [exp(ikmsr)⊗ho(r)]{[V (r)exp(ikmsr)]⊗G(r)⊗ho(r)}∗ .
Let us now rename the last term from right-hand side of Eq. A.2 as J(r |s) and then
split up the scattering potential into real and imaginary contributions, V (r) = P(r)+ iA(r),
as follows,
J(r |s) = [exp(−ikmsr)⊗h∗o(r)] [(P(r)+ iA(r))exp(ikmsr)]⊗G(r)⊗ho(r) (A.3)
+ [exp(ikmsr)⊗ho(r)] [(P(r)− iA(r))exp(−ikmsr)]⊗G∗(r)⊗h∗o(r).
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In this way, we proceed with the expansion of Eq. A.3 in frequency domain, by introduc-
ing P̂ and Â as the Fourier transform from the real and imaginary parts of the scattering
potential, respectively, and 2πκm = km to obtain








































h∗o(r)exp(−i2πrp)dp = H∗o(−p). It is worth














δ (p′+κms)H∗o (−p′)P̂(p−p′−κms)Ĝ(p−p′)dp′ =
H∗o (κms)P̂(p)Ĝ(p+κms). (A.6)
Finally, by grouping common terms one obtains,











Next, we consider the Streibl forward model for partially-coherent imaging [60] that




Î(p |s)ds = Bδ (p)+ P̂(p)HP (p)+ Â(p)HA (p) , (A.8)
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where B is a background term and Î is the intensity spectrum. Finally, by inserting Eq. A.7
in Eq. A.2 and then identifying each term of the resulting expression with Eq. A.8 one gets











where the integration domain encompasses all the condenser aperture diaphragm (S).
A.2 OTF for ideal bright-field illumination and circular
apertures
In this Section we summarize the expressions corresponding to ideal OTF for BFI illumina-










































p2x +p2y +p2z stands for the modulus of frequency vector. According to Appendix
B from Ref. [72], the parameter ψ is described by a piecewise function depending on the
frequency region. Let us introduce the maximum normalized spatial frequency allowed
by the illumination source (circular aperture diaphragm of the condenser) and imaging
(objective lens) pupils, pS = NAc/λ0 and pP = NAo/λ0 respectively. Moreover, we also




















λ−2− (pS + p⊥)2
] ,
(A.13)








































A.3 Effective OTF expression
For obtaining the effective OTF (HEFF) from Chapter 2 we start with the well-known Streibl
model [60],
I (r) = B+P(r)⊗hP (r)+A(r)⊗hA (r) , (A.15)
where ⊗ operator stands for convolution and hP and hA are the PSF functions. By sep-
arating the scattering potential into its real and imaginary parts, V (r) = P(r)+ iA(r) =
k20(n
2− n2m), where nm is the purely-real RI of the surrounding medium (no absorption of






Let us now hypothesize that the real and imaginary parts of the RI are connected by a
linear relationship nIm = εnRe, with low and positive ε constant (within the range 10−3−






















n20 ≈ 2εP(r)+2k20εn20, (A.18)
where the approximation ε2→ 0 has been applied. Alternatively, Eq. A.18 can be rewritten
in spectrum space by applying Fourier Transform as follows,
Â(p) = 2εP̂(p)+2k20εn
2
0δ (p) , (A.19)
where δ (p) is the Dirac delta function. By direct substitution of Eq. A.19 in Eq. A.8, the
spectrum of the intensity is expressed as






+ P̂(p) [HP (p)+2εHA (p)]. (A.20)
Finally, we introduce the definition of effective optical transfer function as HEFF (p) =
HP (p)+2εHA (p) to obtain
Î (p) = Bδ (p)+2k20εn
2
0HA (p)+ P̂(p)HEFF (p) , (A.21)
where the effective OTF accounts for both absorption and phase effects.
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Appendix B
Experimental configurations of the
optical refocusing module (ORM)
In this Appendix, some details about the experimental setups for the PC-ODT implemen-
tation from Chapter 4 are discussed. In particular, the NA variation linked to the operation
of the optical refocusing module (ORM) is considered to verify its possible effects over
PC-ODT performance. Further, the analytical derivation of the defocus expressions, for
the two experimental ORM configurations described in Chapter 4, is performed by means
of the corresponding ABCD matrices.
B.1 Object space scanning
The ORM considered in Chaper 4 forms an image recorded by the camera with slightly
different NAo for different scanning planes. Let us quantify the relevance of such mis-
match considering the sketch of Fig. B.1 that represents the object space in which a sample
is scanned along the z-axis and imaged by using an objective lens and the ORM. As an
example, we assume a surrounding medium (nm = 1.518). The initial focus plane (P1) is
changed to the position P2 by applying a displacement +zde f ocus with the ETL. Conse-
quently, although the initial NA (NA1) matches with NAo, the effective NA perceived in P2
(NA2) changes. Taking into account the definition of NA, it is clear that NA1 = nm · sinθ1
and by value substitution we derive θ1 ≈ 67.26º. Then, by performing some elemental
trigonometry we compute the maximum acceptance angles (θ1 and θ2) subtended before
and after applying ETL refocusing as tanθ1 = x/w and tanθ2 = x/(w+ zde f ocus). Note also
that according to the geometry shown in Fig. B.1, h =
√
w2 + z2de f ocus where the distance
w can be written as the ratio of the focal length of the objective lens to the magnification
factor (M), so w = fOL/M. Let us consider M = 100, which leads to w = 1.8mm. For the
vast majority of samples analized in this thesis, the thickness does not exceed 10 µm, so
zde f ocus << w and by direct substitution of values one gets h = 1.81mm. The distance x is




















Figure B.1: Object space scanning with optical refocusing module. The ETL scans the
sample from an initial focus plane (P1) to another one (P2 or P2′) by axial displacement
(±zde f ocus), thus changing the effective NA. The variation ∆NA can be computed through
acceptance angles modification (from θ1 to θ2).
which leads to θ2 = 67.14º, close to the initial acceptance angle. In that case, the effective
numerical aperture is NA2 = nm ·sinθ2 = 1.3988 and ∆NA only represents 0.086% of NAo,
thus being an almost negligible effect. This slight ∆NA deviation justifies the shift-invariant
OTF hypothesis in the PC-ODT context. Moreover, if one considers the previous analysis
with a thicker scan of zde f ocus = 100 µm along optical axis then θ2 = 66.13º, therefore
NA2 = 1.388 and close to ∆NA≈ 0.01 ·NAo, which is still a marginal variation.
B.2 Optical refocusing module in configuration 1
First, let us introduce the experimental setup with the ORM in configuration 1 for imple-
menting PC-ODT, which comprises a wide-field microscope attached to an ETL lens (Op-
totune EL-10-30-C-LD). To describe the image formation when changing the ETL focal







is calculated for the system sketched
in Fig. B.2.





is the matrix representation for a slab of free space of






is the thin lens transformation matrix with f being the focal
length of the corresponding lens (in this case, ETL or RL). Since the position of the camera
is fixed, we find the conjugated plane (z distance from the relay lens to the intermediate
































Figure B.2: Experimental setup for PC-ODT, including a wide-field microscope (compris-
ing the condenser and objective lenses) and an optical refocusing module in configuration
1. The latter includes two lenses, TL and RL, working as a Keplerian telescope along with
an electrically tunable lens (ETL, with a varying focal length fETL) that is responsible for
the axial scanning of the sample.
value of fETL as follows
T = [Dd] [LfETL] [DfRL ] [LfRL ] [Dz] (B.2)
=








in which Dd , DfRL and Dz stands for the light propagation in free space slabs through a
section of thickness d, fRL and z′, respectively; while LfRL and LfETLcorresponds to the
transformation matrix of the RL and the ETL, correspondingly (see Fig. B.2). All the
optical elements between the intermediate plane image (corresponding to the image formed
by the objective and the tube lens) are included in T. Note that for rays propagating left to
right, the matrix elements are written down right to left. If the imaging condition (B = 0)












Then, the scanning interval in the image space is given by








and the corresponding shift in object space (or defocus distance) is found by taking into
account the magnification (M) and the refractive index of the immersion medium (nm),
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In this way, the fETLvariation, which is determined by the applied current to the ETL, is
responsible for which plane is imaged onto the camera sensor. Note that M is linked to the
global magnification (Ms) of the imaging system as Ms = M× (−d/fRL), as derived from
the term A of the T matrix (see Eq. B.2) accounting for the magnification of the system
composed of the relay lenses and the ORM.
B.3 Optical refocusing module in configuration 2
An alternative ORM configuration is displayed in Fig. B.3, that includes an additional
relay lens (RL2) and a EL-10-30-C Optotune ETL model (EL-10-30-C-LD-MV). The ETL
device comprises an integrated divergent offset lens with focal length foff =−150mm. Let
us now calculate its ABCD matrix as follows,












where DfRL1 , DfRL2and Dz stands for the light propagation in free space slabs through a
section of thickness fRL1, fRL2 and z, respectively; while LfRL1 , LfRL2 and LfETLcorresponds





























Image plane with Δz'=0 (z'=fRL1)
foffz'
Scanned image plane  
Figure B.3: Experimental setup for PC-ODT with the optical refocusing module in con-
figuration 2, including an additional relay lens (RL2) to create a 4f imaging configuration
between the tube lens and the camera and a ETL model which comprises an integrated
divergent offset lens with focal length foff =−150mm.
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= 0 one gets z= fRL1−(
f2RL1/fETL
)
. Therefore, now we have ∆z′ = z′− fRL1 = −f2RL1/fETL and one gets that the
shift of the image of the imaged plane in the object space is given by







where the magnification M = Mob j× (fRL1/fTL).
We also recall that, as pointed out by both Eq. B.5 and Eq. B.7, the more effective way
for obtaining a larger scanning range is to lower the magnification of the imaging system,
thanks to the quadratic and inversely proportional relationship between zde f ocus and M. For
instance, if one changes a 100× objective to another with 40× magnification, the scanning
range is enlarged by a factor of 6.25. Another possibility for expanding the scan range
may be using a greater relay lens focal length, respectively fRL1 and fRL in the setups with
the ORM in configuration 2 and configuration 1. Finally, the global magnification of the
system with ORM in configuration 2 is given by Ms = M× (−fRL2/fRL1) according to the
term A of the corresponding T matrix (see Eq. B.6).
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Appendix C
Experimental measurement of the
modulation transfer function
The modulation transfer function (MTF) characterizes the imaging system accuracy for
capturing the sample details and is useful to evaluate its spatial resolution [205, 206].
Briefly, it characterizes how the contrast decreases as the spatial frequency of the sam-
ple increases, since an imaging system usually exhibits a low-pass filter behaviour. In this
Appendix, we explain how to experimentally measure the MTF of the optical refocusing
module, comprising the ETL, the relay lenses and the detector (camera), previously de-
scribed in the Sections 4.3 and 4.4 of the thesis.
The effective OTF of the microscope, HEFF (p), considers light propagation from the
condenser aperture until reaching the intermediate image plane corresponding to the back
focal plane of the microscope objective. Nevertheless, the setups also comprise a 4f-system
along with the ETL, therefore it is also important to consider the optical path between
the image plane and the detector (camera). Again, by assuming a shift-invariant imaging
system, one is able to measure its MTF in order to incorporate relay lenses, ETL and the
camera (Hamamatsu Orca Flash 4.0) effects. The OTF and the MTF are simply two filters
in series, so the equivalent transfer function in Fourier space would be the product of both.
For measuring the MTF we use a knife-edge method. The target is placed in the back
focal plane of the objective and illuminated with an incoherent source. After the deriva-
tion of averaged edge response in the intensity distribution recorded by the camera, the
line spread function (LSF) is computed and subsequently, its Fourier Transform magnitude
leads to MTF [207]. Here, we suppose that the system and therefore the MTF is rotationally
symmetric in xy-plane.
As shown in Fig. C.1, the MTF plot represents the variation of normalized contrast
(visibility) modulation (y-axis) with spatial frequency (x-axis). The spatial frequency can
be expressed as µm−1, or alternatively as line-pairs per millimeter (lp/mm). The inverse
of its limiting value, where MTF value is around 0.1, defines the system resolution. The-
oretically, the Hamamatsu camera with pixel size a = 6.5 µm should be able to resolve a
maximum frequency of 1000/(2a) ≈ 77lp/mm according to Nyquist resolution criterion
although from 45lp/mm the contrast is extremely poor. A radial profile of the MTF of the
ORM in configuration 1 is illustrated in Fig. C.1. We observe that the system is able to
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Figure C.1: Modulation transfer function (MTF) characterization of optical refocusing
module in configuration 1. The double x-axis represents the spatial frequency both in
µm−1 and in line pairs per millimeter (lp/mm).
trast transfer capability decreases when higher frequencies are considered, until reaching a
threshold below 0.1 (10 % contrast) for those frequencies beyond 4 µm−1 corresponding
to sample features below 250nm.
The measured MTF displayed in Fig. C.1 (red curve) is similar to the manufacturer
MTF characterization for the camera (see [208]), therefore we conclude that the latter has
a prevailing effect in the MTF of the optical system composed of the ETL, the relay lenses
and the camera. Theoretically, the MTF should be verified for each current of the ETL and
placing the test (a sharp border) in-focus for each of them. As the experimental character-
ization of the MTF for every ETL current is a non-viable approach, here we have studied
the MTF corresponding to the middle current of the considered range (100mA) and shift-
invariant hypothesis has been supposed for 3D MTF estimation.
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Appendix D
Additional examples of RI
reconstructions
In this Appendix, the RI reconstructions of different samples considered during the de-
velopment and test of the PC-ODT are displayed. We note that no post-deconvolution
processing has been applied for these reconstructions.
D.1 Diatom analysis
To further demonstrate the performance of PC-ODT, here we consider the 3D RI recon-
struction of diatom cells composed of silicon dioxide (ns ∼ 1.45− 1.46) immersed in oil
(nm ∼ 1.518, Olympus type-F) to deal with the weak object approximation. Specifically,
we use the ORM in configuration 1. The ETL and the sCMOS camera have been synchro-
nized allowing for automatic axial scanning of 50 refocused images. The measurement of
the stack of intensity images (400 ×400 ×50 voxels) has been performed in 100 ms with
an axial step of 250 nm.
The chosen diatom, shown in Fig. D.1, exhibits multiple tiny pores (0.1− 1 µm) al-
lowing for the exchange of substances with the environment. The diversity of structural
features of the diatoms is useful for testing different imaging methods and in particular for
the C-ODT (see for example [57]) and PC-OCT techniques. In particular, Fig. D.1 (a1)
shows a volumetric representation of a diatom, corresponding to its 3D RI contrast distri-
bution ∆n(r) = |ns(r)−nm|, that has been reconstructed by using PC-OCT. A cross section
of the diatom 3D RI contrast is also displayed in Fig. D.1 (a2) in which a cut-off plane is
used to visualize the inner part of the sample. Several 2D RI slices in the xy-plane are also
shown in Figs. D.1 (b1-b3) from which one is able to measure the diameter of the circular-
like pores (∼ 710nm) as well as the cell wall RI value (in the range of ns = 1.45− 1.47),
which is in good agreement with those previously reported values elsewhere [115]. Note
that the RI value is higher near the pores than on other parts of the cell wall because the
immersion oil completely filled the holes.
As observed in Figs. D.1 (b1-b3), it is possible to distinguish different cell walls at
the bottom (z = 0 µm) and the top (z = 4 µm) of the diatom. These walls of the diatom
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Figure D.1: (a1-a2) Volumetric representation of the reconstructed 3D RI constrast distri-
bution of a diatom by using PC-ODT. The sample exhibits a clearly observable periodicity
of the cell wall indents in the axial cross section. Note that part of the upper diatom wall has
been broken. (b1-b3) 2D RI slices of in three different xy-planes. (c1-c3) The 2D intensity
slices corresponding to the same RI planes displayed in the figures (b1-b3).
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inner part of the diatom is mostly filled by the surrounding oil medium. The intensity slices
corresponding to Figs. D.1 (b1-b3) are shown in Figs. D.1 (c1-c3) for comparison.
D.2 BFI and GI comparison using human cheek cell
Here, we use a buccal mucosa squamous cells sample attached to an epithelial layer and
immersed in water in order to compare the results of the proposed GI illumination (with the
ORM in configuration 1) with the conventional BFI in PC-ODT. Two intensity images of
the sample at different depths are shown in Fig. D.2 (a). A stack (400 ×400 ×50 pixels)
has been recorded and PC-ODT algorithm has been performed to reconstruct the RI contrast
distribution of part of the sample (contained in the yellow box from Fig. D.2 (a)), as dis-
played in Fig. D.2 (b) for the epithelium and Fig. D.2 (c) for the cell itself. In Figs. D.2 (b,
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Figure D.2: (a) Intensity distributions (registered with GI) of a cheek cell image recoded at
two different planes, showing the big nucleus and bacteria. (b-c) Reconstructed RI contrast
(∆n) obtained with BFI and GI for a epithelial tissue layer (b), exhibiting a fine maze-like
structure of fibers, and in buccal mucosa layers (c), where several bacteria are visible.
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First of all, one notices that in the GI reconstruction the maze-like structure of the ep-
ithelial layer with approximately 300nm diameter fibers is clearly resolved, which demon-
strates high spatial resolution and appropriate balance between low and high frequency
structures. Conversely, in BFI the maze structure is not completely resolved and suffers
from more halo effects in the borders (see regions R1 and R2) and spatial resolution loss in
some delicate structures (see R3). The average ∆n of the epithelial maze-like fiber struc-
ture is 0.01, that is above the surrounding medium RI but below the averaged ∆n value of
bacteria (around 0.02).
D.3 Primary rat hepatocytes analysis
In Chapter 7 we have unraveled the interaction of metformin (ME) and diclofenac (DF)
within the mitochondria of primary rat hepatocytes. Our goal has been to detect damage
or morphological differences induced by different medications (mainly DF) through the
analysis of the 3D RI tomogram recovered by using PC-ODT with ORM in configuration
2. The protective effect of ME against DF-induced apoptosis has been previously reported
(see [190]) and the experimental results shown in Chapter 7 are in good agreement with
this statement. The remaining tested drugs like ESI-05 (ES) and CE3FA (CE) are EPAC
inhibitors applied in order to test whether the protective effect of metformin is abolished
or not. However, they require further validation (respiration assays, immunofluorescence,
etc.) before their use in pharmacology. The reconstruction of these samples comprising ES
and CE is shown below, for the sake of completeness.
Relevant differences in mitochondria RI have been found when different cell treatments
have been compared. Moreover, thanks to the feasibility of PC-ODT for 3D reconstruction
one is able to detect and analyze the distribution of mitochondria 3D network. We remark
that this study can not be addressed by conventional staining techniques as they are mainly
appropiate for 2D imaging. The outcomes are summarized in Fig. D.3, where several
representative 2D RI slices have been displayed, as well as in Fig. D.4 for the volumetric
reconstructions of the same cells. Note that in these figures the absolute magnitude of the
3D RI contrast (|∆n|= |ns−nm|) is represented, as the surrounding medium RI (nm = 1.45)
is larger than that of the sample.
By inspection of 2D and 3D RI reconstructions one observes that the groups that do not
include ME treatment exhibit granulated cytoplasm and isolated mitochondria. Conversely,
when the ME is incorporated the mitochondria network is more likely to exist, which is
observable in Fig. D.4 as organelles colored in orange. In Fig. D.4 there is also a noticeable
depletion of the structure in those cells whose treatment involves DF so that they mainly
flat. This fact further underlines the malfunctioning of the cell mitochondria.
136
DF + CEDF + ES
ES







Figure D.3: 2D xy-slices of the RI for different primary rat hepatocyte groups, in which
different drugs have been applied: ESI-05 (ES), metformin (ME), CE3FA (CE), diclofenac















Figure D.4: 3D volumetric reconstructions of the RI for different primary rat hepatocyte
groups, in which different drugs have been applied: ESI-05 (ES), metformin (ME), CE3FA




In this Appendix all the methods used for sample preparation in the biological studies
considered in this thesis are detailed.
E.1 Yeast preparation
To experimentally demonstrate the performance of fast 4D PC-ODT imaging in Chapter
6, we have considered living yeast cells (Schizosaccharomyces pombe bacteria dispersed
in aqueous solution) that exhibit swimming motion and have fine cellular features. Specif-
ically, 1 gr of the yeast sample is poured into a test tube containing 100 ml of sucrose
solution (20 %) in distilled water. This sucrose dilution acts as a surrounding medium with
nm = 1.37 (see [209]). Then, the dilution is stirred and heated at 35º C for 10 minutes.
Finally, it has been incubated 12 h at room temperature (25º C). S. pombe bacteria undergo
aerobic fermentation in the presence of excess sugar, so 48 hours after the preparation the
bacteria population has grown exponentially.
E.2 HeLa and COS-7 preparation protocol
The samples were prepared by the author of this thesis during his stay in the laboratory of
Nanophotonics, in the Institut d’Optique (University of Bordeaux). The culture and prepa-
ration of HeLa and COS-7 cells were conducted as follows. First, the cells were cultured in
Dulbecco’s modified Eagle medium (DMEM) supplemented with 10% fetal bovine serum
(FBS) and incubated at 37 ºC and 5 % CO2 several days (a week for HeLa cells, 4 days
for COS-7 samples). 12 h before fixation the cells were trypsinised and transferred to the
cover slip as it takes some time for them to attach to the background. The trypsinization
is useful for the manipulation and transfer of HeLa and COS-7 cells, mainly for detaching
the samples from one culture plate to another, and comprises the following steps:
1. Prepare, under the hood, all the required material: pipettes, Dulbecco’s Modified
Eagle Medium (DMEM), trypsin and Phosphate-buffered saline (PBS). It is convenient to
pre-warm DMEM and trypsin solutions.
2. Aspirate the DMEM.
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3. Rinse the sample once with PBS to remove any rest of remaining DMEM, that would
cancels trypsin effect.
4. Add 1.5-2 mL of trypsin solution, ensuring that the entire surface of the flask is
covered.
5. Store the sample in the incubator (37ºC) during 5-8 min. Ocasionally it is possible
to tap or shake the flask to help with the detachment.
6. Observe the sample with the microscope until the cells are detached and floating. At
this point the cells should look rounded, which inform us that the trypsin must be canceled
(an excessive time may damage the culture) by adding 10 mL DMEM.
7. Transfer the cells to a new flask or the final cover slip for observation.
E.3 Leishmania-infected DH82 cells
The samples were prepared by collaborators of veterinary microbial infectology research
group, from the Faculty of Veterinary of the Complutense University of Madrid. With
regard to sample preparation, DH82 (ATCC ©CRL-10389TM) is a macrophage cell line
obtained from a dog with a neoplasm of histiocytic origin [210]. It was maintained in
DMEM medium supplemented with 10% Foetal Bovine Serum (FBS), 100U/ml peni-
cillin and 100 µg/ml streptomycin. Then, it was incubated at 37◦C 5%CO2 in six-well
plates. Leishmania infantum BCN150 strain cells (classified as M/CAN/ES/96/BCN150
zymodeme MON-1), previously reported in [211], were cultivated in Schneider’s Insect
Medium (Biowest) supplemented with 20% FBS, 100U/ml penicillin and 100mg/ml strep-
tomycin at 26◦C until the stationary phase and they were used to infect DH82 cells. DH82
macrophages were cultured in 24-well plates overnight at a concentration of 1 · 106 cells
per well.
The infection protocol consists of adding promastigotes to the cells at a ratio 10 : 1 (par-
asites: cells) on the following day, according to the protocol previously described in [212].
Cells were incubated at 37◦C and 5 %CO2 for 4 hours and, subsequently, extracellular par-
asites were eliminated by washing twice with Dulbecco’s Phosphate Buffered Saline (PBS)
establishing the initial infection time point. Then fresh medium was added and cells were
cultivated for 24 h and 72 h. The cells were fixed using methanol 70% during 5min at room
temperature. Afterwards the samples are divided into two groups according to whether they
undergo staining or not. For those ones that were stained, each slide had been immersed
in 250 µl 5% Giemsa’s stain improved R66 solution Gurr and stored for 15 min at ambient
temperature. After that each sample was washed five times with distilled water and let it
dry out. The stained samples are only used as a reference, while the unstained samples
are the ones which have been applied for RI analysis by PC-ODT. Finally, four groups of
samples have been considered: H24 and H72 (healthy samples cultivated during 24 h and
72 h, respectively, which have not been infected) and P24 and P72 (infected samples, 24 h
and 72 h after the parasitization).
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E.4 Rat hepatocytes for drug screening
The samples were prepared by collaborators from the Faculty of Medical Sciences of the
University of Groningen. The preparation protocol for the rat hepatocytes has been con-
ducted as follows. First, primary rat hepatocytes (4.5 ·105cells) were seeded on glass cov-
erslips in 12-well plates. 12 h after incubation and 4 h of attachment, the cells culture
medium was removed and coverslips were washed three times with PBS (ThermoFisher
scientific®). Then, cells were fixated using 4% paraformaldehyde (Merck®, Germany) so-
lution (PFA) in PBS for 10 minutes at room temperature (RT), and washed three times with
PBS at RT. Permeabilization was performed using 0.1% triton X-100 in PBS at RT for 10
min. 2% Bovine serum albumin (Sigma Aldrich®) in PBS was used to block non-specific
binding of the antibodies for 30 min. Cells were incubated with diclofenac (400 µM/L for
12 h) and without (control group), with ESI-05 (15 µM/L for 12 h) or CE3FA (10 µM/L
for 2 h), prepared 30 min before metformin addition. Finally, the samples are mounted in
Vectashield Antifade Mounting Medium with DAPI (Vector Laboratories®), characterized
by a RI value of 1.45± 0.001 as measured by the manufacturer with a calibrated ATAGO
PAL-RI refractometer at 25 ºC. Oxygen consumption rate is determined in XF base medium
suplemented with 10 mM glucose and adjusted to pH 7.4 followed by the subsequent addi-





In this Appendix we describe the statistical test applied for comparison between different
sample groups, in order to verify whether the differences found by DMC or RI analysis
are significant or not. In particular, in this thesis the independent samples Welch t-test and
the multiple non-parametric Mann-Whitney-U test have been applied. Both tests have been
performed in MATLAB by using built-in functions.
F.1 Independent Welch t-test
This test requires an input comprising two data populations (further referred to as a and b)
of a certain variable corresponding to two sample groups (for instance, healthy and infected
cells), as well as a significance level (typically 0.01 or 0.05). Moreover, this test can be
applied without assuming equal population variances unlike the conventional t-test. In our
case, the variables applied for comparison are the averaged DMC or the averaged RI. The
goal of the t-test is to check whether the difference between the means of a and b is 0 (null
hypothesis) or not. If the p-value is lower than the significance level, we can reject the null
hypothesis that there is no difference between means of a and b. Otherwise, if the p-value
is higher than said significance level, the null hypothesis can not be discarded and both
populations may have the same mean value. In this way, the lower the p-value is, the more
reliable are the differences between compared groups. For performing the Welch t-test, we
use the MATLAB command ttest2, whose output is a binary value which indicates if the
null hypothesis can be rejected or not, and the corresponding p-value of the comparison.
F.2 Multiple non-parametric Mann-Whitney-U test
The multiple non-parametric Mann-Whitney-U test (also known as Wilcoxon rank-sum
test) has been used to study the averaged RI contrast among different (more than 2) sample
groups. In this way, we test the null hypothesis that there is no difference between medians
of sample groups, against the alternative that there is. Again, this test is performed in
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