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The modeling of source directivity is a problem of longstanding interest in virtual acoustics
and auralisation. This remains the case for newer time domain volumetric wave-based ap-
proaches to simulation such as the finite difference time domain (FDTD) method. In this
article, a spatio-temporal model of acoustic wave propagation, including a source term is
presented. The source is modeled as a spatial Dirac delta function under the action of a
series of differential operators associated with the spherical harmonic functions. Each term
in the series gives rise to the directivity pattern of a given spherical harmonic, and is sepa-
rately driven through a time domain filtering operation of an underlying source signal. Such
a model is suitable for calibration against measured frequency-dependent directivity patterns
and a procedure for arriving at time domain filters for each spherical harmonic channel is
illustrated. It also yields a convenient framework for discretisation, and a simple strategy
is presented, yielding a locally-defined operation over the spatial grid. Numerical results,
illustrating various features of source directivity, including the comparison of measured and
synthetic directivity patterns are presented. a
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I. INTRODUCTION
The modeling and computer simulation of source di-
rectivity is a subject of longstanding interest particularly
in the domain of concert hall acoustics, and also in virtual
acoustics applications. Currently, most geometrical room
acoustics simulation packages include a means of incor-
porating at least simple source directivities1, based, for
example, on the Common Loudspeaker Format2; see also
the discussion of source directivity in geometrical acous-
tics in the review paper by Savioja and Svensson3. Spher-
ical harmonic representations of sound source directivity4
have become increasingly common, particularly since the
work of Zotter5 and are sometimes referred to as O-
format in the Ambisonics community6,7. This has al-
lowed for the incorporation of source directivity into vir-
tual acoustics8,9, and publicly available databases have
aPortions of this work appear in Local Directional Source Modeling
in Wave-based Acoustic Simulation, S. Bilbao, J. Ahrens and B.
Hamilton, Proceedings of the International Congress on Acoustics,
Aachen, Germany, 2019.
been created10. Sound source directivity has also been
employed in geometric room simulations based on the
spherical harmonic representation11,12.
Time-domain wave-based volumetric approaches to
acoustic simulation have increased in sophistication and
their range of applications since the first work in the mid
1990s13–16. The finite difference time domain method
(FDTD) is the best-known example, but other equivalent
or related methods, including finite volume methods17,18,
pseudospectral methods19,20 and the digital waveguide
mesh21 have also been employed. It is such volumet-
ric methods which will be discussed in this article.
Non-volumetric frequency domain methods (such as the
boundary element method22) are also classified as wave-
based, but will not be considered here.
Source modeling in volumetric wave-based meth-
ods has mostly focussed on the problem of simple
omnidirectional23–25 and dipole sources26–28, particularly
with regard to the distinction between hard, soft and
transparent sources29. There have been approaches to
the modeling of complex directivity patterns using col-
lections of monopole sources30 or through the matching
of initial values over the simulation domain31.
In recent work, source models have been framed
through the use of the wave equation accompanied by
an additional term containing the three-dimensional (3D)
Dirac delta function under the action of a series of Carte-
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sian spatial differential operators. In particular, the mul-
tipole representation has been employed, both in acous-
tics applications32 and in more general settings33. A
more natural approach is to associate such differential op-
erators in Cartesian coordinates with spherical harmonic
directivity patterns. This is in contrast to the case of the
multipole expansion, where the directivity corresponding
to each term is frequency dependent.
In a representation fleetingly used in sound-field mi-
crophone capture, due to Dickins34,35, but which can be
traced back to much earlier work in electromagnetics36,
the spherical harmonic expansion of the acoustic field at
a given location may be represented through a series of
Cartesian spatial derivatives of the acoustic field at a sin-
gle location. Such a model has been used as the basis for
ambisonic output in virtual acoustics applications, using
FDTD37 as well as boundary element techniques38. The
dual case of the point-like source with arbitrary directiv-
ity is presented here; due to the spherical harmonic rep-
resentation of the source term, fitting to measured data
is greatly simplified compared with the multipole repre-
sentation, and due to the representation of spherical har-
monic differential operators in Cartesian coordinates, the
translation to a discrete setting such as FDTD is direct.
In essence, the model presented here allows for a use-
ful context-free division of the source model into spatial
and temporal parts which can ultimately be approached
separately in a numerical setting.
A generalised partial differential equation model of
a point source with arbitrary directivity is presented in
Section II. It is written entirely in the spatio-temporal
domain, and the source is modeled through a Dirac dis-
tribution under the action of a set of differential opera-
tors, each of which is associated with a particular spheri-
cal harmonic directivity pattern. The special case of the
displaced monopole source is described in Section III.
Such a framework allows for direct fitting of a spatio-
temporal model to measured source directivity, as shown
in Section IV. Volumetric time domain methods are intro-
duced in Section V, accompanied by simple strategies for
the discretisation of the Dirac distribution under spatial
differentiation. Numerical results, illustrating individual
spherical harmonic directivities, the displaced monopole,
and for sources fit to measured directivity data appear in
Section VI. Concluding remarks appear in Section VII.
II. SOURCE MODELS
This article is concerned with source modeling for
the 3D wave equation, defined as39
1
c2
∂2t p−∆p = 0 . (1)
Here, p (r, t) is the acoustic pressure, in Pa, as a function
of time t ∈ R, in s and spatial coordinate r = [x, y, z], in
m. c is the wave speed, in m· s−1. Here and henceforth
in this article, we will use r = rγ, where r is a scalar
distance, and where γ is a unit-length vector represent-
ing direction. ∂t represents partial differentiation with
respect to time t, and ∆ is the 3D Laplacian, defined as
∆ = ∇ · ∇ in terms of the gradient ∇, where
∇ = [∂x, ∂y, ∂z] . (2)
The operator ∂ν represents partial spatial differentiation
with respect to coordinate ν, ν = x, y, z.
As the interest is in localised source modeling, wall
conditions are not considered, and thus r ∈ R3; in the
context of volumetric wave-based numerical methods,
such wall conditions may be considered locally, and sep-
arately from the source itself, provided the source is suf-
ficiently distant from any domain boundary. As the in-
terest here is in forced solutions of the wave equation
(1), it is assumed defined here over all t, so that initial
conditions need not be considered.
A. The Monopole and Dipole
A standard model of a source is through the intro-
duction of additional driving terms on the right-hand side
of (1). A basic example is the monopole40, defined as
1
c2
∂2t p−∆p = f(t)δ(3) (r) . (3)
Here, f (t) is a forcing function, equal to ρ Q˙, where ρ
is air density, and Q (t) is a point source volume veloc-
ity (and Q˙ its ordinary time derivative). δ(3) (r) is a 3D
Dirac delta function selecting the source location r = 0.
In this article, with little loss in generality, the source is
assumed to lie at coordinates r = 0. Such a model injects
energy into the acoustic field, and does not otherwise in-
teract with it—this is in contrast to so-called hard-source
models, where such an interaction is possible29.
The solution to (3) is
p(r, t) =
f(t− r/c)
4pir
. (4)
Under Fourier transformation (see Appendix A), the so-
lution pˆ (r, ω) may be written, in terms of angular fre-
quency ω, as
pˆ (r, ω) = fˆ
eiωr/c
4pir
= fˆ
iω
4pic
h
(1)
0 (ωr/c) . (5)
fˆ (ω) is the Fourier transform of f(t), and h
(1)
0 is the
zeroth order spherical Hankel function of the first kind.
A point model of a dipole40 may also be written us-
ing a Dirac distribution, now under directional spatial
differentiation:
1
c2
∂2t p−∆p = f(t) (n · ∇) δ(3) (r) . (6)
Here, f(t) is a point driving force (in N), acting in di-
rection −n, for a unit-length 3-vector n. The solution is
p (r, t) = − (n · γ)
4pir2
(
(r/c)f˙ (t− r/c) + f (t− r/c)
)
,
(7)
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where f˙ is the ordinary time derivative of f . Under
Fourier transformation, the solution pˆ is
pˆ (r, ω) = −i (n · γ) fˆ ω
2
4pic2
h
(1)
1 (ωr/c) . (8)
Using source terms involving repeated differentiation of
the Dirac delta function, one may construct a multipole
expansion for the source32,33. For a multipole of order
higher than one, however, directivity is in general de-
pendent on frequency—the longitudinal quadrupole be-
ing the simplest such example. Another approach is to
make use of differential operators derived from spherical
harmonics, which will allow a decomposition of the field
better suited to calibration against measured directivity.
B. Spherical Harmonics and Associated Differential Opera-
tors
The spherical harmonic functions Yl,m (α, β), defined
for integer l ≥ 0 and m with −l ≤ m ≤ l, are normally
written as a function of two angles: an azimuthal angle
α, with 0 ≤ α < 2pi and an inclination angle β, with 0 ≤
β ≤ pi39. In this work, the functions Yl,m are assumed
real, and normalised over the unit sphere S2:
¨
S2
Yl,m (α, β)Yl′,m′ (α, β) dΩ =
{
1, l = l′,m = m′
0, otherwise
,
(9)
where the surface differential element dΩ = sin (β) dβdα.
Alternatively, Yl,m may be written in terms of a unit-
length 3-vector γ
γ = [γx, γy, γz] = [sin (β) cos (α) , sin (β) sin (α) , cos (β)] .
(10)
The Yl,m are then homogeneous polynomials of degree l
in γx, γy and γz. Expressions for Yl,m up to l = 2 are
shown in Table I.
An associated differential operator Dl,m may be
defined36,37 as
Dl,m = Yl,m (∇) , (11)
where Yl,m takes the gradient operator ∇, from (2) as its
argument. For example:
D0,0 =
1√
4pi
D1,−1 =
√
3
4pi∂y D2,2 =
√
15
16pi
(
∂2x − ∂2y
)
.
(12)
In general, the operator Dl,m may be written in the form
Dl,m =
∑
η∈Bl
σ
(η)
l,m
∏
ν=x,y,z
∂ηνν , (13)
for some coefficients σ
(η)
l,m indexed by η = [ηx, ηy, ηz] ∈ Bl,
where Bl indicates the set of non-negative integer-valued
three vectors whose components sum to l.
C. A Generalized Source Model
Consider the following model, generalising (3) and
(6) above:
1
c2
∂2t p−∆p =
∞∑
l=0
l∑
m=−l
clfl,m(t)Dl,mδ
(3) (r) . (14)
Each term in the double sum in (14) above activates a
directivity pattern associated with one of the spherical
harmonics, as will be seen shortly, through the applica-
tion of the differential operator Dl,m, as defined in (11)
to the Dirac delta function. The relative strength of
the (l,m)th pattern in the resulting complete directiv-
ity pattern (which is, in general, frequency dependent)
is determined by the associated driving function fl,m(t).
A general modeling approach is to relate such driving
functions back to a scalar driving function f (t) through
convolution with the functions al,m (t), as
fl,m (t) = al,m(t) ∗ f(t) . (15)
It is thus the functions al,m which determine the
frequency-dependent source directivity.
The general solution to (14) may be obtained, using
superposition, from the solution to the monopole from
(4):
p (r, t) =
∞∑
l=0
l∑
m=−l
clDl,m
(
fl,m(t− r/c)
4pir
)
. (16)
The Fourier transformed solution may be determined us-
ing the solution for the monopole, from (5):
pˆ (r, ω) =
iω
4pic
∞∑
l=0
l∑
m=−l
clfˆl,m (ω)Dl,mh
(1)
0 (ωr/c) .
(17)
But, using the identity (B1) from Appendix B leads to
pˆ =
iω
4pic
∞∑
l=0
l∑
m=−l
(−ω)l fˆl,mYl,m (γ)h(1)l (ωr/c) . (18)
Considering now a scalar source f(t), driving system
(14) through the application of filters al,m(t) through
(15). Under Fourier transformation, (15) becomes
fˆl,m (ω) = aˆl,m (ω) fˆ (ω), where aˆl,m (ω) are the Fourier
transforms of the filter responses al,m(t). Inserting this
expression in (18) gives
pˆ =
iω
4pic
fˆ
∞∑
l=0
l∑
m=−l
(−ω)l aˆl,mYl,m (γ)h(1)l (ωr/c) . (19)
Such an expression recovers the general form of the
solution to the wave equation for an exterior problem41.
The model given in (14), however, is directly suitable
for discretisation in the spatio-temporal domain (see
Section V), and will serve as the basis for the simulation
results presented in Section VI.
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TABLE I. Yl,m (γ) for l = 0, 1, 2 in Cartesian form.
l\m -2 -1 0 1 2
0 · · √1/4pi · ·
1 · √3/4piγy √3/4piγz √3/4piγx ·
2
√
15/4piγxγy
√
15/4piγyγz
√
5/16pi
(
2γ2z − γ2x − γ2y
) √
15/4piγxγz
√
15/16pi
(
γ2x − γ2y
)
III. EXAMPLE: DISPLACED MONOPOLE
A useful test case, showing the ability of the localised
time-domain source model (14) to reproduce near-field
effects is that of the displaced monopole source. The
defining equation is
1
c2
∂2t p−∆p = f(t)δ(3) (r− r0) . (20)
Here, as in the case of the monopole at r = 0 from (3),
f (t) is the source strength, but the monopole is now
located at r = r0, where r0 = r0γ0, for a source distance
r0 and unit-length direction vector γ0. The solution is
p(r, t) =
f(t− |r− r0|/c)
4pi|r− r0| . (21)
Under Fourier transformation, the solution pˆ(r, ω) may
be written as
pˆ(r, ω) = fˆ (ω)
eiω|r−r0|/c
4pi|r− r0| , (22)
or, expanding onto spherical harmonics42, as
pˆ =
iωfˆ
c
∞∑
l=0
l∑
m=−l
jl (ωt0)Yl,m (γ0)h
(1)
l (ωr/c)Yl,m (γ) ,
(23)
where here, t0 = r0/c is the time of travel between the
source location and the coordinate centre, and jl is the
lth order spherical Bessel function.
Through comparison with the Fourier-transformed
solution (18) to the model system (14), one may arrive
at the following identification for the filters aˆl,m:
aˆl,m = 4pi (−1)l Yl,m (γ0) jl (ωt0)
ωl
. (24)
A. Time-domain Filter Expressions
It is possible to arrive at simple closed-form expres-
sions for the filter responses al,m (t) in the following way.
Consider the frequency domain expression appearing in
(24):
qˆl (ω) =
jl (ωt0)
ωl
. (25)
Using the identity:
jl (ξ) = (−1)l ξl
(
1
ξ
d
dξ
)l
j0 (ξ) , (26)
we have
qˆl (ω) =
(
− 1
ωt0
d
dω
)l
j0 (ωt0) . (27)
This can be framed, recursively, as
qˆ0 (ω) = j0 (ωt0) qˆl+1 (ω) = − 1
ωt0
d
dω
qˆl (ω) . (28)
The recursion in (28) may be written, in the time
domain, as
q0 (t) =
1
2t0
u (t/t0) ql+1 (t) = − 1
t0
ˆ t
−∞
t′ql (t′) dt′ ,
(29)
where the box function u (ξ) is defined as
u (ξ) =
{
1, |ξ| ≤ 1
0, |ξ| > 1 . (30)
The closed form expressions
ql (t) =
tl−10
2 · (2l)!!
(
1− t
2
t20
)l
u (t/t0) (31)
result. See Figure 1.
FIG. 1. The functions ql(t), for l = 0, 1, 2.
Finally, the time domain forms of the resulting filter
responses may be written as
al,m (t) = 4pi (−1)l Yl,m (γ0) ql (t) . (32)
Note that these are all time-limited to the interval −t0 ≤
t ≤ t0, and are polynomial over this interval. This sug-
gests simple FIR forms in a discrete time implementa-
tion, though some latency is unavoidable due to the non-
causal filter responses of al,m(t). See Section VI B for
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time domain simulation results illustrating the response
of the displaced monopole. Related time domain forms
have appeared, through inverse Fourier transformation
of the spherical Bessel function, in the context of sound-
field microphones43, and can be related back to Legendre
polynomials through Rodrigues’ formula44.
IV. FITTING TO MEASURED DATA
The term directivity takes on a variety of related
meanings in the literature. Early works refer to the direc-
tion and frequency-dependent radiated magnitude evalu-
ated at a given finite distance, as in for example, Meyer45;
in the Common Loudspeaker Format2, directivity refers
to the radiated magnitude smoothed over fractional oc-
tave bands; Blackstock46 refers to the radiated magni-
tude relative to the direction of maximum radiation; and
Williams47 (p. 204) uses the term directivity pattern to
refer to the spatio-temporal transfer function (STTF) of
the sound source evaluated at infinity.
All such definitions discard some information on
source radiation. We therefore define directivity as the
STTF of a sound source under free-field conditions. This
is the most general definition, from which the other def-
initions above can be derived. The STTF may be eval-
uated at arbitrary spatial locations. Here, we will as-
sume that the directivity is evaluated on a spherical sur-
face centered around the source. Formally, for the source
model described in Section II, we may define the direc-
tivity Wmodel = Wmodel (r, ω) as
Wmodel ∝ pˆ
fˆ
=
iω
4pic
∞∑
l=0
l∑
m=−l
(−ω)l aˆl,mYl,m (γ)h(1)l (ωr/c) .
(33)
Here, the proportionality constant ∝ indicates that, in
general when working with measured directivities, we will
not have access to the precise physical units. Directivi-
ties are usually measured in terms electrical voltages, for
example of microphone signals, so that a calibration to
sound pressure is required. In what follows, then, we will
simply assume that Wmodel = pˆ/fˆ , with calibration to be
performed as necessary.
A measured directivity W (R,γ, ω) that is known on
a continuous spherical surface of radius R that includes
the source in its complete physical extent can be repre-
sented via its spherical harmonic coefficients W˚l,m(R,ω)
as47
W (R,γ, ω) =
∞∑
l=0
l∑
m=−l
W˘l,m(ω)h
(1)
l (ωR/c)︸ ︷︷ ︸
W˚l,m(R,ω)
Yl,m(γ) .
(34)
The spatial-temporal transfer functionW (r, ω) of the
source to any arbitrary location r is then
W (r, ω) =
∞∑
l=0
l∑
m=−l
W˚l,m(R,ω)
h
(1)
l
(
ωR
c
) h(1)l (ωr/c) Yl,m(γ) .
(35)
Comparing (35) to (33) shows that the functions
aˆl,m(ω) can be computed from the coefficients W˚l,m(R,ω)
of the source directivity as
aˆl,m(ω) =
4pic (−1)l il
(iω)l+1h
(1)
l
(
ωR
c
) W˚l,m(R,ω) . (36)
The fraction on the right-hand side of (36) deserves fur-
ther attention. It constitutes a filter that is applied to
the coefficients W˚l,m(R,ω). The Hankel function h
(1)
l (ζ)
can be represented as39
h
(1)
l (ζ) = i
−l−1 e
iζ
ζ
l∑
n=0
(l + n)!
n!(l − n)!
(
− 1
2iζ
)n
, (37)
which makes it clear that it contains a delay (the complex
exponential). Dividing by the Hankel function in (36) is
equivalent to an anticipation by the propagation time of
the sound from the center of the measurement sphere to
the sphere. It is therefore important that the coefficients
W˚l,m(R,ω) contain this delay to maintain causality. We
refer the reader to48,49 for recursive implementations of
expressions that are similar to (36).
The coefficients W˚l,m(R,ω) in (36) can be obtained
from measurement data in two different ways: 1) dis-
cretization of the transformation integral, or 2) numerical
fitting, as explained below. Practical constraints require
approximating (35) by limiting the order l to L. One
then speaks of an L-th order directivity; approximations
up to order L = 10 are common in practice.
The transformation integral, i.e., the operation that
is inverse to (34), reads47 (p. 207)
W˘l,m(ω) =
1
h
(1)
l
(
ωR
c
) ¨
S2
W (R,γ, ω)Yl,m(γ)dΩ , (38)
Eq. (38) requires that the directivity is known along
a continuous surface, which is not possible in practice.
The integral has to be discretized, whereby quadrature
weights that depend on the sampling grid have to be
employed to maintain orthogonality of the spherical har-
monics basis functions50.
The alternative to (38) is performing a numerical fit.
To achieve this, (34) is interpreted as a linear system
of equations51 relating a finite set of spherical harmonic
coefficients to a finite set of sampled measurements of
W (R,γ, ω) over the sphere. Noting that the coefficients
W˚l,m(R,ω) are the same in all equations for a given fre-
quency establishes a non-square system of linear equa-
tions with (L+1)2 unknown coefficients W˚l,m(R,ω). This
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equation system is solved for each frequency separately,
for example, by means of the Moore-Penrose pseudo
inverse52, which yields a least-squares fit. The memory
requirements and computational cost for this process are
moderate, but independent of any subsequent numerical
discretisation approach for the model itself.
V. VOLUMETRIC WAVE-BASED SIMULATION
The source model given in (14), expressed entirely in
the spatio-temporal domain is intended for general use
within a volumetric time domain simulation method. For
the sake of illustration, only the most basic finite differ-
ence time domain method will be employed in this article.
A. Basic Scheme
Let pnq represent an approximation to p (r, t), at time
t = nT and spatial location r = qX, for integer n and
integer 3-tuples q ∈ Z3. Here, X, in m, is the grid spac-
ing, and T is the time step, in s (and the sample rate is
1/T ).
A basic explicit scheme for the 3D wave equation (1),
sometimes referred to as the seven-point scheme, may be
written as
pn+1q = 2p
n
q − pn−1q + λ2
∑
e∈Q
(
pnq+e − pnq
)
, (39)
where
Q = {e ∈ Z3|‖e‖1 = 1} , (40)
and where
λ = cT/X (41)
is the Courant number for the scheme. For this sim-
ple scheme, the Courant number must be bounded
from above as λ ≤ 1/√3 (the Courant-Friedrichs-Lewy
condition53). In this work, we will take λ = 1/
√
3.
The scheme in (39) is the simplest available—at a
given grid point, the update is performed using values
at the six neighbours. It also suffers from numerical
dispersion54; explicit methods with greatly reduced dis-
persion have been proposed55, including in the present
context of source modeling32.
B. Source Terms
Consider the discrete representation of the 3D Dirac
delta function δ(3) (r) over a grid of spacing X. The
obvious approximation is a grid function sq, defined by
sq =
{
1/X3, q = 0
0, otherwise
. (42)
In order to approximate the series of terms in (14),
consider any individual operator Dl,m, in the general
form in (13), consisting of a weighted sum of products
of powers of spatial differential operators ∂ν , ν = x, y, z.
These may be approximated, in an FDTD setting, us-
ing combinations of spatial shift operators defined over
the grid. For a general grid function gq, forwards and
backwards shifts in the ν direction are defined as
e+ν gq = gq+eν e
−
ν gq = gq−eν , (43)
where eν is a unit vector in direction ν. Spatial difference
operators d+ν and d
−
ν , approximating ∂ν , and an averag-
ing operator µ−ν in direction ν may be defined as
d+ν =
1
X
(
e+ν − 1
)
d−ν =
1
X
(
1− e−ν
)
µ−ν =
1
2
(
1 + e−ν
)
.
(44)
A centered approximation dην to a ηth derivative in coor-
dinate ν may then be written as
dην ,
(
µ−ν
)αη (
d+ν
)Mη+αη (
d−ν
)Mη u ∂ην , (45)
where η may be decomposed uniquely as η = 2Mη + αη
for integer Mη and αη. This yields, from (13), a centered
approximation dl,m to Dl,m:
dl,m =
∑
η∈Bl
σ
(η)
l,m
∏
ν=x,y,z
dηνν u Dl,m . (46)
Such approximations, when applied to the discrete Dirac
approximation in (42), automatically satisfy necessary
moment conditions56. Far more refined approximations
to the Dirac delta function under differentiation are
available56,57, and allowing for optimised performance
over a wide range of wavenumbers, and operation at lo-
cations not coincident with a grid location32. The choice
above, however, is sparse, and, by virtue of centering,
free of phase error. See Figure 2, illustrating the stencil
of the discrete operator dl,m over a grid.
FIG. 2. Centered discrete stencils of the operator dl,m, as
defined in (46), for l = 0, 1, 2.
A discrete approximation to (14) is then
pn+1q = 2p
n
q − pn−1q + λ2
∑
e∈Q
(
pnq+e − pnq
)
(47)
+T 2
∞∑
l=0
l∑
m=−l
cl+2fnl,mdl,msq ,
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where sq is the discrete Dirac delta function approxima-
tion from (42), under the action of the difference oper-
ators dl,m, from (46). The discrete-time source signals
fnl,m are derived from an underlying scalar source signal
fn through convolution with the functions anl,m:
fnl,m = a
n
l,m ∗ fn . (48)
It is important to point out that the additional com-
putational expense of the inclusion of a source term
through scheme (47) above is minimal. The footprint of
the discrete Dirac approximations is local and sparse, and
the operation count is O(L4) additions/multiplications
per sample for a maximal spherical harmonic order L.
For a reasonable maximal order, the cost is many times
smaller than that associated with running scheme (47)
over the interior. This is in contrast to other proposed
methods, which require large linear system solutions
which may at present be computationally infeasible31.
The other cost, when fitting to measured data, is in the
offline fitting procedure—which is entirely independent
of the FDTD scheme, and for which cost is generally not
high. See Section IV.
C. Receivers
Receiver modeling is not the focus of this paper; yet,
in Section V, directivity patterns from an FDTD scheme
will be drawn from virtual omnidirectional receivers lo-
cated on the surface of a sphere. Given that pressure val-
ues are only defined over the grid locations, some form
of interpolation is necessary. Many varieties are avail-
able, but to ensure that additional error is minimized,
a high-accuracy 10th-order optimised separable approx-
imant, defined over a 10 × 10 × 10 cube of grid points
around the interpolation location is used32.
VI. SIMULATION RESULTS
In this section, a variety of simulation results are
presented, using the scheme (47) under different source
configurations. All simulations are carried out at a sam-
ple rate of 44.1 kHz, over a cubic region of side length
2 m, centered at r = 0, with the source located at the
center at grid location q = 0. The wave speed c is chosen
as c = 343 m· s−1. To simulate free-field conditions, ab-
sorbing boundary conditions (of second order Engquist-
Majda type58) are employed at the faces of the cubic
region.
For testing purposes, the source signals will take dif-
ferent forms depending on the application. For the gen-
eration of directivity patterns, a basic approximation to
the temporal Dirac delta function will be used:
wni =
{
1, n = 0
0, n ≥ 0 . (49)
For plots of wave propagation, as in, e.g., Section VI B,
a shifted unit amplitude Gaussian pulse of the form
wng = exp
(
− (nT − te)
2
2σ2
)
(50)
is used. Here, σ is the RMS width, and the shift te may be
chosen as te = σ
√−2 ln () where  represents machine
epsilon ( = 1.1×10−16 in double precision floating point
arithmetic). As the system is linear and time invariant,
any necessary scaling to physical units and/or with re-
spect to the time step for convergence testing may be
carried out in post processing.
Note that the amplitudes of the functions al,m
(Eq. (15)) can decrease rapidly with increasing l. They
are in the order of −100 dB · l for small sources that are
centered at the expansion center. The numerical pre-
cision of the underlying computation system has to be
commensurate. We are using double precision in all sim-
ulations presented below.
A. Individual Spherical Harmonic Directivity Patterns
As a first test, consider the response of the scheme
(47) when only one spherical harmonic directivity pat-
tern is activated. Thus, for a given choice of spherical
harmonic (l0,m0), f
n and al0,m0 are chosen as impulses
wni , from (49); all other responses al,m, (l,m) 6= (l0,m0)
are set to zero. The standard spherical harmonic direc-
tivity patterns are regenerated, here using an array of
1800 receivers (60 azimuthal by 30 in inclination) located
on a sphere of radius 0.3 m. The receiver responses are
Fourier transformed, and the magnitude response (nor-
malised) at 2 kHz is illustrated in Figure 3, for spherical
harmonics of order l0 ≤ 2.
Numerical dispersion effects, combined with trunca-
tion error in the discrete approximations to the operators
Dl,m lead to a deviation of the directivity from the ideal
as frequency increases. See Figure 4. There are various
remedies: operating at a higher sample rate is the sim-
plest, but better designs both for the scheme itself55, as
well as for required approximations to the Dirac under
spatial differentiation32 are available.
B. The Displaced Monopole
Consider now the case of the displaced monopole, as
described in Section III, for a source centered at coor-
dinates r0 = [0, −0.2, 0]. Using the exact forms of the
al,m(t), from (32), sampled to yield time series a
n
l,m, and
using a Gaussian source signal of the form fn = wng , with
σ = 2 × 10−4, from (50). Snapshots of the time evolu-
tion of the pulse are shown in Fig. 5, using a maximal
spherical harmonic order L = 3 at top, and for L = 6 at
bottom. The plot clearly shows the presence of a virtual
source away from the location of the driving term, indi-
cated by a solid white circle. At grid locations near the
driving location, over a region corresponding to the sten-
cil of the source approximation for a given maximal order
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FIG. 3. Spherical harmonic directivity patterns (normalised),
for l ≤ 2 at 2 kHz generated by scheme (47).
FIG. 4. Directivity patterns (normalised) for scheme (47)
driven with a single spherical harmonic component, at fre-
quencies as indicated, illustrating numerical inaccuracy with
increasing frequency. Top row: l = 0, m = 0. Bottom row:
l = 2, m = 0.
L, the computed field values will exhibit the pattern of
the driving term itself; note however, that in the limit
of high sample rates (meaning that T and X approach
zero), the size of this region also decreases.
Fig. 6 shows the evolution of the acoustic field from
Fig. 5 observed continuously over time at one location.
The signals produced by FDTD match the exact order-
limited signal obtained from the analytical expression
(23). The exact signal (21) is shown for comparison.
C. Fitting to Measured Data: the IEM Loudspeaker Cube
Fig. 7 depicts the directivity patterns that were
obtained based on the measured directivity of Loud-
speaker 1 of the IEM loudspeaker cube59,60. The direc-
tivity was measured on 648 equi-angularly spaced points
with a spacing of 10◦ on a spherical surface of radius
0.75 m. The propagation delay from the loudspeakers to
the measurement surface is not contained in the impulse
responses. A sufficient amount of silence was therefore
pre-padded before the processing to maintain causality
of the resulting functions al,m as explained in Sec. IV.
Loudspeaker data was chosen for this example in order
to avoid the uncertainties that come with interpreting
the data from musical instruments or the human voice or
the like10.
The spherical harmonic coefficients W˚l,m(R,ω) were
obtained through a non-regularized least squares fit to
the complex spectral data for a maximal order of L =
6, as explained in Section IV. This order limitation
makes the directivity as represented by the coefficients
W˚l,m(R,ω) deviate slightly from the measurement data.
This is evident when comparing the top row in Fig. 7
to the middle row. The directivity that arises in the
FDTD simulation matches the fitted directivity very well
whereby small deviations occur at higher frequencies
(middle row vs. bottom row).
VII. CONCLUDING REMARKS
The model presented here is intended as a flexible
and general starting point for frequency-dependent di-
rectional source modeling in any volumetric wave-based
time domain method. As such, it is presented directly in
the continuous spatio-temporal domain. The represen-
tation in terms of differential operators associated with
the spherical harmonic functions allows for a convenient
means of fitting the model against measured directivity
patterns, and a fitting procedure is demonstrated. Dis-
cretisation has been carried out here using conventional
finite difference time domain methods over regular Carte-
sian grids. If one were to employ a different method,
perhaps defined over an irregular grid arrangement (such
as, e.g., a finite element method), the main change would
be in the way in which the Dirac delta function and its
derivatives are approximated over such a grid—the tem-
poral filtering operations remain unchanged.
A great benefit of such a local source model is com-
putational efficiency—as discussed in Section V B, the
additional computational cost of such a source model is
very small relative to the operation of the scheme over
the problem interior. Another result of the locality of the
source model is that it can be applied equally at any point
in the problem domain without any recalculation of tem-
poral filters or the Dirac approximations. These are ad-
vantages of volumetric wave-based approaches over meth-
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L = 3
L = 6
FIG. 5. Time evolution of the acoustic field, at times as indicated, for a displaced monopole source (centered at the cross),
using a driving term located at the coordinate center (white circle). Results are shown using filters al,m in (32) for a maximal
spherical harmonic order L = 3 (top row) and L = 6 (bottom row).
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FIG. 6. The acoustic field from Fig. 5 observed at r =
(0.5, 0.5, 0) m (solid black line) as well as the exact order-
limited signal (dashed gray, (23) for l ≤ L) and the exact
signal (solid gray, (21)).
ods that operate over the room boundary, such as, e.g.,
equivalent source and boundary element methods, where
the incorporation of source directivity requires a numer-
ical integration over the room boundary38,61, which will
be dependent on the source location within the room.
Indeed, as the model is locally defined and expressed en-
tirely in the time domain, there is no impediment to the
extension to the linear and time-varying case—i.e., of
moving or rotating sources32, which is a key feature in
virtual acoustics applications. It is even possible to go
further and emulate sources for which the directivity it-
self is time varying. There will be some additional cost
required in recalculating interpolated approximations to
Dl,m in the run-time loop, but again, such a cost is very
small relative to that of computation of the acoustic field
over the problem interior. One possibility not discussed
here is that of running multiple simulations, each with a
single SH source directivity, which may then be recom-
bined, in a post-processing stage, to yield source emula-
tion of any desired directivity within an enclosure.
A real difficulty, and a subject worthy of future work,
is the lack of a theoretical characterisation of the error of
this spherical harmonic source model. Though, through
consistency of the numerical approximation (47) with the
model system (14), it is assured that the model is con-
vergent (thus exhibiting the correct behaviour in the low
frequency limit), a full analysis is complicated by the in-
teraction of the dispersion error for the FDTD scheme
itself over the interior, and the distinct approximation to
the operatorsDl,m. In practice, it appears that the model
is indeed quite well-behaved over the low frequency range
over which the FDTD scheme itself does not exhibit much
dispersion, as clearly seen in Figure 4. The full character-
isation of numerical directivity is complicated, however,
by its spurious frequency and range dependence.
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Measured
Fitted
FDTD output
FIG. 7. Normalised directivity patterns, for Loudspeaker 1 of the IEM loudspeaker cube, at frequencies as indicated. Top
row: measurement data. Middle row: reconstruction of directivity using filters al,m, up to maximal order L = 6. Bottom row:
directivity from time domain output of scheme (47).
A pitfall of the spherical harmonic representation of
the source is that it is only valid outside of a spherical
volume that is centered at the coordinate origin and in-
cludes the source in its entire physical extent47. However,
the physical extent of the sound source cannot be directly
deduced from the spherical harmonics coefficients. It will
therefore not be directly predictable how large the area
around the expansion center will be in which the simula-
tion will not be meaningful. One has to make sure that
any boundary be outside of above defined spherical vol-
ume. But this concern is general, and not specific to the
case of volumetric time domain methods.
The amount of currently available data on sound
source directivities is very limited. The main reasons
are that the measurement is resource intensive and the
obtained data are somewhat limiting. It is simply not
possible with most sound sources to play arbitrary and
reproducible measurement signals through them. Also,
the directivity can vary strongly with how the source is
driven5,10. Future work will require deriving parametric
methods to approximate and extrapolate measurement
data such that they can be employed conveniently in vir-
tual acoustics frameworks.
APPENDIX A: FOURIER TRANSFORMS
A temporal Fourier transform pair, for a function
g(t), t ∈ R and its transform gˆ (ω), ω ∈ R is defined as
gˆ (ω) =
ˆ ∞
−∞
g (t) eiωtdt g(t) =
1
2pi
ˆ ∞
−∞
gˆ (ω) e−iωtdω .
(A1)
Note the sign convention, which follows that of, e.g.,
Williams47. This definition holds for functions of several
variables, such as p (r, t), which transforms to pˆ (r, ω).
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A spatial Fourier transform pair, for a scalar function
g(r), r ∈ R3 and its transform g˜ (k), k ∈ R3 is defined as
g˜ (k) =
˚
R3
g(r)e−ik·rdr (A2a)
g (r) =
1
8pi3
˚
R3
g˜(k)eik·rdk , (A2b)
where dr and dk are volume differential elements.
For a function g with spherical symmetry, so that
g = g(r), then g˜ = g˜(k), where r = |r| and k = |k|, the
transform pair is defined by
g˜ (k) = 4pi
ˆ ∞
0
g(r)j0 (kr) r
2dr (A3a)
g (r) =
1
2pi2
ˆ ∞
0
g˜(k)j0 (kr) k
2dk . (A3b)
APPENDIX B: AN IDENTITY
In this appendix, the following identity is demon-
strated:
Dl,mh
(1)
0 (ωr/c) =
(
−ω
c
)l
Yl,m (γ)h
(1)
l (ωr/c) , (B1)
where Dl,m is the spherical harmonic differential opera-
tor, as defined in (11), and where h
(1)
l is the lth order
spherical Hankel function of the first kind.
Consider the operator Dl,m applied to a spherically-
symmetric function g (r), yielding wl,m = Dl,mg. Un-
der spatial Fourier transformation, from (A2a), one ar-
rives at an expression for the spatial Fourier transform
of wl,m (r):
w˜l,m (k) =
˚
R3
(Dl,mg(r)) e
−ik·rdr . (B2)
Employing integration by parts l times for each term in
Dl,m leads to
w˜l,m (k) = (−1)l
˚
R3
g(r)
(
Dl,me
−ik·r) dr . (B3)
But, because Dl,m is homogeneous and of degree l, and
using k = kγk, where k is wavenumber, and γk is a unit-
length direction vector,
Dl,me
−ik·r = (−i)l klYl,m (γk) e−ik·r (B4)
and thus
w˜l,m (k) = i
lklYl,m (γk) g˜ (k) . (B5)
Inverse transforming, through (A2b) leads to
wl,m (r) =
il
8pi3
ˆ ∞
0
k2+lg˜ (k)
¨
S2
Yl,m (γk) e
ik·rdΩdk .
(B6)
One may then employ the plane wave expansion42
eik·r = 4pi
∞∑
l′=0
l′∑
m′=−l′
il
′
jl′ (kr)Yl′,m′ (γk)Yl′,m′ (γ)
(B7)
in (B6), where jl′ is the spherical Bessel function of order
l′. Using the orthogonality of the spherical harmonics,
from (9), one arrives at
wl,m (r) = Yl,m (γ)
(−1)l
2pi2
ˆ ∞
0
kl+2g˜ (k) jl (kr) dk .
(B8)
Consider now the identity
{jl (ζ) , hl (ζ)} = (−1)l ζl
(
1
ζ
d
dζ
)l
{j0 (ζ) , h0 (ζ)} .
(B9)
This implies that
jl (kr) = (−1)l r
l
kl
(
1
r
∂
∂r
)l
j0 (kr) . (B10)
Inserting this identity into (B8), and employing j0 (kr) =
sin (kr) /kr, as well as the inverse spatial Fourier trans-
formation for spherically symmetric functions, from
(A3b) leads, finally, to
wl,m (r) = Dl,mg(r) = Yl,m (γ) r
l
(
1
r
d
dr
)l
g(r) . (B11)
Now, using g(r) = h
(1)
0 (ωr/c), as well as identity (B9)
leads to (B1).
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