A fundus image usually contains the optic disc, pathologies and other structures in addition to vessels to be segmented. This study proposes a deep network for vessel segmentation, whose architecture is inspired by inception modules. The network contains three sub-networks, each with a different filter size, which are connected in the last layer of the proposed network. According to experiments conducted in the DRIVE and IOSTAR, the performance of our network is found to be better than or comparable to that of the previous methods. We also observe that the sub-networks pay attention to different parts of an input image when producing an output map in the last layer of the proposed network; though, training of the proposed network is not constrained for this purpose.
Introduction
Deep learning methods have been shown to produce state of the art performance for many image analysis problems [10] . Their performance can be associated with the use of deeper networks with very large number of parameters, residual connections [7] and regularisation techniques such as dropout [15] . However, the performance of medical image analysis problems is limited by amounts of available labelled data.
The segmentation of retinal vessels in fundus images may be required to extract topology or to measure bifurcation angles or vessel widths [5, 20, 19] . Although vessels appear to be darker than surroundings in a fundus image, they may be confused with pathologies or the border of the optic disc or the field of view (FOV). Also, the central light reflex, a bright stripe running along a vessel centreline, may cause segmentation methods to perceive it as background between two thin vessels [5] .
Many studies using deep networks for vessel segmentation have trained a single network to label the location of vessels in a pixel-wise manner [9, 8] . However, when the image background is cluttered or there is large variations on the appearance of vessels, the capacity of a deep network, which is often limited by the amount of labelled data, may need to be used for eliminating uneven illumination, large noise and other structures such as the optic disc and pathologies, in addition to precisely finding the location of vessels.
This study presents a deep network for vessel segmentation in fundus images. The architecture of the network is inspired by inception modules [18] . The proposed network consists of three sub-networks, each with a different filter size. The decision given by each sub-network is combined in the last layer of the proposed network to produce a single decision. We evaluate the performance of the proposed network on two fundus image datasets generated by different imaging modalities: DRIVE and IOSTAR datasets. Based on our experiments, we observe that each sub-network seems to specialise at a different region of an input image, without giving any supervision for it: pixels inside FOV versus those outside FOV, non-vessel pixels inside FOV and vessel pixels inside FOV.
Related Work

U-net
U-net is one of the best known architectures in medical image segmentation [14] . The architecture has two paths: one for encoding the input image and the other one for decoding the corresponding segmentation map. Two paths were connected with skip connections to improve gradient flow through the network. Skip connections also provide access to features produced at early layers in generation of the segmentation maps due to the concatenation of the features at encoding path and those at decoding path. In the architecture, there are nine convolutional layers. Each covolutional layer contains two 3 × 3 filters. The filters are followed by pooling along the encoding path to half the grid size. They are preceded by upsampling along the decoding path to double the grid size.
Inception Modules
Inception modules were proposed by Szegedy et al. [18, 17] , which were used in "GoogleNet". The inception modules were designed to be micro-networks [18] , which can be located at desired depths of a macro-network. The main characteristic of inception modules is that they contain a range of filter types in parallel; a basic version consists of 1 × 1, 3 × 3, 5 × 5 filters. This structure provides rich feature set for the next convolutional layer of a deep network by leading to better performance with a small parameter number, which was proven by the performance of "GoogleNet" [18] in ImageNet Large-Scale Visual Recognition Challenge 2014 (ILSVRC14). In order to reduce the parameter number of the inception modules, one may use 1 × 1 filters to decrease the channel number, as illustrated in Fig. 1(a) , or replace large filters with small ones; a 5 × 5 filter is factorised to two 3 × 3 filters in Fig. 1(b) .
Residual Connections
He et al. integrated residual connections into deep networks and showed an increase in the performance of the networks due to the residual connections facilitating better gradient flow through the layers of the networks [7] . As shown in Fig. 1(c) , the output of a convolutional layer with a residual connection becomes the sum of the output of the convolutional layer (f (x)) and its input (x).
Method
Inspired by the architecture of the inception modules, we present a network with three parallel sub-networks, each with a different filter size. The outputs of the sub-networks are combined with a final convolutional layer to allow them both to be jointly trained and to produce a single vessel mask for an input image. We expect the sub-networks to act as three experts giving a joint decision on the generation of vessel masks. Fig. 2 illustrates the general structure of the proposed architecture. We use U-net as a sub-network. Each sub-network contains modules with one of predetermined filter types, which are 1 × 1, 3 × 3 and 5 × 5 filters. In order to increase gradient flow through the network, we integrate residual connections into the modules [7] . In contrast to U-net, we use one module, in the place of two convolution layers [14] , at each grid size and padded features prior to applying filters to preserve their size. In the final layer of each sub-network, we reduce the number of filters to 1 by using 1 × 1 convolution, which can be viewed as each sub-network producing its own object mask. Eventually, three features generated by the sub-networks are combined with 1 × 1 convolution on the top layer of the proposed network to produce a single object mask. We train the network as a regressor, with Euclidean loss between vessel masks synthesised by the network and ground truth images.
Similar to the U-net [14] , we double filter sizes along the encoding path of the proposed network and halve them along its decoding path. When downsampling features along the encoding path, we use 2 × 2 max pooling with a stride of 2 for the sub-network with a 1 × 1 filter and apply convolution with a stride of 2 pixels for the other two sub-networks. When upsampling features along the decoding path, we use bilinear interpolation after reducing channel number of incoming features by a factor of 2 with 1 × 1 filters to lighten computation burden, in contrast to U-net [14] where channel reduction was performed after upsampling.
Each convolutional layer of our network is preceded by batch normalisation and followed by RELU activation function, apart from the one in layer 11, which is followed by sigmoid function. Apart from the modules with 1 × 1 filters, we use 1 × 1 filters in each module regardless of its filter type to reduce the number of incoming filters, prior to applying filters specific to each sub-network. Similar to inception modules [18, 17] , we factorise 5 × 5 filters to two 3 × 3 filters to reduce the parameter number of the proposed network, which is 250, 933 in total. Table 1 shows the number of filters for each layer of sub-networks regardless of filter type. The segmentation performance of the proposed network was assessed on a well known fundus image dataset, the DRIVE 1 [16] and a recently released fundus image dataset, IOSTAR 2 . The DRIVE was captured by Canon CR5 with FOV of 45 o from generally healthy people. The number of images in the dataset is 40; of these, 7 show the signs of diabetic retinopathy. The resolution of images is 768 × 584 pixels. In order to allow a fair performance comparison, the dataset is divided into two: one for training and the other one for testing. Each set contains 20 images. Manually traced vessel maps and FOV masks are also provided with the dataset.
IOSTAR dataset [22] contains 30 Scanning Laser Ophthalmoscopy (SLO) images, which were captured by an EasyScan camera with a FOV of 45 o . The resolution of images is 1024 × 1024 pixels. FOV masks and binary vessel masks are included in the dataset. We used the first 20 images as the training and validation sets and evaluated the performance of the proposed method on the the last 10 images.
Experimental Setup
We initially set learning rate to 0.0008 then decreased it with an exponential decay rate of 0.94 during training. We trained the network for 60 epochs for both datasets. We optimised parameters of the proposed network with Adam algorithm,with default values of β1 and β2, by using mini-batches of 64 images. We initialised the parameters of our network with He et al.'s technique [6] . The total number of parameters was slightly less than a million.
We randomly cropped 4000 image patches from each image in the training set of the DRIVE. Of these image patches, 400 were used for validation and the rest was allocated for training. The same process was also realised for IOSTAR dataset. The size of image patches for both datasets was set to be 96 × 96 pixels.
We used color images and applied channel-wise normalisation. The mean contrast for each colour channel was calculated over our training set and subtracted from training, validation and test sets. In order to increase variety on our training sets, we applied color jittering to them, without data augmentation. Final vessel probability maps were generated by combining the output probability maps of the network for input image patches sampled with a stride of 30 pixels at each direction for both DRIVE and IOSTAR datasets. 
Evaluation Criteria
In order to binarize final probability maps, we found a threshold with Otsu's method. In the binary maps, we calculated accuracy (acc), sensitivity (sens), specificity (spec) and geometric mean (g mean) [1] by considering pixels inside the FOV masks [5] , as follows.
acc = T N + T P T P + T N + F N + F P
(1)
where T P , T N, F N and F P respectively denote true positives, true negatives, false negatives and false positives, which are calculated with the standard approach [5] . A single value for each metric was computed over the complete set of test images. We also calculated the area of the Receiver Operating Characteristic curve (ROC) over final probability maps. This metric gives the discrimination capacity of the network regardless of any threshold. Table 2 compares the segmentation performance of the proposed method with that of previous methods. According to the table, our method generates consistent performance for both DRIVE and IOSTAR datasets; though, the datasets were captured with different imaging modalities and so show different characteristics such as larger variation in hue in IOSTAR dataset. The proposed method outperforms previous methods, including other deep leaning based studies, for both datasets with a score of 0.98 on AUC and produces comparable or better performance on the other metrics for DRIVE dataset. For IOSTAR dataset, the proposed network outperforms other state of the art methods with a significant margin on sensitivity, with a score of 0.81, and G-mean, with a score of 0.89.
Results
Segmentation Performance
Indeed, the high performance of our network seems to be not due to being with large parameter count or extensive preprocessing stage but as a result of its design. The network of Liskowski and Krawiec [9] contains almost 50 times of parameter count that our network includes. Therefore, it requires a far larger size of training dataset, which was obtained with exhaustive data augmentation [9] . Zhang et al. [22] and Na et al. [11] enhanced the appearance of vessels by applying pre-processing techniques such as homogenity correction prior to the use of their methods. Moreover, Na et al. reported that their method could not reach to the same performance when a homogenity correction proposed by them [11] was not used, where sensitivity and specificity respectively reduced from 0.76 to 0.75 and from 0.98 to 0.92. It should be noted that our method did not rely on such a mechanism to improve the homogenity in images; however, it still shows higher performance. Fig. 3 and Fig. 4 demonstrate segmentation maps with the maximum and minimum G-mean scores, generated by the proposed method for both DRIVE and IOSTAR. As seeing in the figures, the proposed method achieves to segment almost the complete vasculature, including many small vessels.
Activation Map Produced at the Last Layer of Each Sub-Network
This section will investigate roles of sub-networks on the decisions of the proposed network. Because each sub-network possess a different filter type, we expect each sub-network to behave as an expert on specific structures in input images. Fig. 5 demonstrates activation maps at the final layers of sub-networks and output probability maps generated after combining these activation maps at the final layer of the proposed network, for eight input image patches randomly sampled from DRIVE dataset; each image patch is examined in its corresponding column in the figure. As seen in the figure, activation maps produced by filters after RELU, from top to bottom, respectively seem to focus on non-vessel pixels inside FOV, pix- 
Conclusion
This paper presented a deep network for medical image segmentation, where the segmentation of a structure may be hindered due to the presence of pathologies, other organs and imaging related problems. The proposed network is a composite of three sub-networks, each with the same architecture but a different filter size. According to the results of experiments carried out in two fundus image datasets, DRIVE and IOSTAR, which are captured by different techniques (CCD camera and SLO), our network outperformed previous studies with a significant margin on sensitivity and G-mean for IOSTAR dataset, without using any extensive preprocessing to improve the appearance of vessels, in contrast to Zhang et al.'s and Na et al.'s methods. Also, our network showed better or comparable performance on DRIVE when compared with that of previous methods.
We show that each sub-network attuned to specific tasks such as the identification of pixels outside FOV and the classification of vessel pixels from others inside FOV. One may find similarities between the output of our sub-networks and attention maps, which is designed to pay attention to such regions of an image that may facilitate the detection or segmentation of an object of interest [2] . Despite our network consisting of three sub-networks, its total parameter number is far smaller than that of other networks producing similar performance [9] . This allows the proposed network to be easily applied for image segmentation tasks with the limited amount of labelled data.
