Abstract-With widespread deployment of multicast over Wireless Local Area Networks (WLANs), several issues including fixed data rate transmission, multicast key distribution security, and overlapped multicast address have to be addressed for accommodating an efficient multicast scheme for WLANs. The latter problem can be addressed by utilizing Internet Protocol version 6 (IPv6) which provides significantly more address space compare to existing IPv4. However, in multicast IPv6 over WLANs, when a mobile moves to the border of the multicast group, the data are transmitted at the lowest base rate to support more coverage area, leading to poor Quality of Service (QoS). In this paper, a novel multicast data delivery method over WLANs based on IPv6 protocol is proposed to overcome the problem of fixed base rate and security key distribution in WLANs. Specifically, the proposed method dictates a WLAN Access Point (AP) to encapsulate the multicast packets into unicast Medium Access Control (MAC) packets, and subsequently forward them to the mobile host. In addition, the AP is also responsible for updating and distributing security keys whenever a join or leave operation occurs. The results from our test-bed indicate that the proposed method significantly improve the QoS metrics (i.e., throughput and delay) compared to the existing multicast scenario, as well as able to reduce the amount of generated keys in the networks.
I. INTRODUCTION
Multicast over Wireless Local Area Networks (WLANs) imposes intense demands on improving the Quality of Service (QoS) and security of multicast data to a group of users. One of the main issues that should be addressed is the base rate of multicast data transmission. In multicast network, the data are transmitted to the group using the same rate which is the lowest rate in the basic rate set to increase the coverage area of an Access Point (AP) [1] - [5] .
Most of researchers focused on the multirate support on multicast scenario to overcome the problem of fixed base rate. Some examples are auto rate selection [1] , cross-layer architecture [2] , and dynamic rate adaptation [6] ; they utilize the highest possible data rate and improve the QoS of multicast applications over WLANs. These mechanisms use channel estimation or information collection from the users to AP but these methods require high computation as well as high complexity functions to be implemented in the real world.
Our focus is mainly on Internet Protocol version 6 (IPv6), which is going to replace the existing IPv4 protocol to solve the problem of IP address limitation, built-in mobility and security, and so on. Since broadcasting is not available in IPv6 [7] , the standard dictates the use of multicast to all to fulfill such a task. In wireless multicast IPv6 networks, when a mobile user in a group under an AP moves to the border, as illustrated in Figure 1 , the data rate of all members is reduced to the lowest base rate. In this case, even a user who is located near to the AP will suffer from the poor QoS. Owing to this 1-affect-n phenomenon, the fixed base rate problem is commonly regarded as one of the most challenging issues in multicast WLANs.
In addition to the fixed base rate problem, security of multicast group and key management have been identified as the other challenging issues. To achieve a secure multicast transmission, only authenticated users may access the multicast data. Moreover, multicast security keys need to be updated by the multicast server and distributed to the whole group when a user joins or leaves the group. Various key management protocols have been proposed to realize secured key generation and distribution [8] - [12] .
In this paper, we extend our previous work [12] to improve the QoS of multicast transmission over IPv6 WLANs. We consider the use of AP to perform security key management task to reduce both communication and computation cost of an update. Key updating is done only in a domain under an AP where a join or leave operation occurs and therefore it will not affect the other domains, as shown in Figure 1 . In our proposed method, AP encapsulates the multicast stream (received from the multicast server) to unicast MAC packets and subsequently send them to all members of the group. In light of this, our proposed method operates according to multicast-unicast transmission while at the same time able to maintain the end-to-end multicast transmission. By doing so, each mobile in the group can receive the data with different data rates. In fact, the reception of packets of a single user will not affect other members in the group, thereby addressing the 1-affect-n problem.
The rest of this paper is structured as follows. Section II briefly describes the related works on increasing base rate and using multirate in multicast scenario. Our proposed method is described in Section III, followed by demonstra- tion of the test-bed setup and implementation with required hardware and software. In Section IV, we evaluate this method in terms of throughput and delay of multicast video streaming application, and conclude our work in Section V.
II. RELATED WORKS
This section briefly describes several existing solutions for fixed base rate problem of multicast transmission. From the literature, we observe that most of the solutions adopt the concept of multirate transmission [2] [6] just as the IEEE 802.11 standard that has defined various data rates to realize multirate transmission in wireless networks [13] . For example, IEEE 802.11b is able to support 1, 2, 5.5, and 11 Mbps data rates while IEEE 802.11g may offer 6, 9, 12, 18, 24, 36, 48, and 54 Mbps data rates, both using 2.4 GHz frequency with 20 Mbit/s bandwidth. In existing multicast networks, each user (i ∈ n, where n is the number of user) in the same multicast group is allocated with fixed data rate, say r i,i∈n . In such a case, the data rate is increased to the highest data rate if there is consecutive successful transmission and is decreased to the lowest data rate if there is consecutive unsuccessful transmission. Thus, whenever user i moves to the border of the group, the data rate of all users in the group is reduced to the same data rate as the user i, i.e., r i . In the worst case scenario, when user i experiences unsuccessful transmission, other users will also be severely affected (i.e., 1-affect-n problem).
However, a reliable and secure multicast is a basic requirement for many multicast applications, therefore, multirate adoption schemes have been proposed to replace the fixed data rate scheme. Recently, Piamrat et al. [6] proposed a dynamic rate adaptation method called Q-DRAM. This method utilizes two parameters of Quality of Experience (QoE), namely, bit error rate and signal-to-noise ratio as indicators to select the optimal rate from a data rate set. This method also uses a feedback mechanism to adjust the best-effort multicast rate. In principle, the data rate is reduced if users have bad QoE and is increased when the users have good QoE. Nevertheless, this method requires an AP (or server) to check and evaluate the network and QoE performance all the time in order to adjust the data rate accordingly. Such an approach may increase the complexity of an AP, and in the case of false or rogue information from end users, it may also lead to wrong adjustment in selecting the appropriate data rate.
Another variation of adaptive multirate multicast transmission has been proposed by Villalón et al. [1] . The so called auto-rate selection mechanism (ARSM) dynamically selects the multicast rate based on the channel conditions perceived by the users. Nevertheless, this method heavily penalizes those users exhibiting better channel condition.
The ARSM has been extended and adopted into multicast video streaming application [2] . In particular, it utilizes cross-layer information from various layers to dynamically select the optimal data rate based on the channel condition. Three layers are considered; physical and data link layers for auto-rate selection process, and application layer for enabling the provisioning of a layered-multicast video. In this method, a video is encoded into two different video layers, namely, base layer and enhancement layer, before being multicast to the intended group. End users with good channel condition will receive both layers of the encoded video while those with bad channel conditions only receive the encoded video of base layer. However, this method requires a priori knowledge of channel condition, which may not be the case in existing systems (e.g. due to dynamic nature of channel condition). Even though this issue can be addressed by regularly checking the channel condition, it may increase the computation and communication overheads, as well as the complexity of the auto-rate selection at the server in multicast environment.
Even with multirate support, the system is not able to separate and differentiate different users. In the following section, we propose a simple yet feasible method to address the fixed base rate problem while at the same time achieving the backward and forward security with low communication and computation overheads.
III. THE PROPOSED DATA DELIVERY METHOD AND TEST-BED SETUP A. Theoretical framework
The goal of our proposed method is to improve the QoS of multicast streams in WLAN by using a possible high data rate. At the same time, the proposed method should realize both forward and backward security, as well as produce significantly low communication and computation overheads. Here, an AP encapsulates the IP multicast packets (from various streams) into unicast MAC packets, and subsequently forwards them to the wireless users. Every time a user wishes to join a multicast group, it sends a join request to the AP. The AP creates and maintains a routing table which consists of users' MAC address. Instead of IP, this MAC address is used to indicate the multicast group of wireless users. When the authentication of a new user is completed, the AP unicasts the multicast packets to specific destination based on the MAC address of each user. Using this approach, it is obvious that each user is able to receive the data with suitable high data rate (i.e., based on the unicast data rate rule) depending on the distance from the AP. Thus, if a mobile user moves to the cell boundary, it will not affect the data rate of other users. Note that it is not difficult for the AP to unicast the multicast packet to users as it can typically handle around 30 clients at a time. Figure 2 illustrates the sequence of our proposed method specifically when a mobile user sends a join request to an AP. The AP can derive the MAC address of the users, and create a table to map which user join which multicast group. This procedure is performed using socket programming on Linux operating software. The AP encapsulates the IP multicast packets to MAC layer packets, and send them to the users by unicast forwarding. We used RAW socket to inject the encapsulated packets to the destination MAC address. The choice of using RAW socket gives us an ability to bypass several extra processing time of upper layers which can be performed without modifying the Linux kernel, and thereby realizing faster data transmission.
Multicast packets are delivered to a group of recipients on an IEEE802.11 WLAN by setting a multicast layer 2 MAC address on the Ethernet packet address. This layer 2 MAC address is not a specific MAC address, and is derived by performing OR operation between the four loworder octets of IPv6 multicast with 33-33-00-00-00-00. We use ff6d:1:1:1::2222 IPv6 multicast address at the server to stream a video. The server sets the Ethernet packet address to 33-33-00-00-22-22 MAC address, and forwards the packets to the group. In particular, the AP replaces the multicast MAC address to unicast MAC address of the end users, and subsequently forwards the packets to the destinations. Figure  3 shows the encapsulation of a multicast packet into a unicast packet of our proposed method. The multicast streaming server derives the multicast MAC address (i.e 33-33-00-00-22-22) from multicast IPv6 address (i.e ff6d:1:1:1::2222), and includes this multicast MAC address as the destination MAC address of individual packet. When the AP receives those multicast packets, it changes the MAC address from 33-33-00-00-22-22 to each unicast MAC address of end users, which are stored on the routing table at the AP when join operation to particular multicast group is granted. In this case, the multicast IPv6 address is not changed on the packets and therefore the end-to-end multicasting is achieved.
The authentication of multicast key updating is done on the AP which can avoid high number of key updating by server when a new user joins or leaves the group. This can reduce the number of required key into small scale under each AP instead of the effect on the huge number of uses under a multicast group. In addition, when a user is granted to join controlling by the AP, user can receive the stream and when is granted to leave the multicast group, it can't receive the stream anymore.
B. Test-bed setup and experimental implementation
We setup a test-bed to evaluate the performance of our method. The test-bed consists of 3 desktop computers acting as server, multicast router, and AP, and 2 laptops acting as 978-1-4577-0681-3/11/$26.00 ©2011 IEEE mobile wireless users. The structure of this test-bed can be visualized as in Figure 1 , particularly those residing in the dotted line box. In our experiment, the close proximity user is a fixed laptop (U f ) located nearby to the AP while the mobile user (U m ) is moving from its initial location (i.e., next to the AP) to the border. Fedora core 11 is installed on all nodes and IPv6 is enabled. We wrote a gcc program which is running on server and each user to handle the join and leave procedure to multicast group. One stream is sending from the server using Video-LAN Client (VLC) player and capturing at the end users. In addition, Wireshark is installed on the users to capture the packets and analyze them. The performance evaluations are discussed in the next section. We used normal PCs instead of real AP to perform the AP functionality because of the ability to install the desired program. To end that, we install a wireless card using hostapd software to change the mode of card to master mode working as AP. Then it is able to send router advertisement by installing radvd daemon to be used by mobile users to connect. 
IV. MEASUREMENTS AND DISCUSSION

A. QoS Performance
Our performance evaluation is based on the previously described test-bed (Figure 1 ) which has been structured as follows: first, we evaluate the existing multicast stream by sending a video from the server to multicast group users. The multicast group consists of two users; one is a fixed user (i.e., U f ) and the other one (i.e., U m ) is a mobile user, moving from a point close to the AP towards the border. We evaluate the multicast throughput, delay and video quality received by the two users when one is moving from 0 meter (i.e., next to the AP) to 5m, 10m, 15m, 20m, 25m, 30m, and 35m. Then we apply our method on the AP, and repeat the same steps as above. Finally, we compare our results with the existing multicast function.
Note that our test-bed is located indoor, and the maximum coverage area by the AP is 35m. The experiment is repeated 20 times, and we determine the average value for these 20 measurements. We try to reduce other signals in our test- bed environment to make it more isolated; however, there are some other factors that might affect the signals sent by the AP. We used VLC player to multicast the video from the server and receive it at both U f and U m . The transmitted video has the following specifications; video transcoded is H.264, video transcoded bitrate of 800 kbit/s, audio transcoded is mp4a, and audio transcoded bitrate of 128 kbit/s. Figure 4 (a) and 4(b) illustrate throughput under existing multicast and our proposed multicast-unicast methods for both U m and U f , respectively. Since U m moves from 0 meter from the AP to 35 meters (i.e., at the border), the throughput is reduced to 0.002 in both multicast and multicast-unicast schemes. Note that the proposed multicastunicast achieves higher throughput due to its multiple unicast streams paradigm (Figure 4(a) ). However, at 38m or 40m the U m is not able to receive any stream because the signal is lost and the U m is out of the coverage. The performance of our proposed method is more apparent in Figure 4(b) , especially for the close proximity user (U f ) which is located nearby the AP at all time. As can be seen from this figure, from t 0 to t 35 which is the time when the U m moves from 0m to 35m, the multicast throughput of existing multicast method is adversely affected by the fixed base rate problem. Nevertheless, in our multicast-unicast method the U f is able to receive the stream at higher base rate and therefore the throughput is not affected by the fixed base rate problem.
The delay performance of the multicast and multicastunicast schemes are depicted in Figure 5 . The traffic delay for both U m and U f are measured for 500 packets, which refers to the time between receiving the first and the last packet. Our multicast-unicast method has lower delay compared to multicast method for both U m and U f users, as shown in Figure 5 (a) and 5(b). From Figure 5 (a), we observe that the delay for both U m and U f increase when it reaches 35m because of signal loss. However, in Figure  5 (b), the delay of U f in multicast-unicast method remains fairly constant between time t 0 to t 35. In other words, in existing multicast method when a user moves to the border (leading to poor signal reception), the data rate of all users in the multicast group will be decreased regardless of their locations, and therefore it will also severely affect the delay of these users.
The video quality received by U m and U f users in multicast and multicast-unicast methods are shown in Figure  6 and 7, respectively. In existing multicast approach, the quality of video decreases for both U m and U f users when the U m moves to the border (beyond 35m) as shown in Figure 6 (a) and 6(b), respectively. On the other hand, the quality of U f in our multicast-unicast method is not affected when the U m moves to the border, as shown in Figure 7 (a) and 7(b).
B. Security Performance
As mentioned earlier, our proposed method dictates an AP to manage the authentication of users under its coverage. Our main concern is to analyze whether such an approach will violate the backward and forward security. In our experiment, we found that when a new user joins the multicast group, it cannot access past data, thereby achieving backward security. Moreover, when a user leaves the group, it cannot receive the future data (forward security). By using Wireshark software (installed on the users), we capture all the packets before, during and after the membership. Users can receive the data only during their memberships to the multicast group. In addition, when a fake user starts Denialof-Service (DoS) or IP spoofing attacks, the AP is able to detect and remove the MAC address of the forged user from the routing table to prevent it to start attacks or access to the data. Meanwhile, by giving the authorization to AP for authenticating new users, we are also able to reduce both communication and computation overheads. Referring to Figure 1 , consider a mobile user joins the multicast group and then connects to the first AP (i.e., in the dotted line box), the key update process is required only in the domain under the AP and therefore it is not necessary to update the other domains. This can significantly reduce the communication and computational overheads of an update when a large number of users join the multicast group.
V. CONCLUDING REMARKS AND FUTURE WORK
This paper proposes a multicast-unicast delivery method for IPv6 multicast over WLANs. In this method, the AP is responsible for encapsulating multicast packets to unicast MAC packets before forwarding them to the destinations. Moreover, the AP also manages both key management and key updating process for join and leave operations in multicast group. The proposed method has been implemented in a real test-bed, and the performance has been evaluated in terms of throughput, delay, and video quality perceived by users. From the results, it is apparent that our proposed method improves the QoS of users, while achieving both forward and backward security, as well as reducing the amount of security key transmission for updating the multicast membership group. Since there is a concern on the performance of converting a multicast stream to many unicast stream by an AP, our future directions are to evaluate the delay and processing time of the conversion procedure, and comparison of required bandwidth for multicast and multicast-unicast schemes.
