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Предмет, об’єкт дослiдження – аналiз задачi багатокритерiальної
оптимiзацiї балансування iнформацiйного навантаження при структу-
ризацiї корпоративного центру даних по зонах безпеки визначається
вiдсутнiстю на теперiшнiй час практичних методiв розробки архiтекту-
ри прикладних корпоративних систем для обґрунтування оптимальної
структури та параметрiв компонентiв IТ-систем унiверситету з урахува-
нням обмежень безпеки та управлiння [1].
Суть процесу дослiдження - виконано науковi дослiдження по ство-
ренню алгоритмiв параметричної та структурної оптимiзацiї системи БД
та сховища електронних даних Датацентру унiверситету при заданих
структурних обмеженнях, обумовлених вiдповiдними вимогами до ри-
зикiв рiвнiв безпеки, яким вiдповiдають зони i яруси в архiтетурi при-
кладної мережi [2].
Основнi науково-технiчнi результати роботи - розробленi функцiо-
нали i моделi параметричної оптимiзацiї та модель структурної оптимi-
зацiї для архiтектури з централiзованим зберiганням даних Датацентру
для трьохрiвневої процедури оптимiзацiї з використанням розроблених
авторами метрик систем обробки даних [3] в якостi критерiїв для ни-
жнього рiвня вiдносто попереднього згiдно їх iєрархiї, а також виконано
аналiз способiв балансування iнформацiйного навантаження мiж зонами
та ярусами Датацентру
Вирiшення задач багатокритерiальної оптимiзацiї балансування iн-
формацiйного навантаження для збереження конфiденцiйностi даних
при забезпеченнi вiдповiдного рiвня доступностi даних вимагало розро-
бити алгоритми для балансування навантаження:
На ярусах вiддаленого доступу периметра, проксi-служб периметра,
прикладних програм периметра, Web-периметра;
На корпоративних ярусах проксi-служб, прикладних програм, Web та
ярусi даних.
Розробка алгоритмiв в свою чергу вимагає додатково:
- визначити метрики на фiзичному та логiчному рiвнях для серверiв,
мережевих пристроїв та робочих станцiй;
- визначити параметри та критерiї оптимiзацiї;
- розробити моделi параметричної та структурної оптимiзацiї, якi вра-
ховують структурнi та функцiональнi обмеження корпоративного Дата-
центру.
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Датацентр має свою мережу, в якiй можна видiлити, наприклад, такi
типовi зони та яруси - публiчну та приватну зони, зони зовнiшнього та
внутрiшнього периметрiв, зону Web-служб периметра, зони служб iмен
периметра з ярусом DNS i проксi-служб, зону вiддаленого доступу, довi-
рену межову зону та внутрiшню довiрену зону баз даних, їх резервування
та управлiння, зону внутрiшнiх прикладних програм з клiєнтським яру-
сом, iнше.
Задача балансування iнформацiйного навантаження на рiзних рiвнях
багаторiвневої корпоративної мережi перiодично виникає по мiрi її роз-
витку та необхiдностi вирiшення вимог доступностi до iнформацiйних
джерел рiзного роду, достатньої масштабованостi i керованостi IT-систем
при гарантуваннi вимог максимальної безпеки, як по зовнiшньому, так i
внутрiшнiх їх периметрах. Вони також пов’язанi з надiйнiстю програмно-
технiчних рiшень при створеннi рiзних компонентiв корпоративної мере-
жi i з її архiтектурою. Кожен рiвень може бути описаний вiдповiдними
моделями iз заданими характеристиками i вибраними критерiями для
його структурно-параметричної оптимiзацiї.
Багаторiвневiсть мережi призводить до багатокритерiальної задачi
оптимiзацiї з обмеженнями, якi накладають вимоги безпеки та керу-
вання в мережi, питання стандартизацiї та iнтеграцiї, що обумовлюють
вiдповiдну початкову цiну такої мережi, затрати на її супроводження
та розвиток. В багато параметричному просторi часто функцiонали обра-
них критерiїв оптимiзацiї виглядають багато екстремальними (неунiм-
одальними), що ускладнює i обмежує чи унеможливлює використання
чисельних методiв, якi використовуються для пошуку оптимуму.
Найбiльш жорсткi вимоги з цих питань пред’являються до ядра iнфор-
мацiйної системи (згiдно прийнятiй в роботi термiнологiї - до Датацентру),
як найбiльш стабiльного компоненту корпоративної мережi.
В значнiй мiрi питання оптимiзацiї навантаження мiж зонами та яру-
сами Датацентру залежить вiд обґрунтованого визначення фiзичних
та логiчних метрик для планування даних, якi поступають, обробляю-
ться та зберiгаються ядром системи. Серед цих метрик можна видiлити,
як традицiйнi (наприклад, вимоги до операцiйної системи, вимоги з бо-
ку прикладних програм, вимоги рiзних даних, вимоги бiзнес-процесiв),
так i непоширенi (перiод працездатностi, очiкування зростання даних
по роках, змiннiсть обсягiв бiзнес-даних, бiзнес-критичнiсть, кiлькiсть
активних користувачiв, iнтервали мiж модернiзацiями та довговiчнiсть
програмно-апаратних рiшень, вимоги надлишковостi ресурсiв всiх рiв-
нiв, iнтегрованiсть з моделями безпеки та управлiння, обмеження на
простої, вимоги до продуктивностi по зонах i ярусах, тощо).
До цього часу для вирiшення таких задач використовувалися шабло-
ни, якi обмежували вибiр архiтектури i були запропонованi тiльки для
окремих пристроїв прикладної мережi. Розробленi метрики мають данi
змiшаного характеру - чисельнi показники, логiчнi (так/нi) та текстовi,
що призводить до неможливостi автоматичного обчислення i врахування
їх внеску до вiдомих iнтегральних критерiїв. Очевидним є те, що тiльки
136 ISSN 1562-9945
“АСАУ” – 16(36) 2010
людина спроможна оцiнити i визначити їхнi внески при проектуваннi,
для чого було запропоновано двох етапний алгоритм вибору на основi
експертних оцiнок варiантiв розташування компонентiв Датацентру по
зонах i ярусах безпеки, що дає гарантованi чисельнi оцiнки для знахо-
дження оптимального рiшення.
Балансування навантаження на стиках зон i ярусiв з рiзними рiвня-
ми безпеки забезпечують горизонтальну кластеризацiю, коли в мережi є
кiлька серверiв, настроєних для виконання однiєї i тiєї функцiї, яка здiй-
снюється, часто, двома способами - шляхом розподiлення потокiв даних
або їх маршрутизацiєю мiж хостами кластеру[4]. Ядром IT-системи є сер-
вери баз даних, файл-сервери, сервери доступу та системи архiвацiї, якi
представляють корпоративний Датацентр зi своєю локальною мережею.
Для розробки архiтектури системи зберiгання даних треба визначити
зони безпеки i обмеження, пов’язанi з ними, визначити яруси i зв’яз-
ки мiж ярусами, оцiнити вимоги до продуктивностi зв’язку мiж хоста-
ми i вимоги щодо доступностi даних, обмеження управлiння мiж рiзни-
ми IТ-системами, визначити вимоги до сегментiв мережi Датацентру та
їх функцiональнiсть. Обладнання, яке використовується для такого ба-
лансування, це маршрутизатори другого чи третього рiвнiв, або хости
у виглядi серверiв (iнодi у виглядi кластеру), якi виконують аналогiчнi
функцiї. Багаторiвневiсть таких зон безпеки призводить до необхiдностi
взаємоузгодження потокiв даних i управлiння мiж цими зонами.
До цього часу за вiдсутнiстю достатньої формалiзацiї вказаної задачi
балансування, така робота виконувалася на основi досвiду проектантiв
та адмiнiстраторiв системи. Основним критерiєм оптимiзацiї була стiй-
кiсть сегментiв при ростi навантажень. Вимоги пiдвищеної безпеки до
ряду зон i ярусiв мережi з метою забезпечення мiнiмуму ризикiв безпеки,
вимагають враховувати багато обмежень в проектi по системi управлiн-
ня або прикладних програм корпоративного рiвня, при умовi збереження
заданих показникiв щодо оперативностi обробки даних у базах та вимог
забезпечення доступностi даних. Це також призводить до багатокрите-
рiальної задачi оптимiзацiї навантажень та необхiдностi формалiзувати
в достатнiй мiрi її вирiшення при реалiзацiї алгоритмiв у виглядi ком-
п’ютерних програм.
Автори розробили двохетапний пiдхiд, що дозволяє провести багато-
критерiйний вiдбiр рацiональних (перспективних) альтернатив на кiнце-
вiй безлiчi початкових альтернатив lля вирiшення задачi вибору опти-
мальної структури Датацентру. Основна iдея пiдходу полягає в послiдов-
ному застосуваннi (до початкової безлiчi багатокритерiйних альтернатив)
табличного методу (ТМ) [5] i широко вiдомого Методу Аналiзу Iєрархiй
(МАI) [6], якi мають свої реалiзацiї у виглядi окремих комп’ютерних про-
грам [5,7].
Табличний метод дозволяє звузити початкову безлiч альтернатив до
деякої невеликої безлiчi альтернатив (наприклад, що мiстить не бiль-
ше 7-9 альтернатив), а з допомогою МАI здiйснюється остаточний вiдбiр
прийнятних альтернатив на вже отриманiй ранiше скороченiй їх мно-
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жинi. Використовуванi в цьому процесi програмнi системи дозволяють
не тiльки в якiйсь мiрi автоматизувати весь процес вiдбору, але i збiль-
шують ефективнiсть окремо взятих методiв за рахунок спецiальних ада-
птованих пiд особливостi методiв дiалогових засобiв.
Метод Аналiзу Iєрархiй (МАI) дозволяє на основi заданої головної цi-
лi та обраних характеристик (критерiїв), якi повиннi бути досягнутi в
результатi розробки архiтектури, та компонентiв, з яких складається ар-
хiтектура прикладної мережi (серверiв, маршрутизаторiв, сховищ даних
тощо).
На Рис. 1 показано, як приклад, таку iєрархiю, яка складається з 3-х
рiвнiв: на першому, вищому, рiвнi означена головна цiль оптимiзацiї; дру-
гий складають базовi критерiї, в ролi яких виступають логiчнi метрики
– безпеки, керованiсть, надiйнiсть, продуктивнiсть, а також вартiсть (що
для вузу є одним з головних обмежень).
Метод аналiзу iєрархiй дозволяє оцiнити вплив вказаних основних
компонентiв на критерiї, за допомогою яких оцiнюють спроектовану ар-
хiтектуру, а також показують який вклад кожен критерiй має вiдносно
отриманого архiтектурного рiшення. МАI вимагає на першому етапi робо-
ти отримати оцiнки експертiв вагомостi кожного компонента на кожний
критерiй, виходячи з якiсної шкали.
Такi узагальненi данi експертних оцiнок наведенi в Таблицi 3. Остан-
нiй стовпчик показує iтогову суму балiв по цих оцiнках, що дає змогу орi-
єнтуватися при подальшому проектуваннi, якi компоненти бiльш вагомi
та їх вплив на вище означенi характеристики архiтектури Датацентру.
На основi отриманих даних Табл.1 за допомогою експертiв будується
ще одна таблиця – матриця попарних порiвнянь для n=5, що представле-
но в Таблицi 2. Фактично в таблицi надано шкалу прiоритетiв, де порiв-
нюються попарно елементи другого рiвня нашої iєрархiї по силi їх впливу
на архiтектуру Датацентру. Тепер на основi цих значень треба побуду-
вати матрицю i знайти власний вектор з найбiльшим значенням, що i
є метою оптимiзацiї в МАI Власний вектор забезпечує впорядкованiсть
прiоритетiв, а власне значення є мiрою узгодженостi мiркувань експертiв.
Допустимо також використати рацiональнi числа для отримання вiдно-
син з описаних значень шкали, коли бажано збiльшити узгодженiсть
всiєї матрицi при малому числi мiркувань (не менше n− 1). В загаль-
ному випадку пiд узгодженiстю будемо розумiти те, що при наявностi
основного масиву початкових даних всi iншi данi логiчно можуть бути
отриманi на основi них.
Вiдомо [5], що узгодженiсть позитивної зворотно симетричної матрицi
еквiвалентна вимозi рiвняння її максимального власного значення ≪
λmax ≫ 3 ≪ n ≫. Можливо також оцiнити вiдхилення вiд узгодженостi
у виглядi (λmax − n)(n − 1), яку будемо називати iндексом узгодженостi
(IУ). Зауважимо, що вираз λmax > n завжди вiрно.
Наступний етап є обмеженням вектору прiоритетiв по нашiй матрицi,
т.ч. знаходження головного власного вектора, який пiсля нормалiзацiї
138 ISSN 1562-9945
“АСАУ” – 16(36) 2010
стає вектором прiоритетiв. Якщо допускається приблизна оцiнка цього
вектора, то можливi два рiзних пiдходи:
• подiлити елементи кожного стовпця на суму його елементiв, по-
тiм скласти елементи кожної отриманої строки i подiлити цю суму
на кiлькiсть елементiв строки (це узагальнення по нормалiзованим
стовпцям);
• помножити n-елементiв кожної строки i визначити корiнь n-ї ступенi,
нормалiзувати отриманi числа.
Другий спосiб – бiльш точний. Треба зауважити - коли матриця не
узгоджена, то цi методи дають рiзнi результати.
Iндекс узгодженостi згенерованої випадковим чином по шкалi вiд 1 до
9 зворотно симетричної матрицi з вiдповiдними зворотнiми елементами
називають випадковим iндексом, а середнє значення якого для нашого
прикладу BIs = 1, 12.
Вiдношення IУ до BI для матрицi того ж порядку дає оцiнку “вiд-
ношення узгодженостi” (BУ), яке бажано бути в межах (0, 1 ÷ 0, 2), що
означатиме задовiльну узгодженiсть.
Цi оцiнки встановлюють прiоритети елементiв другого рiвня iєрархiї
вiдносно одного елементу наступного рiвня. Якщо рiвнiв бiльше двох, то
рiзнi вектори прiоритетiв можуть бути об’єднанi в матрицi прiоритетiв,
з яких визначається один кiнцевий вектор прiоритетiв для нижнього
рiвня.
Для нашого прикладу по вiдповiдних рiвнях ми отримуємо:
• вектор рiшень (0,506; 0,225; 0,124; 0,099; 0,046);
• додатковий вектор ( 6,971; 6,473; 5,835; 5,567; 4,565).
Тодi λmax = 29, 411/5 = 5, 882
BI = (5, 882− 5)/4 = 0, 221
I = 1, 12
B = BI/I = 0, 197
Значення BУ, що лежить у сприйнятливому дiапазонi, може бути за-
довiльним.
Аналогiчнi розрахунки для компонентiв 3-го рiвня iєрархiї на рис. 1
можна здiйснити вiдносно кожного компонента 2-го рiвня (безпеки, на-
дiйностi, вартостi, керованостi та продуктивностi). Отриманi оцiнки мо-
жуть служити даними для прийняття рiшення по необхiднiй кiлькостi
тих чи iнших компонентiв для Датацентру, оптимiзувати витрати з ура-
хуванням вимог до надiйностi, керованостi та продуктивностi.
На оцiнки з безпеки накладаються вимоги щодо рiвнiв безпеки по
MSA 2.0, якi визначають розподiл компонентiв в “Периметрi” та в ядрi
Датацентру.
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Вибір архітектури 




















Сервери 5 7 5 7 7 31
Маршрутиза-
тори
7 9 5 4 3 28
Брандмауери 9 5 7 5 1 27
ПК 1 1 1 1 1 5
Сховища да-
них
5 4 5 7 5 26
UPS 3 1 9 3 1 17
В результатi проведених дослiджень на основi описаного пiдходу ав-
торами були визначенi загальнi базовi характеристики систем Дата-
центру та прикладної мережi унiверситету, їх функцiональне напов-
нення в задачах обробки та зберiгання даних, залежнiсть характери-
стик програмно-апаратних засобiв вiд їх розташування в архiтектурi
прикладної мережi на основi обмежень безпеки та управлiння, сформо-
вано перелiк критичних точок балансування навантажень та потокiв
управлiння Датацентру, розроблено моделi параметричної оптимiзацiї-
Таблиця 2
Характеристики 1 2 3 4 5
Безпека 1 7 5 9 5
Надiйнiсть 1/7 1 5 7 3
Керованiсть 1/5 1/5 1 3 5
Вартiсть 1/9 1/7 1/3 1 7
Продуктивнiсть 1/5 1/3 1/5 1/7 1
Сума 1.654 8.673 11.533 20.143 21.0
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для програмно-апаратних засобiв прикладної мережi при функцiональ-
них обмеженнях апаратного та програмного варiантiв їх реалiзацiї та
модель структурної оптимiзацiї для архiтектури з централiзованим збе-
рiганням даних Датацентру.
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