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This thesis is concerned with the problem of formal verification of correctness
specifications for continuous and hybrid dynamical systems. Our main focus will
be on developing and automating general proof principles for temporal properties
of systems described by non-linear ordinary differential equations (ODEs) under
evolution constraints. The proof methods we consider will work directly with the
differential equations and will not rely on the explicit knowledge of solutions,
which are in practice rarely available. Our ultimate goal is to increase the
scope of formal deductive verification tools for hybrid system designs. We
give a comprehensive survey and comparison of available methods for checking
set invariance in continuous systems, which provides a foundation for safety
verification using inductive invariants. Building on this, we present a technique
for constructing discrete abstractions of continuous systems in which spurious
transitions between discrete states are entirely eliminated, thereby extending
previous work. We develop a method for automatically generating inductive
invariants for continuous systems by efficiently extracting reachable sets from
their discrete abstractions. To reason about liveness properties in ODEs, we
introduce a new proof principle that extends and generalizes methods that have
been reported previously and is highly amenable to use as a rule of inference
in a deductive verification calculus for hybrid systems. We will conclude with a
summary of our contributions and directions for future work.
i
Lay Summary
As engineers design and build ever-more complex systems to scale with the
demands of the modern world, finding errors in their designs becomes
increasingly challenging. Many of the systems, such as those used in aerospace,
automotive and nuclear power industries, are safety-critical, meaning that
incorrect operation due to design flaws in these systems may result in severe
consequences, such as loss of life, injury, or radioactive contamination. Ensuring
that safety-critical systems operate correctly is a very difficult task that has
been the focus of scientific research for a number of decades.
In order to model the behaviour of systems in the physical world (such as the
motion of an aeroplane, or the processes taking place inside a nuclear reactor)
engineers often employ the mathematical framework of ordinary differential
equations. The goal of our thesis is to develop ways of answering questions
about the behaviour of these mathematical models. For instance, if one has a
mathematical model for a motion of two aeroplanes, it is desirable to know in
advance whether a collision is possible; likewise, it may be helpful to know
whether a nuclear reaction will lead to a reactor meltdown before it occurs,
giving enough time to take preventive steps.
In this thesis we consider ways of demonstrating the properties of safety and
eventuality in systems modelled by differential equations. By demonstrating
safety one shows that it is impossible for an undesirable event to occur in the
future, whereas with eventuality one shows that an event is inevitable at some
point in the future. We also develop ways of automating the process of
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1.1 Some motivating remarks
Formal deductive proofs are traditionally associated with efforts to formalise
mathematics (such as Hilbert’s program) put forward before Gödel’s famous
incompleteness results appeared in 1931. Though the idea of proving
mathematical theorems by constructing explicit formal proofs using valid logical
inferences from a set of axioms was historically dismissed by many (e.g. famously
by Poincaré) as utterly impractical, the advent of powerful modern computers
and improved software tools, such as interactive theorem provers, has meant that
fully rigorous formal verification of non-trivial mathematical results is no longer
an unattainable ideal. For instance, a formal proof of the Kepler Conjecture was
sought by Hales et al. [HHM+10] using HOL Light and was finally obtained
in August 2014 (after some 11 years of continued effort). The Four Colour
Conjecture and the Feit-Thompson Theorem were formally proved inside the Coq
system by Gonthier [Gon08, GAA+13]. The acceptance of formal proofs is still
subject to fierce debates in the mathematical community; for instance, it may be
questioned whether one can justify putting all trust in the correctness of a result
into a formal proof that cannot realistically be checked by a human, or trust a
machine to perform the check instead. There is, however, a general consensus
that formal verification can, if anything, serve to provide greater assurances that
a result is indeed correct, especially if a conventional proof already exists, but is
very long and intricate.
1
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Formal verification is not limited to checking results that are of purely
mathematical interest. Modern control and computer engineering is (or at least
ought to be) concerned with creating dependable systems whose behaviour is
correct with respect to their desired specification. One need only recall such
infamous examples of embarrassing and expensive failures as the 1994 Pentium
floating-point bug [Pra95] or the failed 1996 Ariane Flight 501 to appreciate the
argument for using more than the conventionally accepted paradigm of identifying
design errors by extensive system testing.
Unlike proofs of certain results in mathematics, systems that one encounters in
engineering are not commonly designed as objects of any intrinsic mathematical
beauty that one would dread to obscure with tedious formalism. Furthermore,
bugs in system designs are not uncommon and are sometimes even tolerated; their
presence is seen as undesirable, but (depending on the nature of the bug) need
not necessarily render the system altogether useless. One can see how formal
verification, when viewed simply as a complementary stage in the design process
that provides greater assurances of correct operation, or at least ensures absence of
certain critical bugs in a system, has both great practical appeal and no potential
to stoke up philosophic controversy regarding the nature of “greater assurance”.
The use of formal verification on problems with industrial applications has
largely focused on proving correctness properties of discrete systems (both
hardware and software), where it has met with some success, e.g. in
verifying floating-point division algorithms used in microprocessors [MLK98],
cryptographic protocols [Pau98] and even large software projects, such as
operating system kernels [KEH+09] and compilers [Ler09]. Continuous systems,
such as e.g. processes modelled by differential equations, have more recently
become of significant interest to computer science and formal verification research,
as they are often encountered in the context of a broader class of dynamical
systems known as hybrid (or cyber-physical) systems. Research in hybrid systems
is chiefly driven by the need for a unified approach to the design, simulation and
verification of modern control systems. Today these can realistically involve the
interaction of thousands of mechanical parts with electronic circuitry. A unified
framework for modelling and analysing hybrid systems thus incorporates aspects
of both computer and control engineering.
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The behaviour of hybrid dynamical systems is typically determined by the
interaction between the discrete controllers implementing switching logic and
the physical environment, where state evolution is continuous. The class of
systems that fall under this definition is incredibly broad (and naturally includes
all systems that are purely discrete or purely continuous). To give but a few
examples, hybrid systems have found application in modelling aircraft collision
avoidance protocols [Pla10a, SAZ14], train control systems [Pla08, LLQ+10],
control systems for oil drills working with discontinuous friction [NLC11], and
many more. It is apparent that establishing correct operation of such systems
is becoming increasingly important as well as increasingly difficult since, besides
the challenges associated with verifying the correctness of discrete hardware and
software, an extra layer of difficulty is added by also considering the continuous
fragment, where the dynamics is typically governed by some (perhaps non-linear)
system of differential equations. Indeed, verifying correctness specifications of
hybrid systems is known to be a difficult task [FK04]; their expressiveness has
been shown to make most interesting questions about their behaviour inherently
undecidable [Hen96]. However, as with formalised mathematics, this does not
mean that hybrid system verification is impossible and thus futile. On the
contrary, formal verification tools have already been successfully applied in some
impressive case studies (e.g. [ZYZ+14]), but it is also certainly true that there is
great scope for improvement in what verification tools are currently capable of. In
this thesis we will address some of the existing limitations in currently available
formal verification approaches, with a focus on the continuous fragment.
1.2 Working hypothesis and goals of work
From a hybrid systems theory perspective, a trivial hybrid system is one which
exhibits no hybrid behaviour whatsoever, i.e. does not combine discrete and
continuous dynamics; a purely continuous system in which motion is everywhere
described by a system of ordinary differential equations is an example (e.g.
see [AHLP00, Example 5.1]). Yet, approaches to formally verifying hybrid
systems often overlook the need for better verification tools for continuous
systems. Instead, the focus has traditionally been placed on analysing hybrid
systems in which the continuous dynamics is rather simple and any interesting
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behaviour the system might produce originates from the interplay between its
discrete and continuous parts. Such a state of affairs is particularly frustrating
for potential users of verification technology who might attempt to apply
currently available tools to prove rich temporal properties about hybrid systems
in which continuous modes are governed by non-linear ordinary differential
equations. Historically, the first systems to combine aspects of discrete and
continuous control in a single modelling framework were variable structure
systems, investigated by researchers in control theory since the 1950s [HGH93].
This class of hybrid dynamical systems has important applications in control
engineering and often features relatively simple discrete switching logic and rich
behaviour in the continuous fragment. Progress in verifying properties of such
systems has been hampered by current limitations in handling the continuous
fragment of hybrid systems. These stem from the nature of the solutions to
ordinary differential equations, which are rarely available in closed-form. Even
when closed-form solutions can be found, they frequently involve transcendental
functions (such as sin, cos, exp, ln, etc.), which makes checking many important
properties undecidable [Ric68]. The ordinary differential equations themselves
will often possess a much simpler description than their respective solutions; it is
thus natural to seek ways of answering questions about the temporal behaviour
of continuous systems by working with the differential equations directly.
Direct methods for analysing properties of continuous systems began to emerge
in the late nineteenth century. These developments were a by-product of the
so-called qualitative theory of differential equations, which was pioneered by
Poincaré, who (in a series of articles [Poi81, Poi82, Poi85]) initiated the study
of methods for showing properties of differential equations without computing
on their explicit solutions. Later work by Lyapunov [Lya92] used these ideas
to study stability in dynamical systems and has ever since been associated with
what are today known as Lyapunov functions, which are of central importance
to modern control theory.
In essence, Lyapunov’s direct method (also known as Lyapunov’s second
method [Par92]) gives a proof method that allows one to conclude that a
trajectory (conventionally taken to start at the origin) of some given system
of differential equations is stable. Informally, stability is a statement about the
temporal behaviour of the system that requires all solutions initialised “near”
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to the origin to remain “close” (see e.g. [BS70] or [HC08] for a comprehensive
treatment). To apply the method, the user is required to find a certain
(Lyapunov) function, conventionally denoted by V , that satisfies some formal
criteria. If one finds an appropriate V and is able to check that it satisfies all
the conditions prescribed by Lyapunov’s second method, the stability property
of the solution follows. Thus, in applying the method, one performs the following
inference (from the premise above the bar to the conclusion below):
V is a Lyapunov function for the system
The trajectory starting at the origin is stable
The power of the direct method lies in the fact that the formal conditions in
the premise only involve statements about the function V and the differential
equations, but not their solutions. Thus, provided that one can find a suitable
function V , one has a formal criterion for stability that one can realistically
hope to check. Practically speaking, this represents a huge improvement over
trying to prove stability by working with the solution, which in the case of
non-linear systems is almost never possible to even obtain as a finite expression.
In the control community, Lyapunov’s direct method is now considered a
standard technique for demonstrating stability, though it took many decades
after its original publication in 1892 for control engineers to fully appreciate
its significance. The 1960s witnessed renewed interest in the method, which
was stimulated by the difficult non-linear problems that began arising in control
engineering at that time [Par92].
If we accept the fact that solving non-linear differential equations is not a realistic
strategy for analysing their temporal behaviour, it is natural to ask: besides
stability, what other temporal properties can we hope to verify directly, i.e.
without ever having to solve the differential equations? In computer science, the
two most commonly studied temporal properties of discrete systems are those
of safety and liveness. Informally, a safety property states that “nothing bad
happens”, whereas a liveness property requires that “something good happens”
during the operation of the system (see e.g. [AS87]). This motivates the following
question for continuous systems, which will be the central theme of our thesis:
can we formulate and mechanise general proof rules of the form
Direct conditions for checking safety
The system is safe ,
Direct conditions for checking liveness
The system is live ?
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Direct safety verification To verify safety of continuous systems, one can
apply a technique familiar from program verification based on finding appropriate
inductive invariants [TT09]. The main problem is, however, that of (directly)
checking whether a given candidate defines an inductive invariant for a given
continuous system. Many sufficient conditions for invariant checking have been
proposed in the literature; we will give a very detailed survey and comparison
along with our proposed extensions in Chapter 4 of this thesis. Recently,
powerful methods have been developed by Liu, Zhan and Zhao [LZZ11] and
Ghorbal [GP14a] that essentially solve the problem of direct invariant checking
for a large class of continuous systems and invariant candidates. In order to
mechanise formal proofs of safety that employ these methods, one still requires
the means of generating suitable inductive invariants (much like one is required
to come up with Lyapunov functions to prove stability using the direct method).
In Chapter 5 we will develop algorithms for automatically generating inductive
invariants for safety verification. Our approach is based on computing exact
discrete abstractions of continuous systems, for which we extend previous work
on discrete abstraction by Tiwari and Khanna [TK02, Tiw08a] by eliminating
impossible transitions between discrete abstract states.
Direct liveness verification Liveness verification for continuous systems has
generally received less attention in the literature than safety. Approaches to
proving liveness properties in ODEs are often based on abstractions by timed
automata [MB08, CNL12, SW11, SW13]. Although some direct verification
approaches have previously been explored [PR05, Pla10a, SKA01, RS10], these
are conservative in the sense that they often fail to prove liveness in a system
where the property holds. In Chapter 6 of this thesis we will develop a very
general direct proof method for verifying a type of liveness properties known
as eventuality for non-linear continuous systems that extends and generalises
methods available previously. We introduce the concept of staging sets and
their associated progress functions to arrive at a rule of inference for eventuality
verification with a decidable premise that is very well suited to use as part of a
verification calculus for hybrid systems.
In the following chapter we will go over some mathematical preliminaries before
reviewing continuous and hybrid dynamical systems in Chapter 3. In Chapter 7
we will summarise our contributions and discuss possible future directions.
Chapter 2
Mathematical preliminaries
Synopsis Commutative algebra and algebraic geometry provide powerful
computational tools for working with dynamical systems described using
polynomials. In particular, recent results on invariant sets rely on established
results from commutative algebra to give decision procedures for semi-algebraic
invariant checking (which will become our concern in later chapters). In what
follows, we will give a brief account of some important definitions, results and
computational tools developed in algebraic geometry.
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2.1 Basic notions from commutative algebra
A ring is a mathematical structure that originally emerged as an abstraction of
the set of integers Z with the usual operations of addition and multiplication.
Definition 1. A commutative ring with identity is a set R closed under two
binary operations + : R × R → R and · : R × R → R that satisfy the following
ring axioms:
(a+ b) + c = a+ (b+ c) associativity of +
a+ b = b+ a commutativity of +
∃ 0 ∈ R. ∀ a ∈ R. a+ 0 = a additive identity
∀ a ∈ R. ∃ −a ∈ R. a+−a = 0 additive inverse
(a · b) · c = a · (b · c) associativity of ·
a · b = b · a commutativity of ·
∃ 1 ∈ R. ∀ a ∈ R. a · 1 = a multiplicative identity
∀ a, b, c ∈ R. a · (b+ c) = a · b+ a · c · distributes over +
Formally, such a structure is denoted by the triple (R,+, ·).
Examples of rings include the integers under the usual operations, i.e. (Z,+, ·),
the ring of complex numbers with complex addition and multiplication (C,+, ·)
and univariate polynomials in the indeterminate x with coefficients in some ring
R, i.e. the set of all formal expressions
a0 · x0 + a1 · x1 + a2 · x2 + · · ·+ ak · xk,
where k ∈ N and ai ∈ R for all 0 ≤ i ≤ k. In the latter example the two binary
operations + and · are taken to be polynomial addition and multiplication; by
convention this ring is denoted R[x]. On the other hand, an example of a structure
which is not a ring can be seen in the natural numbers N with the usual operations
(+ and ·). This is because the natural numbers (except 0) do not possess an
additive inverse that lies in N, violating one of the ring axioms.
A less straightforward example of a commutative ring, but one which has many
important practical applications, is the ring of multivariate polynomials in the
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indeterminates x1, x2, . . . , xn with coefficients in some ring R. The construction
relies on the fact that starting with the coefficient ring R, we may build univariate
polynomials in the first indeterminate x1, forming the ring R[x1] that can be used
as the coefficient ring for univariate polynomials in the second indeterminate x2,
i.e. R[x1][x2]. Repeating this process, we arrive at the ring R[x1][x2] . . . [xn],
which we write more concisely as R[x1, x2, . . . , xn].
In practice, one often works with polynomials where the coefficient ring is in fact
a field, such as the real numbers R or the rationals Q. A field is a special kind of
ring in which one can perform division. More formally, a field K is a commutative
ring with identity which satisfies an additional axiom
∀ a ∈ K \ {0}. ∃ a−1 ∈ K. a · a−1 = 1 multiplicative inverse.
For instance, in the field of rational numbers 1
2
is a multiplicative inverse of 2 since
1
2
· 2 = 1. This axiom clearly does not hold for rings such as Z because 1
2
6∈ Z and
there is no non-zero a ∈ Z such that a · 2 = 1. A field K is algebraically closed if
any univariate polynomial in K[x] has a root in K. For example, C is a typical
example of an algebraically closed field because (by the fundamental theorem of
algebra) any polynomial with complex coefficients has a complex root. This is
not true of polynomials with real coefficients because they may possess no real
roots, e.g. x2 + 1 has real coefficients, but only complex roots.
An ideal is a subset of a ring that has important algebraic properties.
Definition 2. Given a (commutative) ring R, a set I ⊆ R is an ideal of R if
and only if ∀ a, b ∈ I. a+ b ∈ I and ∀ a ∈ I. ∀ r ∈ R. r · a ∈ I.
As an example of an ideal, consider the ring of integers Z and the set E ⊂ Z
comprising all even integers. Clearly, the sum of two even numbers is again even,
as is any integer multiple of an even number. Thus, E is an ideal of Z. On the
other hand, one sees that the set O ⊂ Z of odd integers does not form an ideal
of Z because 3 ∈ O but 3 + 3 = 6 6∈ O.
A ring is called Noetherian if its ideals satisfy the ascending chain condition.
Definition 3 (Ascending chain condition). Let R be a ring and let
I0 ⊆ I1 ⊆ · · · ⊆ IN ⊆ · · ·
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be any ascending sequence of ideals in R. Ideals in the ring R are said to satisfy
the ascending chain condition if for any such sequence there exists an N ∈ N such
that IN ′ = IN holds for all N ′ > N .
Examples of Noetherian rings include Z, Q and R. The ring of continuous
real-valued functions C1(R,R) is an example of a ring which is not Noetherian.
Theorem 4 (Hilbert’s basis theorem). If R is a Noetherian ring, then the ring
of univariate polynomials in the indeterminate x with coefficients in R, i.e. R[x],
is also Noetherian.
Proof. See e.g. [Mis93, Proposition 2.3.6].
One may draw a simple corollary from Hilbert’s basis theorem stating that the
ring of multivariate polynomials R[x1, x2, . . . , xn] is Noetherian if the coefficient
ring R is Noetherian.
In general, an ideal may contain an infinite number of elements. However,
Noetherian rings are special in that their ideals can always be represented using
only a finite set of generators. An ideal I ⊆ R is said to be finitely generated by






for any r1, r2, . . . , rk ∈ R, which is denoted by I = 〈a1, a2, . . . , ak〉. For instance,
{2} is the generating set for the ideal of even numbers in Z, i.e. E = 〈2〉. In what
follows, we will often work with multivariate polynomials with real coefficients,
i.e. R[x1, x2, . . . , xn], which is a Noetherian ring whose ideals can always be
represented using some finite set of polynomial generators 〈p1, p2, . . . , pk〉. In
general, the generating set of a polynomial ideal need not be unique. However,
Buchberger [Buc06] has shown that it is always possible to compute a special set
of generators (known as the Gröbner basis; see [CLO10]) for ideals in polynomial
rings, which leads to a decision procedure for checking whether a given polynomial
p ∈ R[x1, x2, . . . , xn] is in some given ideal 〈p1, p2, . . . , pk〉 ⊆ R[x1, x2, . . . , xn], i.e.
one can decide whether or not p ∈ 〈p1, p2, . . . , pk〉.
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2.2 Algebraic and semi-algebraic sets
As well as purely formal objects, polynomials in the ring K[x1, . . . , xn], can be
viewed as functions with type Kn → K. In this capacity, given some finite set
of polynomials I ⊆ K[x1, . . . , xn], the set of all the common roots (in Kn) of
polynomials in I, i.e.
V(I) = {~x ∈ Kn | p(~x) = 0, p ∈ I},
defines an algebraic set, or an affine variety. In cases when K = R, we write
VR(I) and refer to this set as real algebraic, or a real algebraic variety. Note
that if I is an ideal with infinitely many elements, the set of common roots of
polynomials in I is precisely the set of common roots of the polynomials in the
(finite) generating set p1, p2, . . . , pk ∈ K[x1, . . . , xn].
A more general class of subsets of Rn, known as semi-algebraic sets, additionally
admits polynomial inequalities in set descriptions. A semi-algebraic set S consists
of a finite union of intersections of sets defined by polynomial equalities and
inequalities, i.e. is of the form:





pij(~x) ∼ij 0}, (2.1)
where l ∈ N, m : N→ N, pij ∈ R[x1, x2, . . . , xn] and ∼ij∈ {=, <}.
Semi-algebraic sets may be represented and manipulated as purely formal entities,
for which we will require some extra definitions.
A first-order formal language with equality consists of a finite set of constants
Consts (e.g. {0, 1}), a set of relations Rels (e.g. {<}) and functions Fns (e.g.
{+,−, ·}) defined for terms (Trms). Terms are constructed inductively as (i)
elements of a countable set of variables Vars (e.g. {x1, x2, . . . }) or constants
Consts , (ii) Fn(Trm1, . . . ,Trmk) where Fn ∈ Fns is a function of arity k and
Trm i ∈ Trms for each i = 1, . . . , k. Atomic formulae Atoms are likewise defined
inductively as (i) Trm1 = Trm2 or (ii) Rel(Trm1, . . . ,Trmk), where Rel ∈ Rels
is a relation of arity k andTrm i ∈ Trms for each i = 1, 2, . . . , k. From atomic
formulae one can inductively construct first-order formulae Forms , which are
defined as (i) atomic formulae in Atoms , (ii) ¬φ, φ1 ∧ φ2, φ1 ∨ φ2, ∀x. φ, ∃x. φ,
where x ∈ Vars and φ, φ1, φ2 ∈ Forms .
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Remark 5. As a notational convenience to aid readability, one is free to define
additional relation symbols >,≥,≤ in terms of = and <, e.g. Trm1 > Trm2 is
equivalent to Trm2 < Trm1, and the logical implication connective φ1 → φ2 as
syntactic sugar for ¬φ1 ∨ φ2.
A variable that lies within the scope of a quantifier ∀ or ∃ is bound by that
quantifier; otherwise, it is known as a free variable. For example, x is bound in
the formula ∀x. x > 0, but is a free variable in x2 < 1. A first-order formula with
no free variables is known as a first-order sentence. For example, the following
is a well-formed sentence in the first-order formal language (<,+,−, ·, 0, 1) with
equality:
∀x1. ∃x2. x21 = x2 ∧ x2 > 0.
A non-empty set providing an interpretation for the variables, together with
interpretations for the formal functions Fns , relations Rels and constants Consts
defines a model of the formal language. For instance, the set of real numbers R
with the usual interpretations for the functions +, · and −, the order relation
< and the constants 0 and 1, which are taken to represent the additive and
multiplicative identities (respectively), yields a model given by the structure
R = (R, <,+, ·,−, 0, 1).
In a given model, any first-order sentence may either be true or false. The set of
all true sentences in a model defines a theory for that model. In the case of R,
the set of all true sentences defines the first-order theory of real arithmetic.
Tarski showed in [Tar51] that the first-order theory of real arithmetic is decidable,
i.e. given any well-formed first-order sentence in the language of R, one can
determine whether it is true or false using a terminating algorithmic procedure.
Furthermore, Tarski has shown that R admits quantifier elimination, i.e. given
any well-formed formula φ (not necessarily a first-order sentence), there exists an
equivalent quantifier-free first-order formula ψ, i.e. every variable occurring in ψ
is a free variable and for any assignment of real values to the free variables ψ is
true in R if and only if φ is true (under the same free variable instantiation).
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Any semi-algebraic set S ⊆ Rn may be characterized by some quantifier-free
first-order formula ψ in the language of R, i.e.
S = {(x1, x2, . . . , xn) ∈ Rn | ψ(x1, x2, . . . , xn) is true },
(see e.g. Mishra [Mis93, Chapter 8]). For a general semi-algebraic set S given in







where, as in (2.1), l ∈ N, m : N→ N, pij ∈ R[x1, x2, . . . , xn] and ∼ij∈ {=, <}.
To simplify our presentation, in this thesis we will interchangeably use the
notation for sets and formulas characterizing those sets. Thus, S will denote
both a semi-algebraic set S ⊆ Rn and a quantifier-free formula of real arithmetic
with free variables in x1, . . . , xn that characterizes the set S.
2.3 Computational tools
Given a ring R, an element of this ring r ∈ R and an ideal I ⊆ R, the ideal
membership problem is to determine whether r ∈ I. Mayr and Meyer [MM82]
have shown the ideal membership problem to be EXPSPACE-hard for the
ring of multivariate polynomials with integer or rational coefficients. Mayr
later proved the problem to be EXPSPACE-complete for polynomials over
the rationals [May89]. The original algorithm proposed by Buchberger for
constructing Gröbner bases, known today as Buchberger’s algorithm (see
e.g. [CLO10, Chapter 2, Section 7]), is implemented in most computer
algebra systems and (inevitably) suffers from the high computational complexity
associated with the problem. More recently, Faugère introduced Gröbner basis
construction algorithms F4 [Fau99] and F5 [Fau02]. While theoretically these
do not improve upon the complexity of Buchberger’s algorithm in the general
case, their practical performance is often observed to be very good [Fau02].
More recent work on for recent work on Gröbner basis algorithms may be found
in [GGV10, PdMJ10].
Real quantifier elimination, that is the problem of producing an equivalent
quantifier-free formula of real arithmetic, has been shown by Davenport and
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Heintz [DH88] to exhibit doubly-exponential time complexity in the number
of quantifier alternations. Existing algorithms for performing real quantifier
elimination are often based in cylindrical algebraic decomposition (CAD), due
to Collins [Col75], and its later improvements, such as partial CAD (PCAD) due
to Collins and Hong [CH91]. The complexity of the CAD algorithm was shown
by Collins [Col75] to be doubly-exponential in the number of variables. More
details about CAD-based approaches to real quantifier elimination may be found
in [CJ98]; an excellent introduction to CAD may also be found in [Jir98, Chapter
5]. Other approaches to performing real quantifier elimination, such as virtual
term substitution (VTS), due to Weispfenning [Wei97, LW93], have been shown
to be effective on classes of problems where the degrees of polynomials appearing
in the formulas are suitably low (see [Bro05] for a good overview of VTS).
The class of purely universally-quantified or (equivalently) existentially-quantified
sentences of real arithmetic, denoted by ∃R, has been shown to exhibit
singly-exponential time complexity in the number of problem variables [BPR96].
However, decision procedures for this class have so far proved to be less practical
than the theoretically more complex decision procedures for the general problem
based on CAD. More recent developments on decision procedures for ∃R may be
found in [Pas11].
Techniques based on non-linear optimisation may also sometimes be used to
determine the truth of universally-quantified sentences of real arithmetic. For
instance, consider the following sentence:
∀x1. ∀x2. · · · ∀xn. p(x1, x2, . . . , xn) < 0, (2.2)
where p ∈ R[x1, x2, . . . , xn]. If one can demonstrate that the global maximum of
the function p is negative, i.e.
max
(x1,x2,...,xn)∈Rn
p(x1, x2, . . . , xn) < 0,
then this would clearly imply that the universally-quantified sentence (2.2) is
true. More involved sentences involving implication may also be handled this
way by solving optimisation problems subject to constraints characterizing the
premise (rather than all of Rn, which is equivalent to a premise that is always
true). In practice, the convexity of the function p (and the set of constraints) is
often a crucial property that makes solving the optimization problem tractable;
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non-convex optimization is much more difficult and is the focus of much ongoing
research. Significant progress has been made in applying sum-of-squares and
semidefinite programming methods to solve optimization problems of interest to
engineering (see e.g. [Par00]).
Algorithms for solving quantified inequality constraints over the reals, based on
interval arithmetic, have been developed and implemented by Ratschan [Rat06].
Later work by Gao et al. [GAC12] introduced so-called δ-complete procedures
for existentially-quantified sentences. These approaches work by determining the
satisfiability of quantified formulas of real arithmetic that do not feature any
polynomial equalities (which may be encoded as non-strict inequalities). In order
to apply these methods, one is required to bound the real variables inside real
intervals, reducing the problem to searching for a satisfying variable assignment
within some real hyper-box (rather than searching inside all of Rn). For example,
a typical problem is of the form:
∃ x1 ∈ [0, 1]. ∃ x2 ∈ [−50, 50]. p1(x1, x2) > 0 ∧ p2(x1) ≤ 0 ∨ p3(x1, x2) ≥ 0.
Notions of numeric stability and robustness are important to these approaches
and one can quantify the maximum perturbation (δ) of the values assigned to
the variables. We should note that these interval-based approaches are not
restricted to purely polynomial problems and are able to work with formulas
featuring transcendental functions. A competing approach, based on automated
theorem proving and decision procedures for real arithmetic, has been developed
by Akbarpour and Paulson [AP10] to handle the (generally undecidable [Ric68])
problem of determining the truth of universally-quantified sentences featuring
transcendental functions.
Chapter 3
Continuous and hybrid dynamical
systems
Synopsis This chapter will give a brief overview of continuous, variable
structure and hybrid dynamical systems. We review some basic notions and
definitions, as well as specification formalisms. We conclude this chapter with
a brief summary of existing hybrid system verification tools and approaches.
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3.1 Continuous systems
Differential equations often originate from practical applications, e.g. in
mechanics, where they are used to describe the motion of physical artefacts;
in biology, where they provide models for evolutionary processes; or can be
completely abstract, of interest as purely mathematical models of deterministic
finite-dimensional continuous processes.















where t is the independent variable and x(t) is an unknown n-times differentiable
function of t. The order of equation 3.1 is defined to be the largest order of the
derivative d
dt
appearing in the equation. An ordinary differential equation where
the independent variable t does not appear explicitly is called autonomous.
Given an ordinary differential equation of order n (as in equation 3.1), it is
always possible to transform it into a system of n first-order ordinary differential
equations, following a method known as the d’Alembert transformation. By
setting
x1(t) = x(t), x2(t) =
dx
dt















(t) = F (t, x1, x2, . . . , xn).
Remark 6. When working only with first derivatives, Newton’s dot notation
provides a more concise formalism than that of Leibniz; we shall henceforth simply
write ẋ, rather than dx
dt
(t).
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A general system of first-order ordinary differential equations is given by
ẋ1 = f1(t, x1, . . . , xn),
ẋ2 = f2(t, x1, . . . , xn),
...
ẋn = fn(t, x1, . . . , xn).
One can always eliminate explicit dependence on the independent variable in
the system by setting t = xn+1(t) and introducing ẋn+1 = 1 to obtain a larger
autonomous system
ẋ1 = f1(xn+1, x1, . . . , xn),
ẋ2 = f2(xn+1, x1, . . . , xn),
...
ẋn = fn(xn+1, x1, . . . , xn),
ẋn+1 = 1.
In this thesis, by a system of ordinary differential equations we shall mean an
autonomous system with no explicit ‘time’-dependence, given by
ẋ1 = f1(x1, . . . , xn),
ẋ2 = f2(x1, . . . , xn),
...
ẋn = fn(x1, . . . , xn).
We will denote such systems more concisely using vector notation as follows:
~̇x = f(~x).
The main motivation for working with autonomous systems (besides their
conceptual simplicity) is their geometric nature, which can often provide insights
into their behaviour that would be obscured in the presence of independent
variables. To develop this idea further, we will firstly need to introduce some
terminology.
The set of states inside which a continuous dynamical system may evolve is known
as the phase space (or state space) of the system. We will work with continuous
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dynamical systems for which the phase space is given by the n-dimensional
Euclidean space Rn and is thus a differentiable manifold 1. Each state inside
the state space is known as a phase point.
Given a phase space Rn, an autonomous system of ordinary differential equations
defines a vector field on Rn by assigning to each phase point ~x ∈ Rn a vector
~v(~x) ∈ Rn, given by the right-hand side of the autonomous system evaluated
at the phase point ~x. That is, for each ~x ∈ Rn, the vector ~v(~x) is defined by
~v(~x) = (v1(~x), v2(~x), . . . , vn(~x)) where
v1(x1, x2, . . . , xn) = f1(x1, x2, . . . , xn),
v2(x1, x2, . . . , xn) = f2(x1, x2, . . . , xn),
...
vn(x1, x2, . . . , xn) = fn(x1, x2, . . . , xn).
We say that the system ~̇x = f(~x) induces the vector field f : Rn → Rn on the
phase space and that for each phase point ~x, the vector f(~x) gives the phase
velocity.
When the size of the system (i.e. n) is small, one can visualise the vector field and
observe the qualitative behaviour of the system. In doing this, one is typically less
concerned with the vector field itself than the direction of the phase velocities.
A Lie derivative of a differentiable function p : Rn → R with respect to the
system ẋ = f(~x) is the directional derivative of p in the direction of the vector






fi(~x) ≡ ∇p · f(~x),
Higher-order Lie derivatives are defined inductively as Lkf (p) = Lf (Lk−1f (p)), with
L0f (p) = p. Because each fi(~x) gives the rate of change of xi with respect to time,










1 Intuitively, a differentiable manifold is a set endowed with a structure that allows one to
do calculus. See e.g. [Chi06, KB00] for a more rigorous treatment.
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i.e. the Lie derivative gives the time derivative of p. One may also define the Lie
derivative as giving the rate of change of p if one were following the solutions to
the system ~̇x = f(~x).
A solution to the initial value problem 2 (~̇x = f(~x), ~x0) is a function
ϕ : (a, b)→ Rn such that ϕ(t)|t=0 = ~x0 and ddtϕ(t)|t=τ = f(ϕ(τ)) for all τ in some
non-empty extended real interval (a, b) including 0. We will denote solutions to
the initial value problem at time t ∈ (a, b) by ϕt(~x0), where ~x0 is the initial value.
The interval (a, b) ⊆ R ∪ {−∞,∞} is known as the interval of existence of a
given solution; in what follows we will always consider the largest such interval,
i.e. the maximal interval of existence.
Note that in general, solutions to initial value problems need not be unique or
even exist for all time t ≥ 0, i.e. the maximal interval of existence need not be
of the form (a,∞). For instance, solutions to simple non-linear systems, such as
ẋ = x2, already exhibit finite time blow-up, i.e. diverge to infinity in finite time.
For a given ~x0 ∈ Rn, by mapping the maximal interval of existence (a, b) into the
phase space Rn using the solution ϕt(~x0), one obtains a phase curve (also known
as orbit) through the phase point ~x0. More formally, given a state ~x0 ∈ Rn, the
set
γ+(~x0) ≡ {~x | ~x = ϕt(~x0), t ∈ [0, b)}
is the positive semi-orbit through ~x0 under the flow mapping. Similarly, the set
γ−(~x0) ≡ {~x | ~x = ϕt(~x0), t ∈ (a, 0]}
is the negative semi-orbit through ~x0 under the flow mapping. The orbit through
~x0 is defined by
γ(~x0) = γ
+(~x0) ∪ γ−(~x0).
The union of all the orbits in a system is known as the phase portrait.
Example 7 Harmonic oscillator
Simple harmonic motion can be observed in a mass m (kg) suspended from an
elastic spring with stiffness constant k (as shown in Figure 3.1), which obeys
Hooke’s law, i.e. F = −kx, where F (N) is the force required to displace the
mass by x (m) from the point of equlibrium.
2Also known as the Cauchy problem.
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Figure 3.1: Harmonic oscillator.
From Newton’s second law, F = mẍ, we obtain the following ordinary differential
equation that models the motion of the mass on a spring:
mẍ+ kx = 0,
which is more commonly rendered as





is the frequency of oscillation. By setting x1 = x and x2 = ẋ
(d’Alembert), we may write this down as a system of first-order ODEs:
ẋ1 = x2,
ẋ2 = −ω2x1.
Taking ω = 1 and the initial condition ~x0 to be the phase point (0, 1), the phase
curve (orbit) through ~x0 corresponds to the unit circle centred at the origin (as
shown in Figure 3.2).
x1
x 2
Figure 3.2: Phase curve (in red) through the phase point (0, 1) (in black).

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Given a system ~̇x = f(~x), the Picard-Lindelöf/Cauchy-Lipschitz theorem
establishes the necessary and sufficient criteria for the existence of unique
solutions to the initial value problem.
Definition 8. A mapping f : Rn → Rn is globally Lipschitz continuous if there
exists an L ≥ 0 (known as the Lipschitz constant) such that for each ~x ∈ Rn and
for all ~y ∈ Rn it is the case that
‖f(~x)− f(~y)‖ ≤ L‖~x− ~y‖.
If for all ~x ∈ Rn the mapping f is Lipschitz continuous in some neighbourhood U
of ~x, then f is said to be locally Lipschitz continuous.
Theorem 9 (Existence and uniqueness theorem). If f : Rn → Rn is a locally
Lipschitz-continuous mapping, then for every initial condition ~x0 ∈ Rn there
exists a unique solution ϕt(~x0) to the initial value problem (~̇x = f(~x), ~x0), defined
for all t in some non-empty interval (a, b), with a < 0 < b.
Proof. The proof proceeds by defining an initial approximation to the solution
and then recursively refining it in a process known as Picard iteration. See
e.g. [Har64, Theorem 1.1].
Remark 10. Polynomial functions are locally Lipschitz continuous and as a
consequence polynomial ODEs possess locally unique solutions.
In applications, one often encounters systems of ordinary differential equations





~x ∈ H ⊆ Rn,
where the evolution domain constraint H is some (often semi-algebraic) set. We
will write this concisely using vector notation as
~̇x = f(~x) & H.
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Example 11 Continuous system under evolution constraint
Consider the Van der Pol system (with µ = 1) in which evolution is confined to







H ≡ x1 ≤ 0 ∧ x2 ≥ 0.
(a) Forward orbit segment in the Van
der Pol system.
(b) Motion (in red) considered under
the evolution constraint H (white).
Figure 3.3: Van der Pol system under evolution constraint H.
In this system, for a given initial condition ~x0 ∈ Rn, any motion outside the
evolution constraint H (e.g. Figure 3.3b, dashed) is not considered. In Figure 3.3
the state ϕt(~x0) is reachable from ~x0 after time t in the unconstrained system
(Figure 3.3a), but is considered unreachable in the system under the evolution
constraint H (Figure 3.3b). 
In practice, evolution constraints are often used to define operating modes in
hybrid and cyber-physical systems, which we will review in the next section.
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3.2 Hybrid dynamical systems
Hybrid systems combine discrete and continuous behaviour and thus generalise
both continuous and discrete dynamical systems. Many frameworks have been
proposed to model such systems, with work in the control community often
focusing on augmenting continuous systems to model discrete events [SP95, Fil88]
and efforts in computer science largely directed at extending existing discrete
computational models to also feature continuous state evolution [ACHH92,
Pla10b].
Historically, the first attempt at modelling dynamical systems that fall under
the definition of hybrid systems was made with the introduction of variable
structure systems, given by differential equations with discontinuous right-hand
sides [Fil88]. Variable structure systems (i.e. systems of the form shown in
Figure 3.4) were introduced in the 1950s to model switched dynamical systems
where mode switching is state-dependent [HGH93].
~̇x =

f1(~x) if ~x ∈ S1
f2(~x) if ~x ∈ S2
...
fn(~x) if ~x ∈ Sn
Figure 3.4: System with discontinuous right-hand side.
Many concepts of solution have been proposed for such systems [H7́9, SGT08], but
intuitively one may think of piecewise-smooth functions which result in orbits that
are obtained by simply concatenating the orbit segments spanning over different
modes of the system (see e.g. di Bernardo et al. [dBBCK08]).
In applications, mode switching in variable structure systems occurs at the
boundary of discontinuity given by some switching surface s(~x) = 0. A common
variable structure control methodology is that of sliding mode control [Utk92],
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which attempts to achieve system order reduction by steering trajectories onto a
lower-dimensional space (sliding set) using a discontinuous control input.
ẋ =
{
f+(~x) if s(~x) > 0
f−(~x) if s(~x) < 0
Figure 3.5: Switched system
Example 12 Switched system [HGH93]
Consider the switching surface s(~x) = 0 defined by x1(x12 + x2) = 0 and let the
system
ẋ1 = x2,
ẋ2 = 2x2 − 5x1
be active in the region where x1(x12 + x2) > 0 is true and the system
ẋ1 = x2,
ẋ2 = 2x2 + 3x1
govern the evolution inside the region where x1(x12 + x2) < 0 holds.
x1
x 2
Figure 3.6: Phase portrait of a system with switching surface x1(x12 + x2) = 0.

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Note that in systems such as that in Figure 3.5 the dynamics at the surface of
discontinuity s(~x) = 0 is still undefined. Methods have been proposed for defining
the dynamics at the surface of discontinuity in order to model sliding behaviour
in the discontinuous system [Utk92]. This is typically achieved by constructing
a new vector field ~̇x = fs(~x), active on the boundary of discontinuity, in terms of









∇s(~x) · f+(~x) +∇s(~x) · f−(~x)
∇s(~x) · f−(~x)−∇s(~x) · f+(~x)
,
obtaining a system in which the dynamics is everywhere defined (as in Figure 3.7).
~̇x =

f+(~x) if s(~x) > 0
fs(~x) if s(~x) = 0
f−(~x) if s(~x) < 0
Figure 3.7: Switched system with equivalent control on the switching surface.
(a) Stable sliding (b) Unstable sliding
(c) Crossing (d) Crossing
Figure 3.8: Behaviour at the boundary of discontinuity in switched systems.
A sliding motion may either be stable (Figure 3.8a) or unstable (Figure 3.8b);
the latter case is of no practical interest because it does not occur in real systems
as the solution may leave the boundary of discontinuity at any moment (see
e.g. [Fil88, Chapter 2, pp. 51-52]).
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As hybrid systems, variable structure systems have a particularly prominent
continuous fragment and reasoning about properties of continuous systems is
often the dominant component in their analysis. In contrast, computer science
interest in hybrid systems began by considering very different systems in which
the continuous fragment is much more amenable to formal analysis, such as timed
automata. Timed automata provide a formal operational model for real-time
systems and are, in essence, finite state automata (FSA) augmented with finitely
many continuously evolving real clock variables, e.g. {x1, . . . , xn}, evolving
according to the differential equation ẋi = 1. Timed automata may impose
constraints on the clock variables evolving inside each state and can feature
transition guards (giving conditions under which a transition is enabled) and
reset maps that can e.g. reset the value of some clock variables (see Figure 3.9
for an illustration and [AD94, Alu99] for a full formal definition)
Figure 3.9: Timed automaton with clocks x1, x2.
General hybrid dynamical systems generalize both variable structure systems and
timed automata by allowing both reset maps, which enable the state (rather than
just the dynamics) to change discontinuously, and the evolution of continuous
variables according to general ordinary differential equations. Hybrid systems are
known to possess certain properties and exhibit phenomena that do not occur in
purely discrete or purely continuous systems. A good overview of hybrid systems
may be found in [HLLD09].
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3.2.1 Specification formalisms
A popular formalism for specifying hybrid systems is a hybrid
automaton [ACHH92, Hen96], which may be viewed as a finite state automaton
(FSA) augmented with differential equations that govern the system’s continuous
state evolution while inside a discrete state. The general definition of a hybrid
automaton is rather formidable at first sight, but the framework may be
appreciated more readily when rendered graphically as a transition system.
Below, for completeness of presentation, we reproduce the full formal definition.
Definition 13 (Hybrid automaton [LJS+03, KGG+09]). A hybrid automaton
is given by
(Q, V ar, ~f, Init, Inv, T,G,R),
where
• Q = {q0, q1, . . . , qk} is a finite set of discrete states (modes),
• V ar = {x1, x2, . . . , xn} is a finite set of continuous variables,
• f : Q×Rn → Rn gives the vector field defining continuous evolution inside
each mode,
• Init ⊂ Q× Rn is the set of initial states,
• Inv : Q → 2Rn gives the mode invariants constraining evolution for every
discrete state,
• T ⊆ Q×Q is the transition relation,
• G : T → 2Rn gives the guard conditions for enabling transitions,
• R : T → 2Rn×Rn gives the reset map.
A hybrid state of the automaton is of the form (q, ~x) ∈ Q× Rn.
A hybrid time trajectory [LJS+03] is a sequence (which may be finite or infinite)
of intervals
τ = {Ii}Ni=0,
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Figure 3.10: Hybrid automaton template with 3 discrete states.
for which Ii = [τi, τ ′i ] for all i < N and τi ≤ τ ′i = τi+1 for all i. If the sequence is
finite, then either IN = [τN , τ ′N ] or IN = [τN , τ ′N). Intuitively, one may think of τi
as the times at which discrete transitions occur [LJS+03].
An execution (or a run) of a hybrid automaton defined to be (τ, q, ϕit(~x)), where
τ is a hybrid time trajectory, q : 〈τ〉 → Q (where 〈τ〉 is defined to be the set
{0, 1, . . . , N} if τ is finite and {0, 1, . . . } otherwise [LJS+03]) and ϕit(~x) is a
collection of diffeomorphisms ϕit(~x) : Ii → Rn such that (q(0), ϕ00(~x)) ∈ Init,
for all t ∈ [τi, τ ′i) ~̇x = f(q(i), ϕit(~x)) and ϕit(~x) ∈ Inv(i). For all i ∈ 〈τ〉 \ {N}
it is also required that transitions respect the guards and reset maps, i.e.
e = (q(i), q(i+ 1)) ∈ T , ϕiτ ′i (~x) ∈ G(e) and (ϕ
i
τ ′i
(~x)), ϕi+1τi+1(~x)) ∈ R(e).
Variable structure systems may be modelled as hybrid automata, however the
mode invariants (Inv) describing the evolution constraints for each mode need
to be such as to allow discrete transitions between the modes. For instance,
one cannot simply write down a switched system in Figure 3.7 on page 26 as a
hybrid automaton with three discrete states that impose evolution constraints
given by s > 0, s = 0 and s < 0. Generally, it is known that modelling variable
structure systems using hybrid automata can already be far from trivial [NLC11].
Additionally, problems such as Zeno behaviour (when the system performs
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infinitely many discrete transitions in a finite time interval [DHLP09]) present
obstacles for simulation and the existence of global solutions (see [DHLP09]).
Certain authors choose to altogether ignore Zeno behaviour in defining what
constitutes a solution [DHLP09] by only considering non-Zeno runs of the
system [Pla10a].
An alternative formalism introduced by Platzer [Pla08] is called a hybrid program.
It seeks to provide a concise operational model for hybrid systems and enjoys the
property of having compositional semantics, which means that proving properties
about hybrid programs may be reduced to proving properties about their
constituent components [Pla08]. The transition semantics of hybrid programs,
giving the transition relation on the states, may be found in [Pla10b, Definition
2.7] and [Pla10b, Section 3.3.1], with trace semantics given in [Pla10b, Definition
4.3].
Definition 14 (Hybrid program [Pla08]). A hybrid program is defined as
follows:
• x := θ : discrete assignment,
• x := ∗ : non-deterministic assignment,
• x′1 = θ1, . . . , x′n = θn & H : continuous evolution according to an ODE
under constraint,
• ?H : test if formula H is true in the current state,
• α; β : sequential composition of hybrid programs α and β,
• α ∪ β : non-deterministic choice between running hybrid program α or β,
• α∗ : non-deterministic (finite) repetition of hybrid program α (Kleene star).
Example 15 Switched damped oscillator
The motion of a damped oscillator, such as that shown in Figure 3.11, can be
described by the linear second-order differential equation
ẍ+ 2dωẋ+ ω2x = 0,









is the damping, where c
(Nsm−2) is the viscous damping factor, and x is the displacement from the point
of equilibrium.
Figure 3.11: Damped oscillator.
We can apply the d’Alembert transformation to convert this into a state space
model by setting x1 = x and x2 = ẋ, obtaining
ẋ1 = x2,
ẋ2 = −ω2x1 − 2dωx2.
Now consider a system in which one can discontinuously change the parameters
ω and d between two values (e.g. by successively doubling ω while halving d and
halving ω while doubling d) during the evolution. Such a system would induce
mode switching, which can be modelled using a hybrid automaton (Figure 3.12),
or a hybrid program (Figure 3.13).
Figure 3.12: Hybrid automaton model of a switched damped oscillator.
Note that in both these models the mode may switch whenever a transition guard
is enabled. If one wanted to obtain a system in which mode switching must
happen upon enabling the guard (as in Figure 3.14), one would need to ensure
that no further continuous evolution within the current mode is possible; this
would require imposing appropriate evolution constraints within each mode. 
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(
?(x1 = −x2); ω := 2ω; d := d/2
∪
?(x1 = x2); ω := ω/2; d := 2d
∪
{x′1 = x2, x′2 = −ω2x1 − 2dωx2}
)∗
Figure 3.13: Hybrid program model of a switched damped oscillator.
x1
x 2
Figure 3.14: Possible phase portrait in a damped oscillator switching between modes
where ω = 1, d = 0.2 (red) and ω = 2, d = 0.1 (black).
3.2.2 Verification
Deductive verification of hybrid systems using inductive assertions was explored
by Ábrahám-Mumm et al. in [AHS01], employing the general-purpose PVS
theorem prover [ORS92]. Platzer [Pla08, Pla10a] introduced a powerful
verification approach using an extension of dynamic logic, called differential
dynamic logic (dL), for hybrid programs that provides a specification and
verification language for hybrid systems [Pla10a]. Differential dynamic logic
extends first-order predicate logic with modalities [ ] and 〈 〉 for hybrid
programs that express necessity and possibility. The logic dL is implemented
in KeYmaera [PQ08], a theorem prover for hybrid systems that uses hybrid
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programs as operational models [Pla11, QML+15]. A typical property one can
write down using dL (see e.g. [QML+15]) is a safety assertion
ψ → [ (ctrl; plant)∗ ] φ ,
where ψ is a formula giving the pre-condition, φ is the post-condition and ctrl and
plant are hybrid programs modelling the controller and the plant, respectively,
that are run in sequence (; ) arbitrarily often (∗). More recent work by Platzer
on a new proof calculus for dL, based on uniform substitution [Pla15], has
been implemented in a new theorem prover called KeYmaera X by Fulton et
al. [FMQ+15].
A popular technique that serves as an alternative to deductive verification for
discrete systems is model checking. It involves exhaustively exploring all the
states visited by the system in order to demonstrate that at no point during
the operation is the correctness specification violated. In practice, due to the
enormous number of states that arise in real systems (so-called state explosion
problem), model checking is more useful as a methodology for finding bugs than as
a tool for performing verification. The chief practical merit of model checking is
its full automation. A user need only appropriately model the system and supply
the specification; thereafter, the search for a counterexample is a push-button
procedure. Deductive proofs of correctness using an interactive theorem prover,
on the other hand, often require significant effort on the part of the user in guiding
the proof search.
Remark 16. Much work has been done on improving the scalability of model
checking since its inception by Clarke and Emerson [CE82, CES86]. To tackle
the state explosion problem, rather than exploring the reachable states explicitly,
symbolic model checking [BCM+90] works with symbolic representations of sets
of states encoded using binary decision diagrams (BDDs). Bounded model
checking [BCC+03] exploits recent advances is SAT solving to efficiently explore
the reachable states for some bounded time horizon.
Due to the infinite nature of the continuous state space and the complexity
of dynamic behaviour, it is in general impossible to compute reachable sets of
continuous systems exactly; however, in restricted cases where the continuous
dynamics is particularly simple, exact reachable set computation is possible.
This was exploited by Henzinger et al., who developed HyTech [HHWt97],
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a symbolic model checker for linear hybrid automata (LHA); that is, hybrid
automata in which the continuous evolution is described by differential equations
(or inequalities) with constant right-hand sides.
Remark 17. Note that even for this simple class of hybrid systems, the model
checking algorithm is not guaranteed to terminate [HHWt97].
In general, continuous systems are impossible to model check because one
invariably has to deal with approximations of the reachable set. For
instance, Frehse et al. extended the approach used in HyTech in a
tool called PHAVer [Fre05] designed for verifying safety in hybrid systems
with piecewise-constant derivatives and with the ability to over-approximate
piecewise-affine continuous dynamics by linear hybrid automata. Other model
checking-like approaches have been actively pursued, falling broadly into two
different categories:
1. approaches based on computing over-approximations of reachable sets in
continuous systems by abstracting them with discrete systems [ADI06,
TK02, RS07] and
2. methods based on computing bounded-time approximations of the
reachable set using flowpipes, or enclosures, for solutions to ODEs [SDI08,
CÁS12, GKC13b, ERNF15, FLGD+11] (also see [BBJ15]).
In the former category, Ratschan developed a tool called HSolver, based on
abstracting continuous modes by hyper-boxes and using interval arithmetic
to analyse the transition behaviour [RS07] of the resulting discrete system.
Alur et al. [ADI06] developed methods for abstracting hybrid systems with
linear continuous dynamics using linear polynomials. Tiwari and Khanna[TK02]
reported an abstraction method for systems with non-linear polynomial dynamics
and using non-linear polynomials to perform the abstraction. A common feature
of the methods in this class is their ability to prove safety in continuous systems
for unbounded time.
In the latter class, Eggers et al. have developed iSAT-ODE [ERNF15], a bounded
model-checking tool combining enclosure construction for solutions to ODEs
(using VNODE-LP; see e.g.[Ned06]) with a SAT solver (iSAT [FHT+07]). Gao et
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al. [GKC13b] also created a tool for bounded model checking of non-linear ODEs,
using the functionality provided by the CAPD library [Com] for constructing
solution enclosures and an SMT solver dReal [GKC13a]. Chen et al. created
Flow∗ [CÁS13], a bounded-time verification tool for hybrid systems using Taylor
models [CÁS12] for computing flowpipe approximations of reachable sets in
continuous modes. Sankaranarayanan et al. [SDI08] used template polyhedra to
construct flowpipe approximations of the reachable set in affine hybrid automata.
Frehse et al. developed a verification tool SpaceEx [FLGD+11], which is able to
work with hybrid systems with affine continuous dynamics and exploits advances
in reachable set computation for linear ODEs using support functions [LG09].
Although the underlying algorithms in SpaceEx are designed for bounded-time
reachability analysis, the tool is able to verify safety properties on unbounded
time intervals by successively propagating the reachable set [LG09]; however,
termination of this procedure is not guaranteed. Clarke et al. [CFH+03] described
an approach that combines discrete abstraction with flowpipes that are polyhedral
over-approximations of the reachable set to refine the abstraction. Stursberg
and Krogh investigated reachability analysis of hybrid systems using oriented
rectangular hulls in [SK03].
Of note also is the work of Asarin [ADG07] and Dang [DGM11], who used a
technique known as hybridization to approximate non-linear systems by hybrid
linear ones, so that verification tools for linear hybrid systems may be applied to
the approximation.
It is known that safety verification of hybrid systems reduces entirely to answering
questions about the reachability of unsafe states [GZ04]. The main problem
with model checking-like verification approaches for continuous systems is the
nature of the counterexamples they are able to generate: these may no longer
be interpreted as witnesses to the reachability of unsafe states. Returning a
spurious conuterexample (i.e. one that is not realised by the system) is highly
undesirable as it removes one of the key benefits of model checking. Yet, a
tool performing reachability analysis in an over-approximation of the continuous
dynamics may very well fail to verify safety on the grounds that the specification
was violated by the over-approximation of the real system (while the real system
may in fact satisfy the specification). In a deductive verification framework, one
may reason about reachability in continuous systems by proving certain inductive
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invariant assertions, which correspond to over-approximations of reachable sets.
The next chapter will give a detailed account of proof methods for checking
inductive invariants for continuous systems, reviewing existing techniques and
proposing extensions.
In this thesis, we do not view safety verification by model checking the discrete
abstraction as any different to a deductive proof of safety. Deductive verification
and model checking (in this sense) may be regarded as complementary, rather
than competing, approaches to solving the safety verification problem. In
Chapter 5 we develop this idea into a method for automatically generating
inductive invariants for deductive safety verification that are obtained from
reachable sets of discrete semi-algebraic abstractions.
Chapter 4
Safety verification and invariant
checking
Synopsis In this chapter we will (i) study the problem of formal safety
verification, where one seeks a formal proof that a given continuous system
does not evolve into an unsafe state from some given initial configuration.
Additionally, we would like to arrive at a proof by working directly with the
ODEs, i.e. without solving the initial value problem, as closed-form solutions
are often difficult or impossible to find. (ii) We will give an extensive survey of
existing results on invariant checking, proposing certain extensions, (iii) discuss
soundness issues in existing approaches and (iii) study methods for constructing
more efficient proofs of invariance using differential cuts, square-free reduction
and order parity decomposition. (iv) We introduce a generalisation of so-called
strict barrier certificates from sub-level sets of polynomials to closed semi-algebraic
sets and conclude with a description of a decision procedure for semi-algebraic
continuous invariants.
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How to read this chapter
This chapter may be conceptually divided into 4 parts:
1. Introduction to the problem of invariant checking (Section 4.1)
2. Methods for checking invariants described by polynomial equalities
(Sections 4.2, 4.3)
3. Methods for checking invariants described by polynomial inequalities
(Section 4.4)
4. Methods for checking semi-algebraic invariants (Section 4.5)
The material presented in this chapter is arranged so that the reader may proceed
to read it linearly: from the least general class of invariants to the most general.
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4.1 Safety verification problem
To state the safety verification problem for continuous systems in its full
generality, we require a set of initial states for the system, which we denote
by ψ ⊆ Rn, and a set of safe states denoted φ ⊆ Rn. The problem is to prove
that starting inside ψ, the system ~̇x = f(~x) & H cannot leave φ by evolving
inside the evolution domain constraint H. We will only consider semi-algebraic ψ
and φ and will state the safety property formally, using notation from differential
dynamic logic (dL) [Pla08], as follows:
ψ → [~̇x = f(~x) & H] φ.
The above formula asserts that, starting in any state satisfying the pre-condition
(ψ), the system will necessarily (box modality [ ]) satisfy the post-condition (φ)
when following the system ~̇x = f(~x) & H for any amount of time. Note that if
one considers the continuous system ~̇x = f(~x) & H as a program, the above dL
safety assertion expresses the Hoare triple [Hoa69]
{ψ} ~̇x = f(~x) & H {φ}.
Remark 18. The semantics of the dL formula [~̇x = f(~x) & H] φ introduces a
non-deterministic choice for the (finite) duration of the solution ϕt(·) and the
box modality [ ] universally quantifies over every possible choice of this duration.
See [Pla10a] for the full formal definition of the semantics of dL formulas.
If the solution to the initial value problem for the system ~̇x = f(~x) with initial
value ~x0 (we shall always denote this solution by ϕt(~x0)) is available in closed-form
for all initial states ~x0 ∈ ψ, then one can determine whether the system is safe
by checking that ψ ⊆ φ and
∀~x ∈ H ∩ ψ. ∀τ ≥ 0. (∀t ∈ [0, τ ].ϕt(~x0) ∈ H)→ ϕτ (~x0) ∈ φ.
Indeed, in performing this check, one explicitly reasons about the forward
reachable set of the system, an object central to many approaches to safety
verification.
Definition 19 (Forward reachable set). Given a continuous system
~̇x = f(~x) & H and an initial state ~x0 ∈ H, the forward reachable set of the
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system is defined to be the set
γ+(~x0, H) ≡ {ϕt(~x0) | t ≥ 0 s.t. ∀ τ ∈ [0, t]. ϕτ (~x0) ∈ H}.
Remark 20. When there is no evolution domain constraint imposed on the system
(i.e. H ≡ True), γ(~x0, H) gives the forward orbit of ~x0 under the flow of the ODE.
Generalising this definition to a setting in which there is an initial set of states,
given by the pre-condition ψ ⊆ H, let us define the set reachable from ψ to be





The safety verification problem may now be stated entirely in terms of reachable
sets.
Definition 21 (Safety in terms of forward reachable sets). Given a system
~̇x = f(~x) & H, a set of unsafe states ¬φ ⊆ Rn and a set of initial states ψ ⊆ H,
the system is safe if and only if
γ+(ψ,H) ∩ ¬φ = ∅. (4.1)
That is, if the forward reachable set of the system initialised in ψ does not intersect
the set of unsafe states.
We see that, in principle, when one is handed a safety verification problem for
continuous systems, all one has to do is compute the forward reachable set and
check for non-intersection with the set of unsafe states. This is indeed all the
reasoning that is required to solve the problem; however, performing these two
intuitive steps can in practice be very difficult. One faces two major obstacles:
1. Computing the forward reachable set exactly is in general not possible,
2. Checking for non-intersection of two sets, even if their descriptions are
available in closed form, will also in general not be decidable.
One would ideally hope to apply the intuitive reasoning behind forward reachable
sets to arrive at conditions which are still sufficient to conclude that the system
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is safe and yet simple enough to (at least in theory) admit mechanisation.
To achieve this for general systems, one is invariably compelled to resort to
over-approximations of the forward reachable set by sets with simpler descriptions
that allow one to check for non-intersection with the set of unsafe states. The
most general definition of over-approximation of the forward reachable set that
is suitable for this task is due to Platzer and Clarke [PC08], who generalised
standard positively-invariant sets to so-called continuous invariants for verifying
safety of continuous systems under evolution constraints.
Definition 22 (Continuous invariant). A set I ⊆ Rn is a continuous invariant
for ~̇x = f(~x) & H if and only if
∀ ~x ∈ I. ∀ t ≥ 0. (∀ τ ∈ [0, t]. ϕτ (~x) ∈ H)→ (∀ τ ∈ [0, t]. ϕτ (~x) ∈ I).
We may write this invariance assertion as a formula in dL as follows:
I → [~̇x = f(~x) & H] I.
Remark 23. Note that the forward reachable set γ+(ψ,H) is in fact the smallest
continuous invariant containing ψ ∩H.
It is immediate that one can re-state the safety verification problem as the
problem of determining the existence of a suitable continuous invariant.
Proposition 24 (Safety verification with continuous invariants). Given a
continuous system ~̇x = f(~x) & H, a set of safe states φ ⊆ Rn and a set of initial
states ψ ⊆ H, the system is safe if and only if there exists a continuous invariant
set I ⊆ Rn such that
ψ ⊆ I ⊆ φ
That is, if some continuous invariant I separates the forward reachable set of ψ
from the set of unsafe states.
Naturally, if one has the exact description of the forward reachable set, one can
simply use I ≡ γ+(ψ,H). However, in practice this is rarely possible and one is
instead forced to conduct a search for a continuous invariant I with a suitably
simple (e.g. semi-algebraic) description and which is furthermore sufficient in
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the sense that it satisfies the conditions in the above proposition, allowing one to
conclude that the system is indeed safe.
Figure 4.1: Search space for reachable sets in safety verification
Figure 4.1 shows the search space for suitable continuous invariants in a given safe
system. The exact description of the forward reachable set is on the far right in
the diagram - the complexity of this set depends entirely on the dynamics, but it is
always sufficient to conclude safety (provided we are dealing with a safe system).
The rectangle to the left of the green dotted line in the diagram represents
continuous invarians that are insufficient for proving safety because they include
unsafe states; these should be discarded. Continuous invariants below the dashed
red line in Figure 4.1 represent sets whose description is too complex to be
represented by a finite formula involving polynomial equations and inequalities
(semi-algebraic sets) and perhaps even elementary functions (sin, cos, exp, log,
etc.). The top right rectangle represents semi-algebraic continuous invariants
that are sufficient to prove safety. Effective checks for set membership within this
class will be the main focus of this chapter.
In practice, even in the unlikely case when solutions to non-linear ODEs are
available explicitly, their form is often much more involved than the differential
equations themselves. Transcendental functions, such as sin, cos, exp, log, etc.,
frequently occur in solutions to ODEs, which means that the description of
forward reachable set will find itself below the red dotted line in the diagram.
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From a computational point of view, this is highly unfortunate because it
introduces a source of undecidability [Ric68] into the verification problem.
Remark 25. In [LPY01] Lafferriere et al. have shown that for linear systems
in which the system matrix is diagonalizable with rational eigenvalues one can
always explicitly construct the forward reachable set and decide safety by checking
for non-intersection with the (semi-algebraic) set of unsafe states.
Using Proposition 24 (even in in the absence of closed-form solutions) the safety
verification problem can still sometimes be solved by finding an appropriate
continuous invariant, which satisfies the three premises (above the bar) of the
following rule of inference:
(Safety)
H ∧ ψ → I I → [~̇x = f(~x) & H] I I → φ
ψ → [~̇x = f(~x) & H]φ
In the special case when the invariant is the same as the post-condition, we can
drop the last clause and the rule becomes
(inv)
H ∧ ψ → I I → [~̇x = f(~x) & H] I
ψ → [~̇x = f(~x) & H] I
In the following sections, we will be working with a proof calculus and will call
upon this definition in the proofs we construct.
4.1.1 Direct methods for safety verification
An approach to safety verification using continuous invariants is direct if it does
not require explicit knowledge of the solution, which are typically unavailable
in closed form. In what follows we will work exclusively with direct verification
methods and will begin by reviewing some fundamental results underlying direct
methods for safety verification.
Let us begin with an observation that in the special case when the continuous
system ~̇x = f(~x) is not confined to an evolution domain constraint H,
the definition of continuous invariant (Definition 22) reduces to the standard
definition of positively invariant set from the theory of dynamical systems.
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Definition 26 (Positively invariant set [Bla99]). A set I ⊆ Rn is positively
invariant for ~̇x = f(~x) if and only if ∀ ~x ∈ I. ∀ t ≥ 0. ϕτ (~x) ∈ I. We may write
this invariance assertion as a formula in dL as I → [~̇x = f(~x)] I.
As an immediate consequence of this is the fact, if one succeeds at showing that a
given set I ⊆ Rn is positively invariant for the system ~̇x = f(~x), it is necessarily
the case that I is a continuous invariant for the same system under any evolution
constraint H. This fact may be concisely summarised in the following sound rule
of inference:
` I → [~̇x = f(~x)] I
` I → [~̇x = f(~x) & H] I
,
which can be seen to be a special case of the more general rule
(& H)
H ` Ĥ ` I → [~̇x = f(~x) & Ĥ] I
` I → [~̇x = f(~x) & H] I
Necessary and sufficient conditions characterizing closed positively invariant sets
without requiring explicit solutions to ODEs were first reported in 1942 by
Nagumo [Nag42, Bla99]; a result that was later independently re-discovered by
many other authors [Yor67, Yor68, Bre70, Cra72, Red72, Har72]. Nagumo’s
theorem requires the geometric notion of sub-tangential vectors to a set.
Definition 27 (Sub-tangential vector). A vector ~v ∈ Rn is sub-tangential to a
set S ⊆ Rn at ~x ∈ S if
lim inf
λ→0+
dist (S, ~x+ λ~v)
λ
= 0,
where dist denotes the Euclidean set distance, i.e. dist(S, ~x) ≡ inf~y∈S‖~x− ~y‖.
Remark 28. Intuitively, a sub-tangential vector points “inwards” or is tangent to
the boundary of the set S.
Theorem 29 (Nagumo Theorem). Given a continuous system ~̇x = f(~x) and
assuming that solutions exist and are unique inside some open set O ⊆ Rn, let
S ⊂ O be a closed set. Then, S is positively invariant under the flow of the
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system if and only if f(~x) is sub-tangential to S for all ~x ∈ bdr(S), where bdr(S)
is the boundary of S.
Proof. See Walter [Wal98, page 117, proof of XVI], or Brezis [Bre70].
The statement of this theorem is very general, but the conditions one is required
to check to apply the theorem will not, in general, be computable. That being
said, many closed sets arising in practice enjoy some “nice” properties which allow
one to reason about sub-tangency without the need to apply the basic principles
that involve taking limits of the set distance. Among the many independently
discovered corollaries to the theorem, the statement given by Bony [Bon69]
requires one to check the sign condition (i.e. the truth of some predicate with
0 as its second argument, determining the sign of the expression, e.g. x ≤ 0 or
x21+x
2
2+1 > 0) of the inner product with the normal vector at the set boundary
(see [Red72, Wal98]).
Corollary 1 (Bony, 1969). Let ~̇x = f(~x) be locally Lipschitz continuous. A closed
set S ⊂ Rn is positively invariant under the flow of the system if it satisfies the
condition
n(~x) · f(~x) ≤ 0 for all ~x ∈ bdr(S),
whenever n(~x) is a non-zero outer normal to S at ~x (in the sense of Bony).
Remark 30. The vector n(~x) is an outer normal to S in the sense of Bony if the
open ball B|n(~x)|(~x+ n(~x)) has no points in S [Wal98, Red72]. Note in particular
that if S is given by p ≤ 0 and the boundary p = 0 is sufficiently smooth, the
(non-zero) gradient ∇p(~x) may be used in place of the outer normal n(~x) (see
Lemma 89 later in this chapter). This property is a key step towards an effective
test for sub-tangency, which we will re-visit later in this chapter.
Proof. See [Wal98, page 118], [Red72], or [Bon69] for the original paper (in
French).
Remark 31. Nagumo’s theorem is sometimes called the Bony-Brezis theorem,
largely because many authors were not aware of Nagumo’s existing work, e.g.
see [Red72].
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In the formal verification community, rather than considering positively invariant
sets, a concept similar to the one used in program verification – inductive
invariance – has been used to reason about safety in continuous systems.
Definition 32 (Inductive invariant [TT09]). Given a continuous system ~̇x =
f(~x) under no evolution constraints and a set of initial states ψ ⊆ Rn, a set
I ⊆ Rn is an inductive invariant if ψ ⊆ I and
∀ ~x ∈ I. ∃ τ > 0. ∀ t ∈ [0, τ). ϕt(~x) ∈ I.
Remark 33. Similar notions have been used elsewhere, e.g. see local invariance
in [CNV07, Definition 4.1.1].
The inductive invariance property may be used instead of positive invariance to
conclude safe operation of a continuous system (for closed sets the two notions
coincide provided that solutions are unique).
Proposition 34 ([TT09]). If I ⊆ Rn is a closed inductive invariant for the
system ~̇x = f(~x) such that ψ ⊆ I, where ψ is the set of initial states, then the
forward reachable set of the system from ψ is contained inside I. In particular,
taking ψ ≡ I, we see that I is a positively invariant set.
Proof. See [TT09, Proof of Proposition 5].
In order to show inductive invariance of closed sets described by polynomial
inequalities, i.e. of the form I ≡ p ≥ 0, and without solving the system of ODEs
explicitly, Taly and Tiwari in [TT09] proposed a direct condition that requires
checking sign conditions for infinitely many higher-order Lie derivatives of p,
which clearly cannot be computable.
Theorem 35 (Taly & Tiwari [TT09]). Given a set I ≡ p ≥ 0 where p ∈ R[~x]
and a continuous system ~̇x = f(~x), I is positively invariant under the flow of the




Lif (p) = 0→ Lkf (p) ≥ 0.
Proof. See [TT09, Theorem 7 (if), Theorem 8 (only if)].
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Liu, Zhan and Zhao in [LZZ11] extended the work by Taly and Tiwari and
reported a characterisation of positively (inductive) invariant sets under the flow
of locally Lipschitz continuous systems of ODEs. In this characterisation, the sets
are not required to be be closed nor open. Furthermore, the authors in [LZZ11]
reported a direct decision procedure for checking semi-algebraic continuous
invariants under the flow of polynomial ODEs with semi-algebraic evolution
constraints. Ideas similar to [LZZ11] have been developed independently by
Ghorbal and Platzer in [GP14a] to give a direct characterisation of algebraic
invariants, i.e. inductive invariants of the form I ≡ p = 0.
In what follows we will give an extensive survey of existing methods for invariant
checking, providing illustrations and highlighting possible issues. The next section
will begin with a detailed overview of methods for checking invariance of sets
described by polynomial equalities (algebraic invariants).
4.2 Checking invariant equations
In this section we will review various computable conditions for checking
continuous invariants of the form I ≡ p = 0 without explicitly working with the
solution ϕt(·), before considering the more general problem of semi-algebraic
continuous invariant checking in the next section.
In what follows we will present conditions for invariant checking as sound rules
of inference in which the conclusion is a formula of the form
p = 0→ [~̇x = f(~x) & H] p = 0.
The premises of the rules will appear as sentences in the decidable theory of real
arithmetic.
Whenever possible, we will seek to develop some intuition behind each method,
giving illustrative examples where a given method is useful or most natural.
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4.2.1 Conserved quantities
An important class of invariants, known as functional invariants, conserved
quantities, or first integrals, are real-valued functions on the phase space whose
value remains invariant under the flow of the system. The level sets of first
integrals define invariant sets for the system.
Remark 36. By level sets we understand sets of states where a function evaluates
to some fixed value, e.g. p = 0 denotes the zero level set of some real-valued
function p, i.e. {~x | p(~x) = 0}.
Below we give the standard definition used in the theory of dynamical systems.
Definition 37 (First integral [Gor01]). A continuously-differentiable function
I :M → R defined on some open subset M ⊆ Rn is a first integral for the vector
field induced by the system of ODEs ~̇x = f(~x) if and only if d
dt
I(ϕt(~x)) = 0 for
all ~x ∈M .
First integrals are an important concept in dynamical systems and are central
objects in the study of integrability (see e.g. [Gor01]). A typical example of a
first integral that is often studied in mechanics is the Hamiltonian, which gives
the energy term in a (Hamiltonian) conservative system.
Example 38 Polynomial first integral
Consider the conservative non-linear system
ẋ1 = −2x2,
ẋ2 = −3x21 − 2x1
and a polynomial function p(~x) = x31 + x21 − x22. Computing the total derivative,
we get
Lf (p) = 3x
2
1ẋ1 + 2x1ẋ1 − 2x2ẋ2










and conclude that p(~x) is a conserved quantity of the system, since its rate of
change along the solutions is everywhere zero.
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(b) Invariant zero set of the conserved
quantity p(~x) = 0.
Figure 4.2: Conservative system.
Figure 4.2 shows the level sets of the conserved quantity p(~x), which define
invariant sets for the system. 
A method for checking invariant equations based on functional invariants was
employed for safety verification by Platzer in the dL verification calculus [Pla10a],
where it is known as differential induction and (if successful) results in an
equational differential invariant.
Theorem 39 (Equational differential invariant). The following proof rule is
sound:
(DI=)
H ` Lf (p) = 0
` p = 0→ [~̇x = f(~x) & H] p = 0
Proof. See [Pla10a, Theorem 1] (or [Pla10b, Theorem 3.1]).
Remark 40. Platzer observed in [Pla10b, Proposition 3.4] that a boolean
combinations of equational differential invariants can always be reduced (using
real arithmetic equivalences p1 = 0 ∨ p2 = 0 ≡R p1p2 = 0 and p1 = 0 ∧ p2 = 0 ≡R
p21 + p
2
2 = 0) to a single polynomial equality whose invariance can also be proved
using the rule DI=.
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4.2.2 Smooth invariant manifolds
A typical example of an invariant set studied in the theory of dynamical systems
is an invariant manifold. Before we can proceed, we need to recall some basic
definitions and theorems from differential geometry that we will also call upon
later in this chapter.
Definition 41. Given a differentiable function p : Rn → R, a point ~x ∈ Rn for
which ∇p(~x) ≡ ( ∂p
∂x1





= ~0 is called a singular point (or singularity) of
p. Otherwise, if ∇p(~x) 6= ~0, ~x is known as a regular point.
Definition 42. A level set of a given differentiable function p : Rn → R,
Sk ≡ {~x ∈ Rn | p(~x) = k} is regular if every point on the level set, ~x ∈ Sk, is
regular.
Example 43 Singularity
Consider the polynomial p = x31 + x21− x22. Evaluating the gradient at the origin,
we obtain




and therefore conclude that there is a singularity at the origin.
Consider now a different polynomial q = x21+x22−1, for which ∇q(~x) = (2x1, 2x2)
can only evaluate to the zero vector at the origin. Since 02 + 02 − 1 6= 0, there
are no singular points on the zero level set q = 0 and it is therefore regular. 
The most common examples of differentiable manifolds are the familiar
n−dimensional Euclidean space Rn, as well as open subsets of Rn. The following
theorem provides a very convenient (albeit not exhaustive) definition of what
constitutes a (sub-)manifold.
Theorem 44 ([Chi06]). If p : Rn → R is a C∞ function, then each of its
regular level sets is a sub-manifold of Rn of dimension n− 1.
Proof. See [Chi06, Proposition 1.92].
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x1
x 2
(a) Singular point at self-intersection in
the curve x31 + x21 − x22 = 0.
x1
x 2
(b) Regular level set x21 + x22 − 1 = 0
defining a smooth sub-manifold of R2.
Figure 4.3: Singular and regular curves.
In working with such (sub-)manifolds, which are also commonly known as smooth
hypersurfaces, we disregard all level sets with singularities. What we obtain in
return for this restriction is a theorem which gives a necessary and sufficient
condition for invariance of regular level sets. The statement of this theorem
requires one further definition.
Definition 45 (Tangent space). If S ⊂ Rn is a regular level set defined by
p = 0, then for any ~x ∈ S, the tangent space to S at ~x is defined to be
T~x(S) ≡ {~v ∈ Rn | ∇p(~x) · ~v = 0}.
More generally, if p : Rn → Rm, where m < n, and S ≡ {~x ∈ Rn | p(~x) = ~0}
with the matrix of partial derivatives, i.e. the Jacobian Jp ≡ (∇p1, . . . ,∇pm),
having rank m, at all ~x ∈ S, then one defines the tangent space to be all vectors
in ~v ∈ Rn such that Jp~v = 0. See e.g. [HW96].
Theorem 46 ([Chi06]). A sub-manifold S of Rn is an invariant manifold for
the ODE ~̇x = f(~x), if and only if for all ~x ∈ S we have
(~x, f(~x)) ∈ T~x(S),
where (~x, f(~x)) denotes the Euclidean vector from ~x to f(~x).
Proof. See [Chi06, Proposition 1.107].
Chapter 4. Safety verification and invariant checking 52
Figure 4.4: Tangent space T~x(S) to a 2-dimensional sub-manifold S of R3, given
by the regular level set (smooth surface) p = 0, at a point ~x and tangent vectors
~v1, ~v2, ~v3 ∈ T~x(S).
Whenever ~x is a regular point on the level set p = 0 and Lf (p) ≡ ∇p · f(~x) = 0,
the vector (~x, f(~x)) is tangent to the surface and therefore lies in T~x(p = 0). This
observation leads to a necessary and sufficient criterion for checking invariance of
smooth hypersurfaces in Rn, first studied by Lie [Lie93] (see Olver [Olv98] and
Platzer [Pla12a]).
Proposition 47 (Lie: Smooth equational invariants). The following rule is
sound.
(Lie)
p = 0 ` Lf (p) = 0 ∧∇p 6= ~0
p = 0→ [~̇x = f(~x) & H] p = 0
Proof. See e.g. [Pla12a, Theorem 20].
4.2.3 Extending Lie to handle singularities
The proof rule Lie is only able to check invariance of smooth hypersurfaces, which
has the consequence that it is unable to e.g. prove invariance of isolated points
such as system equilibria for the simple reason that a description of an isolated
point ~a = (a1, . . . , an) ∈ Rn is (whenever n > 1) given by the zero set of some
non-negative real valued function that has ~a as its only global minimum, such as
e.g. the sum-of-squares equation
p(~x) = (x1 − a1)2 + · · ·+ (xn − an)2 = 0.
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This sum-of-squares polynomial p is such that p(~a) = 0 and p(~x) > 0 for all ~x ∈
Rn \ {~a}. At global minima, in this case ~a, the gradient of the function vanishes
and thus we have ∇p(~a) = ~0, which violates the regularity (i.e. smoothness)
condition in the premise of the proof rule Lie, namely
p = 0 −→ ∇p 6= ~0 . (4.2)
The condition p = 0 → Lf (p) = 0 is necessarily true when p = 0 is an invariant
equation, i.e. the following is a valid inference
p = 0→ [~̇x = f(~x)] p = 0
p = 0→ Lf (p) = 0
.
Note that simply removing (4.2) from the premise of the proof rule Lie is unsound
(see e.g. [Pla12a, Counterexample 8]); that is, the condition p = 0 → Lf (p) = 0
alone is insufficient to prove the invariance property for p = 0, due to potential
singularities in the level set p = 0. To represent singular points more concisely,
we introduce the following definition.
Definition 48 (Singular Locus). Let p ∈ R[x1, . . . , xn], the singular locus of
p = 0, henceforth denoted SL(p), is the set of singular points, that is, points
~x ∈ Rn satisfying
p = 0 ∧ ∂p
∂x1
= 0 ∧ · · · ∧ ∂p
∂xn
= 0 .
At singular points, the Lie derivative of p along any vector field f reduces to
∇p(~x) · f(~x) = ~0 · f(~x) = 0. To avoid these degenerate cases, the regularity
condition (4.2) rules out singularities altogether. We now present two extensions
of Lie that, in a similar vein to [TT09], seek to partially overcome the strong
regularity condition by treating the points on the singular locus separately.
Scenario I: No flow at singularities. Equilibria are points in the state space
where the vector field vanishes (f(~x) = ~0) so that there is no motion. However,
as seen above, Lie cannot generally be applied to prove invariance properties of
isolated equilibria because their description involves singularities. One simple way
to resolve this issue is to drop the non-vanishing gradient condition and replace
it with the proviso that there be no flow (that is f(~x) = ~0) in the variables of
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the invariant candidate on the singular locus; this will allow singularities in the
invariant candidate and will provide a sound proof method in which there is no
need to check for non-vanishing gradient.
Proposition 49 (Lie◦). The following rule is a sound generalisation of Lie:
(Lie◦)




xi∈vars(p) ẋi = 0
)
p = 0→ [~̇x = f(~x) & H] p = 0
where vars(p) denotes the set of state variables xi occurring in the polynomial p.
Example 50
Consider again the system from Example 38. The singularity in the curve
x31 + x
2
1 − x22 = 0 at the origin is an equilibrium of the system. One can thus
use Lie◦ to prove that the curve is a continuous invariant. 
Scenario II: Flow directed into the level set. The Lie◦ proof rule can be
generalised further at the expense of adding an extra variable by replacing the “no
flow” condition (fi = 0) for points on the singular locus with ∀λ. p(~x+λf(~x)) = 0,
where λ is a fresh symbol.
Proposition 51 (Lie∗). The following rule is a sound generalisation of Lie◦:
(Lie∗)
p = 0 ` Lf (p) = 0 ∧ (SL(p)→ p(~x+ λf(~x)) = 0)
p = 0→ [~̇x = f(~x) & H] p = 0
To prove soundness of the rules Lie◦ and Lie∗, we appeal to the Nagumo theorem
(Theorem 29).
Let us observe that given a closed S ⊂ Rn and some ~x ∈ bdrS, if it is the
case that ~x + λf(~x) ∈ S for all λ ∈ R, then dist (S, ~x+ λf(~x)) = 0 and f(~x) is
sub-tangent to S at ~x. This observation is important for real algebraic sets for
which bdrS = S, and the condition ~x+λf(~x) ∈ S translates to p(~x+λf(~x)) = 0.
This is the main idea behind the soundness of the proof rule Lie∗.
Proposition 52. The proof rule Lie∗ is sound.
Proof. A point on the variety of p is either regular or singular. For regular points
(these form an open subset of the variety), since Lf (p(~x)) = 0, the vector f(~x) is
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sub-tangent to the variety at ~x (since it is tangent and the condition we check is
exactly that which is used in Lie). At singular points ~x ∈ VR(p) if p(~x+λf(~x)) = 0
holds for all λ then dist(VR(p), ~x + λf(~x)) = 0 for all λ, from which it follows
that lim infλ→0+ dist(VR(p),~x+λf(~x))λ = 0 and thus f(~x) is sub-tangent to VR(p) at ~x.
Assuming solutions exist and are unique, the variety VR(p) is positively invariant
under the flow of the system ~̇x = f(~x) by the Nagumo theorem.
The case f(~x) = 0 for all ~x in the singular locus is a special case of the proof rule
Lie∗. Therefore, the soundness of Lie◦ is an immediate corollary of 52.
Corollary 2. The proof rule Lie◦ is sound.
Remark 53. It is worth remarking that proof rules presented in this section,
as well as Lie and DI=, also work for non-polynomial vector fields and
invariant candidates which themselves are not polynomial but sufficiently
smooth. However, in such cases the resulting arithmetic may no longer be
decidable [Ric68].
Square-free reduction While Lie uses a powerful criterion that captures a large
class of practically relevant invariant sets, it will fail for some seemingly simple
invariant candidates. For instance, the condition in the premise of Lie will not
hold when the goal is to prove that p = x2 − 6x + 9 = 0 is invariant, no matter
what vector field one considers. The reason for this is simple: x2−6x+9 factorises
into (x − 3)2. The problem here lies in the polynomial p itself, rather than the
real variety VR(p); in fact, VR(p) is exactly the singular locus of p and the proof
rule Lie fails because all points inside VR(p) are singular points. More generally,
using the product rule we have
∇pk1p2 · · · pl = pk1∇p2 · · · pl + p2 · · · pl∇pk1
= pk1∇p2 · · · pl + kpk−11 (p2 · · · pl)∇p1
= p1(p
k−1
1 ∇p2 · · · pl + kpk−21 (p2 · · · pl)∇p1),
which has the consequence that any polynomial p which is not square-free will
have vanishing gradient at the real roots of factors with multiplicity greater than
1. One can eliminate such annoying instances by reducing p to square-free form,
which is a basic pre-processing step used in computer algebra systems. The
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, . . . , ∂p
∂xn
) . (4.3)
Intuitively, in performing square-free reduction one hopes to shrink the singular
locus of the original polynomial. If SL(SF(p)) is the empty set (which is the
case for p = x2 − 6x + 9 in the example given above), the proof rule Lie applies
to SF(p) but not to p. In general, SF(p) may satisfy the assumptions of the
proof rules Lie◦ or Lie∗, while p might not. Furthermore, it is always sound to
conclude that p = 0 is invariant from the knowledge that SF(p) = 0 is invariant,
since real varieties remain unaltered under square-free reduction of their defining
polynomials [CLO10], i.e. VR(p) ≡ VR(SF(p)). Thus, replacing p with SF(p) in
the premise of Lie, Lie◦ and Lie∗ preserves soundness and enlarges the class of
polynomials that these proof rules can work with. In addition to increasing the
deductive power, square-free reduction reduces the total degree of the polynomials
appearing in the premise and thereby reduces the computational complexity of
applying the proof rules. It is therefore reasonable to adopt the convention that
invariant candidates supplied to Lie and its generalisations are square-free reduced
in the premise.
4.2.4 Second integrals and Darboux polynomials
Second integrals are used in the study of integrability of dynamical systems and
characterise a more general class of invariants than first integrals.
Definition 54 (Second integral [Gor01]). A continuously-differentiable
function g : Rn → R is a second integral for the vector field induced by the
system of ODEs ~̇x = f(~x) if
Lf (g) = αg
for some continuously-differentiable α : Rn → R. If g is a constant function, the
second integral is trivial.
Remark 55. Note that every first integral is also a second integral, simply by
taking α to be 0.
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Polynomial second integrals were first studied by Darboux in 1878 [Dar78], who
referred to them as algebraic particular integrals; today they are also known as
Darboux polynomials [Gor01, Chapter 2], or algebraic invariant manifolds [Gin09,
Chapter 6]. To be more explicit, we give the following definition.
Definition 56. A polynomial p ∈ R[~x] is Darboux for the ODE ~̇x = f(~x) if
Lf (p) = αp for some α ∈ R[~x], which is equivalent to Lf (p) ∈ 〈p〉.
Example 57 Darboux polynomial






ẋ2 = 3− x22 + x1x2
and let p be the polynomial x42 + 2x1x32 + 6x22 + 2x1x2 + x21 − 3. Computing the
derivative, we obtain
Lf (p) = −4x52 − 2x1x42 + 12x21x32 − 24x32 + 28x1x22 + 8x21x2 + 12x2 + 6x31 − 18x1,






2 + 2x1x2 + x
2
1 − 3)︸ ︷︷ ︸
p






(b) Darboux invariant p(~x) = 0.
Figure 4.5: Darboux polynomial.
The zero level set of p defines an invariant set for the system. Furthermore, note
that the curve p = 0 contains singular points.
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
Conditions similar to those for Darboux polynomials have been used to check
controlled-invariance (i.e. viability) of algebraic hyper-surfaces in polynomial
control systems [ZWG10, ZW12]. In the verification community, the ideal
membership condition equivalent to that of Darboux polynomials was used to
perform algebraic invariant checking in [SSM08], where it is called polynomial
scale (PS) consecution and a weaker version in which α ∈ R is termed constant
scale (CS) consecution.
Theorem 58 (Darboux [Dar78], Sankaranarayanan et al. [SSM08]). The
following proof rule is sound:
(P-c)
` Lf (p) ∈ 〈p〉
` p = 0→ [~̇x = f(~x) & H] p = 0
Proof. If Lf (p) ∈ 〈p〉, then Lf (p) = αp for some α ∈ R[~x]. Consider the
second-order Lie derivative L2f (p) = Lf (Lf (p)) = Lf (αp) = αLf (p) + Lf (α)p,
using the product rule. When p evaluates to 0, we have Lf (α)p = 0 and αLf (p) =
α2p = 0, so p = 0 =⇒ Lf (p) = 0 and p = 0 ∧ Lf (p) = 0 =⇒ L2f (p) = 0.
Similarly for higher-order Lie derivatives, all of which vanish if p = 0 is true
initially.
Remark 59. Note that second integrals and Darboux polynomials do not rule out
singularities in the level set.
In cases when the polynomial equation of interest may be expressed as a
sum-of-squares p = p21 + p22 + · · ·+ p2k = 0, one can view it as defining a real
algebraic variety VR(p) ≡R VR(p1, p2, . . . , pk). The idea of Darboux polynomials
may be extended to handle certain cases where the sum-of-squares polynomial
is not Darboux, but the variety defines an invariant set for the system (see
e.g. [CLPW09, ZW12, ZWG10]). The main observation is that even in cases
when Lf (p) 6∈ 〈p〉, it may still be the case that Lf (pi) ∈ 〈p1, p2, . . . , pk〉 for each
1 ≤ i ≤ k, which is sufficient to prove that the variety is invariant under the flow
of a polynomial system.
Chapter 4. Safety verification and invariant checking 59
4.2.5 Differential radical invariants
In [GP14a] Ghorbal gave necessary and sufficient conditions for invariance of
algebraic varieties under the flow of polynomial ODEs. In essence, the conditions
extend the idea of Darboux polynomials using the ascending chain property of
the Noetherian ring R[~x].
Theorem 60 (Ghorbal [GP14a]). The following proof rule is sound:
(DRI)




f (p) = 0
` p = 0→ [~̇x = f(~x) & H] p = 0
Proof sketch. If the ideal membership check in the premise succeeds for some Lie
derivative of order N , then all Lie derivatives of orders greater than or equal to
N can be expressed as linear combinations of the Lie derivatives of order up to
N − 1. If additionally all the Lie derivatives of order up to N − 1 evaluate to 0
whenever p = 0, then all higher-order Lie derivatives evaluate to 0.
See [GP14a] for the original DRI rule and [GP14b] for a proof of its soundness.
A more general result for semi-algebraic invariants (implying soundness of DRI)
may be found in [LZZ11] along with proofs.
Example 61
Consider the 3-dimensional non-linear system from [MBK10]:
ẋ1 = x2 + x3,
ẋ2 = 2x1x2 + 2x1x3,
ẋ3 = −x33 − x2x23,
and let p = (x1x3 + x3 − 1)2 + (x2 − x21)
2. Computing the derivative, we can
check (using polynomial reduction and Gröbner bases) that
Lf (p) = −2x3 (x2 + x3) ((x1 + 1)x3 − 1)2 /∈ 〈p〉
and thus conclude that p is not a Darboux polynomial. However, computing the
second-order Lie derivative we obtain
L2f (p) = (x3 (3x2 + 4x3)− 2x1)︸ ︷︷ ︸
α1
2x3 (x2 + x3) ((x1 + 1)x3 − 1)2︸ ︷︷ ︸
−Lf (p)
.
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Writing this as
L2f (p) = 0p− α1Lf (p)
we see that L2f (p) ∈ 〈p,Lf (p)〉. We can use DRI (with N = 2) to prove that p = 0
defines an invariant set of the system. 
DRI leads to a decision procedure for checking invariance of real algebraic sets
in polynomial vector fields [GP14a]. Thus, theoretically, one can always encode
conjunctions of equalities into a single sum-of-squares polynomial equation and
check for invariance with DRI. However, an approach due to Ghorbal [GSP14]
extends the idea described in the last paragraph of the previous section (again
using the ascending chain condition) to give a more efficient decision procedure for
checking invariance of real algebraic sets. Given a real variety VR(p1, p2, . . . , pk),
the method (called DRI∧) proceeds to check that LNf (pi) ∈ I, where
I ≡ 〈p1, p2, . . . , pk,Lf (p1),Lf (p2), . . . ,Lf (pk), . . . ,LN−1f (p1),L
N−1
f (p2), . . . ,L
N−1
f (pk)〉
for some N > 0 and for each 1 ≤ i ≤ k and also checks (using a decision procedure
for real arithmetic) that the inclusion VR(p1, p2, . . . , pk) ⊆ VR(I) holds in order
to conclude that the variety VR(p1, p2, . . . , pk) is invariant (see [GSP14] for more
details).
Example 62 DRI∧ (Ghorbal [GSP14])
Consider the simple system
ẋ1 = x2,
ẋ2 = x1
and an invariant candidate x1 = 0∧x2 = 0, which corresponds to VR(x1, x2). We
see that Lf (x21 + x22) = 2x1x2 + 2x2x1 6∈ 〈x21 + x22〉, and also Lf (x1) = x2 6∈ 〈x1〉
and Lf (x2) = x1 6∈ 〈x2〉. However, we have L2f (x1) = x1 ∈ 〈x1, x2〉 and L2f (x2) =
x2 ∈ 〈x1, x2〉 and x1 = 0 ∧ x2 = 0 → x1 = 0 ∧ x2 = 0 is clearly valid. Thus, we
conclude that the origin is an invariant using DRI∧ with N = 2. 
4.2.6 Practical performance
It is an interesting question whether using a decision procedure for invariant
checking (such as DRI) instead of simpler sufficient conditions comes at the
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price of greater computational cost. We have investigated the performance of
DRI compared to other sufficient proof rules on classes of invariant checking
problems where the respective sufficient proof rules are in fact necessary and
sufficient. Thus, we have compared the performance of DRI with that of Lie
on problems where the invariant candidates are defined by regular level sets of
polynomial functions (Figure 4.6). The performance of Lie, Lie◦ and Lie∗ was
benchmarked against that of DRI on a collection of problems where the invariants
were isolated equilibria described by sum-of-squares equations with singularities
(in dimensions greater than 1) for which Lie◦ and Lie∗ are necessary and sufficient
(Figure 4.7). Finally, we compared the performance of DI= to that of DRI on
a set of invariants given by level sets of first integrals, i.e. conserved quantities
(Figure 4.8). The graphs show the total number of invariant checking problems
(on the horizontal axis) that could be solved by the respective proof rules under
some time (shown in log scale on the vertical axis). For these problems we used a
60 second timeout; more details may be found in [GSP15a]. Although the set of
problems may not be viewed as representative, we observe the decision procedure
performing remarkably well in most of the invariant checking problems. However,
the sufficient proof rules can also be seen to out-perform the decision procedure
on some of the problems. From our observations, we believe a reasonable proof
strategy would begin by applying a decision procedure for algebraic invariant
checking first and wait for it to time out (after some specified duration) before
attempting a proof using the sufficient proof rules in the hope that they perform
better.
4.3 Differential cuts
This section will explore some interesting connections between a proof rule called
differential cut and concepts from integrability theory of dynamical systems as
well embeddings of smooth invariant manifolds, providing geometric intuition
that allows using knowledge about the structure of the system more effectively.
We will study the problem of proving invariance of sets given by conjunctions of




























































Figure 4.8: DI vs DRI.
polynomial equalities (i.e. real algebraic varieties) and describe a proof strategy
using differential cuts which searches for a proof of invariance by decomposing
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the conjunction and applying sufficient proof rules.
When considering an invariant candidate that can be expressed as a
sum-of-squares equation, one may use a real arithmetic equivalence to reduce
it to a conjunction of equalities, i.e.
p21 + p
2
2 + · · ·+ p2r = 0 ≡R p1 = 0 ∧ p2 = 0 ∧ · · · ∧ pr = 0.
It may be the case that each conjunct pi = 0 considered separately defines an
invariant for the system. Then, one could simply invoke the following basic result
about invariant sets to prove invariance of the conjunction.
Proposition 63. Let S1, S2 ⊆ Rn be continuous invariants for the continuous
system ~̇x = f(~x), then the set S1 ∩ S2 is also a continuous invariant.
Proof. Elementary.
Corollary 3. The proof rule
(∧inv)
p1 = 0→ [~̇x = f(~x) & H] p1 = 0 p2 = 0→ [~̇x = f(~x) & H] p2 = 0
p1 = 0 ∧ p2 = 0→ [~̇x = f(~x) &H ] (p1 = 0 ∧ p2 = 0)
(4.4)
is sound and may be generalised to accommodate arbitrarily many conjuncts.
Of course, one still needs to choose an appropriate proof rule in order to prove
invariance of atomic equational formulas.
In general, however, even if the conjunction defines an invariant set, the individual
conjuncts need not themselves define invariants. If such is the case, one cannot
simply break down the conjunctive assertion using the rule ∧inv and prove
invariance of each conjunct individually. In this section, we explore using a proof
rule called differential cut (DC) to address this issue.
Differential cuts were introduced as a fundamental proof principle for differential
equations by Platzer in [Pla10a] and can be used to (soundly) strengthen
assumptions about the system evolution.
Theorem 64 (Differential Cut [Pla10a]). The proof rule
(DC)
F → [~̇x = f(~x)] C F → [~̇x = f(~x) & C] F
F → [~̇x = f(~x)] F
,
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where C and F denote quantifier-free first-order formulas, is sound.
One may appreciate the geometric intuition behind the rule DC if one realises
that the left branch requires one to show that the set of states satisfying C is an
invariant for the system initialised in any state satisfying F . Thus, the system
does not admit any trajectories starting in F that leave C and hence by adding
C to the evolution constraint, one does not restrict the behaviour of the original
system.
Differential cuts may be applied repeatedly to the effect of refining the evolution
constraint with more continuous invariants. It may be profitable to think of
successive differential cuts as showing an embedding of invariants in a system. In
what follows, we will first develop this intuition for DC when it is used with the
rule DI=, drawing similarities to other tools developed in integrability theory of
dynamical systems, and then consider the geometric aspect of using DC with the
rule Lie.
4.3.1 DC+DI=. Integrable systems and higher integrals
There is an interesting connection between the use of differential cuts together
with the rule DI= and integrability of dynamical systems. To appreciate this, we
will require a definition.
Definition 65 (Algebraic integrability [Gor01]). A system ~̇x = f(~x), where
~x ∈ Rn is algebraically integrable 1 if there exist (n−1) independent algebraic
first integrals pi, 1 ≤ i < n.
Example 66 Integrable system
Consider the following system from [Gin09, Example 75].
ẋ1 = x1 (x3 − x2) ,
ẋ2 = x2 (x1 − x3) ,
ẋ2 = x3 (x2 − x1) .
1In general, ~x may lie in any affine space Kn, where K is a field of characteristic zero.
See [Gor01].
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The system is algebraically integrable because it is 3-dimensional and admits 2
independent polynomial first integrals: p1 = x1x2x3 and p2 = x1 + x2 + x3.
(a) Invariant level surfaces of x1x2x3. (b) Invariant level surfaces of x1+x2+x3.
Figure 4.9: Foliation of the state space by invariant level surfaces of first integrals.
(a) Invariant level curves of x1 + x2 + x3
on invariant level surfaces of x1x2x3.
(b) Invariant level curves of x1x2x3 on
invariant level surfaces of x1 + x2 + x3.
Figure 4.10: Foliation of invariant surfaces by level curves of algebraic first integrals.
Thus, every level set of p1 and p2 defines an invariant set for the system and one
can conclude that p1 = C1 ∧ p2 = C2 ≡R (p1 − C1)2 + (p2 − C2)2 = 0 is also an
invariant for arbitrary C1, C2 ∈ R.
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Suppose we are given an initial condition ~x0 = (1, 116 , 1) ∈ R
3. Taking this point,




obtaining two constants C1 = 116 and C2 =
33
16
, respectively. With this, we can
construct a phase curve which is guaranteed to contain the orbit of the system








We should note that in this example it was crucial that we deal with independent
first integrals, i.e. the system was indeed integrable. This method will not work
if one has first integrals such as e.g. p1 and p21 because one can no longer reduce
the dimension of the invariant set defined by the conjunction.
(a) Invariant level sets of first integrals
x1x2x3 =
1
16 and x1 + x2 + x3 =
33
16 .
(b) Invariant space curve containing the
orbit through ~x0 = (1, 116 , 1).
Figure 4.11: Invariant space curve construction in an integrable system.

Whenever a system is algebraically integrable, with independent first integrals
p1, p2, . . . , pn−1, and the pre-condition ψ is given by an initial point ~x0 ∈ Rn,
one can employ differential cuts to successively refine the evolution domain with
invariant level sets pi(~x) = Ci for any 1 ≤ i < n where Ci = pi(~x0) until one
arrives at a constraint
H ∧ p1 = C1 ∧ p2 = C2 ∧ · · · ∧ pn−1 = Cn−1
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and can conclude system safety by checking that the new domain constraint does
not contain any unsafe states.
Alternatively, instead of refining the domain constraint with differential cuts, one
can construct equational invariants from first integrals directly using the following
theorem (which is perhaps more efficient, but obscures the underlying geometric
intuition).
Theorem 67 (Platzer [Pla10b]). A formula F , given by a propositional
combination of equalities of the form pi = 0, defines an invariant for the
continuous system if all of its equational atoms pi are first integrals for the system.
Proof. See [Pla10b, Proof of Proposition 3.4].
In [Pla12b] Platzer has shown that differential cuts add to the deductive power
of differential induction (this is written as DC+DI=  DI= for the equational
case). This fact implies that certain invariants can be proved using the rule DI=
in concert with DC, when no such proof is possible without using DC (refuting
an earlier hypothesis in [Pla10b]). In practice, what this result shows is that
differential cuts together with DI= allow one to work with more than just the first
integrals of the system. Indeed, there is an intriguing correspondence between
such proofs and a concept from integrability theory of dynamical systems known
as higher integral [Gor01].
Recall that the premise of the rule DI= establishes that p(~x) is a first integral
(i.e. a constant of motion) for the system in order to conclude that p = 0 defines
an invariant set. More generally, p(~x) is a second integral if Lf (p) = αp, where α
is some function; this is also sufficient to conclude that p = 0 is an invariant. If
p ∈ R[~x], then one has a Darboux polynomial [Gor01, Dar78] and the condition
corresponds to the premise of the rule P-c. A third integral is a function p(~x)
that remains constant on some level set of a first integral g(~x) [Gor01, Section
2.6], i.e. Lf (p) = αg where g is a first integral and α is some function. These
ideas generalise to higher integrals, which are functions that vanish on level sets
of other (lower) integrals (see [Gor01, Section 2.7]).
Higher integrals are powerful because they can be used to e.g. show invariance of
certain sets in cases when a system may not be integrable. The example below
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was reported by Platzer in [Pla12a] as a demonstration of the increased deductive
power afforded by DC when used together with DI=. As we shall see, the invariant
of interest is in fact a level set of a third integral for the system.
Example 68 Platzer [Pla12a], deconstructed aircraft. Differential cut with DI=.
Consider an example of the use of DI= with DC due to Platzer [Pla12a], where




with an invariant candidate x21 + x22 = 1 ∧ x3 = x1. One cannot use DI= directly
to prove the goal
x21 + x
2
2 = 1 ∧ x3 = x1 → [~̇x = f(~x)] (x21 + x22 = 1 ∧ x3 = x1) .
We can apply DC to cut by x1 = x3, which is a first integral for the system and





2 = 1 ∧ x3 = x1 → x3 = x1
*
(R) −x2 = −x2
(DI=)




2 = 1 ∧ x3 = x1 → [~̇x = f(~x)] x3 = x1
For the right branch of DC we need to show that x21 + x22 = 1 is an invariant
under the evolution constraint x3 = x1. This is again provable using DI=:
*
(DW)
x3 = x1 → [~̇x = f(~x) & x3 = x1] x3 = x1
*
(R)








2 = 1 ∧ x3 = x1 → [~̇x = f(~x) & x3 = x1] (x21 + x22 = 1 ∧ x3 = x1)
We can now construct a proof of invariance for the conjunction using DC.
Note that in this example, the rule DI= was all that was required to complete the
proof of invariance. By first showing that x3 − x1 is an invariant function (first
integral) for the system and restricting the evolution domain to the zero set of
the first integral, x3 − x1 = 0, one can prove that the polynomial x21 + x22 − 1 is
conserved in the constrained system. In this example we have Lf (x21 + x22 − 1) =
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(a) Invariant level sets of the first integral
x3 − x1 foliating the state space of the
system.
(b) Invariant level curves of the third
integral x21 + x22 − 1 foliating one level
surface of the first integral, x3 − x1 = 0.
(c) Intersection of the level sets defining
the invariant x21 + x22 = 1 ∧ x3 = x1.
(d) Invariant space curve giving a
periodic orbit of the system.
Figure 4.12: Third integral example.
−2x1x2 + 2x2x3 = 2x2(x3 − x1), where (x3 − x1) is a first integral of the system.
Thus, x21 + x22 − 1 is in fact a (polynomial) third integral.
The geometric intuition behind the use of a third integral in this proof is given
in Figure 4.12. 
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4.3.2 DC+Lie. Embeddings of invariant sub-manifolds
Differential cuts are related to embeddings of invariant sub-manifolds, when used
with the proof rule Lie. To develop this idea, let us remark that if one succeeds at
proving invariance of some p1 = 0 using the rule Lie in a system with no evolution
constraint, one shows that p1 = 0 is a smooth invariant sub-manifold of Rn. If one
(a) Smooth manifold M1 ⊂ R3. (b) Sub-manifold M2 ⊂M1 (yellow).
Figure 4.13: Embedding of smooth manifolds.
now considers the system evolving inside that invariant manifold and finds some
p2 = 0 which can be proved to be invariant using Lie with p1 = 0 acting as an
evolution constraint, then inside the manifold p1 = 0, p2 = 0 defines an invariant
sub-manifold (even in cases when p2 = 0 might not define a sub-manifold of the
ambient space Rn). One can proceed using Lie in this way to look for further
embedded invariant sub-manifolds. We will illustrate this idea using a basic
example.
When considering evolution domain constraints H, if H is an open set, one may
add it to the context in the premise of Lie (see [Theorem 2.8][Olv98]) to obtain
(Lie)
H ` p = 0→ Lf (p) = 0 ∧∇p 6= ~0
` p = 0→ [~̇x = f(~x) & H] p = 0
.
If H is not open, one needs to ensure that H has a structure of a differentiable
manifold in order to add it to the assumptions without losing soundness. In the
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case where H is given by a conjunction of polynomial equalities, one may do this




i=1 pi = 0 ` p = 0→ Lf (p) = 0 ∧ rk(∇p1, . . . ,∇pk,∇p) = k + 1
` p = 0→ [~̇x = f(~x) &
∧k




` p = 0→ Lf (p) = 0 ∧∇p 6= ~0
` p = 0→ [~̇x = f(~x)] p = 0
when k = 0.
Example 69 Differential cut with Lie
Let the system dynamics be given by the simple linear system
ẋ1 = x1,
ẋ2 = −x2.
This system has an equilibrium at the origin, i.e. f(~0) = ~0. Consider an invariant
candidate x1 = 0 ∧ x1 − x2 = 0. One cannot use Lie directly to prove the goal
x1 = 0 ∧ x1 − x2 = 0→ [~̇x = f(~x)] (x1 = 0 ∧ x1 − x2 = 0).
Instead, DC can be used to cut by x1 = 0, which is an invariant for this system
provable using Lie. The left branch of DC is proved as follows:
*
(R)
x1 = 0 ∧ x1 − x2 = 0→ x1 = 0
*
(R)
x1 = 0→ x1 = 0 ∧ (1 6= 0)
(Lie)
x1 = 0→ [~̇x = f(~x)] x1 = 0
(inv)
x1 = 0 ∧ x1 − x2 = 0→ [~̇x = f(~x) & x1 = 0] x1 = 0




x1 = 0→ [~̇x = f(~x) & x1 = 0] x1 = 0
*
(R)
x1 = 0 ` x1 − x2 = 0→ x1 + x2 = 0 ∧ rk((1, 0), (1,−1)) = 2
(Lie)
x1 − x2 = 0→ [~̇x = f(~x) & x1 = 0] x1 − x2 = 0
(∧inv)
x1 = 0 ∧ x1 − x2 = 0→ [~̇x = f(~x) & x1 = 0] (x1 = 0 ∧ x1 − x2 = 0)
Using these two sub-proofs to close the appropriate branches, the rule DC proves
x1 = 0 ∧ x1 − x2 = 0→ [~̇x = f(~x) ] (x1 = 0 ∧ x1 − x2 = 0).
While this example is very simplistic, it provides a good illustration of the method
behind differential cuts. We used DC to restrict system evolution to an invariant
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x1
x 2
(a) Invariant manifold x1 = 0.
x1
x 2
(b) Sub-manifold at the origin.
Figure 4.14: Differential cut used to show that the intersection at the origin is an
invariant sub-manifold of x1 = 0.
manifold x1 = 0 using Lie and then used Lie again to show that x1 − x2 = 0
defines an invariant sub-manifold inside x1 = 0. This is illustrated in Figure 4.14
on page 72.
It is also worth noting that the choice of conjunct for use in the differential cut
was crucial. Had we initially picked x1 − x2 = 0 to act as C in DC, the proof
attempt would have failed, since this does not define an invariant sub-manifold
of R2 (see Figure 4.14 on page 72). 
Note that by employing DC, we proved invariance of a conjunction which could
not be described by an atomic equational assertion which is provable using the
rule Lie, or by using Lie to prove invariance of each conjunct after breaking down
the conjunction with the rule ∧inv. Alternatively, one may work with the entire
conjunction directly using the following proof rule.
Theorem 70. The following proof rule is sound:
(Lie∧)
∧k
i=1 pi = 0 `
∧k
i=1 Lf (pi) = 0 ∧ rk(∇p1, . . . ,∇pk) = k
`
∧k
i=1 pi = 0→ [~̇x = f(~x) & H]
∧k
i=1 pi = 0
Proof. [Olv98, Theorem 2.8].
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In practice, checking the full rank condition for a matrix of partial derivatives of
polynomial functions (though possible) is very expensive. For instance, suppose
one has 2 polynomials p1, p2 ∈ R[x1, x2] and one wishes to check that the matrix
(∇p1,∇p2) has full rank everywhere on p1 = 0 ∧ p2 = 0. One can check that the
sentence
∀ x1, x2. p1 = 0 ∧ p2 = 0→ ∀ λ 6= 0. ∇p1 6= λ∇p2
is true over the reals. However, this comes at the price of introducing a fresh
variable, and using a decision procedure for (the universal fragment of) real
arithmetic, which has time complexity exponential in the number of variables.
One can see why the more general variant of Lie that allows assuming H in the
premise, and Lie∧, have little practical appeal.
4.3.3 Proof strategies using differential cuts
Differential cuts can be used to search for a proof of invariance of conjunctive
equational assertions. This involves selecting some conjunct pi = 0 to cut by (that
is use it as C in DC). If the conjunct is indeed an invariant, it will be possible
to strengthen the evolution domain constraint and proceed in a similar fashion
by selecting a new C from the remaining conjuncts until a proof is attained.
A formal proof of invariance using differential cuts can be quite long and will
repeatedly resort to proof rules such as (∧inv) and DW, which is used to prune
away conjuncts that have already been added to the evolution domain constraint.
A simple proof strategy may be implemented as a recursive function to iteratively
select a conjunct with which to attempt a differential cut. Before calling this
function, the conjuncts could, for instance, be put into ascending order with
respect to the number of variables appearing in the conjunct. For purely
polynomial problems, it would also be reasonable to make the ordering ascending
with respect to the total degree of the polynomials. The aim of such a
pre-processing step would be to ensure that those conjuncts which are potentially
less expensive to check for invariance are processed first. There is in general
no easy way of selecting the “right” proof rule for showing invariance of atomic
equations; a possible, albeit not very efficient, solution would be to iterate through
all the available proof rules. This would certainly combine their deductive power,
but could also lead do diminished performance. In practice, selecting a good
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proof rule for atomic invariants is very much a problem-specific matter. The
overall proof strategy, if successful, would result in a proof tree resembling that
shown in Figure 4.15 on page 75. The proof steps labelled with ? mark choices
in selecting the rule for atomic invariants, such as DI=, Lie, P-c, etc.
The proof strategy would also need to be instantiated with the proof rules for
invariant equations which would be used in inferences marked by ? in the proof
tree skeleton. In fact, one may use any suitable proof rule (even DRI∧) to close
the left branch in DC once it is reduced to proving invariance.
Unlike with decision procedures, such as DRI∧, knowledge about the system
is often crucial for differential cuts to be effective; however, this knowledge
can sometimes be used to construct proofs that are more computationally
efficient. We identify an example (Example 71) of an invariant with 13 state
variables which defeats currently available decision procedures and which is easily
provable using differential cuts together with both DI= and Lie. Though very
much an artificial problem, it demonstrates that structure in the problem can
sometimes be exploited to yield efficient proofs using DC. This is especially
useful for large systems with many variables where the structure of the problem
is well-understood. Additionally, we see that a combination of proof rules
(DI=,Lie,DC) can be both helpful and efficient.
While differential cuts can serve to increase the deductive power of sufficient proof
rules, there are invariant conjunctions of equalities for which applying DC on the
conjuncts given in the problem will altogether fail to be fruitful. This is due to
the fact that at least some of the conjuncts, when considered individually, are
required to define continuous invariants for the system (which may not be the
case even if the conjunction is invariant). For example, equilibrium points can be
represented as sum-of-squares or a conjunction of equations,
(x1 − a1)2 + · · ·+ (xn − an)2 = 0 ≡ x1 = a1 ∧ · · · ∧ xn = an,
where (a1, . . . , an) ∈ Rn is an equilibrium for the system, i.e. f(~a) = ~0.
Geometrically, this corresponds to an intersection of real hyperplanes, none of
which may be invariant under the flow of ~̇x = f(~x) when considered separately,
whereas their intersection describes an invariant set.
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Example 71
Consider the system
ẋ1 = −292x7(−1 + x26 + x27 + x28)145,
ẋ2 = −292x8(−1 + x26 + x27 + x28)145,
ẋ3 = −42(2x10 + 2x310 + 2x9)(−3 + 6x210 + x410 + 2x10x9 + 2x310x9 + x29)41,
ẋ4 = −42(12x10 + 4x310 + 2x9 + 6x210x9)(−3 + 6x210 + x410 + 2x10x9 + 2x310x9 + x29)41,
ẋ5 = −2x13(−1 + x13 + x11x13),
ẋ6 = −2x12(−1 + x12 + x11x12),
ẋ7 = 26(−6x1x22 + 4x31x22 + 2x1x42)(1− 3x21x22 + x41x22 + x21x42)25,














4 − 6x23x4x25)(x43x24 + x23x44 − 3x23x24x25 + x65)13,
ẋ11 = 14(−6x23x24x5 + 6x55)(x43x24 + x23x44 − 3x23x24x25 + x65)13,
ẋ12 = 292x6(−1 + x26 + x27 + x28)145,
ẋ13 = −x13.
Suppose the invariant candidate is given by the following conjunction:







4 − 3x23x24x25 + x65)7)2 +
((−1 + x26 + x27 + x28)73)2 +
((−3 + 6x210 + x410 + 2x10x9 + 2x310x9 + x29)21)2 +
(x12 + x11x12 − 1)2 = 0.
By using a differential cut to restrict the evolution domain to the invariant
manifold x13 = 0 (using the rule Lie), we obtain a system for which the
sum-of-squares conjunct is a Hamiltonian and thus a first integral; its zero level set
can be easily proved to be an invariant using the rule DI=. Naïvely attempting to
use a decision procedure takes an unreasonable amount of time due to the high
degrees involved, while the proof involving DC takes under a second for both
branches, provided the right rules are selected to prove invariance of atoms. 
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4.4 Checking invariants with inequalities
This section will review proof methods for checking invariants described using
inequalities. Some of the methods developed for this problem were inspired by
established results on stability analysis from control theory. In what follows, we
will briefly touch upon these for completeness of presentation.
4.4.1 Lyapunov-like functions (barrier certificates)
An equilibrium in a system of ODEs ~̇x = f(~x) is a point ~x0 ∈ Rn such that
f(~x0) = ~0. Such an equilibrium is called stable if for all ε > 0 there exists
some δ > 0 such that starting inside any δ-neighbourhood of ~x0, Uδ(~x0) ⊂ Rn,
the solution ϕt(~x0) remains inside the ε-neighbourhood Uε(~x0) for all time t ≥
0. Intuitively, one may think of stability as requiring those solutions that start
“close enough” to the equilibrium to remain “near” at all future times. This
type of stability is known as stability in the sense of Lyapunov (often shortened
i.s.L.) and is weaker than the most commonly sought-after property of asymptotic
stability, which additionally requires all solutions to converge to the equilibrium.
A weaker notion known as Lagrange stability simply requires the solutions to
remain bounded (see e.g. [Gyf63]; for a broad overview of stability theory see
[BS70]).
First introduced in [Lya92], Lyapunov functions are commonly used to
demonstrate stability (i.s.L.) of equilibria in systems of non-linear ODEs.
Informally, a Lyapunov function V : Rn → R is a continuously differentiable
positive-definite function of the system’s state, whose value can never increase
along the solutions of the system.
Theorem 72 (Lyapunov’s direct method). Given a system ~̇x = f(~x), defined
on Rn, if one can find a V ∈ C1(Rn,R) such that
V (~x) > 0 ∀ ~x ∈ Rn \ {0},
∇V · f(~x) = d
dt
V (ϕt(~x)) ≤ 0 ∀ ~x ∈ Rn,
then one can conclude that the origin is stable (in the sense of Lyapunov).
Chapter 4. Safety verification and invariant checking 78




The equilibrium at the origin in this system is stable, which can be demonstrated
using the Lyapunov function V (~x) = x21 + x22.
(a) Graph of the Lyapunov function V ,
giving an abstract energy landscape.
x1
x 2
(b) Level sets of V bounding positively
invariant regions in the system.
Figure 4.16: Lyapunov function V (~x) = x21+x22 for the system ẋ1 = −x31, ẋ2 = −x32.

Lyapunov functions are of interest to safety verification because their sub-level
sets are positively invariant. That is, if V is a Lyapunov function for ~̇x = f(~x),
then V ≤ k defines a positively invariant set for every k ≥ 0 [Bla99].
In [PJ04] Prajna and Jadbabaie introduced a methodology for safety verification
using so-called barrier certificates, employing Lyapunov-like conditions to argue
for safety, rather than stability.
Theorem 74 (Barrier certificate [PJ04]). Given a system ~̇x = f(~x) & H
under some evolution constraint H ⊆ Rn, a set of initial states ψ ⊆ H and a set
of unsafe states ¬φ ⊆ H, if one can find a continuously differentiable function
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B : H → R such that
B(~x) ≤ 0 ∀~x ∈ ψ,
B(~x) > 0 ∀~x 6∈ φ,
∇B · f(~x) ≤ 0 ∀~x ∈ H,
then the system is guaranteed to be safe.
Proof. See [Pra05, Proof of Proposition 2.2], or [PJ04, Proof of Proposition 1].
The problem of safety verification with barrier certificates is that of finding a
function B that satisfies the conditions in the above theorem.
Example 75 Prajna [Pra05]
Consider a smooth continuous dynamical system characterised by
ẋ1 = x2
ẋ2 = −x1 +
1
3
x31 − x2 .
Figure 4.20a shows the system’s phase portrait. The system is initialised at
x0 ∈ (x1 − 1.5)2 + x22 ≤ 0.25 ⊂ R2. We are further given a safety specification
from which it follows that the system is unsafe if it transitions into the set of
states where (x1 + 1)2 + (x2 + 1)2 ≤ 0.16. These sets, ψ and ¬φ, are shown in
green and red, respectively.

The condition requiring the derivative of the barrier certificate function B to
be non-positive everywhere within the evolution constraint H can in practice be
rather restrictive, but also ensures that sum-of-squares optimisation techniques
developed for Lyapunov functions [Par00] can be applied to automatically search
for barrier certificates.
Alternatively, one may instead require the derivative of B to be strictly negative,
but only on the zero level set of B within H. Such a B is known as a strict barrier
certificate.
Theorem 76 (Strict barrier certificate [PJ04, SPW12]). Given a safety
verification problem for the continuous system ~̇x = f(~x) & H as before, if one
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x1
x 2
(a) Level curves of B.
x1
x 2
(b) B(x) ≤ 0.
Figure 4.17: Safety proof using barrier certificates, ψ shown in green, ¬φ in red and
forward invariant sub-level set B(~x) ≤ 0 in grey.
can find a continuously differentiable function B : H → R such that
B(~x) ≤ 0 ∀~x ∈ ψ,
B(~x) > 0 ∀~x 6∈ φ,
∇B · f(~x) < 0 ∀~x ∈ H s.t. B(~x) = 0,
then the system is guaranteed to be safe.
Proof. See [Pra05, Proof of Proposition 2.3].
Example 77 Strict barrier certificate
Consider the Wien bridge oscillator system from [Kha92, Exercise 1.23]:
ẋ1 =
−g (x2)− x1 + x2
C1R1
,
ẋ2 = −C2R1 (−g (x2)− x1 + x2)−
x2
C2R2






x, H = R2, and parameters C1 = C2 = R1 =
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x1
x 2
Figure 4.18: Safety proof using a strict barrier certificate B. The set B ≤ 0 is shown
in grey, possible choices for the initial states ψ in green and unsafe states ¬φ in red.
Using B = x21 + x2x1 + x22 − 11159 and taking any initial and unsafe sets such that
ψ → B ≤ 0 and ¬φ → B > 0, the function B acts as a strict barrier certificate
which is sufficient to prove safety since we have B(~x) = 0→ ∇B · f(~x) < 0.
Notice that B cannot act as a barrier certificate in the sense of Theorem 74
because ∇B · f(~x) can take positive values inside the sub-level set. 
Theorem 78 (Barrier certificate (non-convex type) [Pra05], Proposition 2.18).
Given a safety verification problem for the continuous system ~̇x = f(~x) & H
as before, but with H ⊆ Rn open, if one can find a continuously differentiable
function B : H → R such that
B(~x) ≤ 0 ∀~x ∈ ψ,
B(~x) > 0 ∀~x 6∈ φ,
∇B · f(~x) ≤ 0 ∀~x ∈ H s.t. B(~x) = 0,
∇B(~x) 6= ~0 ∀~x ∈ H s.t. B(~x) = 0,
then the system is guaranteed to be safe.
Proof. See [Pra05, Section 2.5, pages 36–38]. In fact, the main principle at work
here can be seen to be little more than an application of Nagumo’s theorem (à la
Bony [Bon69]; see [Red72],[Wal98, Chapter III, pages 117–119]).
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Example 79 Barrier certificate (non-convex type)
Let the continuous system 2 be given by














and evolving under no constraints, i.e. H = R2.
x1
x 2
Figure 4.19: Safety proof using a non-convex barrier certificate B (based on Nagumo’s
theorem). The set B ≤ 0 is shown in grey, possible choices for the initial states ψ in
green and unsafe states ¬φ in red.
Using B = x41+2x22− 10, one may show that the set B ≤ 0 is positively invariant
under the flow. Taking initial and unsafe sets such that ψ → B ≤ 0 and ¬φ →
B > 0 are valid formulas, B can act as a non-convex barrier certificate, proving
system safety by Theorem 78 because we have B(~x) = 0 → ∇B · f(~x) ≤ 0 and
the zero level set of B is smooth, i.e. B = 0 → ∇B 6= ~0 holds. Note that B is
neither a barrier certificate, nor a strict barrier certificate. 
Example 80 Counterexample
Consider the harmonic system
ẋ1 = −x2,
ẋ2 = x1
2 System of ODEs taken from
http://ocw.mit.edu/courses/aeronautics-and-astronautics/
16-30-feedback-control-systems-fall-2010/lecture-notes/MIT16_30F10_lec22.pdf
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evolving inside the closed unit disc, i.e. H ≡ x21 + x22 ≤ 1.
x1
x 2
(a) Harmonic system confined to a closed
unit disc H ≡ x21+x12 ≤ 1 (¬H in grey).
x1
x 2
(b) The curve x21+x2+1 = 0 intersecting
H precisely at (0,−1).
Figure 4.20: The importance of open evolution constraints when using Nagumo-based
conditions. Initial state ψ ≡ x1 = 0 ∧ x2 = −1 (in green) and an unsafe state
¬φ ≡ x1 = 0 ∧ x2 = 1 (in red).
Figure 4.20 shows the system’s phase portrait inside the constraint. Consider the
set of initial states ψ to be the point ~x0 = (0,−1) ∈ H. This point is clearly
not a fixed point of the system. If one is to consider the polynomial x21 + x2 + 1,
one sees that the zero level set x21 + x2 + 1 = 0 intersects with H at precisely the
point ~x0, i.e. H ∧ x21 + x2 +1 = 0 ≡R ψ. Now, taking ¬φ ≡ x1 = 0∧ x2 = 1 to be
the set of unsafe states, the system initialised in ψ is clearly unsafe because both




If we take B = x21 + x2 + 1 we see that it satisfies all the conditions from
Theorem 78. In particular, one has ∇B · f(~x) = 0 for all ~x ∈ H s.t. B(x) = 0
(because the vector f(~x0) is tangent to the curve B = 0 at the only point where
it touches H). In this example the theorem does not apply because the crucial
assumption about H being an open set is not met. 
One may formalise the method of barrier certificates to arrive at rules of inference
for proving invariance of sets described by inequalities, which we now give.
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Proposition 81. The proof rules BC, BCS and BCN are sound.
(BC)
H ` ∇p · f(~x) ≤ 0
` p ≤ 0→ [~̇x = f(~x) & H] p ≤ 0
(BCS)
H ` p = 0→ ∇p · f(~x) < 0
` p ≤ 0→ [~̇x = f(~x) & H] p ≤ 0
(BCN)
` p = 0→ (∇p · f(~x) ≤ 0 ∧∇p 6= ~0)
` p ≤ 0→ [~̇x = f(~x) & H] p ≤ 0
Proof. Corollary to theorems 74, 76 and 78, by taking ψ ≡ p ≤ 0, ¬φ ≡ p > 0
and B = p. In the case of BCN, H in the conclusion may be safely dropped since
it is not assumed in the premise, i.e. H is assumed to be Rn, but was added here
for uniformity of presentation.
4.4.2 Invariant inequalities with encoded boolean structure
Similar to square-free reduction for invariant polynomial equations, one may
sometimes remove roots of multiplicities greater than 1 from polynomial
inequalities p ≤ 0, thereby simplifying their description and removing singularities
on their boundary. To do this, we will require some definitions.
Definition 82 (Square-free decomposition [Yun76]). Given a polynomial
p ∈ Z[~x], the square-free decomposition is given by




where all pi are square-free and relatively prime.
Note that while superficially similar to square-free reduction, the square-free
decomposition is quite different. To see this, note that the exponent in the
product matches the index. Thus, the order in a square-free decomposition
encodes the exponent to which the factor pi is raised in the original polynomial
p, i.e., the factors raised to odd powers will have odd index in the decomposition;
respectively for even exponents.
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Definition 83 (Parity decomposition [DS95]). Given a polynomial p ∈ Z[~x]








Proposition 84 ([DS95]). Let p ∈ Z[~x] and let (po, pe) be the parity
decomposition of p. Then the following real arithmetic equivalences hold:
1. p = 0 ≡R SF(p) = 0,
2. p 6= 0 ≡R SF(p) 6= 0,
3. p > 0 ≡R pop2e > 0 ≡R po > 0 ∧ pe 6= 0,
4. p ≥ 0 ≡R pop2e ≥ 0 ≡R po ≥ 0 ∨ pe = 0,
5. p < 0 ≡R pop2e < 0 ≡R po < 0 ∧ pe 6= 0,
6. p ≤ 0 ≡R pop2e ≤ 0 ≡R po ≤ 0 ∨ pe = 0.
The resulting (rightmost) equivalent formulas are guaranteed to only feature
square-free polynomials.
The following example demonstrates the use of parity decomposition in the case
where the invariant candidate is of the form p ≤ 0 and neither po nor pe is trivial.
With an extra reasoning step, one may reduce the invariant checking problem
to two sub-problems involving single atomic relations involving only square-free
polynomials.
Example 85 Invariant defined by polynomial inequality
Let us consider a system with an unstable limit cycle around a stable origin:
ẋ1 = −x1 − x2 + x1x22 + x31,
ẋ2 = x1 − x2 + x21x2 + x32.
Suppose we wanted to show that the set of states satisfying the following
inequality is positively invariant:
(x21 + x
2
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Let us refer to the above set as p ≤ 0. As can be seen from the phase portrait in
Figure 4.21, the set p ≤ 0 is indeed positively invariant under the flow; however,
p is not a barrier certificate that can be used to demonstrate invariance of p ≤ 0
using the rules BC, BCS or BCN.
x1
x 2
Figure 4.21: Positively invariant set given by p ≤ 0 (in red).
Furthermore, p is not square-free, and p ≤ 0 has the following parity normal:
PNF[(x21 + x
2
2 − 1)2(x21 + x22 −
1
2
)3 ≤ 0] ≡ (x21 + x22 −
1
2
) ≤ 0 ∨ (x21 + x22 − 1) = 0.
What is perhaps remarkable is that the problem can be solved by working with
the output of PNF[p ≤ 0], which yields two invariant checking sub-problems, both
of which we can solve. One candidate is a non-strict inequality x21 + x22 − 12 ≤ 0,
whose defining polynomial can be used as a strict barrier certificate and checked
using the rule BCS, the other is a polynomial equality x21 + x22− 1 = 0 defining a
smooth invariant curve, which we can also handle (using e.g. the proof rule Lie).
By performing the above steps one proves that both disjuncts are positively
invariant under the flow, and hence their disjunction is also positively invariant,
concluding the proof that p ≤ 0 describes a positively invariant set. A formal
proof of this property within a proof calculus would need to implement a barrier
certificate-based inference rule such as BCS (or BCN), some appropriate rule for
equational invariants, such as e.g. Lie, P-c or DRI, as well as the following:
(inv∨)
` S1 → [~̇x = f(~x) & H] S1 ` S2 → [~̇x = f(~x) & H] S2
` S1 ∨ S2 → [~̇x = f(~x) & H] S1 ∨ S2
.

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4.5 Semi-algebraic invariants
In this section we turn to the problem of semi-algebraic invariant checking.
4.5.1 Differential invariants
Differential induction with differential invariants (henceforth DI) was introduced
in [Pla10a] and was shown to generalise the method of barrier certificates
(non-strict barrier certificates were first introduced in [PJ04]) from sub-level sets
of differentiable functions to formulas. In DI, F is a quantifier-free first-order
formula in the theory of real arithmetic and D is the derivation operator [Pla12a,
Definition 3.2], which is given as follows for terms:
D(r) = 0 for numbers,
D(x) = ẋ for variables,
D(a+ b) = D(a) +D(b),






D(a) · b− a ·D(b)
b2
,
and in the following way for formulas:
D(a ≤ b) ≡ D(a) ≤ D(b), accordingly for ≥, >,<,=,
D(F ∧G) ≡ D(F ) ∧D(G),
D(F ∨G) ≡ D(F ) ∧D(G), (∧ here is important for soundness).
The formula D(F )f(~x)
~̇x
is obtained by replacing each ẋi in D(F ) with the
corresponding right hand side in the system of differential equations, i.e. by
fi(~x).
Theorem 86 ([Pla10a]). The following inference rule is sound:
(DI)
` H → D(F )f(~x)
~̇x
` F → [~̇x = f(~x) & H] F
.
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Proof. See [Pla10a, Theorem 1].
Remark 87. Note that if one succeeds at finding an F ≡ p ≤ 0, then a proof
of invariance using the rule DI is equivalent to a proof of invariance using p as








and let S ≡ x2 ≥ 0 ∧ x1 ≥ 0.
x1
x 2
Figure 4.22: Phase portrait and a differential invariant S (in grey).
Using DI one may easily prove that S is a continuous invariant. Since D(S) =
ẋ2 ≥ 0 ∧ ẋ1 ≥ 0 and therefore D(S)f(~x)~̇x = 2 ≥ 0 ∧ x
2
2 ≥ 0, which is equivalent to
True in the theory of real arithmetic, the premise ` H → D(S)f(~x)
~̇x
of the rule DI
is satisfied. 
In practice, although differential invariants allow one to work with sets that
are expressed using formulas with boolean operators, the conditions are very
conservative (because they are required to hold everywhere in the state space,
rather than only on the boundary of the set defined by F ) and will often fail to
hold even for seemingly simple continuous invariants.
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4.5.2 Nagumo-like conditions for closed semi-algebraic sets
Nagumo’s theorem (see Theorem 29) gives a necessary and sufficient condition for
positive invariance of closed sets; however, one needs to be careful when applying
this result to sets defined by formulas with logical connectives.
To appreciate this problem, we will require some basic facts about the properties
of the contingent cone, i.e. the set of all sub-tangential vectors to a set S at a
given point ~x, denoted by K~x(S). The following lemma is useful when working
with atomic formulas describing sub-level sets of differentiable functions.
Lemma 89 ([Pra05], Lemma 2.20). Let S ≡ {~x ∈ Rn | B(~x) ≤ 0} where B is
some continuously differentiable real valued function. Then K~x(S) = Rn for all
~x ∈ int(S) and K~x(S) = {~v ∈ Rn | ∇B(~x) ·~v ≤ 0}, for any ~x such that B(~x) = 0,
provided that ∇B(~x) 6= ~0.
In applications it is often tempting to apply the check for vector membership
in the contingent cone element-wise to sets defining the atomic sub-formulas of
a larger set, but in certain degenerate cases this leads to incorrect conclusions.
Below we review the closure properties of the contingent cone.
Proposition 90. Let S1, S2 ⊆ Rn, then for all ~x ∈ S we have
K~x(S1) ∪K~x(S2) ⊆ K~x(S1 ∪ S2).
Proof. Since dist(S, ·) ≥ 0 and S1 ⊆ S1 ∪ S2, we have
0 ≤ inf
~x∈S1∪S2
‖~x− ~x0‖ ≤ inf
~x∈S1
‖~x− ~x0‖ for any ~x0, and
0 ≤ dist(S1 ∪ S2, ~x0) ≤ dist(S1, ~x0) by definition.
Substituting ~x0 + t~v for ~x0 and dividing by t > 0 we get
0 ≤ dist(S1 ∪ S2, ~x0 + t~v)
t
≤ dist(S1, ~x0 + t~v)
t
and by assumption
0 ≤ lim inf
t→0+




dist(S1, ~x0 + t~v)
t
= 0.
from which it follows that if ~v is sub-tangential to S1 at ~x0, then it is also
sub-tangential to S1 ∪ S2. Thus, K~x(S1) ⊆ K~x(S1 ∪ S2) for all ~x ∈ S1; by
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the same argument one shows K~x(S2) ⊆ K~x(S1 ∪ S2) for all ~x ∈ S2, from which
one concludes that the inclusion K~x(S1) ∪ K~x(S2) ⊆ K~x(S1 ∪ S2) holds for all
~x ∈ S1 ∪ S2.
Proposition 91. Let S1, S2 ⊆ Rn, then in general
K~x(S1) ∩K~x(S2) * K~x(S1 ∩ S2).
Proof. Consider S1 ≡ {~x | x2 + x21 = 0} and S2 ≡ {~x | x2 − x21 = 0}. The two sets
intersect at ~0 ∈ R2. At the origin, the intersection of the contingent cones is given
by the real line, i.e. K~0(S1) ∩K~0(S2) = {~x | x2 = 0}, whereas the contingent cone
to the intersection of the two sets is given by the zero vector, K~0(S1 ∩S2) = {~0}.
See Figure 4.23 for an illustration and [Wu10] for an overview of this problem.
x1
x 2
(a) x2 + x21 = 0 ∧ x2 − x21 = 0
x1
x 2
(b) ẋ1 = 1, ẋ2 = 0
Figure 4.23: Closure properties of the contingent cone at an intersection of two closed
sets. The intersection of the contingent cones to the two sets is shown in red. The
contingent cone to the intersection itself is {~0}.
In general, given a closed set S which is presented as a finite union of intersections
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one would like to determine if ~p(~x) ∈ K~x(S) by only performing checks ~p(~x) ∈











for all ~x on the boundary of S, then Nagumo’s criterion for vector field
membership in the contingent cone for the whole set can be applied












It is possible to formulate inference rules based on Nagumo’s theorem which
allow one to prove positive invariance of a large class of closed semi-algebraic
sets. This has previously been explored in [TT09], where a number of inference
rules are presented for checking positive invariance of closed sets of the form
p ≥ 0. The lack of closure of the contingent cone at intersections of closed
sets is the cause of unsoundness in the approach used in [TT09, p. 393, ],
which essentially requires each Sij to be of the form pij ≥ 0 and assumes
the soundness-critical property (4.5). This deficiency can be fixed by e.g.
requiring the matrix of partial derivatives of active components on the boundary
of the conjunction to be full rank, i.e. rk(∇p1,∇p2, . . . ,∇pk) = k whenever
the polynomials p1, p2, . . . , pk evaluate to 0 on the boundary. A number of
other possible sufficient conditions for removing this source of unsoundness have
been studied in non-smooth analysis [Wu10] (see also practical sets in [BM08]).
However, in practice, even ensuring the full-rank property for a matrix with
polynomial entries is computationally expensive.
4.5.3 Non-smooth strict barrier certificates
A stronger criterion, which we term non-smooth strict barrier certificate may
be seen as a generalisation of polynomial strict barrier certificates [PJP07]
(formalised in the proof rule BCS) to closed semi-algebraic sets.
Proposition 92 (Non-smooth strict barrier certificates). Given a continuous




j=1 pij ≤ 0, where
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pij ∈ R[x1, . . . , xn], observe that S may be equivalently described by a sub-level set











Let us inductively define Lf (max(p)) < 0 ≡ Lf (p) < 0 whenever p is a polynomial
and
Lf (max(p1, p2, . . . , pm)) < 0 ≡(
p1 > max(p2, . . . , pm)→ Lf (p1) < 0
∧ p1 < max(p2, . . . , pm)→ Lf (max(p2, . . . , pm)) < 0
∧ p1 = max(p2, . . . , pm)→ Lf (p1) < 0 ∧ Lf (max(p2, . . . , pm)) < 0
)
.
For the min function, we likewise define Lf (min(g)) < 0 ≡ Lf (g) < 0, where g is
either a polynomial or a max function with polynomial arguments. Otherwise, let
Lf (min(g1, g2, . . . , gm)) < 0 ≡(
g1 < min(g2, . . . , gm)→ Lf (g1) < 0
∧ g1 > min(g2, . . . , gm)→ Lf (min(g2, . . . , gm)) < 0
∧ g1 = min(g2, . . . , gm)→ Lf (g1) < 0 ∨ Lf (min(g2, . . . , gm)) < 0
)
.















S → [~̇x = f(~x) & H] S
.









then it is necessarily the case that for those active max arguments with indices
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needs to hold for at least some i∗ ∈ I∗. Without loss of generality, assume that at
~x0 there is one such i∗. The condition guarantees that for all active polynomial
arguments of themax function, their Lie derivative is strictly negative at ~x0. Since
Lie derivatives of polynomials under polynomial vector fields are also polynomial
functions (and thus continuous), there exists an open neighbourhood around ~x0
inside which Lf (pi∗j) < 0 is true for all j ∈ {1, . . . ,m(i∗)}. Thus, if the system is




and remain there for some non-empty time interval (0, ε), where ε > 0, by






for all t ∈ [0, ε]. The result follows by choosing a sufficiently small ε that works
for all ~x0 on the boundary of S inside H.













1x2 − x2 + x1
)
,










2+x22− 2 ≤ 0, which
is a positively invariant set under the flow of the system.
x1
x 2
Figure 4.24: Phase portrait and a closed semi-algebraic positively invariant set S (in
grey).
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The invariance property cannot be proved using the rule DI, but is easily proved
using the method of non-smooth strict barrier certificates with the rule NSBCS.

Remark 94. The rule NSBCS will fail to prove the invariance property in Example
88. Intuitively, this can be seen because at the origin the vector f(~0) does not
point strictly into the interior of S ≡ max(−x2,−x1) ≤ 0, since Lf (−x1) =
−x22|~0 = 0.
4.5.4 Decision procedure (Liu, Zhan & Zhao, 2011)
In [LZZ11] Liu, Zhan and Zhao have shown that it is decidable to check whether
a given semi-algebraic set is positively invariant under the flow of a polynomial
vector field. The conditions one is required to check are phrased in terms of
set inclusion of semi-algebraic sets, which can be determined using a decision
procedure for real arithmetic. The result builds on some of the ideas explored
earlier by Taly and Tiwari in [TT09] and crucially depends on the property of
solutions to differential equations with analytic right-hand sides being themselves
analytic.
Lemma 95. Let p : Rn → R be an analytic function and ~̇x = f(~x) be an
analytic system of ODEs. If ~x0 ∈ Rn is such that p(~x0) = 0, then one has three
possibilities at ~x0:




f (p) = 0,




f (p) = 0,




f (p) = 0.
In case 1, one has p(ϕt(~x0)) < 0 for all t ∈ (0, ε) for some ε > 0; case 2 is
analogous, but with p(ϕt(~x0)) > 0 for all t ∈ (0, ε). In case 3, one is guaranteed
that p(ϕt(~x0)) = 0 for all t ∈ (0, ε).
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Proof. Since both p and the solution to the analytic ODE are analytic functions,























and converges on some non-empty open interval of t containing zero. Thus, the
most significant term to become sign-definite will determine the sign of the entire
sum on some sufficiently small interval. See [LZZ11, Proof of Proposition 9].
See also [TT09, Proof of Theorem 7], which employed very much the same ideas
as [LZZ11].
Theorem 96 (Liu, Zhan & Zhao [LZZ11]). Given a locally Lipschitz
continuous system ~̇x = f(~x), and a set S ⊆ Rn, let us define
Inf (S) ≡ {~x ∈ Rn | ∃ ε > 0. ∀ t ∈ (0, ε). ϕt(~x) ∈ S},
In(−f)(S) ≡ {~x ∈ Rn | ∃ ε > 0. ∀ t ∈ (0, ε). ϕ−t(~x) ∈ S},
where ϕt(~x) is the solution to the initial value problem (~̇x = f(~x), ϕ0(~x) = ~x) at
time t. The set S is positively invariant under the flow of the system if and only
if the inclusions In(−f)(S) ⊆ S ⊆ Inf (S) hold, which implies soundness of the






∧ (S → Inf (S))
S → [~̇x = f(~x)] S
.
In fact, the premise and the conclusion in the above rule are equivalent.
Proof. Simple corollary to [LZZ11, Theorem 19].
The decidability of checking the conditions in the Proposition 96 hinges on the
ability to construct semi-algebraic sets Inf (S) whenever S is semi-algebraic.
In [LZZ11] Liu, Zhan and Zhao make the crucial observation that whenever p
is a polynomial and ~̇x = f(~x) is a system of polynomial ODEs, then the Lie
derivatives Lif (p) up to any order i are also polynomials. Using the fact that the
ring of multivariate polynomials with coefficients in some Noetherian ring is also
Noetherian (by Hilbert’s basis theorem), the set Inf (p ≤ 0) can be characterised
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by a finite disjunction [LZZ11] (illustrated in Figures 4.25 and 4.26):
p < 0 ∨
(p = 0 ∧ Lf (p) < 0) ∨
(p = 0 ∧ Lf (p) = 0 ∧ L2f (p) < 0) ∨
...
(p = 0 ∧ Lf (p) = 0 ∧ L2f (p) = 0 ∧ · · · ∧ LN−1f (p) < 0) ∨
(p = 0 ∧ Lf (p) = 0 ∧ L2f (p) = 0 ∧ · · · ∧ LN−1f (p) = 0 ∧ L
N
f (p) ≤ 0).
The ascending chain property of Noetherian rings guarantees that there is a
finite positive integer N such that for all N ′ ≥ N we have the following ideal
membership:
LNf (p) ∈ 〈p,Lf (p), . . . ,LN−1f (p)〉,
The integer N may be found by e.g. using Gröbner bases to successively check
for ideal membership of LNf (p) in the ideal generated by the Lie derivatives of
orders lower than N for N = 1, 2, 3, . . . until the ideal saturates (as with DRI).
Once N is found, if the formula
(p = 0 ∧ Lfp = 0 ∧ L2fp = 0 ∧ · · · ∧ LN−1f p = 0 ∧ L
N
f p = 0)
holds, then for any N ′ ≥ N we have
(p = 0 ∧ Lfp = 0 ∧ L2fp = 0 ∧ · · · ∧ LN−1f p = 0 ∧ L
N
f p = 0 ∧ · · · ∧ LN
′
f p = 0),
which removes the need to consider disjuncts with Lie derivatives of orders higher
than N , as all the (infinitely many) formulas
(p = 0 ∧ Lfp = 0 ∧ L2fp = 0 ∧ · · · ∧ LN−1f p = 0 ∧ L
N
f p = 0 ∧ · · · ∧ LN
′
f p < 0),
with N ′ > N are guaranteed to be false.
Remark 97. The ascending chain property is crucial in making it possible to
reason about sign conditions of infinitely many higher-order Lie derivatives
by only considering a finite number of sign conditions. The same idea was
independently pursued in [GP14a] to give a necessary and sufficient criterion for
invariance of real algebraic sets under the flow of polynomial ODEs (summarised
in the proof rule DRI; discussed earlier).
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Thus, by computing N for a given polynomial p and a system ~̇x = f(~x), one may
construct a semi-algebraic set Inf (p ≤ 0).
x1
x 2
(a) L0f (p) < 0 (i.e. p < 0)
x1
x 2
(b) p = 0 ∧ Lf (p) < 0
x1
x 2
(c) p = Lf (p) = 0 ∧ L2f (p) < 0
x1
x 2
(d) p = Lf (p) = L2f (p) = 0 ∧ L3f (p) ≤ 0
Figure 4.25: Sign conditions on Lie derivatives in the construction of Inf (p ≤ 0) with
N = 3.
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x1
x 2
(a) p ≤ 0
x1
x 2
(b) Inf (p ≤ 0)
Figure 4.26: Constructing Inf (p ≤ 0) using higher-order Lie derivatives.
Likewise in the case of strict polynomial inequalities p < 0, the set Inf (p < 0) is
semi-algebraic and is characterized by the following finite formula:
p < 0 ∨
(p = 0 ∧ Lf (p) < 0) ∨
(p = 0 ∧ Lf (p) = 0 ∧ L2f (p) < 0) ∨
...
(p = 0 ∧ Lf (p) = 0 ∧ L2f (p) = 0 ∧ · · · ∧ LN−1f (p) < 0) ∨
(p = 0 ∧ Lf (p) = 0 ∧ L2f (p) = 0 ∧ · · · ∧ LN−1f (p) = 0 ∧ L
N
f (p) < 0).
To construct Inf (·) for semi-algebraic sets with boolean structure, an important
distribution property, proved in [LZZ11, Theorem 20], is required.
Theorem 98 ([LZZ11]). Given a polynomial system ~̇x = f(~x) and a










Inf (pij ∼ij 0).
Proof. [LZZ11, Theorem 20].
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Finally, let us note that In(−f)(·) can be constructed by computing Inf (·) for the




and the solution to ~̇x = −f(~x) is given by ϕ−t(~x), where ϕt(~x) is the solution
to ~̇x = f(~x). The general result giving a decision procedure for checking
semi-algebraic continuous invariants under the flow of polynomial ODEs with
semi-algebraic constraints is summarised in the following theorem and follows
from the fact that checking set inclusion is decidable for semi-algebraic sets.
Theorem 99 (Liu, Zhan & Zhao [LZZ11]). Given a locally Lipschitz
continuous system ~̇x = f(~x) & H and an initial set of states ψ ⊆ Rn, the
set S is a continuous invariant under the flow of the system if and only if
ψ ⊆ S and the following inclusions hold: S ∩ H ∩ Inf (H) ⊆ Inf (S) and
In(−f)(S)∩H ∩ In(−f)(H) ⊆ S. As a consequence, the premise and the conclusion
in the following rule of inference are equivalent:
(LZZ)
` (S ∧H ∧ Inf (H)→ Inf (S)) ∧
(
In(−f)(S) ∧H ∧ In(−f)(H)→ S
)
S → [~̇x = f(~x) & H] S
.





under constraint H ≡ x1 ≥ −5 and let S ≡ −3 ≤ x2 ≤ 3 ∧ −5 ≤ x1 ≤ 0.
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x1
x 2
Figure 4.27: Phase portrait and a continuous invariant S (in grey). Region on the
boundary of S and H where the conditions in premise of NSBCS are not satisfied is
shown in red.
One cannot use DI or NSBCS to prove that S defines a continuous invariant
for the system. This property can be proved easily using the decision procedure
from [LZZ11]. Intuitively, NSBCS fails because at the boundary of S and H
(highlighted in red in the figure), the vector field does not point strictly into S,
however, as there can be no further motion in the system without violating the
constraint H, the set S cannot be left from these states. 
4.6 Summary
In this chapter we have formalised existing proof methods for continuous invariant
checking as sound rules of inference and presented extensions (Lie◦, Lie∗, NSBCS).
From the point of view of proof automation in a formal deductive system, it is
perhaps desirable to have an array of sound proof rules for invariant checking;
these rules should ideally lead to conditions that can be efficiently checked
for certain classes of problems. The rules can further be combined into proof
strategies to mechanise crucial parts of formal proofs that would otherwise be
rather laborious to perform by hand. However, recent advances in algebraic
and semi-algebraic invariant checking for polynomial ODEs lead to decision
procedures, which theoretically removes the need to keep rules that are less
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deductively powerful in the proof system. Furthermore, as we have seen in this
chapter, many of the existing sufficient conditions are quite fragile and require
great care in order to implement and use correctly. However, it is also true
that sufficient conditions for invariant checking can sometimes afford a more
efficient alternative to a decision procedure. Furthermore, when used inside a
proof calculus implementing proof rules such as differential cut (DC), sufficient
rules for invariant checking can be used to effectively exploit the structure in the
problem.
The survey of continuous invariant checking methods given in this chapter is, to
our knowledge, the most complete account of existing work on direct invariant
checking. We have been explicit in highlighting soundness issues, technical
subtleties and common pitfalls that users or developers wishing to use these
methods to reason in a deductive framework might encounter.
Chapter 5
Invariant generation and discrete
abstraction
Synopsis In this chapter we will (i) introduce a method for constructing
discrete abstractions of continuous systems in which transitions between the
discrete states occur if and only if a corresponding continuous evolution is
possible in the continuous system, thereby eliminating the problem of impossible
transitions between discrete states in the abstraction, (ii) introduce algorithms
for automatically generating (semi-algebraic) invariants for polynomial systems
of ODEs under semi-algebraic evolution constraints by efficiently extracting
reachable sets of discrete semi-algebraic abstractions, (iii) address the state
explosion problem, associated with computing the discrete abstraction, by
exploiting differential cuts and properties of invariant sets to reduce systems of
ODEs to simpler sub-systems. (iv) We evaluate our invariant generation method
on a collection of safety verification benchmarks featuring dynamical systems with
interesting non-linear behaviour and (vi) conclude with a discussion of future
directions and related work.
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5.1 Introduction
Sound approaches to safety verification rely on the existence of appropriate
invariants that contain every state where the system may begin its evolution, and
no unsafe states. Traditionally, there have been two popular methods for proving
safety properties in continuous systems: one based on first soundly abstracting the
continuous system and performing reachability analysis in the resulting discrete
transition system, and a deductive verification approach that works with the
invariants for the continuous system directly. Existing automatic procedures
for invariant generation in deductive frameworks are able to produce invariants
with simple boolean structure. Approaches based on abstraction, in computing
reachable sets of discrete systems, (implicitly) handle invariants whose boolean
structure is more intricate; their limitations currently stem from the conservative
nature of the discrete models, whose transition behaviour is often a very coarse
over-approximation of the evolution taking place in the continuous system.
Provided that one has the means of formally checking whether a given set of
states defines an invariant that is sufficient to prove safety, one would ideally like
to be able to generate appropriate invariants automatically. The safety property
may then be verified inside a deductive prover without any manual steps on the
part of the user.
A number of approaches have been proposed for generating invariants for
continuous systems [PJ04, Tiw08b, GT08, SSM08, San10, LZZ11, ZZK13, GP14a,
MMR11], which either put serious restrictions on the form of the invariant or rely
on the user pre-defining a parametric template and then attempt to identify an
instantiation of the parameters in the template that yields an invariant.
Remark 101. For further details about related work, see Section 5.8.
This chapter will pursue an alternative approach that automatically generates
semi-algebraic continuous invariants from discrete semi-algebraic abstractions
of continuous systems. Our rationale is that recent advances in semi-algebraic
invariant checking for polynomial ODEs (due to Liu et al. [LZZ11]; see Chapter
4) allow deductive provers to work with arbitrary semi-algebraic invariants, yet
few methods for invariant generation are able to synthesise interesting invariants
with intricate boolean structure that one can find in reachable sets of discrete
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abstractions. At the same time, existing discrete abstraction approaches (such
as [TK02, Tiw08a] suffer from coarseness as well as unsoundness and do not take
full advantage of the results on invariant checking in constructing the transition
relation for the discrete transition system. In this chapter we will address both
of these issues.
5.1.1 Invariant generation problem
Though the problem of semi-algebraic invariant checking has been solved for
polynomial systems in [LZZ11], and therefore allows us to decide assertions of
the form
I → [~̇x = f(~x) & H] I ,
there remains the issue of semi-algebraic invariant generation, i.e. finding an
appropriate continuous invariant I that is sufficient to prove the safety assertion
ψ → [~̇x = f(~x) & H] φ
using the proof rule (Safety) from Chapter 4, Section 4.1.
Let us begin by considering a rather unintelligent way of searching for such
an invariant I by simply combining results about the decidability of first-order
real arithmetic [Tar51] and semi-algebraic invariant checking [LZZ11]. We can
formulate a “brute force” procedure for enumerating parametric semi-algebraic
invariant templates that is guaranteed to find an appropriate semi-algebraic I, if
one exists. We outline such a procedure in the proof to the following proposition.
Proposition 102. The semi-algebraic continuous invariant generation problem
for polynomial continuous systems is semi-decidable. More formally, given a
safety assertion
ψ → [~̇x = f(~x) & H] φ ,
where ψ, H and φ are quantifier-free formulas in the theory of real arithmetic, we
can always compute a semi-algebraic continuous invariant I sufficient to prove
system safety, if one exists.
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Proof. Let LM(~x, d) be the list of all monomials in the state variables up to
degree d > 0 arranged with respect to some monomial ordering, e.g. LM(~x, 1) =
(1, x1, x2, . . . , xn). Now define P (~x, ~α, d) to be a parametric polynomial formed by
a linear combination of all the monomials in LM(~x, d) with fresh formal symbols
αi as coefficients, e.g. P (~x, ~α, 1) = α0 + α1x1 + α2x2 + · · · + αnxn. For a given
polynomial degree d, we can define conjunctive semi-algebraic templates, which
are given by a conjunction of equalities and strict inequalities in the polynomial
templates of maximum degree d, which share no formal parameters in their
coefficients. We refer to conjunctive semi-algebraic templates as cells; each cell
Cdi (k) (indexed by i) of maximum polynomial degree d is characterised by a
conjunction of 2k parametric polynomial equalities and inequalities:
Cdi (k) ≡ P (~x, ~α(i,1), d) < 0 ∧ P (~x, ~α(i,2), d) = 0
∧ P (~x, ~α(i,3), d) < 0 ∧ P (~x, ~α(i,4), d) = 0
...
∧ P (~x, ~α(i,2k−1), d) < 0 ∧ P (~x, ~α(i,2k), d) = 0,
where each list of formal parameters ~α(i,j) is unique. In general, a semi-algebraic
template of maximum degree d is formed by a finite disjunction of cells of
maximum degree d:
Cd1 (k) ∨ Cd2 (k) ∨ · · · ∨ Cdm(k),
where the number of parametric polynomial equalities and inequalities defining
each cell is 2k. Increasing d, k or m thus results in a more general semi-algebraic
template.
Let (d, k,m) ∈ N3 correspond to a semi-algebraic template with m cells each
consisting of 2k parametric polynomial equalities and inequalities of maximum
degree d. Semi-algebraic templates can therefore be put into one-to-one
correspondence with a countable set and can thus be enumerated.
For each semi-algebraic template we can decide if there is an instantiation of
formal parameters that yields a suitable continuous invariant [LZZ11, Theorem
29]. If a suitable semi-algebraic continuous invariant I exists, then it is composed
of a finite disjunction ofmI conjunctive formulas, each with at most kI polynomial
equalities and inequalities of maximum polynomial degree that is bounded by
dI for all polynomials appearing in I. Hence, the semi-algebraic template
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corresponding to the triple (dI , kI ,mI) will admit an instantiation of formal
parameters that results in I.
Checking parametric invariant templates suffers from the high computational
cost associated with real quantifier elimination algorithms (e.g. CAD [Col75,
CH91], which has doubly-exponential time complexity in the number of problem
variables).
An invariant generation procedure that involves checking semi-algebraic
templates with an ever-increasing number of fresh variables using a fundamentally
infeasible procedure is sure to leave practically-minded users thoroughly
unamused. Indeed, one cannot realistically hope to apply the brute-force invariant
generation method even to very simple problems. A more practical way of
searching for continuous invariants would need to be extremely cautious about
introducing fresh variables (such as symbolic parameters) into the problem and
would instead aim to work only with the state variables. In the next section we
will begin to develop the foundations for a more scalable invariant generation
method using discrete abstractions of continuous systems.
5.2 Discrete abstraction of continuous systems
Discrete abstraction is concerned with over-approximating (in a certain sense)
a given continuous system by a finite discrete transition system. Such a
transformation makes it possible to perform reachability analysis and thus verify
safety properties in the simpler discrete model. The approach works by ensuring
that the set of behaviours of the discrete (abstract) system over-approximates
the set of behaviours of the continuous (concrete) system; this is known as
sound abstraction. If the discrete abstraction is sound, then any violation of
the safety property in the continuous system is necessarily reproduced by the
abstract discrete transition system. Conversely, an abstraction is complete (with
respect to the safety property) when any violation of the safety property in the
abstraction is reproduced by the concrete continuous system.
Discrete abstractions may have transitions that are impossible (i.e. spurious)
in the continuous system. In what follows we will describe the process of
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constructing a sound abstraction of a given continuous system in a way that
eliminates the impossible transitions between discrete states in the abstraction.
That is, the resulting abstraction will feature a discrete transition between two
abstract states if and only if a corresponding continuous trajectory is possible in
the concrete system. We will use the underlying ideas to formulate an automatic
method for synthesizing semi-algebraic continuous invariants.
5.2.1 Constructing the discrete state space
The first step in computing a discrete abstraction of a continuous system
~̇x = f(~x) & H concerns the construction of the discrete state space for the
abstract discrete transition system. This process is known as discretisation, where
the object being discretised is the evolution domain constraint H.
Discretisation is achieved by partitioning (in the standard mathematical sense)
the evolution constraint H using predicates, which is the origin of the term
predicate abstraction used by some authors [TK02] and traditionally applied to
abstractions of systems that are already discrete (see e.g. [GS97]). The predicates
we will consider are given by sign conditions on polynomial functions.
Definition 103. A semi-algebraic decomposition of a set H ⊆ Rn by a
finite set of polynomials A ⊂ R[x1, x2, . . . , xn] is a partition of H into k regions
described by non-empty intersections of H with conjunctive formulas giving the
possible combinations of sign conditions on all the polynomials in A.
Computing the semi-algebraic decomposition of the evolution domain constraint
H using a finite set of polynomials A can be achieved using a simple algorithm
that we call SemiAlgDecomp (Algorithm 1).
Remark 104. Recall that we use the same notation for semi-algebraic sets and
quantifier-free formulas of real arithmetic characterising them.
To apply the algorithm, we fix an ordering on the polynomials in A (thus turning
A into a finite list) and compute SemiAlgDecomp({H}, A). The result is a finite
set which defines a semi-algebraic decomposition of H by polynomials in A. We
view this semi-algebraic decomposition as defining a partition of H into k =
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Algorithm 1: SemiAlgDecomp
Data: S0 ⊆ 2R
n , A = (p1, . . . , pm)
Result: S ⊆ 2Rn
1 S ← {} ;
2 if |A| = 0 or S0 = ∅ then
3 foreach s in S0 do
4 if s 6= ∅ then
5 S ← S ∪ {s} ;
6 return S
7 else
8 foreach s in S0 do
9 S ← S ∪ {s ∧ (p1 > 0)} ;
10 S ← S ∪ {s ∧ (p1 = 0)} ;
11 S ← S ∪ {s ∧ (p1 < 0)} ;
12 return SemiAlgDecomp(S, (p2, . . . , pm))
|SemiAlgDecomp({H}, A)| regions, each corresponding to a single discrete state,
which we denote by si, where 1 ≤ i ≤ k.
Algorithm 1 checks for non-emptiness of semi-algebraic sets (on line 4), which
is a problem with exponential time complexity in the number of variables
(see [BPR06, Chapter 3]) and can be solved using a decision procedure for the
existential theory of the reals (∃R). In the worst case the algorithm will perform
3m of these checks; in practice one can expect many of them to return False
(i.e. when the conjunction of polynomial sign conditions has no solution over the
reals). Note also that one may apply non-emptiness checks in parallel to all the
states s ∈ S0.
5.2.2 Constructing the transition relation
Our goal in this section is to construct a transition relation on the states S
(obtained from discretising a continuous system using Algorithm 1) in which a
single transition from a discrete state si to another discrete state sj is possible
if (and only if) there is a trajectory in the continuous system starting inside the
region corresponding to si and entering the region corresponding to sj without first
visiting any other states. The set of discrete states together with such a transition
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relation constitutes a sound and exact discrete abstraction of the continuous
system.
To give the reader some intuition, below we will illustrate the process of
constructing the discrete abstraction using an example where a single polynomial
p is used for the discretisation; we then proceed to describe the general setting in
which the continuous system is discretised using a finite set of m polynomials.
First, suppose that we are given some system ~̇x = f(~x) & H and a single
polynomial function p : Rn → R. Let us also assume for simplicity that H is
given by Rn (i.e. there is no evolution constraint). By performing a semi-algebraic
decomposition of H by polynomials in the set A = {p}, we partition H into 3
basic semi-algebraic sets characterised by p > 0, p = 0 and p < 0 (let us further
assume that none of these define empty sets), each corresponding to a discrete
state. Formally, one may write this as |SemiAlgDecomp({H}, A)| = 3 and the
three discrete states si ∈ SemiAlgDecomp({H}, A) are given by sign conditions
on the polynomial p.
Observe that a continuous solution of the differential equation cannot pass from
a discrete state where p > 0 (for some polynomial p ∈ A) to a state where
p < 0 without passing through p = 0 first, nor vice versa. Using this intuition,
we can give a general definition of what it means for two discrete states to be
neighbouring.
Definition 105. Let S be the set of discrete states constructed from a
semi-algebraic set H and a list of polynomials A = (p1, . . . , pm). Two discrete
states si, sj ∈ S, where i 6= j, are neighbouring if their union (in the concrete
state space) does not contain points ~x1, ~x2 ∈ si ∪ sj such that p(~x1) < 0 and
p(~x2) > 0 for any polynomial p ∈ A.
We begin building the discrete abstraction by introducing a neighbouring
transition relation Tn ⊆ S×S for the set of discrete states S in which every pair of
neighbouring states has transitions in both directions between them. Intuitively,
in the neighbouring transition relation one cannot “jump across” p = 0 in a
single discrete transition; at the same time, any state is reachable from any other
state. The initial abstraction which results from (S, Tn) is maximally coarse and
Chapter 5. Invariant generation and discrete abstraction 110
therefore not very useful.
We are only interested in those discrete transitions for which the corresponding
continuous transitions are possible in the original continuous system. We
eliminate impossible discrete transitions by deciding continuous invariance
assertions. In this simple example we only have the following four:
p > 0→ [ ~̇x = f(~x) & H ∧ (p > 0 ∨ p = 0) ] p > 0, (5.1)
p < 0→ [ ~̇x = f(~x) & H ∧ (p < 0 ∨ p = 0) ] p < 0, (5.2)
p = 0→ [ ~̇x = f(~x) & H ∧ (p > 0 ∨ p = 0) ] p = 0, (5.3)
p = 0→ [ ~̇x = f(~x) & H ∧ (p < 0 ∨ p = 0) ] p = 0. (5.4)
We proceed by removing transitions from Tn as follows: if formula (5.1) is True,
then we remove the transition from state (p > 0) to state (p = 0); otherwise, the
transition (p > 0) −→ (p = 0) is retained.
Remark 106. Note that by using a decision procedure for continuous invariant
assertions [LZZ11], a continuous trajectory in the concrete system that starts
in a state ~x0 ∈ H where p(~x) > 0 and evolves into a state ϕt(~x0) ∈ H where
p(ϕt(~x0)) = 0 is possible if and only if the decision procedure returns False for
the assertion given by formula (5.1).
Formula (5.2) is analogous but concerns transitions from (p < 0) to (p = 0). If
formula (5.3) is False, we retain the transition (p = 0) −→ (p > 0); otherwise
the transition is removed. Similarly, formula (5.4) determines transitions from
(p = 0) to (p > 0). When two polynomials p1, p2 are used for the abstraction,
the number of discrete transitions one needs to validate is at most 9 (shown in
Figure 5.1).
Now we turn to the general case where discretisation is performed using a finite
set of m polynomials and completely determine the transition relation T ⊆ S×S
for the set of discrete states S. We achieve this by considering the continuous
flow between neighbouring regions corresponding to the discrete states without
explicitly solving the ODEs, using the decision procedure for continuous invariant
checking. By computing the transition relation T in this way, we arrive at a
discrete abstraction of the continuous system, given by the pair (S, T ), that is
exact with respect to the discretisation. In what follows, we will write si −→ sj




















(b) Transition system (S, Tn).
Figure 5.1: Semi-algebraic decomposition of R2 by A = {p1, p2} resulting in 9 discrete
states S ⊂ 2R2 and the neighbouring transition relation Tn ⊂ S × S.
for (si, sj) ∈ T , the transition between discrete states si, sj ∈ S in the transition
relation T .
For each pair of neighbouring discrete states (si, sj) ∈ Tn, by considering the
invariance assertion
si → [ ~̇x = f(~x) & (si ∨ sj) ] si
we will proceed to remove transitions si −→ sj from the neighbouring transition
relation Tn if and only if the decision procedure for continuous invariance
assertions returns True.
Remark 107. The existence of a transition from a state si to a neighbouring state
sj is equivalent to the validity of the dL formula
∃~x. si ∧ 〈 ~̇x = f(~x) & (si ∨ sj) 〉 sj,
which in dL is equivalent to the invalidity of the formula
∀~x. si → [ ~̇x = f(~x) & (si ∨ sj) ] ¬sj,
which, in turn, reduces to the invalidity of
si → [ ~̇x = f(~x) & (si ∨ sj) ] si.
One can view the process of removing impossible transitions as a sound refinement
of the neighbouring transition relation Tn to the exact transition relation T ⊆ Tn.
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This process can mechanised by a terminating procedure given in Algorithm 2,
where (in the interest of saving space) we denote by NeighbourTrans(S) the
procedure for constructing the neighbouring transition relation Tn for the discrete
states S.
Algorithm 2: ExactAbstraction
Data: ~̇x = f(~x) & H, A = (p1, . . . , pm)
Result: Discrete abstraction (S, T )
1 S ← SemiAlgDecomp({H}, A) ;
2 Tn ← NeighbourTrans(S) ;
3 T ← Tn ;
4 foreach (si, sj) in Tn do
5 if si → [~̇x = f(~x) & (si ∨ sj)] si then
6 T ← T \ {(si, sj)} ;
7 return (S, T )
Since Tn is finite and the formula in the conditional (on line 5) can be decided,
Algorithm 2 is guaranteed to remove all impossible discrete transitions from the
neighbouring transition relation and results in a new discrete transition system
(S, T ) that does not feature impossible transitions; we will state this property
formally.
Proposition 108. Abstractions (S, T ) do not feature impossible transitions and
are thus exact with respect to the discretisation. More formally, si −→ sj is in
T if and only if
∃ ~x0 ∈ si. ∃ τ > 0. ϕ0(~x0) ∈ si ∧ ϕτ (~x0) ∈ sj and
∀ τ ∈ [0, t]. ϕt(~x0) ∈ si ∪ sj,
that is, if and only if the system may evolve continuously from state si into a
neighbouring state sj without leaving their union si ∪ sj. The abstraction is thus
exactly as coarse as the partition of the evolution domain constraint H into regions
corresponding to the discrete states.
The most expensive step performed in Algorithm 2 is deciding the invariance
assertion in the conditional on line 5. The implementation of computable
conditions for continuous invariants [LZZ11] requires both checking membership
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in ideals generated by multivariate polynomials (this problem is exponential space
complete [May97] and can be solved using Gröbner bases) and deciding sentences
in the theory of real arithmetic.
Remark 109. In the worst-case, using a list of m polynomials to perform the
discrete abstraction will result in a neighbouring transition relation Tn with a total
of 7m − 3m discrete transitions that need to be validated. To see this, consider a
transition relation on 3m discrete states (obtained from the discretisation by m
polynomials) in which each state is connected to every state (including itself); in
this case, we obtain |3m × 3m| = 9m discrete transitions. Now, if we rule out all
discrete transitions that cannot be neighbouring, i.e. of the form (pi > 0) −→
(pi < 0) and (pi < 0) −→ (pi > 0), where pi is any polynomial used to construct
the discrete state space, we obtain the following transition table with 7 transitions
pi > 0 pi = 0 pi < 0
pi > 0 × × −
pi = 0 × × ×
pi < 0 − × ×
Each discrete state can be viewed as an ordered list of polynomial sign conditions
(p1 ∼ 0, p2 ∼ 0, . . . , pm ∼ 0), where ∼∈ {<,=, >}. The transition table above
can be used to iterate through this list to generate the transition relation for all
the combinations of sign conditions that correspond to the discrete states. This
relation will thus have 7× 7× · · · × 7︸ ︷︷ ︸
m
= 7m transitions. If we further disregard all
stuttering (also known as self-looping [SKHP96]) transitions, of which there are
3m, we obtain 7m− 3m as our upper bound for the number of discrete transitions
in Tn.
In practice, the number of discrete transitions in Tn will often be much lower.
Furthermore, removing impossible transitions from Tn is a massively parallel
problem and in practice one may exploit multi-core parallelism instead of iterating
through the transitions sequentially, as in Algorithm 2.
Note also that it is possible to remove further impossible transitions from Tn
when m > 1. We do not pursue this, since it would obscure the presentation and
have no effect on the overall result; however, further performance improvements
are possible, even though the worst-case bound on the number of neighbouring
transitions will remain exponential in the number of polynomials.
Chapter 5. Invariant generation and discrete abstraction 114
5.2.3 Coarseness and unsoundness in existing approaches
Discrete abstraction of continuous systems by basic semi-algebraic predicates has
previously been studied in [TK02, Tiw08a], where a simple abstraction method
is proposed. We will now discuss some important differences between this earlier
work and our approach.
The discrete abstraction method reported in [Tiw08a] is fundamentally different
in the way it constructs the transition relation (let us call it T∼ ⊆ S × S),
which is described in [Tiw08a, Section 3.2.2]. In essence, the method imposes
conditions for removing transitions from the neighbouring transition relation Tn
in the following way: given two neighbouring states si and sj, it removes the
transition si −→ sj from Tn if any of the following conditions are satisfied for any
p ∈ A:
• si contains p < 0 and sj contains p = 0 and si → dpdt ≤ 0 is true,
• si contains p > 0 and sj contains p = 0 and si → dpdt ≥ 0 is true,










Remark 110. The method described in [Tiw08a] also considers so-called stuttering
transitions si −→ si, which we disregard (already in the way we define Tn).
This discrepancy makes no practical difference to safety verification as stuttering
transitions have no effect on the reachable sets of discrete abstractions where
dwell-time in an abstract state is of no concern.
The approach in [Tiw08a] is not (in general) sound when the abstraction
polynomials in A are allowed to be non-linear. To see this, consider the system
ẋ1 = x1, ẋ2 = x2
evolving inside H = R2 and apply the method to perform the abstraction using a
single polynomial p = (x21 + x22 − 1)3. This results in a discrete transition system
in which there is a transition from (p < 0) to (p = 0),
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x1
x 2
Figure 5.2: (left) Phase portrait and curve (x21 + x22 − 1)3 = 0, shown in black.
(centre) Unsound abstraction using method from [Tiw08a] and (right) sound
abstraction using our approach.
but no transition from (p = 0) to (p > 0). One may thus conclude that starting
inside (p < 0) one cannot reach (p > 0), which is not true for the continuous
system. The source of unsoundness lies in the use of only the first derivatives
to determine the transition behaviour in states where p = 0, while assuming
the state constraint H. A simple way to fix this problem would be to impose
a smoothness condition requiring that ∇p 6= ~0 when p = 0. However, this will
remove unsoundness only in the special case when there is only one polynomial
p used for the abstraction (and when the constraint H is an open set).
x1
x 2
(a) Phase portrait for ẋ1 = 1, ẋ2 = 0.
x1
x 2
(b) Curves x21 + x2 = 0 and x2 − x21 = 0.
Figure 5.3: Counterexample for abstraction method in [Tiw08a].
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In cases when there are two or more polynomials, even with the smoothness
condition in place, the abstraction will not be sound in general. For example,
consider the unconstrained system with constant derivatives ẋ1 = 1, ẋ2 = 0 and
let A = {x21 + x2, x2 − x21}. The abstraction one obtains (Figure 5.4) suggests
that the state x21 + x2 = 0 ∧ x2 − x21 = 0 (which is equivalent to x1 = 0 ∧ x2 = 0
over R) is invariant under the flow of the system, which is incorrect.
The nature of the problem is more involved and also affects the approach to
checking closed semi-algebraic invariants in [TT09], discussed in Chapter 4. Our
sound and exact abstraction is shown in Figure 5.5.
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+ x2 < 0 x2 - x1
2
< 0
Figure 5.4: Abstraction using method from [Tiw08a] with extra smoothness condition.
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+ x2 < 0 x2 - x1
2
< 0
Figure 5.5: Exact abstraction (S, T ) using our approach.
Apart from soundness issues, the method in [Tiw08a] suffers from coarseness,
because it can introduce impossible discrete transitions. For instance, consider a
planar system of non-linear ordinary differential equations
ẋ1 = −x31 − x22x1 + x1 + x2,
ẋ2 = −x32 − x21x2 + x2 − x1
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featuring a stable limit cycle enclosing a point of equilibrium at the origin. Let
the system evolve under no evolution constraints and consider a discretisation by
the axes polynomials, i.e. take A = {x1, x2}, as illustrated in Figure 5.6.
x1
x 2
Figure 5.6: State space partition using A = {x1, x2}.
The discrete abstraction (S, T∼) generated using the method from [Tiw08a] is
shown in Figure 5.7, alongside an exact abstraction (S, T ) generated using our
approach. The abstraction (S, T∼) suggests that the origin is reachable, while
in the exact abstraction (S, T ) the origin is correctly identified as an isolated
invariant set.
(a) Abstraction method from [Tiw08a]. (b) Exact abstraction (S, T ).
Figure 5.7: Removing coarseness.
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5.3 Extracting continuous invariants from discrete
abstractions
If one builds the full discrete abstraction (S, T ) for a system ~̇x = f(~x) & H using
some finite list of polynomials A, one may attempt to verify the safety of the
system by showing that the safety property holds in the abstraction. For this, one
needs to check whether an unsafe abstract state (i.e. one which contains a point
that satisfies the formula ¬φ) is reachable by following the discrete transitions in
T starting from the initial set of states (those containing satisfiable instances of
ψ). If none of the unsafe abstract states are reachable in the abstraction, one can
conclude that the continuous system is safe.
By computing the forward-reachable set from the set of the initial states ψ in
the abstraction, which we denote by Reach→A (ψ,H) ⊆ H, one can generate a
continuous invariant, which is the smallest continuous invariant with respect to




i s.t. si ∩ψ 6=∅,
j s.t. si−→∗sj
sj ,
where −→∗ represents the reachability relation; that is, si −→∗ sj if state sj is
reachable from si in zero or more discrete transitions in the abstraction (T, S),
obtained from the discretisation by polynomials in A. Thus, computing I ≡
Reach→A (ψ,H) yields a semi-algebraic set that is (by construction) guaranteed to
include the initial set (i.e. ψ → I) and is a continuous invariant for the system
(i.e. I → [~̇x = f(~x) & H] I). If it is also true that I does not include any unsafe
states (i.e. I → φ), then I is sufficient to conclude that the system is safe using
the proof rule (Safety).
For invariant generation we are merely interested in extracting a semi-algebraic
continuous invariant containing the initial set of states ψ from the abstraction
and not the full abstraction (S, T ) itself.
However, by computing the abstraction (S, T ) in full, it is necessary to validate
every transition in the neighbouring transition relation Tn and only then
proceed to compute the reachable set Reach→A (ψ,H). Note that none of the
transitions between the discrete states lying outside Reach→A (ψ,H) are ever used
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in constructing the continuous invariant. The issue here lies in building the full
abstraction eagerly and disregarding the set of initial states ψ. Indeed, this can
afford a certain advantage, i.e. once the full abstraction is computed, one could
supply an arbitrary semi-algebraic set of initial states ψ and quickly extract its
reachable set from the abstraction. However, if the initial set of states ψ is already
prescribed, then computing the full abstraction involves a lot of unnecessary
computation with calls to expensive decision procedures.
Below we give a worklist Algorithm 3 for constructing the set Reach→A (ψ,H) that
works by validating transitions between neighbouring discrete states lazily 1, i.e.
on demand, while computing the set of reachable discrete states.
Algorithm 3: LazyReach
Data: ψ, ~̇x = f(~x) & H,A
Result: Reach→A (ψ,H)
1 S ← SemiAlgDecomp({H}, A) ;
2 Tn ← NeighbourTrans(S) ;
3 Visited ← {s ∈ S | s ∩ ψ 6= ∅} ;
4 Processed ← {} ;
5 while |Processed | < |Visited | do
6 Unprocessed ← Visited \ Processed ;
7 Processed ← Visited ;
8 foreach si in Unprocessed do
9 Validate ← {(si, sj) ∈ Tn | sj 6∈ V isited};
10 foreach (si, sj) in Validate do
11 if ¬(si → [~̇x = f(~x) & (si ∨ sj)] si) then





This procedure, which we call LazyReach, proceeds as follows: firstly, as before,
one computes the set of discrete states S and the neighbouring transition relation
Tn (lines 1 and 2). The next step is to include the set of initial discrete states (i.e.
those s ∈ S which intersect ψ) in the set of visited states (on line 3)2. Then, by
making a distinction between discrete states that have merely been visited and
1 One may regard Algorithm 3 as implementing a greedy search strategy in looking for an
unsafe discrete state starting from a given set of initial states.
2 Note that on lines 3 and 9 we employed the set builder notation to simplify presentation.
In both cases, the operations required to construct these sets are sufficiently elementary.
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those discrete states whose outgoing transitions have been processed (initially
none, line 4), one can isolate the set of visited states that require processing.
This step is performed at each iteration (line 6) of the processing loop (lines 5-12).
The main body of the loop then proceeds to gather all the discrete transitions
from all the unprocessed visited states to all of their neighbouring states which
are as yet unvisited (lines 8-9) and validates these transitions using a decision
procedure for semi-algebraic continuous invariants (line 11). If a transition is not
impossible, then the discrete state reachable using this transition is added to the
set of visited states (on line 12) for processing in the next iteration.
The procedure saturates when no more unvisited states are reachable, and one
obtains the reachable set Reach→A (ψ,H) by taking the union of all the visited
states (line 13). In practice, employing Algorithm 3 results in fewer calls to the
decision procedure for continuous invariance assertions than would be necessary
if one were to compute the abstraction in full.3


























with H = R2 from [DLA06, Exercise 10.6, page 281]. As an initial set, suppose
we take ψ ≡ (x1 − 1) 2 + x22 < 14 . Consider an abstraction of this system using
the irreducible polynomial factors of the right-hand side of the system of ODEs,
i.e. let
A = {x1 − 1, x1 + 1, x1 −
√









5x1 + x2, x1 +
√
5x2}.
Algorithm 3 generates the following semi-algebraic continuous invariant:





x2 + 1 > 0 ∧ x2 +
√




5x2 ≥ 0 ∨
√

















3However, owing to its iterative nature, LazyReach may not exploit the advantage offered
by parallel architectures to the full when validating discrete transitions.
Chapter 5. Invariant generation and discrete abstraction 121

Although the transitions in Validate (line 12) can be processed (lines 13-15)
in parallel at every iteration of the main processing loop, the size of Validate
may be much smaller than the number of cores available in the system. On the
other hand, using a hypothetical system with |Tn| cores, one could validate each
transition in Tn in parallel.
The above approach to invariant generation avoids introducing new variables into
the problem and furthermore only requires one to decide universally quantified
sentences in the theory of real arithmetic, which is a less expensive problem than
that of performing real quantifier elimination (see e.g. [BPR06, Chapter 13]).
5.4 Tackling state space explosion
Discrete abstractions of continuous systems suffer from the discrete state
explosion problem, i.e. the number of discrete states in the abstraction grows
exponentially with the number of polynomialsm = |A| used for the discretisation.
This section will explore approaches to tackling the discrete state space explosion
in order to improve scalability without affecting the granularity of the abstraction.
Reducing the size of A (the list of polynomials used for the abstraction) is an
obvious avenue for optimisation. However one would ideally wish to achieve this
without making the abstraction any coarser. For this we will use differential cuts
and differential divide-and-conquer.
It is clear that keeping a low number of discrete states in the abstraction is crucial
if one wishes to work with more than the very basic examples. By reducing
the number of discrete states one also dispenses with many discrete transitions
and the computational cost incurred from validating them. As was remarked
earlier, the number of discrete states in the abstraction grows (in the worst
case) exponentially with the number of polynomials m = |A| used to partition
the evolution constraint. This clearly presents a scalability challenge and raises
questions about the practicality of discrete abstraction.
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5.4.1 Using differential cuts
In Chapter 4 we have already encountered a special form of differential cuts
and showed how it can be used to make certain invariant checking problems
involving equations more tractable. In their most general form, as introduced by
Platzer and Clarke in [PC08], differential cuts were used for iteratively refining
the evolution constraint H with differential invariants (a subset of continuous
invariants, see Chapter 4). In its full generality, the proof rule DC is given by
(DC)
ψ → [~̇x = f(~x) & H]F ψ → [~̇x = f(~x) & H ∧ F ]φ
ψ → [~̇x = f(~x) & H] φ
.
The rule formalises the idea that it is always sound to restrict the evolution
domain H by some continuous invariant F , provided that it includes the initial
set ψ, the original rationale being that it may be possible to prove the safety
property using differential invariants in the more restricted system in the right
premise.
Example 112 Differential cut







under the evolution constraint H ≡ x1 < 0. Suppose we are given a safety
verification problem where the precondition ψ defines some region inside H where
x2 > 0 is true and the set of unsafe ¬φ states lies inside a region of H where
x2 ≤ 0 holds, as illustrated in Figure 5.8a on page 123.
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Figure 5.8: Refining the evolution constraint H with DC.
In this particular system, the set characterized by x2 > 0 is a continuous invariant
that contains all the initial states ψ; therefore we may apply the rule DC with
F ≡ x2 > 0 to refine the evolution constraint to H ∧ x2 > 0, obtaining a safety
verification problem for a system (shown in Figure 5.8b on page 123) whose
reachable set is confined within a smaller constraint. 
In discrete abstraction, if one is to consider each individual polynomial p ∈ A,
it is intuitive that if one can show that (i) for the initial set of states ψ, the
polynomial p is sign-invariant, i.e. p(ψ) ∼ 0 where ∼∈ {<,=, >} and (ii) that
this sign condition defines a continuous invariant for the system, i.e. p ∼ 0→ [~̇x =
f(~x) & H] p ∼ 0 , then one can refine the evolution constraint to H ∧ p ∼ 0 and
remove the polynomial p from A and obtain an abstraction by the polynomials
B ≡ A \ {p} which has the property that
Reach→B (ψ,H ∧ p ∼ 0) ≡ Reach→A (ψ,H).
The number of discrete states one has when using B for discretizing H ∧ p ∼ 0 is
at most 3m−1 and the process can be repeated for other polynomials that remain
in B.
5.4.2 Differential divide-and-conquer
We now introduce a proof rule akin to DC, that exploits a property of sets that
are continuous invariants in both positive and negative time directions to split
Chapter 5. Invariant generation and discrete abstraction 124
the continuous system into two continuous sub-systems between which there is
no continuous evolution. The principle at work here is essentially the same as
that of the following basic theorem from the theory of dynamical systems.
Theorem 113. Given a continuous system defined on some differentiable
manifold M , a set S is positively invariant if and only if its complement M \S is
negatively invariant under the flow. The set S is invariant (in both positive and
negative time) if and only if M \ S is invariant.
Proof. Elementary. See [BS70, Chapter II, Theorem 1.4].
Proposition 114. The proof rule DDC (differential divide-and-conquer) is
sound.
(DDC)
F → [~̇x = f(~x) & H]F ¬F → [~̇x = f(~x) & H]¬F
ψ ∧ F → [~̇x = f(~x) & H ∧ F ] φ ψ ∧ ¬F → [~̇x = f(~x) & H ∧ ¬F ] φ
ψ → [~̇x = f(~x) & H] φ
Proof. As a first step, we show that the following proof rule is sound:
ψ ∧ F → [~̇x = f(~x) & H] φ ψ ∧ ¬F → [~̇x = f(~x) & H] φ
ψ → [~̇x = f(~x) & H] φ
This follows from the fact that any formula F can be used to partition the
pre-condition ψ into two disjoint regions ψ ∧ F and ψ ∧ ¬F whose union is
exactly the pre-condition, i.e. (ψ ∧ F ) ∨ (ψ ∧ ¬F ) ≡ ψ. Thus, given any initial
state ~x0 |= ψ, we are guaranteed that either ~x0 |= ψ∧F or ~x0 |= ψ∧¬F . In both
cases, the system is required to be safe by the premise and the soundness of the
rule follows.
The second step is to apply differential cut (DC) to the two respective sub-goals:
(DC)
ψ ∧ F → [~̇x = f(~x) & H] F ψ ∧ F → [~̇x = f(~x) & H ∧ F ] φ
ψ ∧ F → [~̇x = f(~x) & H] φ
(DC)
ψ ∧ ¬F → [~̇x = f(~x) & H] ¬F ψ ∧ ¬F → [~̇x = f(~x) & H ∧ ¬F ] φ
ψ ∧ ¬F → [~̇x = f(~x) & H] φ
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We now apply the following sound rules to the first sub-goal in the resulting proof
branches, respectively
ψ ∧ F → F F → [~̇x = f(~x) & H] F
ψ ∧ F → [~̇x = f(~x) & H] F
ψ ∧ ¬F → ¬F ¬F → [~̇x = f(~x) & H] ¬F
ψ ∧ ¬F → [~̇x = f(~x) & H] ¬F
and use the fact that ψ ∧ F → F and ψ ∧¬F → ¬F are valid formulas to arrive
at open sub-goals that are precisely those appearing in the premise of DDC, from
which we conclude that DDC is sound.
Informally, the rule allows one to split the original system into two disjoint regions
that are not connected by a continuous flow, since both F and its complement
¬F are continuous invariants. In the parlance of dynamical systems one would
simply say that the rule splits the system into two sub-systems that evolve inside
disjoint invariant sets.
Note that unlike DC, the rule DDC does not require the initial set ψ to be wholly
contained inside F . Instead, DDC splits the initial set of states into two disjoint
initial subsets ψ ∧ F and ψ ∧ ¬F . The rule DDC thus decomposes the original
safety assertion into two independent safety assertions about smaller sub-systems,
which can be proved separately.
The following proposition (due to Ghorbal) goes a step further and works to split
the safety verification problem into three smaller independent safety verification
sub-problems. This is achieved by partitioning the evolution domain constraint
using invariant algebraic varieties, i.e. invariants of the form p = 0, which can be
checked using a variety of methods discussed in Chapter 4 (also see [GSP15a]).
Proposition 115 (Ghorbal). The proof rule DDC= is sound.
(DDC=)
p = 0→ [~̇x = f(~x) & H] p = 0 p = 0→ [~̇x = −f(~x) & H] p = 0∧
∼∈{<,=,>}
(
ψ ∧ p ∼ 0→ [~̇x = f(~x) & H ∧ p ∼ 0] φ
)
ψ → [~̇x = f(~x) & H] φ
Proof. The evolution constraint H can be partitioned into 3 disjoint regions H ∧
p > 0, H ∧ p = 0 and H ∧ p < 0. If p = 0 defines an invariant set for the
system (a consequence of the first two premises of DDC=), then a trajectory
Chapter 5. Invariant generation and discrete abstraction 126
can neither enter nor leave H ∧ p = 0. Because p is a continuous function, any
trajectory inside H initialised in a state where p > 0 holds and entering a state
where p < 0 is true necessarily crosses the real variety defined by p = 0; an
impossibility. Similarly, no trajectory may cross from p < 0 to p > 0, from which
we conclude that the three disjoint regions are not connected by the continuous
flow (i.e. their reachable sets under the flow are entirely disjoint) and may be
treated as evolution constraints of independent continuous systems. The union
of the reachable sets of the resulting sub-systems gives the reachable set of the
original system. Therefore, if each sub-system is safe, one may conclude that the
original system is safe.
The rule DDC= is interesting from a practical perspective because it may be
used in concert with automatic procedures for generating invariant polynomial
equalities for polynomial ODEs (e.g. using methods developed by Ghorbal and
Platzer in [GP14a]) to effectively reduce the original safety verification problem
into smaller sub-problems.
We now turn to applying the rules DC and DDC= to tackle the state space
explosion problem. In Algorithm 4 we give a procedure for refining the evolution
domain constraint and removing polynomials from A whenever this is possible.
We call this procedure DWC as it also exploits the reasoning principle of
differential weakening DW [Pla10a]
(DW)
H → φ
ψ → [~̇x = f(~x) & H] φ
,
which simply requires that the evolution domain be contained within the
post-condition to conclude that the system is safe, together with the proof rules
DC and DDC.
On lines 3 and 4, DWC applies the rule DW as a sufficiency check for termination.
On lines 7, 9 and 11 the procedure discards those p for which p > 0, p < 0 or
p = 0 describe a continuous invariant containing the initial set ψ (conditionals on
lines 6, 8 and 10). This step corresponds to an application of the rule DC with
F ≡ p > 0, F ≡ p < 0 and F ≡ p = 0 which, if the rule application is successful,
are used to refine the evolution constraint H in the recursive call. If p = 0 is an
invariant in both positive and negative time and does not contain all the initial
states ψ, one can use the proof rule DDC to work with 3 smaller sub-systems
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Algorithm 4: DWC
Data: ψ, ~̇x = f(~x) & H,φ,A
Result: Continuous invariant I s.t. ψ ⊆ I
1 if H ∧ ψ → False then
2 return False
3 if H → φ then
4 return H //DW
5 foreach p ∈ A do
6 if (H ∧ ψ → p > 0) ∧
(
p > 0→ [~̇x = f(~x) & H] p > 0
)
then
7 return DWC (ψ, ~̇x = f(~x) & H ∧ p > 0, φ,A \ {p}) //DC
8 if (H ∧ ψ → p < 0) ∧
(
p < 0→ [~̇x = f(~x) & H] p < 0
)
then
9 return DWC (ψ, ~̇x = f(~x) & H ∧ p < 0, φ,A \ {p}) //DC
10 if (H ∧ ψ → p = 0) ∧
(
p = 0→ [~̇x = f(~x) & H] p = 0
)
then
11 return DWC (ψ, ~̇x = f(~x) & H ∧ p = 0, φ,A \ {p}) //DC
12 foreach p ∈ A do
13 if (p = 0→ [~̇x = f(~x) & H] p = 0) ∧ (p = 0→ [~̇x = −f(~x) & H] p = 0) then
14 GT ← DWC (ψ ∧ p > 0, ~̇x = f(~x) & H ∧ p > 0, φ,A \ {p});
15 EQ← DWC (ψ ∧ p = 0, ~̇x = f(~x) & H ∧ p = 0, φ,A \ {p});
16 LT ← DWC (ψ ∧ p < 0, ~̇x = f(~x) & H ∧ p < 0, φ,A \ {p});
17 return GT ∨ EQ ∨ LT //DDC
18 return H
of the original system whose reachable set may be constructed by combining the
reachable sets of these smaller systems. This idea is implemented on lines 13-17
of Algorithm 4, where DWC recurses on the 3 smaller sub-systems and removes
the polynomial p (used to divide the system) from A. The over-approximations
of reachable sets obtained using these 3 recursive calls are then combined into a
union (line 17), which gives an over-approximation of the reachable set for the
original system. Finally, when no further progress can be made, the procedure
returns the evolution constraint H (line 18). Because the procedure only involves
applying sound proof rules, one may view DWC as a proof strategy that can be
implemented in a theorem prover. Indeed, if the procedure returns a result while
there are still polynomials remaining in A, one has a proof of safety involving
only the proof rules DW, DC and DDC.
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Unlike LazyReach, the invariant generation procedure DWC will not (in general)
always be able to find a sufficiently strong continuous invariant to prove the safety
property, even if one exists in the semi-algebraic abstraction by the polynomials
in A. The invariants DWC is able to generate are thus generally coarser than
those generated using LazyReach. However, we observe that in the worst case the
running-time of DWC is only quadratic in the number of polynomials m = |A|,
i.e. TDWC (m) = O(m2), compared the exponential time complexity of LazyReach.
Consider now a combination of the procedure DWC together with the LazyReach
algorithm. Algorithm 5 gives an invariant generation procedure that we call
DWCL, which is obtained simply by replacing the final line (18) in DWC with
return LazyReach(ψ, ~̇x = f(~x) & H,A).
Algorithm 5: DWCL
Data: ψ, ~̇x = f(~x) & H,φ,A
Result: Continuous invariant I s.t. ψ ⊆ I
1 if H ∧ ψ → False then
2 return False
3 if H → φ then
4 return H //DW
5 foreach p ∈ A do
6 if (H ∧ ψ → p > 0) ∧
(
p > 0→ [~̇x = f(~x) & H] p > 0
)
then
7 return DWC (ψ, ~̇x = f(~x) & H ∧ p > 0, φ,A \ {p}) //DC
8 if (H ∧ ψ → p < 0) ∧
(
p < 0→ [~̇x = f(~x) & H] p < 0
)
then
9 return DWC (ψ, ~̇x = f(~x) & H ∧ p < 0, φ,A \ {p}) //DC
10 if (H ∧ ψ → p = 0) ∧
(
p = 0→ [~̇x = f(~x) & H] p = 0
)
then
11 return DWC (ψ, ~̇x = f(~x) & H ∧ p = 0, φ,A \ {p}) //DC
12 foreach p ∈ A do
13 if (p = 0→ [~̇x = f(~x) & H] p = 0) ∧ (p = 0→ [~̇x = −f(~x) & H] p = 0) then
14 GT ← DWC (ψ ∧ p > 0, ~̇x = f(~x) & H ∧ p > 0, φ,A \ {p});
15 EQ← DWC (ψ ∧ p = 0, ~̇x = f(~x) & H ∧ p = 0, φ,A \ {p});
16 LT ← DWC (ψ ∧ p < 0, ~̇x = f(~x) & H ∧ p < 0, φ,A \ {p});
17 return GT ∨ EQ ∨ LT //DDC
18 return LazyReach(ψ, ~̇x = f(~x) & H,A) //LazyReach
Instead of returning H when no further progress can be made with DWC , DWCL
falls back to using the more expensive LazyReach algorithm with the remaining
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polynomials. This combined procedure is theoretically as powerful as LazyReach,
i.e. is capable of extracting the exact reachable set Reach→A (ψ,H) if necessary,
but in practice also as fast as DWC , although theoretically the running time of
DWCL remains exponential in m.



















1 − 315x41 − 63x42x21 + 378x21 + 27x62 − 189x42 + 378x22 − 216
)
with H = R2 from [DLA06, Exercise 10.7, page 281]. As an initial set, suppose




2 < 8 be the post-condition.
Consider an abstraction of this system using the irreducible polynomial factors
of the right-hand side of the system of ODEs and the post-condition, i.e. let





1 − 315x41 − 63x42x21 + 378x21 + 27x62 − 189x42 + 378x22 − 216}.
There are 7 abstraction polynomials in total, which in the worst-case would lead
to 37 = 2187 discrete states and 77 − 37 = 821356 discrete transitions in the
neighbouring transition relation Tn. In practice, applying LazyReach to generate
the reachable set Reach→A (ψ,H) for this problem takes an unreasonable amount
of time. The procedure DWC takes significantly less time to run, but is unable
to find a suitable invariant using DW, DC and DDC= alone. Our implementation
of the combined procedure DWCL is able to generate the following continuous
invariant I ⊂ φ (see Figure 5.9 on page 130) in 104 seconds: 4(
4x21 = 3 ∧ x1 > 0 ∧
(














x2 = 0 ∧
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3 ∧ x21 < 3 ∧ x2 6= 0
)))
.
For this problem, the procedure DWCL makes repeated use of both DC and
DDC= (each is used 4 times in total) before falling back to LazyReach, which
4expression simplified in Mathematica.
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(a) Phase portrait, unsafe states ¬φ
(red), initial set ψ (green).
x1
x 2
(b) Enlarged view of the invariant and the
initial set.
Figure 5.9: Automatically generated continuous invariant I ⊂ φ (blue).
in every instance is given 3 polynomials that remain to perform the abstraction
(down from 7 in the original list A). 
5.5 Selecting discretisation polynomials
Discrete predicate abstraction of continuous systems relies on the user supplying
a set of polynomials A for discretising the continuous evolution constraint. In
general, it is very difficult to assess the “quality” of an abstraction by only
considering the discretisation polynomials in A; however, certain polynomials
can easily be seen to be poor candidates. For instance, a polynomial function p
that is sign-invariant inside the domain constraint H, i.e. such that p(~x) does
not change sign for any ~x ∈ H, clearly cannot be used to partition H further and
is thus of no value.
In this section we discuss certain sources of polynomials for discrete abstraction.
We will develop some intuition about the respective merits and limitations of the
predicates that we can generate from these sources, giving brief illustrations.
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5.5.1 Polynomials extracted from the problem
The verification problem itself is often a good source of polynomials; e.g. they
could come from the description of the post-condition φ, the pre-condition ψ,
or indeed from the right-hand side of the system of ODEs, i.e. the polynomials
f1, f2, . . . , fn, their irreducible factors, etc 5.
While this approach may appear very simplistic, it is able to capture some
important properties. For instance, by using the right-hand side of the ODEs,
i.e. by setting A = (f1, f2, . . . , fn), the abstraction is guaranteed to capture all
equilibria in the system, which will appear as a discrete state with no outgoing
transitions. Intuitively, this is obvious since f1 = 0 ∧ f2 = 0 ∧ · · · ∧ fn = 0
corresponds to a single discrete state in the abstraction at which there is no
evolution in the concrete system.
In practice, we also observe that it is often a good choice to factorise the
polynomials that one extracts from the problem and use their irreducible factors
in the list A for the abstraction. Let us note that
p = p1p2 · · · pr = 0 ≡R p1 = 0 ∨ p2 = 0 ∨ · · · ∨ pr = 0.
Using the irreducible factors pi, 1 ≤ i ≤ r, may intuitively be viewed as a
refinement of the abstraction by the polynomial p because it serves to increase the
number of discrete states and partitions the curve p = 0, allowing the abstraction
to determine the transitions through each curve separately.
Example 117
Consider the planar non-linear system from [DLA06, Exercise 1.11]
ẋ1 = −x51 − x42x1 + 2x1,
ẋ2 = −x32 − x21x2 + x2.
The abstraction which results from using the right-hand side captures the point
of equilibrium at the origin, but is otherwise not very useful (Figure 5.11). If one
instead factorises the right-hand side, one obtains
A = {−x1, x41 + x42 − 2,−x2, x21 + x22 − 1},
5For linear and affine systems one could also extract polynomials corresponding to the
hyperplanes generated from the eigenvectors of the dynamics, as in [HR08].
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x1
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Figure 5.10: State space partition by A = {−x51 − x42x1 + 2x1,−x32 − x21x2 + x2}.
Figure 5.11: Exact abstraction using A = {−x51 − x42x1 + 2x1,−x32 − x21x2 + x2}.
which results in a larger, but much better abstraction (shown in Figure 5.12 on
page 133). 
5.5.2 Higher-order Lie derivatives
If one has collected a certain list of discretisation polynomials A, but the resulting
abstraction is too coarse to prove the desired property, one typically needs to
either generate a fresh list of polynomials for a new abstraction or add more
polynomials into the existing list A. This will often result in a sizable increase
in the number of discrete states, so one needs to be judicious in the choice of
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polynomials with which to grow the list A. Lie derivatives of the polynomials





Figure 5.13: Geometric intuition behind Lie derivatives as abstraction polynomials.
One may appreciate the intuition behind adding the Lie derivative Lf (p) of some
polynomial p ∈ A into the list by observing that the curves p = 0 and Lf (p) = 0
intersect at points where the flow of the continuous system across the boundary
p = 0 can change direction (as illustrated in Figure 5.13). This process can be
applied iteratively to the Lie derivatives themselves by adding L2f (p) ≡ Lf (Lf (p)),
and so on, into A.
Remark 118. Note that in general the curves p = 0 and Lf (p) = 0 need not
intersect.
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and let p = x21 + x22 − 1. The variety of p is shown in black in Figure 5.14. Now
consider the Lie derivative Lf (p) = 2x1x22 +2x1x2; the variety of this polynomial
(shown in red in Figure 5.14) intersects the unit circle at points where the
continuous flow changes from “entering” to “exiting” the unit disc. Note that
Lf (p) factorises into (2x1)(x2)(1 + x2); adding these three factors separately into
A results in a finer abstraction in which every discrete state featuring p = 0 is
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(a) Phase portrait and p = 0 (in black).
x1
x 2
(b) p = 0 and Lf (p) = 0 (in red).
Figure 5.14: Lie derivative in the abstraction.
guaranteed to have the property that the direction of the continuous flow through
the section of the curve p = 0 inside that state is invariant. 
The use of higher-order Lie derivatives as a source for polynomials for discrete
abstraction was previously investigated by Tiwari in [Tiw08a] (see also [TK04] for
related work), where certain closure properties are used to formulate a heuristic
for selecting “good” candidates to be included in the list A.
5.5.3 Darboux invariants and invariant real varieties
Zaki et al. investigated the use of Darboux polynomials (see Section 4.2.4) for
performing discrete abstraction of polynomial ODEs in [ZTB06, ZTB07], where
it was observed that Darboux invariants can often be used to identify separatrices
in the system and are thus natural candidates for qualitative abstraction.
Furthermore, abstraction using Darboux invariants is sound and does not induce
coarseness because each state in the abstraction is guaranteed to be invariant
(since each p ∈ A is Darboux, there can be no incoming or outgoing discrete
transitions in between states with p > 0, p = 0 or p < 0). We note that Darboux
invariants provide only a sufficient condition for ensuring this property and one
can extend this idea to a more general class of polynomials – those whose real
zero sets define invariant real varieties (a property that can now also be checked
[GP14a, LZZ11]).
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1x2 − x2 + x1.
Computing the discrete abstraction by A1 = {x1, x2} results in the discrete
transition system shown below.
x1
x 2
(a) State space partition by A.
x1  0 x2  0
x1  0 x2 > 0
x1  0 x2 < 0
x1 > 0 x2  0
x1 > 0 x2 > 0
x1 > 0 x2 < 0 x1 < 0 x2  0
x1 < 0 x2 > 0
x1 < 0 x2 < 0
(b) Exact abstraction (S, T ).
Figure 5.15: Simple abstraction using A = {x1, x2}.
Now consider the same system with a discrete abstraction obtained from a
different set of polynomials A2 = {x21 + x22− 1, x2}. The variety corresponding to





2 − 1) = 2x1ẋ1 + 2x2ẋ2







∈ 〈x21 + x22 − 1〉,
i.e. because x21 + x22 − 1 is a Darboux polynomial for the system (see Theorem
58 in Section 4.2.4). Such a partition of the state space (shown in Figure 5.16)
yields a different discrete transition system in which we can clearly observe three
invariant sets, which may be treated as three separate sub-systems.

The description of an invariant variety in a system may not be apparent from the
description of the system itself. For instance, in the example above, while clearly
visible in the phase portrait, the description of the invariant unit circle was not
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- 1 < 0 x2 < 0
(b) Exact abstraction (S, T ).
Figure 5.16: Abstraction using an invariant variety, A = {x2, x21 + x22 − 1}.
immediately available from the polynomials in the right-hand side of the system
of ODEs 6. In practice, the description of invariant varieties in a system may
be very far from obvious and it is highly desirable to have automatic means of
searching for them.
5.6 Practical evaluation
In this section we compare the performance of our continuous invariant
generation algorithms LazyReach, DWC and DWCL on a set of 100 safety
verification problems for continuous systems (see Appendix A). The running time
performance 7 of the algorithms is summarised in Figures 5.17, 5.18 and 5.19. For
each experiment the problems have been sorted according to the running time for
a decision or to a 600 second time-out and plotted with the problem number on
the horizontal axis and the (log scale) running time on the vertical axis. By solved
we understand that a semi-algebraic continuous invariant has been successfully
generated and that it implies the postcondition, i.e. is sufficient to prove the
safety assertion. In our experiments we:
1. use polynomial factors of the right-hand side of the ODEs together with
the factors of the polynomials appearing in the postcondition φ to create
the list of polynomials A (Figure 5.17),
6Unless one rewrites them as ẋ1 = −x2 + x1(x21 + x22 − 1), ẋ2 = −x1 + x2(x21 + x22 − 1).
7The comparison was performed on an i5-3570K CPU clocked at 3.40GHz.
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2. extend the list A generated as in 1) with Lie derivatives of every polynomial
in A (Figure 5.18), and
3. explore the utility of using polynomials whose real roots are invariant
real algebraic sets by extending the list of polynomials generated in 1)
with algebraic invariants generated using a method presented in [GP14a]
(Figure 5.19).






Figure 5.17: Safety verification performance using factors of polynomials in the ODEs
and the post-condition to populate A.






Figure 5.18: Safety verification performance using a larger set A, consisting of factors
of polynomials in the ODEs, the post-condition φ and their (first order) Lie derivatives.
In our results we observe that the DWC algorithm is significantly faster than
LazyReach, confirming our hopes for gains in efficiency. We also observe that,
when using polynomial factors of the ODEs and the postcondition to abstract
the system, LazyReach was able to prove more problems (47) than DWC (43).
This is not surprising, since DW, DC and DDC, while very efficient, cannot in
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Figure 5.19: Safety verification performance using factors of polynomials in the ODEs,
the post-condition and algebraic invariants to populate A.
general be used to extract reachable sets of exact abstractions like LazyReach.
The combined method DWCL (using DW, DC, and DDC before falling back to
LazyReach) is seen to be both as practically efficient as DWC and able to solve
more problems (51) than LazyReach under a 600 second timeout; of course, given
enough time, DWCL and LazyReach will both succeed at solving exactly the same
problems (with LazyReach taking significantly more time).
Adding the first Lie derivatives of the polynomial factors of the ODE and the
postcondition effectively doubles the size of the list A which, unsurprisingly, leads
to diminished performance of LazyReach (only 28 problems solved) because it is
heavily affected by the discrete state explosion problem. However, DWC is seen
to perform slightly better than it did without the Lie derivatives in the list,
solving a total of 45 safety verification problems. The DWCL algorithm succeeds
at proving safety in 51 of the problems yet again, but the set of systems that are
proved safe is different from that of DWCL when used with a list of polynomial
factors of the ODE and the postcondition without the Lie derivatives.
We observe that adding algebraic invariants to the list of polynomial factors of the
ODE and the postcondition resulted in a palpable improvement in the number of
problems that could be solved. This is very clearly visible in the case of DWC ,
which is guaranteed to process every algebraic invariant by applying the proof
rule DDC. Overall, for this choice of polynomials we see LazyReach and DWC
both solving 52, and DWCL solving 61 problems out of 100.
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These results are very encouraging as they demonstrate that the discrete state
explosion problem can, to a certain extent, be addressed using algorithms such
as DWCL and that methods for automatic algebraic invariant generation (such
as that in [GP14a]) can be used to generate polynomials that will often improve
the quality of the resulting abstractions.
5.7 Combined model checking-like approach
In this section we will briefly discuss a combination of the verification approach
based on semi-algebraic abstraction, using methods developed earlier in this
chapter, and methods for analysing bounded-time reachability using enclosures
of bounded-time reachable sets of ODEs.
Discrete abstraction of ODEs can be used to solve safety verification problems by
considering an over-approximation of the continuous reachable set for unbounded
time. The main issue with discrete abstraction is the discrete state explosion
problem. Though in principle one can use arbitrarily many polynomials for the
abstraction, in practice the number of polynomials often needs to be modest.
A small set of polynomials leads to a (semi-algebraic) reachable set in the
abstraction that gives only a very coarse over-approximation of the reachable
set in the continuous system.
An alternative model checking-like approach is to consider bounded-time
safety verification by constructing enclosures that give a bounded-time
over-approximation of the reachable set. Numerous enclosure construction
methods have been proposed by various authors (an excellent survey may be
found in [NJN07]). Very broadly, these fall into two classes: interval-based
methods for verified integration of ODEs [NJC99] (tools include e.g. VNODE-LP
by Nedialkov) and more recent approaches based on Taylor models [BM98]
(implemented in e.g. Flow∗ [CÁS12] by Chen et al. and VSPODE by Lin and
Stadtherr [LS07]).
The chief limitation of bounded-time verification approaches is their inability
(save for some special cases) to prove system safety for all future time.
Furthermore, the initial set of states from which the enclosure is to be constructed
Chapter 5. Invariant generation and discrete abstraction 141
is required to be compact and connected [CSÁ14] (in practice often given
by a closed hyperbox). Furthermore, the over-approximating enclosure can
in practice be very precise for small time horizons, but tends to become
conservative when the time bound is large (due to the so-called wrapping effect,
which is a problem caused by the successive build-up of over-approximation
errors that arises in interval-based enclosure construction approaches; see
e.g. [NJN07]). Notwithstanding these theoretical limitations, tools based on
enclosure construction have been applied to analyse bounded-time reachability of
complicated non-linear systems in a number of impressive case studies (see e.g.
[CÁS12]).
In order to combine discrete abstraction with bounded-time verification methods,
we will require some auxiliary definitions.
Definition 121. Given an n-dimensional system of ODEs ~̇x = f(~x) and
an initial set of states ψ ⊆ Rn, an enclosure of duration t, denoted
E(ψ, t), is an over-approximation of the reachable set (from ψ) for time t, i.e.
{ϕτ (~x) | ~x ∈ ψ, τ ∈ [0, t]} ⊆ E(ψ, t).
Remark 122. The definition above assumes that solutions ϕτ (·) exist and are of
sufficient duration (i.e. defined for τ ∈ (a, b), with a < t < b and a < 0).
The concept of weakest pre-condition was originally introduced by Dijkstra [Dij75]
for proving partial correctness properties of discrete programs using Hoare logic.
Below we will (very loosely) adapt this concept to the analysis of continuous
systems using exact discrete abstractions.
Definition 123. Given a continuous system ~̇x = f(~x) & H, a pre-condition
ψ, a post-condition φ and a set of polynomials A, we define the weakest
pre-condition WPA of the system in the semi-algebraic abstraction by
polynomials in A as follows:
WPA(~̇x = f(~x) & H,φ) ≡ H \ Reach←A (¬φ,H),
where Reach←A (·) is the backward-reachable set in the abstraction, defined as
Reach→A (·) for the system in which the dynamics is reversed, i.e. ~̇x = −f(~x) & H.
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Proposition 124. The weakest pre-condition WPA(~̇x = f(~x) & H,φ) is a
continuous invariant for the continuous system ~̇x = f(~x) & H.
Proof. There are no outgoing discrete transitions from the set WPA(~̇x =
f(~x) & H,φ) in the abstraction by A. A transition between two discrete states is
present if and only if a continuous evolution between them is possible. Therefore,
there can be no continuous flow out of the weakest pre-condition.
Remark 125. Note that with our definition of the weakest pre-condition WPA,
one may soundly prove the safety assertion ψ → [~̇x = f(~x) & H] φ by showing
that ψ →WPA(~̇x = f(~x) & H,φ).
Proposition 126. Starting from some initial set of states ψ, if after some
finite time t2 > 0 the enclosure entirely enters the weakest pre-condition, i.e. for
some 0 ≤ t1 < t2 we have E(ψ, t2) \ E(ψ, t1) ⊆WPA(~̇x = f(~x) & H,φ), without
reaching an unsafe state, i.e. E(ψ, t2) ⊆ φ, then (since the weakest pre-condition
itself contains no unsafe states, i.e. WPA(~̇x = f(~x) & H,φ) ⊆ φ) the system is
safe.
Proof. E(ψ, t2) is an over-approximation of the reachable set for time t2 > 0
and for all ~x ∈ ψ we have either ϕt2(~x) ∈ WPA(~̇x = f(~x) & H,φ) or
E(ψ, t1) = E(ψ, t2). In the latter case, the reachable set did not advance
and therefore E(ψ, t1) contains a continuous invariant that includes ψ and lies
inside the post-condition and the system is therefore safe. In the former case,
we have E(ψ, t2) ⊆ φ and the weakest pre-condition is a continuous invariant
for the system and contains no states satisfying ¬φ, so we are guaranteed that
ϕt(ϕτ (~x)) ∈ φ holds for all τ ∈ [0, t2] and t ≥ 0, therefore ϕτ+t(~x) ∈ φ is true for
all (τ + t) ≥ 0 and we conclude that the system is safe.
We will illustrate the intuition behind this approach using a basic example.
Example 127
Consider the following non-linear system evolving under no evolution constraints:
ẋ1 = x
2
2, ẋ2 = 1, H ≡ R2.
Let the set of initial states be given by ψ ≡ (x1 + 3) 2 + (x2 + 3) 2 ≤ 14 and the
set of unsafe states be ¬φ ≡ x2 > 1 ∧ x2 < 2 ∧ x1 < −2 ∧ x1 > −3. Suppose
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further that we select the axis polynomials to perform the discrete abstraction,
i.e. we choose A = {x1, x2}. In Figure 5.20 we see that the abstraction alone is
insufficient to prove safety.
x1
x 2
(a) Safety verification problem. (b) Abstraction by polynomials A = {x1, x2}.
Figure 5.20: Safety verification in the abstraction. Initial states ψ shown in green,
unsafe states ¬φ in red.
By computing the weakest pre-condition in the abstraction, it is obvious that it
does not include the set of initial states (Figure 5.21). However, one may prove
that the system is safe by computing an enclosure of the reachable set from ψ
and showing that it enters the weakest pre-condition without reaching any unsafe
states, i.e. applying Proposition 126 (illustrated in Figure 5.22).
x1
x 2
(a) Safety verification problem. (b) Abstraction by polynomials A = {x1, x2}.
Figure 5.21: Safety verification in the abstraction. Initial states ψ shown in green,
unsafe states ¬φ in red and the weakest pre-condition of φ in the abstraction by
polynomials A = {x1, x2}, WPA(~̇x = f(~x) & H,φ) ≡ x1 ≥ 0 in cyan.







(b) Forward reachable set.
Figure 5.22: Enclosure (light grey) reaching the weakest precondition of φ in the
abstraction by A = {x1, x2} (cyan) sufficient to prove safety.
Limitations The combined safety verification method described above inherits
all the limitations that pervade existing bounded-time verification methods. For
instance, one can no longer work with arbitrary semi-algebraic initial sets ψ,
which are now required to be compact and connected. More fundamentally, the
method does not produce an explicit semi-algebraic continuous invariant that
can be used in a deductive prover to certify system safety independently within
a sound proof calculus. Instead, one has to trust the implementation of the
enclosure construction algorithm to be correct and the semi-algebraic abstraction
to be sound in order to conclude system safety.
Despite these deficiencies, we believe that such a combined approach can be
implemented into a powerful standalone tool for checking unbounded time
safety assertions about ODEs. Such a tool would extend the capability of
existing bounded-time safety verification software by incorporating qualitative
reasoning based on sound semi-algebraic abstractions that we developed in
this chapter. Furthermore, recent work on formal verification of enclosure
construction algorithms by Immler [Imm14, Imm15] is a promising development
that has the potential to dispel most concerns users might have about the
soundness of using bounded-time enclosures of reachable sets of ODEs.
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5.8 Related work
In [ZZK13], the authors apply their earlier results about checking semi-algebraic
continuous invariants to address the invariant generation problem using
approaches such as pre-defining parametric templates and restricting attention
to classes of invariants (such as polyhedra), as well as using qualitative analysis
techniques to suggest invariant templates. Our approach is different in that we
do not rely on parametric templates and put no restrictions on the form of the
semi-algebraic invariant which may be generated.
Discrete abstraction of linear continuous (and hybrid) systems using linear
polynomials was studied in [ADI03, ADI06]. Abstractions of non-linear systems
using more general polynomials were investigated in [TK02, Tiw08a]. We have
presented a sound method for computing abstractions of non-linear systems by
semi-algebraic predicates that is different from [TK02, Tiw08a] in determining
the discrete transitions using a decision procedure for continuous invariant
assertions [LZZ11]; we thus eliminate impossible transitions that are introduced
by the method described in [Tiw08a]. This is a significant improvement because
it entirely removes a major source of coarseness, as well as unsoundness.
Abstraction of continuous systems by timed automata was studied in [SKHP96,
SEK99, SW11, SW13, MB08, CNL12], where additional restrictions are placed on
the type of discretisation (e.g. by only employing sub-level sets of Lyapunov or
Lyapunov-like functions [SW11, SW13], which are already difficult to obtain, or
an orthogonal grid [SKHP96, SEK99, MB08, CNL12] to partition the continuous
state space). The focus of abstractions by timed automata is often placed on
demonstrating liveness properties, where the notion of time spent in an abstract
state is crucial.
Combining elements of qualitative and quantitative reasoning to study the
behaviour of dynamical systems has previously been explored in the case of
planar systems by Nishida et al. [NMKD91]; however, we should note that
the qualitative theory of dynamical systems is an incredibly broad subject that
goes well beyond the study of safety properties of ODEs. The focus of our
interest has been very specific; for a broader overview of previous work on the
general qualitative analysis of dynamical systems, the interested reader is invited
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to consult [Kui86, Sac90a, Sac90b, Zha94, NMKD91, LK93, Kok95, ABW97].
More recently, Carter [Car13] investigated so-called deadness properties of hybrid
systems that can be used to disprove the temporal property of liveness. We
may view the qualitative-quantitative safety verification approach described in
this chapter as demonstrating deadness for the set of unsafe states. Similar
ideas have also been explored by Clarke et al. in [CFH+03], where polyhedral
over-approximations of the flow are used to refine the abstraction.
5.9 Summary
Deductive verification tools for hybrid systems benefit greatly from the ability to
prove continuous invariance assertions (as discussed in the previous chapter) and
having the means of automatically generating continuous invariants sufficient to
prove safety assertions about continuous systems. In practice, this latter point
is often the main bottleneck when verifying safety of hybrid systems in which
the continuous dynamics are non-linear. We have presented powerful techniques
for automatically discovering continuous invariants and removed some important
theoretical limitations (unsoundness and coarseness) in existing methods for
constructing discrete abstractions of continuous systems.
Our interest in semi-algebraic discrete abstractions was motivated by the nature
of their reachable sets, which define semi-algebraic continuous invariants for
the original continuous system and can possess interesting boolean structure
that cannot realistically be expected with invariants generated using existing
template-based methods.
We view this work as bridging the two most prevalent approaches to safety
verification of continuous systems: model checking-like approach (based on
discrete abstraction) and the formal deductive verification approach (based on
sound proof rules for checking continuous invariants). We have shown how a
decision procedure for semi-algebraic continuous invariants (a central tool in the
deductive approach) can be used to create finer abstractions than was previously
possible and use these discrete abstractions (objects central to model checking
continuous systems) to generate semi-algebraic continuous invariants that we can
use in a deductive proof of safety.
Chapter 6
Liveness verification
Synopsis In this chapter we (i) introduce a necessary condition for eventuality,
the existence of what we call a staging set, and use it to (ii) formulate
a rule of inference for formally proving eventuality properties in continuous
systems. (iii) We illustrate the proof principle using some basic examples and
(iv) describe how our approach can be used to construct formal proofs of certain
liveness properties in a deductive verification tool. Lastly, we (v) generalize total
derivatives for formulas introduced by Platzer in [Pla10a] by exploiting directional
differentiability properties of the minmax function.
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6.1 Introduction
In computer science, by liveness one informally understands the property of
something “good” happening along the execution paths in a program. Thus, in
stating that a program is live one asserts that some desirable property will hold
true as the program runs. Liveness properties of discrete programs were studied
by Lamport and Owicki in [Lam77, OL82] and formally defined by Alpern and
Schneider in [AS85]. In this chapter we will be concerned with a particular type
of liveness known as eventuality, which requires that some target set of states
is eventually attained. Furthermore, instead of discrete computer programs, we
will be working with continuous systems that are governed by ordinary differential
equations and have an uncountably infinite number of states.
In this chapter we will develop a new deductive verification method for proving
eventuality properties in continuous systems that can be implemented as a
rule of inference in a theorem prover for hybrid systems. The method we
propose is able to work directly with initial states and target regions given by
arbitrary semi-algebraic sets (that is, sets given by finite boolean combinations
of polynomial equalities and inequalities) and generalizes previously reported
approaches reported in [PR05, RS10, SKA01, Pla10a]. Our approach is not
restricted to bounded evolution domains (as e.g. [RS10]) and is able to prove
eventuality properties for target regions described by formulas featuring equations
(unlike [Pla10a, PR05]). Finally, the presence of system equilibria outside the
target region presents an insurmountable obstacle for the approaches reported
in [PR05, RS10, Pla10a] and requires the user to manually remove them from
the evolution domain [PR05]. We work with weaker conditions that only require
a semi-algebraic over-approximation of the reachable set, which can be used to
avoid equilibria without the need to manually alter the system. The conditions we
give are much more general than in [SKA01] and may be checked automatically
using a decision procedure.
6.1.1 Preliminaries
In general, solutions to initial value problems need not be unique or even exist
for all time t ≥ 0, i.e. the maximal interval of existence need not be of the form
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(a,∞). For instance, solutions to simple non-linear systems, such as ẋ = x2,
already exhibit finite time blow-up, i.e. diverge to infinity in finite time. In what
follows we will work with differential equations whose solutions are unique and of
sufficient duration to allow us to prove properties of interest. For simplicity we
sometimes assume that solutions exist for all t ≥ 0. In such cases, refinements
of the arguments are needed if the solutions are of sufficient duration but do
not exist for all t ≥ 0. To remove this problem entirely, it is common (but not
necessary) to require the system of ODEs to be Lipschitz continuous, since this
property guarantees existence of solutions for all t ≥ 0. Under the assumption
of global existence of solutions, we will refer to the solution ϕ as the flow of
the system. In this chapter we will present a direct verification approach that
generalizes those previously reported and is at the same time less conservative.
To a significant extent, our work will build upon results about invariant sets,
which we have discussed in previous chapters. For convenience, below we recall
the definition of what constitutes a continuous invariant.
Definition 128. A semi-algebraic set I ⊆ Rn is a continuous invariant for
~̇x = f(~x) & H if and only if
∀ ~x0 ∈ I. ∀ t ≥ 0. (∀ τ ∈ [0, t]. ϕτ (~x0) ∈ H)→ (∀ τ ∈ [0, t]. ϕτ (~x0) ∈ I).
We may write a continuous invariance assertion as a formula in dL as follows:
I → [~̇x = f(~x) & H] I.
One useful way of thinking about continuous invariants (this will become apparent
later) is to view them as sets that “can only be left by entering ¬H first”.
6.2 Direct method for eventuality verification
As a first attempt, one may define eventuality for continuous systems as follows:





where ψ ⊆ Rn is the set of initial states and Target ⊆ Rn is the target set.
As with invariants, because the continuous systems we consider may impose
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evolution domain constraints H ⊆ Rn, the formal definition of eventuality needs
an additional clause stipulating that continuous evolutions remain within the
constraint until the target set is attained. Below we give a general definition of
eventuality for continuous systems.
Definition 129. Given a system ~̇x = f(~x) & H, where H ⊆ Rn is the evolution
constraint, ψ ⊆ H is the set of initial states from which solutions are unique and
of sufficient duration and Target ⊆ Rn is the target set of states that we wish
the system to attain by starting anywhere inside ψ, then the eventuality property
holds if and only if
∀ ~x0 ∈ ψ. ∃ t ≥ 0.
(
(∀τ ∈ [0, t]. ϕτ (~x0) ∈ H) ∧ ϕt(~x0) ∈ Target
)
,
By solutions of sufficient duration we understand solutions that may blow up in
finite positive time, but only after reaching Target (finite time blow up in negative
time is innocuous for showing eventuality).
We may phrase the eventuality property using a dL formula as follows:
ψ → 〈~̇x = f(~x) & H〉 Target .
The above formula asserts that if we start anywhere inside ψ, then by following
the solution to the system ~̇x = f(~x) & H, we eventually (diamond modality 〈 〉)
reach a state that lies inside Target . In using the above formula, we assume that
each of the sets H, ψ and Target is semi-algebraic and is thus characterized by a
quantifier-free formula in the theory of real arithmetic.
Remark 130. In the semantics of dL, the more general statement 〈α〉 φ, where α
is a general hybrid program and φ is a quantifier-free formula, is true in a state
just when there exists some transition in the transition relation of α to a state
satisfying formula φ (see e.g. [Pla10b, Definition 2.6]). We only work with the
special case when α describes a continuous system ~̇x = f(~x) & H, in which case
the statement provides a convenient shorthand for expressing eventuality.
Common approaches for proving eventuality properties for continuous systems
are often analogous to approaches used in discrete systems, e.g. methods
for termination analysis of loops or recursive function calls using well-founded
relations as a way of measuring progress. The following example is useful for
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exposing some of the intuition as well as the limitations associated with currently
existing methods.
Example 131
Consider the non-linear system
ẋ1 = x2 − 5x51,
ẋ2 = −x31 − 3x52,
with H = R2 and let the target region be given by






(a) Target region (in red).
x1
x 2
(b) Level sets of p = x21 + x22 − 32 .
Figure 6.1: Proving eventuality using a decreasing function p. Region where
Lf (B) ≤ −1 holds shown in light blue (right). Initial set is any subset of R2.
In order to show that Target is eventually attained from some subset of R2 we
can employ a simple method for showing eventuality where one is required to
find a real-valued function p which is bounded below and has the property that
dp(ϕt(~x))
dt
≤ −ε (equivalently Lf (p) ≤ −ε, i.e. the value of the function decreases at
the rate of at least −ε along the solutions to the system) is true everywhere inside
R2 \ Target for some fixed positive number ε. For this example, we may simply
take p = x21 + x22 − 32 and check that Lf (p) ≤ −ε holds true inside H \Target for
ε = 1 in order to conclude that Target is eventually attained (see Figure 6.1).
Intuitively, this method argues that because p is bounded below, its value cannot
be decreasing (at the rate of at least −ε) forever by following the solutions to the
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ODE. Therefore, solutions will need to eventually enter a region of H where this
requirement is dropped, which is the target region.
As we shall see later in this chapter, duration of solutions is a subtle issue that
is soundness-critical and thus requires caution when using this argument. When
working with evolution constraints other than the entire space Rn, one is further
required to ensure that trajectories cannot leave the evolution constraintH before
attaining the target region (this may be ensured by imposing extra conditions on
the value of the function p at the closure of the boundary segment of H lying
outside the target region; see e.g. [Pra05, Chapter 4]). However, it is also apparent
that any system featuring e.g. an equilibrium in H that lies outside the target
region cannot be handled using this method because the rate of change of any
function along an equilibrium solution is always 0. 
Generally, by considering the rate of change of the function p everywhere outside
the target region (as in Example 131), one is able prove eventuality for any initial
set in the state space. In practice, when some initial set ψ is supplied, certain
regions of the state space may not be reachable from ψ and thus not relevant to
the eventuality problem at hand. In what follows, we will introduce a much more
general proof method to address this limitation.
6.2.1 Staging sets
We now introduce staging sets, which are a particular kind of continuous
invariants that we use to give an over-approximation of the continuous behaviour
in a system with a view to proving eventuality properties without computing
solutions to ODEs.
Definition 132. Given a system ~̇x = f(~x) & H, a set of initial states ψ ⊆ H
and a target set of states Target ⊆ Rn, we say that a set S ⊆ Rn is a staging
set if we have S ⊆ H, ψ \ Target ⊆ S and
∀ ~x0 ∈ S. ∀ t ≥ 0. (∀τ ∈ [0, t]. ϕτ (~x0) 6∈ Target ∩H) → (∀τ ∈ [0, t]. ϕτ (~x0) ∈ S).
One could write this formally using dL as(








ψ ∨ S → H
)
.
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Figure 6.2: Staging set (intuitively). Initial set of states ψ is shown in green, the
target set Target in red and possible choice for a staging set S in grey; H is taken
to be R2.
Intuitively, a staging set is any set within the evolution constraint H that includes
the non-trivial initial states ψ \Target and that “can only be left by entering the
region Target within the constraint H” or, in other words, provides a “continuous
exit window into Target within H”. Figure 6.2 illustrates this intuition.
In the dL rendering, it is perhaps surprising to see a clause with a continuous
invariant assertion featuring ¬(Target ∧ H) as its evolution constraint. To see
this more clearly, compare the condition from the definition of staging set S (top)
to that of a continuous invariant I (bottom):
∀ ~x0 ∈ S. ∀ t ≥ 0. (∀ τ ∈ [0, t]. ϕτ (~x0) 6∈ Target ∩H) → (∀τ ∈ [0, t]. ϕτ (~x0) ∈ S),
∀ ~x0 ∈ I. ∀ t ≥ 0. (∀ τ ∈ [0, t]. ϕτ (~x0) ∈ H) → (∀ τ ∈ [0, t]. ϕτ (~x0) ∈ I).
The other clauses in the dL formula ensure that S ⊆ H and ψ \Target ⊆ S hold.
Thus, the continuous invariance assertion does not consider trajectories that go
outside of H before reaching Target ∩H from any non-trivial initial state.
Let us remark that staging sets are very natural because their existence is a
necessary pre-requisite for the eventuality property to hold.
Proposition 133. If the eventuality property holds for ~̇x = f(~x) & H with
initial and target sets ψ ⊆ H,Target ⊆ Rn as before, then there exists a staging
set for the system.
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Proof. Assuming the eventuality property holds true in the system, we have ψ ⊆
H and for each ~x0 ∈ ψ \Target there exists some t > 0 such that ϕt(~x0) ∈ Target
and ∀ τ ∈ [0, t]. ϕτ (~x0) ∈ H. Now define γ(~x0) ≡ {ϕt′(~x0) | t′ ∈ [0, t)} to
construct a staging set S ≡
⋃
~x0∈ψ γ(~x0).
Remark 134. The construction in the proof above gives a staging set which may
not possess a closed-form description. In practice, by restricting attention to
semi-algebraic sets, one can decide whether a given candidate set constitutes a
staging set for the system at hand. Also, note that if S is a staging set, then
S ′ ≡ S \ Target is also a staging set.
Searching for a staging set is in principle no different to searching for a continuous
invariant for safety verification. Methods for continuous invariant generation can
therefore be applied to search for staging sets. Techniques for continuous invariant
generation are still an active area of research (see Chapter 5). Furthermore,
certain invariant generation methods may be more suitable for finding staging
sets than others. For instance, the sum-of-squares techniques for computing
polynomial sub-level set approximations of the finite-time reachable set due to
Wang, Lall & West [WLW13] appear promising in this regard.
6.2.2 Progress functions
The existence of a staging set only provides a necessary condition for eventuality.
In this section we will give a sufficient condition that will allow us to soundly
conclude the eventuality property. Because we already require the sets we work
with to be semi-algebraic, we can invoke a lemma that allows us to conclude
eventuality by showing that trajectories leave a given staging set after evolving
inside it for some finite amount of time. The context of the lemma is the behaviour
of trajectories initialised inside I ∩H, where I is some continuous invariant I and
H is an evolution constraint, both semi-algebraic.
Before giving the full statement, it is helpful to first consider a continuous function
~x : [0, a) → Rn defined on the interval [0, a), where a > 0, and any subset I of
Rn such that ~x(0) ∈ I. There are four possibilities to consider:
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1. ~x(t) never leaves I, i.e.
∀ t ∈ [0, a). ~x(t) ∈ I.
2. For some t1 ∈ (0, a), ~x(t) is in I while t < t1 but leaves I (at least
momentarily) when t = t1, i.e.
∃ t1 ∈ (0, a). ∀ t ∈ [0, t1). ~x(t) ∈ I ∧ ~x(t1) 6∈ I.
3. For some t1 ∈ [0, a) and t2 ∈ (t1, a), ~x(t) is in I while t ≤ t1 but then leaves
I for some non-trivial time interval (t1, t2), i.e.
∃ t1 ∈ [0, a). ∃ t2 ∈ (t1, a). ((∀ t ∈ [0, t1]. ~x(t) ∈ I) ∧ (∀ t ∈ (t1, t2). ~x(t) 6∈ I)) .
4. For some t1 ∈ [0, a) it is the case that ~x(t) is in I while t ≤ t1, but ~x(t)
oscillates in and out of I in any non-trivial time interval (t1, t2), i.e.
∃ t1 ∈ [0, a). ∀ t2 ∈ (t1, a).
(
(∀ t ∈ [0, t1]. ~x(t) ∈ I)
∧
(
∃ t3, t4 ∈ (t1, t2). ~x(t3) ∈ I ∧ ~x(t4) 6∈ I
))
.
When ~x : [0, a) → Rn is an analytic function on [0, a) and I is a semi-algebraic
set, the function sgn(~x(t)) would be constant on some open interval (0, b),
where 0 < b ≤ a. This implies that for any given polynomial pi defining the
semi-algebraic set I, the function sgn(pi(~x(t1 + t))) would remain constant on
some non-empty open time interval (0, bi), where 0 < bi < a− t1. By taking
b = mini bi, we see that either ~x(t1 + t) ∈ I for all t ∈ (0, b), or ~x(t1 + t) 6∈ I for
all t ∈ (0, b), and so case 4 cannot hold.
Now, under the assumption of analyticity of solutions ϕt and the semi-algebraic
nature of the sets I and H, there are three possibilities for a trajectory initialised
at ~x0 ∈ I ∩H:
1. the trajectory may “leave H while still in I”, i.e.
∃ τ ≥ 0. (∀ t ∈ [0, τ ]. ϕt(~x0) ∈ I) ∧ ϕτ (~x0) 6∈ H,
Chapter 6. Liveness verification 156
2. the trajectory may “leave I and H at the same time”, i.e.
∀ τ ≥ 0. (∀ t ∈ [0, τ ]. ϕt(~x0) ∈ I) ⇐⇒ (∀ t ∈ [0, τ ]. ϕt(~x0) ∈ H),
3. the trajectory may “leave I while still in H”, i.e.
∃ τ ≥ 0. (∀ t ∈ [0, τ ]. ϕt(~x0) ∈ H) ∧ ϕτ (~x0) 6∈ I.
Observe that case 3 is impossible if I is a continuous invariant for the system,
which leaves us to consider cases 1 and 2 in the lemma given below, with a further
detail for case 2 that exists when sets I and H are semi-algebraic.
Lemma 135. If H, I ⊆ Rn are semi-algebraic and I is a continuous invariant
for the system ~̇x = f(~x) & H then any solution that starts in I ∩ H and
subsequently leaves I either (i) leaves H while still in I or (ii) leaves H and
I at the same time and has a non-empty segment 1 immediately on leaving I that
is wholly contained in Rn \H (i.e. ¬H).
Remark 136. In cases when sets are not semi-algebraic, the lemma is false. This
can be seen from a simple counter-example in which I ≡ x ≤ 0, H is given by I ∪
{x | sin( 1
x
) = 0, x > 0} and ẋ = 1 defines the dynamics. Even though I and H are
left at the same time, there is no non-empty segment of the trajectory immediately
on leaving I that is wholly contained in ¬H. Note that this behaviour corresponds
to the oscillations described earlier in case 4, and cannot occur with semi-algebraic
sets and analytic functions.
Proof. Assume case (i) is false, in which case we have that I and H are left at
the same time and we have to show property (ii). For (ii) we need to show that
if I and H are left at the same time, then immediately afterwards the state of
the system satisfies ¬H for some non-empty time interval. If there is a time
t′ > 0 such that ∀ τ ∈ [0, t′). ϕτ (~x0) ∈ H ∩ I and ϕt′(~x0) 6∈ H ∪ I, then the
state of the system satisfies ¬H for [t′, t′] immediately upon leaving I. If no
such t′ exists, consider a point ~x1 ∈ I ∩H from which the system can no longer
1This includes points.
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evolve inside I without violating the constraint H. It is necessarily the case that
∀ ε > 0. ∃ t ∈ (0, ε).ϕt(~x1) 6∈ H holds, i.e. no further motion of the system
can satisfy the evolution constraint. We need to show the stronger property
∃ ε > 0. ∀ t ∈ (0, ε).ϕt(~x1) 6∈ H. For any semi-algebraic set, let P ⊂ R[~x] be the
collection of polynomials appearing in its description. At the point ~x1 for each
pi ∈ P we have that pi(~x1) ∼ 0, where ∼∈ {<,=, >}. For those pi ∈ P such
that pi(~x1) > 0 or pi(~x1) < 0, there is guaranteed to be an open neighbourhood
Ui around ~x1 for which pi(Ui) > 0 or pi(Ui) < 0 holds (since polynomials are
continuous functions). Therefore, there is some non-empty time neighbourhood
(0, ε) for which the motion of the system will satisfy the strict sign conditions.
When pi(~x1) = 0, one either has Lkf (pi(~x1)) = 0 for infinitely many orders k, or
there exists an k ≥ 1 such that Lkf (pi(~x1)) 6= 0. Since polynomials and solutions to
polynomial ODEs are analytic functions, there is some open time neighbourhood
(0, ε) where the sign condition on the polynomial pi is satisfied under the motion
(see e.g. [LZZ11, Proposition 9]). Thus, if the system cannot evolve any further
inside a semi-algebraic set, then immediately afterwards it evolves inside the
semi-algebraic complement of the set for some non-empty open time interval by
following the solution.
If one can show that any trajectory starting inside a staging set S eventually leaves
S, one can use Lemma 135 to conclude the eventuality property. An obvious way
of showing that S is eventually left without computing the solution to the system
of ODEs is to search for an appropriate function, whose derivative can be used
as a measure of “progress in leaving S”.
Proposition 137. Given a staging set S for some polynomial system ~̇x =
f(~x) & H with initial and target sets ψ ⊆ H, Target ⊆ Rn respectively and whose
solutions are of sufficient duration, if there exists a continuously differentiable
function P : Rn → R such that
∃ ε > 0. ∀ ~x ∈ S. Lf (P (~x)) ≤ −ε ∧ P (~x) ≥ 0,
then, provided the sets are semi-algebraic, the eventuality property holds.
A function P satisfying the conditions in the above proposition is known as a
progress function for the staging set S.
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Proof. Fix a start point ~x0 ∈ ψ \ Target from which we want to argue there is a
finite flow with end point in Target and which is fully contained in H. First we
show that there is a finite flow from ~x0 with end point outside of S. Assume that
the solution with initial condition ~x0 is of sufficient duration such that either (i)
the trajectory exits S at some point or (ii) the trajectory is inside S up to and
including at least some time τ > P (~x0)/ε. In case (ii), a simple application of
the fundamental theorem of calculus yields





P (ϕt(~x0)) dt =
∫ τ
0






Given P (ϕ0(~x0)) = P (~x0) we have that P (ϕτ (~x0)) < 0 which is impossible since
P (~x0) ≥ 0 for all ~x0 ∈ S. Hence case (i) must hold. Using case (i), we now
apply Lemma 135 to the invariance property of the staging set S. We have that
either the trajectory reaches Target ∩ H within S and the eventuality property
obviously holds, or, on exiting S we immediately have a non-empty segment of
the trajectory contained in Target∩H and the eventuality property holds too.
Example 138 Solutions of insufficient duration (due to Platzer [Pla10a])
Consider the system
ẋ1 = 1,
ẋ2 = 1 + x
2
2,
where H = R2. Suppose we want to show that the set characterized by x1 ≥ 6 is
eventually attained from any point in R2. By taking a staging set S defined by
x < 6 and considering the function P = −x1 + 6, we see that S → P ≥ 0 is true
and
Lf (P ) = −ẋ1 = −1,
from which we would conclude that P is a progress function by e.g. taking ε = 1
2
.
However, solutions in this system diverge to infinity in finite time (i.e. exhibit
finite time blow up, as depicted in Figure 6.3) and the system thus fails to satisfy
the requirement that solutions be of sufficient duration.

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Figure 6.3: Solutions of insufficient duration due to finite time blow up. The trajectory
cannot cross the asymptote (dashed) on its way to the target region (in red).
Remark 139. Of course, given some set Ŝ such that S ⊆ Ŝ, where S is a staging
set, if one shows that Ŝ is left in finite time by following the solutions, then
one can also conclude that Target is eventually attained. This may seem like
a complete waste of effort, but methods developed for verified integration of
ODEs [BM98, NJN07] can compute enclosures of finite-time reachable sets where
the enclosure itself is not a staging set but is guaranteed to enclose one; in this
case, the enclosure can act as Ŝ. Formally verified implementations of enclosure
construction algorithms have been reported by Immler [Imm14, Imm15].
Polynomial progress functions may be generated automatically using pre-defined
polynomial templates of bounded degree with parametric coefficients. The
templates can be enumerated (e.g. by successively increasing the polynomial
degree) and checked using a real quantifier elimination procedure (such as
e.g. CAD [Col75]), leaving the parameters as free variables. The result is a
semi-algebraic constraint on the coefficients that will yield a progress function.
Of course, the computational complexity of real quantifier elimination [DH88]
makes this approach infeasible and therefore practically uninteresting; however,
theoretically, one has a semi-decision procedure for checking whether a polynomial
progress function exists for a given semi-algebraic staging set and a polynomial
ODE. Methods based on sum-of-squares techniques (e.g. [PR05]) may offer more
practical (albeit incomplete) alternatives for finding progress functions.
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6.3 Proof rule for eventuality in ODEs
We are now ready to formalize the proof method for eventuality properties using
staging sets and progress functions, as described in the previous section, into a
rule of inference.
Proposition 140. The rule of inference given below (with four premises) is
sound with the proviso that solutions are of sufficient duration.
(SP)
` ∃ ε > 0. ∀ ~x. S →
(
P ≥ 0 ∧ Lf (P ) ≤ −ε
)
ψ,¬Target ` S ` S → [~̇x = f(~x) & ¬(H ∧ Target)] S ψ ∨ S ` H
` ψ → 〈~̇x = f(~x) & H〉 Target
.
Proof. Corollary to 137. The sufficient duration proviso is soundness-critical
(see [Pla10a, Counterexample 9] for an example of why this is important). A
stronger requirement, e.g. Lipschitz continuity of f (if not globally, then within
some compact subset of Rn containing Target and S) may be used to give a formal
criterion for ensuring the proviso holds, but this can be restrictive in practice.
Example 141 System with limit cycle and equilibrium
Consider the system of ODEs with an equilibrium and a limit cycle














with H ≡ x1 ≤ 2 ∧ x1 ≥ −2 ∧ x2 ≤ 2 ∧ x2 ≥ −2 and let the initial set of states
and the target region be as follows:




















Consider also the following sets (depicted in Figure 6.4 on page 161):
S1 ≡ ¬Target ∧ x1 ≥ −
1
4




S2 ≡ ¬ψ ∧ x1 ≤
1
4




One may check using a decision procedure that S1 is indeed a staging set for this
system.
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(a) Initial states ψ (in green), target
region Target (in red) and staging sets
S1 (in grey and green, i.e. S1 includes




(b) Level sets of the progress function P1
for showing eventual exit out of S1 and
the region where ∃ ε > 0. Lf (P1) ≤ −ε
holds (includes S1; shaded in blue).
Figure 6.4: Proving eventuality using a staging set and a progress function.




2+(x1 − x2 − 2) 2+10.
Computing the total derivative of P1 (i.e. Lie derivative with respect to the vector
field f) we obtain Lf (P1(~x)) =


















Using a decision procedure for real arithmetic to check that the sentence
∃ ε > 0. ∀ ~x ∈ S1. Lf (P1(~x)) ≤ −ε ∧ P1(~x) ≥ 0
is true is sufficient to conclude the eventuality property













using the proof rule SP with S1 as the staging set and P1 acting as the progress
function. Similarly, one may instead take Target to be the initial set of states and








2 + (−x1 + x2 − 2) 2 + 10
one may use the proof rule SP, instantiating S2 and P2 appropriately, to prove
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When taken together, the two eventuality proofs show that the system oscillates
indefinitely between ψ and Target . Let us also note that in this example, due to
the convergence of solutions to the limit cycle and an equilibrium at the origin,
there can be no global progress function for proving the eventuality properties
and staging sets are an essential component of the proof. 
The proof rule SP can be used as part of a formal verification calculus for
hybrid systems in which liveness properties of hybrid systems are reduced using
rules of inference to proving liveness properties for discrete and continuous
sub-components. When working in a proof calculus, the following proof rule,
formalizing the transitivity of the eventuality relation between sets of states, is
often convenient:
(〈〉 Trans) ` ψ → 〈~̇x = f(~x) & H〉 T ` T → 〈~̇x = f(~x) & H〉 Target
` ψ → 〈~̇x = f(~x) & H〉 Target
.
Let us note also that proving the property of set reachability reduces to proving
the existence of a non-empty set of initial states R ⊆ ψ from which the eventuality
property holds. We may formalize this fact in the following proof rule:
(Reach)
` R ∧ ψ 6≡R False ` R→ 〈~̇x = f(~x) & H〉 Target
` ∃ ~x ∈ ψ. 〈~̇x = f(~x) & H〉 Target
.
To show that a given set Target is eventually attained from some initial set ψ in
a hybrid system, one can apply the rule SP to e.g. first show that some guard
set within a mode is attained and then proceed to compute the sets reachable
from the guard set by following the enabled discrete transitions, using these (or
their semi-algebraic over-approximation) as the new initial sets in subsequent
applications of SP.
The next section will discuss the relationship between SP and an existing proof
method called differential induction using differential variants [Pla10a] that is
part of the logic dL and has been applied to hybrid system liveness verification
problems.
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6.4 Obtaining progress functions from formulas
In this section we will use directional differentiability properties of the minmax
functional with differentiable arguments [Dem70, Eki03] to broaden the class of
progress functions at our disposal and discuss how this generalizes the definition
of total derivative for formulas that was used for differential variants in [Pla10a].
We will also show how the proof rule SP serves to remove certain limitations
inherent in differential variants.
6.4.1 Derivatives of formulas and differential variants
Differential induction using differential variants (and differential invariants) is a
direct proof method introduced by Platzer in [Pla10a] for proving eventuality
(invariance) properties in ODEs, as part of a verification calculus for hybrid
systems. The method allows one to work with arbitrary semi-algebraic sets
represented by quantifier-free formulas. Let us recall the definiton of derivation
operator D from Chapter 4 (see also [Pla10a, Def. 13]): D(r) = 0 for numbers,
D(x) = ẋ for variables, D(a + b) = D(a) + D(b), where a, b stand for numbers








D(F ∧G) ≡ D(F ) ∧D(G), for quantifier-free formulas F and G,
D(F ∨G) ≡ D(F ) ∧D(G), ∧ needed for soundness [Pla10a]
D(a ≤ b) ≡ D(a) ≤ D(b), accordingly for ≥, >,<,= .
The formula (D(F ) ≥ ε)f(~x)
~̇x
is obtained by applying the derivation operator to
formula F , performing a substitution where each ẋi in D(F ) is replaced with
the corresponding right-hand side in the differential equation and replacing all
inequalities a ≥ b by a ≥ b+ε (accordingly for <,≤, >; see [Pla10a, Section 4.6]).
(DV)
` ∃ ε > 0(¬Target ∧H → (D(Target) ≥ ε)f(~x)
~̇x
)
[~̇x = f(~x) & ∼Target ]H ` 〈~̇x = f(~x) & H〉Target
The formula ∼Target is the weak negation of Target [Pla10a, Section 4.6] defined
by the negation of Target in which every strict inequality is made non-strict, e.g.
∼ (x1 > 0 ∨ x2 − x1 ≤ 10 ∨ x2 ≤ 1) ≡ x1 ≤ 0 ∧ x2 − x1 ≥ 10 ∧ x2 ≥ 1.
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Formulas Target provable using the rule DV are called differential variants. Note
also that Target is required to define a closed set for the rule DV to be sound.
Example 142 Counterexample (due to Jackson)
Consider the following liveness assertion
〈ẋ = 1 & x ≤ 1〉 x > 1,
which is clearly false as the (open) target region lies outside the evolution
constraint. Applying the rule DV, one gets
(DV)
` ∃ ε > 0. (x ≤ 1 ∧ x ≤ 1→ 1 ≥ ε)
[ẋ = 1 & x ≥ 1] x ≤ 1 ` 〈ẋ = 1 & x ≤ 1〉 x > 1
,
where the premise is a true sentence in R, implying that the conclusion holds. An
initial state x = 1 will satisfy the antecedent of the conclusion, but the formula
in the consequent is false. 
Like our proof rule SP, the rule DV may be applied under the proviso that
solutions are of sufficient duration (see [Pla10a, Section 4.7]).
In practice, DV is rather conservative because (apart from not being able
to handle systems where H contains equilibria outside the target region) it
is incapable of proving eventuality properties for target regions described by
equations [Pla10a, Counterexample 7]. In Example 143 we demonstrate a simple
proof of such a property using staging sets and progress functions.
Example 143 Target region with equational description
Let the dynamics be given by the non-linear system
ẋ1 = −1,
ẋ2 = (x2 − x1)2,
H = R2 and consider a target region described an equation Target ≡ x2−x1 = 0
(see Figure 6.5 on page 165).
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(a) Target region Target ≡ x2 − x1 =
0 (in red) and any initial set anywhere
below the red line (not shown).
x1
x 2
(b) Staging set S ≡ x2−x1 < 0 (in grey)
and level sets of the progress function
P (~x) = −(x2 − x1).
Figure 6.5: Proving eventuality to a target region described by an equational formula.
Suppose the initial set of states ψ is any subset of {~x ∈ R2 | x2 − x1 < 0}. To
show the eventuality property let us take S ≡ x2 − x1 < 0, which can be easily
shown to be a staging set, and use P (~x) = −(x2−x1) as a progress function. The
total derivative of P is given by Lf (P (~x)) = − (x2 − x1) 2 − 1, which satisfies the
ε-progress property inside the staging set S. An application of the rule SP proves
the property ψ → 〈ẋ1 = −1, ẋ2 = (x2 − x1)2 & H〉 Target . 
In general, finding an appropriate progress function P for use with the rule SP
can be rather non-trivial; however, sometimes the description of the target region
itself may suggest a progress function. Indeed, this is how the rule DV checks the
ε-progress property towards the target region: by considering the total derivative
of the formula giving the target region itself. This is not guaranteed to work
even if the eventuality property is true, but one may think of DV as generating a
“progress formula” from the description of the target region. Because DV relies
on the derivation operatorD for its notion of ε-progress for formulas, the resulting
conditions are very strong. In what follows, we will seek to relax them, while still
using the description of the target region to suggest a progress function that can
be used with our proof method.
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6.4.2 Non-differentiable progress functions
Given a quantifier-free formula Target characterizing a semi-algebraic set, the
weak negation of its negation, ∼¬Target (∼ defined as for DV), gives a formula
in which every strict inequality symbol of Target is made non-strict. The resulting
formula characterizes a closed semi-algebraic set that over-approximates the
closure of Target .
Remark 144. To see why this over-approximation may not give the exact
characterization of the closure, consider the formula (x21 + x22 − 1)(x21 + x22) > 0.
Geometrically, this set represents the complement in R2 of a closed unit disc
centred at the origin. By making the strict inequality non-strict we obtain
(x21 + x
2
2 − 1)(x21 + x22) ≥ 0, which defines a region that includes the origin,
which is not a boundary point of the original set.






where pij are polynomials. The set of states satisfying such a formula can






Although this function need not be differentiable, for ensuring the property
of ε-progress, viz. Lf (·) ≤ −ε, we are merely interested in a certain
condition on its directional derivative in the direction of the vector field f .
Directional differentiability properties of the minmax function have previously
been investigated in non-smooth analysis [Eki03, Dem70] and it was shown
that under certain mild assumptions (see [Eki03]), the minmax function has
a directional derivative that can also be expressed as a minmax function.
Furthermore, these assumptions are guaranteed to hold if the ε-progress property
is satisfied. The directional derivative of minmax (see [Eki03]) in the direction
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where pij are differentiable real-valued functions and
J∗ = {j∗ ∈ [1,m(i)] | pij∗ = max
j∈[1,m(i)]
(pij)},





The above definition may at first sight appear rather opaque; the following
illustrative example is useful in exposing some of the intuition.
Example 145
Suppose that we have a formula F ≡ p1 ≤ 0 ∧ p2 ≤ 0. Then we have F ≡R
max(p1, p2) ≤ 0 and the directional derivative along f given by
Lf max(p1, p2) =

Lf (p1) p1 > p2
Lf (p2) p2 > p1
max(Lf (p1),Lf (p2)) p1 = p2
Intuitively, when there is only one differentiable “active component” (i.e. a
function pj which evaluates to the same value as the whole max function), the
directional derivative is simply given by Lf (pj); however, when there are many,
the index set J∗ contains more than one element and the directional derivative is
given by maxj∈J∗ Lf (pj) where all pj are currently active. More generally, once
the directional derivative of minmax pij is computed and an ε-progress condition
is imposed, the resulting expression will feature conditionals involving min, max,
ε and pijs and can thus be converted back into a formula giving precisely the
conditions for the ε-progress of the minmax function. The resulting formulas
will often be long and unwieldy, but for this simple example we can write the
condition in full:
Lf max(p1, p2) ≤ −ε ≡
(








p1 = p2 →
(Lf (p1) ≥ Lf (p2)→ Lf (p1) ≤ −ε) ∧
(Lf (p1) < Lf (p2)→ Lf (p2) ≤ −ε)
)
.
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Similarly, if one wanted to impose the ε-progress property towards the formula
F ≡ p1 ≤ 0 ∨ p2 ≤ 0, encoded as F ≡R min(p1, p2) ≤ 0, one would obtain
Lf min(p1, p2) ≤ −ε ≡
(








p1 = p2 →
(Lf (p1) ≤ Lf (p2)→ Lf (p1) ≤ −ε) ∧
(Lf (p1) > Lf (p2)→ Lf (p2) ≤ −ε)
)
.
By nesting these definitions appropriately, using facts such as e.g.
min(p1, p2, p3) = min(p1,min(p2, p3)), one can arrive at ε-progress conditions for
more complicated closed semi-algebraic sets. 
Remark 146. Similar tools and ideas have been employed in sufficient
conditions for positive invariance of certain sets with non-smooth boundaries
(e.g. practical sets in [BM08] and closed semi-algebraic sets [TT09]).
These approaches are based on Nagumo’s theorem [Nag42] and require
computing/under-approximating the contingent cone, which can be defined in
terms of limits of directional derivatives. The interested reader is invited to
consult [Eki03] for a more detailed exposition of the technical assumptions used
in formulating the directional derivative of minmax.
Example 147 Non-differentiable progress function
Consider the continuous system
ẋ1 = −x1,
ẋ2 = −x2,
H = R2 and let the target set of states correspond to a 2× 2 box centred at the
origin, i.e. Target ≡ x1 ≤ 1 ∧ x1 ≥ −1 ∧ x2 ≤ 1 ∧ x2 ≥ −1. From the phase
portrait in Figure 6.6 on page 169 (left) it is clear that the eventuality property is
true, i.e. by starting the system outside the box, we are guaranteed to eventually
enter the box by following the flow.
This property cannot be proved directly using the rule DV because the definition
of the derivation operator for formulas requires one to show that each conjunct
is a differential variant. In this case,
D(Target) ≥ ε ≡ ẋ1 ≤ ε ∧ ẋ1 ≥ ε ∧ ẋ2 ≤ ε ∧ ẋ2 ≥ ε.
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(b) Level curves of the max function
(black) and a staging set S ≡ ¬Target
(grey).
Figure 6.6: Proof of eventuality using a non-differentiable progress function.




≡ −x1 ≤ ε ∧ −x1 ≥ ε ∧ −x2 ≤ ε ∧ −x2 ≥ ε ≡R False.
Instead, one may write down the formula for the box as a sub-level set, i.e.
Target ≡ max(x1 − 1,−x1 − 1, x2 − 1,−x2 − 1) ≤ 0
and taking the complement of Target to be the staging set, i.e. S ≡ ¬Target ,
check that
∃ ε > 0. ∀~x ∈ S.
(
max(x1 − 1,−x1 − 1, x2 − 1,−x2 − 1) ≥ 0
∧ Lf max(x1 − 1,−x1 − 1, x2 − 1,−x2 − 1) ≤ −ε
)
is valid, which is sufficient to conclude the eventuality property for any ψ ⊆ S. 
6.5 Related work
Prajna and Rantzer investigated automatic verification of eventuality properties
for ODEs in [PR05]; their approach ensures that evolution occurs within
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the domain constraint by imposing extra constraints on the function used
to demonstrate progress along the solutions. Furthermore, the ε-progress
property is required to hold everywhere outside the target region. System
equilibria lying outside the target region present a problem for this approach
and need to be manually removed from the evolution domain. Ratschan and
She introduced set-Lyapunov functions to study attraction to target regions
in [RS10], considering only bounded domains and also imposing conditions for
ensuring progress along the solutions everywhere outside the target region, which
suffers from the same problem. The proof method we have proposed works
with a more general class of eventuality verification problems (as it makes fewer
assumptions about the problem statement and the nature of the system) and
can handle systems with equilibria outside the target region by appropriately
over-approximating the reachable set using staging sets. Our approach is
fundamentally different from that used by Platzer in [Pla10a], e.g. allowing target
regions with equational descriptions (among other things; see Section 5). Ideas
broadly similar to staging sets were explored by Stiver et al. in [SKA01] using
common flow regions. Informally, common flow regions are sets bounded by
invariant manifolds and an “exit boundary”. The conditions given in [SKA01]
require the target and the common flow regions to be given by a conjunction
of sub-level sets of smooth functions and the defining polynomials (except the
exit boundary) to be conserved quantities of the system. Conditions for staging
sets are more general and less conservative. Lastly, unlike previous approaches,
we completely decouple the progress property (using progress functions) from
conditions for over-approximating the reachable set of the system (using staging
sets).
6.6 Summary
We have developed a very general proof principle for eventuality properties of
continuous systems governed by polynomial ODEs under semi-algebraic evolution
constraints that works without computing the solutions and can be shown to both
extend and generalize previous approaches in [PR05, RS10, Pla10a, SKA01]. We
have presented a formalization of our method in a proof rule (SP) which is very
well suited for use as part of a formal verification calculus for hybrid systems.
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Our work addressed some important theoretical limitations inherent in available
methods for eventuality verification; however, much future work remains before
scalable formal verification tools can emerge and be applied in practice to large,
industrially relevant verification problems. The two most important practical
obstacles are the current dearth of scalable methods for continuous invariant
(staging set) generation and limited tool support for searching for progress
functions. Searching for staging sets is no different to generating continuous
invariants, so improved invariant generation tools developed for safety verification
of continuous systems can be applied to search for staging sets. Automatically
generating progress functions is likewise a difficult problem and would greatly
benefit from improved tools for non-linear optimization. We should note that
these problems are pervasive in direct methods and are not limited to safety and
liveness verification. In the control and dynamical systems community, direct
methods for proving the property of stability [Lya92] are considered standard,
but do not provide the means of computing the stability-proving (Lyapunov)
function; this task is delegated to the user and is the focus of much ongoing work
to facilitate their automatic discovery (see e.g. [Par00]).
Chapter 7
Conclusion and future work
The deductive approach to hybrid system verification is fraught with many
difficulties. Perhaps among the most challenging ones are problems associated
with the continuous fragment, which are particularly prominent in models of
hybrid systems studied in control theory.
Our thesis focused on addressing some fundamental obstacles that currently
impede progress in deductive verification of systems where continuous state
evolution is modelled using non-linear ordinary differential equations. In order
to work with continuous dynamics described using non-linear ODEs, deductive
verification tools crucially depend on the ability to reason about safety and
liveness properties without solving the initial value problem. Below we give a
short summary of our contributions to furthering this goal.
Summary of contributions
• In Chapter 4 we presented a detailed survey of the available methods for
directly checking continuous invariants, which are crucial for deductive
safety verification. We have identified soundness issues that can arise when
using some of the methods and described techniques that can be employed
to simplify the verification problem in a proof calculus and extended some
invariant checking methods to handle larger classes of invariants. To our
knowledge, this is the first such survey of direct invariant checking methods.
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• In Chapter 5 we presented a method for computing exact discrete
semi-algebraic abstractions of polynomial continuous systems based on a
decision procedure for semi-algebraic continuous invariant checking [LZZ11].
We have identified a soundness issue in an existing method for computing
discrete semi-algebraic abstractions [TK02, Tiw08a] and have shown how
this problem is eliminated using our abstraction method. The abstractions
computed using our method do not suffer from coarseness as they do
not feature transitions between discrete states that are impossible in the
concrete continuous system.
• Also in Chapter 5, we introduced algorithms for automatic continuous
invariant generation that combine exact semi-algebraic abstraction of
polynomial continuous systems with sound proof rules for safety verification
to improve their scalability. The continuous invariants generated using our
algorithms often possess intricate boolean structure that cannot realistically
be obtained using template-based invariant generation methods. We
collected a set of 100 continuous safety verification problems featuring
interesting non-linear systems (see Appendix A) and applied our invariant
generation algorithms to these problems in order to empirically assess their
performance. The results we observe are highly encouraging and we are
confident that our invariant generation algorithms will greatly help the task
of proof automation in deductive verification frameworks for hybrid systems
with non-linear continuous dynamics.
• In Chapter 6 we introduced a new direct proof method for eventuality
properties that is much more powerful than methods available previously.
The method provides conditions for eventuality that can be checked using
a combination of a decision procedure for semi-algebraic invariant checking
and a decision procedure for real arithmetic, making it highly amenable
to use in a theorem proving environment. Unlike methods based on
constructing enclosures for solutions to ODEs, which require initial sets
to be compact and connected, our method is able to work with general
semi-algebraic initial regions.
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7.1 Limitations and challenges
Poor scalability of decision procedures for real arithmetic (as discussed in Section
2.3) is likely to remain a key obstacle for exact symbolic analysis and verification of
continuous and hybrid systems. In practice, we see that real arithmetic problems
arising from verification of temporal properties in systems with more than 2
state variables are often beyond the capabilities of currently available decision
procedures. However, this fact does not remove the need for sound reasoning
principles that are able to work with exact symbolic set representations. By
working with certain restricted classes of sets, one may seek to avoid some of the
complexity associated with real arithmetic at the price of losing the expressiveness
afforded by semi-algebraic sets. Furthermore, it is possible that real arithmetic
problems generated during the verification of real engineering systems possess
certain structure that may be exploited. It is an interesting question whether
decision procedures for real arithmetic can be tailored to perform well on problems
that arise in practice. To address this question would require a very large corpus
of problems before any meaningful analysis of their structure can be performed.
Customized implementations of decision procedures for the existential fragment
real arithmetic were previously investigated by Passmore [Pas11] (RAHD),
Jovanović and de Moura [JdM12] (nlsat).
Transcendental functions appearing in ordinary differential equations present
another serious challenge to formal verification that is only now starting to be
addressed. Liu et al. [LZZZ15] reported a procedure for converting systems
of ODEs with elementary functions to systems of polynomial ODEs using a
technique known as re-casting, which was previously employed as a useful
heuristic by numerous authors [Pow59, SV87, PP05, Pla10a]. This allows one
to apply the verification methods developed for polynomial systems; however,
the re-casting step comes at the price of introducing new state variables.
Alternatively, one may opt to work with non-polynomial systems without first
re-casting them. We explored this approach in our work [JSBP14] on the
integration of MetiTarski [AP10], an automatic theorem prover for first-order
sentences involving inequalities with polynomials and elementary functions, and
the KeYmaera interactive theorem prover for hybrid systems [PQ08]. While
decidability is lost once elementary functions are allowed in first-order sentences
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and one may no longer use the decision procedure for semi-algebraic invariant
checking [LZZ11], it is not clear whether it is more practical to work with
non-polynomial systems directly (using e.g. sufficient conditions for invariant
checking from Chapter 4 that are able to work with elementary functions)
or re-cast them to larger polynomial ODEs and apply verification techniques
developed for polynomial systems.
A very important problem standing in the way of improved verification tools for
continuous and hybrid dynamical systems is the lack of verification benchmarks
that can claim to be representative of the problems that are encountered in
practice. In Appendix A we have collected 100 safety verification problems for
continuous systems with a focus on non-linearity of the ODEs. Most of the
problems have been crafted from ODEs found in textbooks on the qualitative
theory of non-linear systems; some were taken directly from papers on safety
verification of hybrid systems, where interesting non-linear continuous dynamics
is still rarely encountered. As more verification tools for hybrid systems are
developed, the need for a set of verification benchmarks that can be used to
compare these tools will only increase (e.g. see [BBJ15] for recent efforts in this
direction).
7.1.1 Future work
We envisage fruitful future work in combining model checking-like verification
approaches based on sound discrete abstraction and reachable set enclosure
construction, as briefly outlined in Section 5.7 of Chapter 5. We feel that a
standalone unbounded time safety verification tool that is able to work with
non-linear continuous dynamics would be a valuable addition to the array of
verification tools that are available presently.
Further investigation of the various sources of polynomials used in the
discretisation step when performing discrete semi-algebraic abstraction can
potentially lead to improved verification tools based on model checking. Any
progress in this area will also lead to improved performance in our invariant
generation algorithms, as they crucially rely on the quality of the underlying
discrete abstractions. Our work on computing exact semi-algebraic abstractions
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of polynomial continuous systems in Chapter 5 can be further extended to work
with hybrid dynamical systems, following the work of Tiwari [Tiw08a], which will
require handling transition guards and reset maps in addition to multiple states
with continuous evolution.
There are exciting opportunities for extending our work on liveness (Chapter 6) by
creating automatic procedures to search for staging sets and progress functions.
In the future we hope to augment our proof method with heuristics that will
aid mechanised proof construction inside a proof calculus (i.e. proof procedures).
We are also hopeful that our technique will see adoption as a proof rule in a
theorem prover for hybrid systems. We have already implemented the method
of non-smooth strict barrier certificates (Theorem 92 in Chapter 4), as well as
the decision procedure for semi-algebraic continuous invariant checking [LZZ11]
to work with the KeYmaera prover. However, the implementation of KeYmaera
based on the KeY prover is currently being phased out in favour of a completely
new system called KeYmaeraX [FMQ+15]. We feel that implementing the
methods developed in this thesis as rules of inference for the new KeYmaera
system will certainly be desirable. We leave this for future work. Once
implementations become readily available, it will also become necessary to
experiment with real engineering applications in order to refine and automate
the proof methods.
7.1.2 Final remarks
The challenge posed by the formal qualitative analysis of non-linear ODEs is
an enormous one and is certain to witness intensive research in many branches
of science for many years and decades to come. At present, relatively few
groups working in formal verification in the context of hybrid dynamical systems
have considered systems with non-linear continuous dynamics, largely due to the
difficulties associated with their analysis. We regard our thesis as putting a step
towards a very ambitious goal of making non-linear ODEs supported and handled
effectively by formal verification tools for hybrid dynamical systems.
Appendix A
Safety verification problems
1. Van der Pol system (µ = 1).
ẋ1 = x2,
ẋ2 = (1− x21)x2 − x1,
H ≡ True,















H ≡ (x1 ≤ 0 ∧ x2 ≥ 0) ,








3. Lotka–Volterra system (a = 1, b = 1, c = 1, d = 1) in the first quadrant.
ẋ1 = x1 (1− x2) ,
ẋ2 = − (1− x1)x2,
H ≡ (x1 ≥ 0 ∧ x2 ≥ 0) ,
ψ ≡ (x1 = 0 ∧ x2 = 1) ,
φ ≡ (x2 ≥ 0) .
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1x2 − x2 + x1,
H ≡ (x1 ≥ 0 ∧ x2 ≥ 0) ,
ψ ≡
(






















ψ ≡ (x1 = 0 ∧ x2 = 0) ,
φ ≡ (x2 ≥ 0) .
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ψ ≡ (x1 = 0 ∧ x2 = −1) ,
φ ≡ (x2 ≤ 0) .






ψ ≡ (x1 = 1 ∧ x2 = 0) ,
φ ≡ (x1 ≥ 0) .




ẋ2 = (2x1 − x2)x2,
H ≡ True,
ψ ≡ (x1 = −1 ∧ x2 = 1) ,
φ ≡ (x1 ≤ 0 ∧ x2 > 0) .








ψ ≡ (x1 = −1 ∧ x2 = 1) ,
φ ≡ (x1 ≤ 0 ∧ x2 > 0) .
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12. Arrowsmith & Place [AP92] Fig. 1.35 p. 17.
ẋ1 = x1 (−x1 − 2x2 + 2) ,
ẋ2 = (−2x1 − x2 + 2)x2,
H ≡ True,
ψ ≡ (x1 = 1 ∧ x2 = 1) ,
φ ≡ (x1 > 0 ∧ x2 > 0) .







x2 − 4x2 + x1
(









x1 + 4x1 + x2
(




















14. Arrowsmith & Place [AP92] Fig. 3.5(c) p. 79.































(3x2 − x1) ,
H ≡ True,
ψ ≡ (x1 = 1 ∧ x2 = −1) ,
φ ≡ (x2 ≤ 0) .
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16. Arrowsmith & Place [AP92] Fig. 3.8 p. 82.
ẋ1 = x1 (x1 + 2x2) ,
ẋ2 = x2 (2x1 + x2) ,
H ≡ True,
ψ ≡ (x1 = 1 ∧ x2 = −1) ,
φ ≡ (x2 ≤ 0 ∧ x1 ≥ 0) .
17. Arrowsmith & Place [AP92] Fig. 3.9 p. 83.
ẋ1 = x1 (x1 − 2x2) ,
ẋ2 = − (2x1 − x2)x2,
H ≡ True,
ψ ≡ (x1 = −1 ∧ x2 = −1) ,
φ ≡ (x2 ≤ 0 ∧ x1 ≤ 0) .






ψ ≡ (x1 = −1 ∧ x2 = 0) ,
φ ≡ (x1 ≤ 10) .
19. Arrowsmith & Place [AP92] Fig. 3.11 p. 83.














φ ≡ (x1 ≥ 0) .
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1 (x2 − x1) ,
ẋ2 = x
2
2 (x2 − 2x1) ,
H ≡ True,
ψ ≡ (x1 = 1 ∧ x2 = 0) ,
φ ≡ (x2 = 0) .
21. Duffing equation (δ = 1, β = −1, α = 1).
ẋ1 = x2,










φ ≡ (x1 < 1 ∧ (x1 6= 0 ∨ x2 6= 0)) .
22. Duffing equation (δ = 0, β = −1, α = 1).
ẋ1 = x2,










φ ≡ (x2 < 3) .
23. Hamiltonian system.
ẋ1 = −2x2,













φ ≡ (x1 ≤ 0) .
Appendix A. Safety verification problems 183









































φ ≡ (x1 ≤ 4 ∧ x1 ≥ −4 ∧ x2 ≤ 4 ∧ x2 ≥ −4) .

















φ ≡ (x1 ≤ 3) .
27. Collin (1995), Goriely [Gor01] p. 57.
ẋ1 = x
2
1 + 2x2x1 + 3x
2
2,










φ ≡ (x1 ≤ 0) .
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ψ ≡ (v ≥ 0 ∧ a ≥ 0),
φ ≡ (v ≥ 0).
29. KeYmaera problem (nonlinear-diffcut).










x3 ≥ −1 ∧ y5 ≥ 0
)
.
30. KeYmaera problem (nonlinear1).
ẋ = a+ (x− 3)4,
ȧ = 0,











31. Invariant 3−dimensional unit sphere (smooth manifold) enclosing an
















































φ ≡ (x1 ≤ 10 ∧ x2 ≤ 5 ∧ x3 > −20) .
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∧ x2 ≥ 0
)
,
φ ≡ (x1 > −2) .




ẋ2 = −x21 + x1 − (x1 + 1)x22,
H ≡ True,
ψ ≡ (x1 > 0) ,
φ ≡ (x1 ≥ −2 ∨ x2 < −1 ∨ x2 ≥ 1 ∨ x1 ≤ −5) .
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1 − 113x22x51 + 301x32x41 − 300x42x31 − 192x52x21 + 128x62x1 − 16x72,
ẋ2 = x2
(






x1 > −1 ∧ x1 < −
1
2
∧ x2 ≤ −
1
10





φ ≡ (x1 ≤ x2 + 1) .
37. Dumortier, Llibre & Artés [DLA06], Exercise 10.15 (i).
ẋ1 = −42x71 + 68x2x61 − 46x2x51 + 258x2x41 + 156x2x31 + 50x2x21 + 20x62x1 − 8x72,
ẋ2 = x2
(












∧ x2 ≥ 1
)
,
φ ≡ (x1 ≤ x2 + 1) .






















































φ ≡ (x2 < 1) .
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40. Dumortier, Llibre & Artés [DLA06], Exercise 10.9.
ẋ1 = x
4




















φ ≡ (x2 < 1) .

































φ ≡ (x2 < 1) .




































43. Dumortier, Llibre & Artés [DLA06], Exercise 10.5.
ẋ1 = 4x2x
4
1 − 12x32x21 − x2,
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44. Dumortier, Llibre & Artés [DLA06], Exercise 10.3.
ẋ1 = 2x
3
2 − x21x2 + x2 + x21,







∧ x1 < −
1
3










45. Dumortier, Llibre & Artés [DLA06], Exercise 5.2 (ii).
ẋ1 = 2x1 − 2x1x2,







∧ x1 < −
1
3
∧ x2 < 0 ∧ x2 ≥ −1
)
,
φ ≡ (x1 + x2 ≤ 1 ∧ (x1 6= 0 ∨ x2 6= 0)) .
46. Dumortier, Llibre & Artés [DLA06], Exercise 5.2 (i).





ψ ≡ (x1 > −1 ∧ x1 < 0 ∧ x2 < 0 ∧ x2 ≥ −1) ,
φ ≡ (x1 + x2 ≤ 1) .






ẋ2 = 5 (x1x2 − 1) ,
H ≡ True,
ψ ≡ (x1 > −1 ∧ x1 < 0 ∧ x2 < 0 ∧ x2 ≥ −1) ,
φ ≡ (x1 + x2 ≤ 1) .
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x1 > −1 ∧ x1 < −
1
2
∧ x2 < −
1
2
∧ x2 ≥ −1
)
,
φ ≡ (x1 + x2 ≤ 1) .
49. Dumortier, Llibre & Artés [DLA06], Exercise 5.1.
ẋ1 = x2,












φ ≡ (x2 ≤ 5) .
50. Dumortier, Llibre & Artés [DLA06], Exercise 5.13.
ẋ1 = x2,












φ ≡ (x2 ≤ 2) .
51. Dumortier, Llibre & Artés [DLA06], Exercise 2.11.
ẋ1 = 6x
3














∧ x1 < −
1
3





φ ≡ (x2 ≤ 2) .
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52. Dumortier, Llibre & Artés [DLA06], Exercise 1.11.
ẋ1 = −x51 − x42x1 + 2x1,







∧ x1 < −
1
3





φ ≡ (x1 + x2 ≤ 0) .
53. Dumortier, Llibre & Artés [DLA06], Exercise 1.11.
ẋ1 = −x51 − x42x1 + 2x1,







∧ x1 < −
1
3












54. Dumortier, Llibre & Artés [DLA06], Exercise 1.9.
ẋ1 = x1
(


























∧ x1 < −
1
3





φ ≡ (x1 < 0) .
55. Dumortier, Llibre & Artés [DLA06], Exercise 1.9.
ẋ1 = x1
(


























∧ x1 < −
1
3
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56. Dumortier, Llibre & Artés [DLA06], Example 1.38 (ii).










∧ x1 < −
1
3





φ ≡ (x1 ≤ x2 + 1) .
57. Wiggins [Wig03] Exercise 18.7.3 (d).
ẋ1 = 2x1 + 2x2,
ẋ2 = x
4







∧ x1 < −
1
3





φ ≡ (x2 > −2) .
58. Wiggins [Wig03] Exercise 18.7.3 (g).
ẋ1 = −x2x1 − x1 − x2,
ẋ2 = 2x2x1 + 2x1 + x2,


















φ ≡ (x2 > −1) .
59. Wiggins [Wig03] Exercise 18.7.3 (f).
ẋ1 = x
3
2 + 3x2 − 2x1,
ẋ2 = x
3



















φ ≡ (x2 > −1) .
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φ ≡ (x2 > −1 ∧ x1 > −1) .
61. Wiggins [Wig03] Exercise 18.1.2.






















φ ≡ (x2 > −1) .
62. Thieme (1994), Wiggins [Wig03] Exercise 17.1.2.


































x1 − x1 − x2,

























φ ≡ (x1 > −2 ∧ x2 > −1 ∧ (x1 6= 0 ∨ x2 6= 0)) .
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φ ≡ (x1 > −2 ∧ x1 < 2) .

























φ ≡ (x1 > −2 ∧ x1 < 2) .
66. Strogatz [Str94], Example 6.3.6.
ẋ1 = x1x2 − 1,



















φ ≡ (x1 > −2 ∧ x1 < 2) .
67. Strogatz [Str94], Example 6.3.4.




















φ ≡ (x1 > −2 ∧ x1 < 2) .
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x1 > −2 ∧ x1 < 2 ∧ x21 + x22 6= 0
)
.
69. Strogatz [Str94], Example 6.1.5.
ẋ1 = x1 (−x1 − x2 + 2) ,



















φ ≡ (x1 > −2 ∧ x1 < 2) .
70. Strogatz [Str94], Example 6.1.3.
ẋ1 = x1 (x1 − x2) ,



















φ ≡ (x1 < 2) .























φ ≡ (x1 > −2 ∧ x1 < 2) .
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φ ≡ (x1 > −2) .

















φ ≡ (x1 > −2 ∧ x1 ≤ 10 ∧ (x1 6= 0 ∨ x2 6= 0)) .



























φ ≡ (x1 > −2 ∧ (x1 6= 0 ∨ x2 6= 0)) .





















φ ≡ (x1 > −2) .
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76. Strogatz [Str94], Example 6.6.1.
ẋ1 = x2 − x32,













φ ≡ (x1 > −2) .
77. Stable limit cycle on the unit circle 1.
ẋ1 = −x31 − x22x1 + x1 + x2,











φ ≡ (x1 > −2 ∧ x2 ≤ 2) .
78. Stable limit cycle on the unit circle 2.
ẋ1 = −x31 − x22x1 + x1 + x2,











φ ≡ (x1 ≥ −1 ∧ x2 ≤ 1 ∧ x2 ≥ −1 ∧ x1 ≤ 1) .




















φ ≡ (x1 > −2) .
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80. M. Jirstrand PhD. thesis [Jir98], Example 12.1, page 215.




























































φ ≡ (x1 > −2 ∧ x2 > −1) .













φ ≡ (x1 > −2 ∧ x2 > −1) .
























x1 < 5 ∧ x2 ≤ 2 ∧ x23 ≤ 25
)
.
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84. K. Forsman PhD. thesis [For91], page 119, Example 6.13.
ẋ1 = −x2x1 − x1,









φ ≡ (x2 > −1) .















φ ≡ (x2 > −1) .
86. Alongi & Nelson [AN07], page 143, Example 4.1.9.
ẋ1 = x1x3,
ẋ2 = x2x3,










ψ ≡ (x1 = 1 ∧ x2 = 0 ∧ x3 = 0) ,
φ ≡ (x3 ≤ 0 ∧ x1 ≤ 1) .




















φ ≡ (x2 > −1) .
Appendix A. Safety verification problems 199
88. Unreachable equilibrium.
ẋ1 = −x31 − x22x1 + x1 + x2,









φ ≡ (x1 6= 0 ∨ x2 6= 0) .
89. A.A. Ahmadi, M. Kristić & P. A. Parrilo [AKP11], Theorem 1.


























90. S. Ratschan & Z. She [RS07], p. 14, Example FOCUS.
ẋ1 = x1 − x2,
ẋ2 = x1 + x2,





≤ x1 ∧ x1 ≤ 3 ∧ x2 = 0
)
,
φ ≡ (x1 > 2) .
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H ≡ (0 ≤ x1 ∧ x1 ≤ 2 ∧ 0 ≤ x2 ∧ x2 ≤ 2 ∧ 0 ≤ x3 ∧ x3 ≤ 4) ,
ψ ≡ (0 ≤ x1 ∧ x1 ≤ 1 ∧ x2 = 0 ∧ x3 = 0) ,
φ ≡
(
(x2 > 2 ∧ 0 ≤ x1 ∧ x1 ≤ 2)
∨ (0 ≤ x1 ∧ x1 ≤ 2 ∧ x2 ≤ 1)
∨ (x3 ≥ 1 ∧ 1 < x2 ∧ 0 ≤ x1 ∧ x1 ≤ 2 ∧ x2 ≤ 2)
∨ (1 < x2 ∧ x3 < 0 ∧ 0 ≤ x1 ∧ x1 ≤ 2 ∧ x2 ≤ 2)
∨ x1 > 2 ∨ x1 < 0
)
.







ẋ2 = 6x1 − x21,
ẋ3 = 1,
H ≡ (1 ≤ x1 ∧ x1 ≤ 5 ∧ 1 ≤ x2 ∧ x2 ≤ 5 ∧ 0 ≤ x3 ∧ x3 ≤ 4) ,
ψ ≡
(
4 ≤ x1 ∧ x1 ≤
9
2





(x2 ≥ 3 ∧ x1 < 2 ∧ 1 ≤ x1)
∨ (x1 < 2 ∧ 1 ≤ x1 ∧ x2 ≤ 2)
∨ (x3 > 4 ∧ 2 < x2 ∧ x1 < 2 ∧ x2 < 3 ∧ 1 ≤ x1)
∨ (2 < x2 ∧ x1 < 2 ∧ x2 < 3 ∧ x3 < 2 ∧ 1 ≤ x1)
∨ x1 ≥ 2 ∨ x1 < 1
)
.
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x2x1 − x1 + 1,
















φ ≡ (x1 ≤ 3 ∧ x2 ≤ 2 ∧ x3 ≥ −1) .
94. S. Gulwani & A. Tiwari [GT08], Example 1, adaptive cruise controller.
v̇ = a,
˙vf = af,
ȧ = −3a+ gap− 3(v − vf)− v − 10,
˙gap = vf − v,
ȧf = 0,
H ≡ (v ≥ 0 ∧ vf ≥ 0 ∧ −2 ≤ a ∧ a ≤ 5 ∧ −2 ≤ af ∧ af ≤ 5),
ψ ≡ (gap = 5 ∧ v = vf ∧ a = 0),
φ ≡ (gap > 0).




























H ≡ (15 ≤ x1 ∧ x1 ≤ 24 ∧ 15 ≤ x2 ∧ x2 ≤ 24 ∧ 15 ≤ x3 ∧ x3 ≤ 24) ,
ψ ≡ (19 ≤ x1 ∧ x1 ≤ 20 ∧ 19 ≤ x2 ∧ x2 ≤ 20 ∧ 19 ≤ x3 ∧ x3 ≤ 20) ,
φ ≡
(
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96. Lorenz system (σ = 10, ρ = 28, β = 8
9
).
ẋ1 = 10 (x2 − x1) ,
ẋ2 = x1 (28− x3)− x2,












φ ≡ (x3 ≥ −20) .
97. Shimizu-Morioka system (a = 1, b = 1).
ẋ1 = x2,





ψ ≡ (x1 = 5 ∧ x2 = 3 ∧ x3 = −4) ,
φ ≡ (x3 ≥ −5) .






− x2 + 4,
H ≡ (−20 ≤ x1 ∧ x1 ≤ 20 ∧ −20 ≤ x2 ∧ x2 ≤ 20 ∧ −20 ≤ x3 ∧ x3 ≤ 20) ,
ψ ≡ (x1 = −2 ∧ x2 = 0 ∧ x3 = −1) ,
φ ≡ (x3 ≤ 10) .
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ẋ4 = x3x5 − x2x6,
ẋ5 = x1x6 − x3x4,












x1 = −1 ∧ x2 = 0 ∧ x3 = −1 ∧ x4 =
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