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En el presente trabajo se definen las matrices k-exponencial y k-logarítmica, usando la
representación en series de potencias que incorporan el parámetro real de deformación
k definido por G. Kaniadakis para explicar fenómenos de la Mecánica Estadística en
el contexto de la relatividad especial, de tal forma que cuando el parámetro k tiende
a cero, las matrices k-exponencial y k-logarítmica (con sus respectivas propiedades) se
reducen a las de la matrices exponencial y logarítmica naturales, donde dichas matrices
se relacionan como funciones matriciales inversas para matrices diagonalizables. También
se incursiona en sistemas (algunos de ellos acoplados) de ecuaciones diferenciales que
pueden ser descritas en términos de k-derivadas en lugar de derivadas ordinarias (a las que
se llamarán ecuaciones k-diferenciales), donde las matrices k-exponencial o k-logarítmica
hacen parte de soluciones de dichos sistemas. Para ello se presentan técnicas para resolver
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Así como los formalismos de la mecánica estadística clásica se han extendido a los da-
dos por las deformaciones propuestas por C. Tsallis [4] y G. Kaniadakis [?, ?], muchos
conceptos y desarrollos matemáticos también se han extendido a las q-deformaciones y
K-deformaciones propuestas por ambos autores, respectivamente. Como antecedente de
este trabajo, se tienen los desarrollos de [21], donde se extiende la teoría sobre la función
exponencial natural de una matriz cuadrada y su aplicación sobre sistemas de ecuaciones
diferenciales, a la función q-exponencial considerando la q-deformacion según Tsallis.
Teniendo como base la funcional de entropía, propuesta por G. Kaniadakis [10], con un
parámetro real k, −1 < k < 1, en [?, ?, 7] se pueden ver las reformulaciones de las fun-
ciones logarítmica y exponencial (llamadas k-logarítmo y k-exponencial respectivamente),
las cuales retoman sus propiedades usuales cuando k tiende a cero; cuya finalidad fue de
generar distribuciones de probabilidad generalizadas que dependierán de un parámetro
de deformación k, con el objeto de responder a necesidades enmarcadas en el estudio
de sistemas anómalos generados dentro de la mecánica estadística, bajo el principio de
máxima entropía de Jaynes, y en el cual la distribución de probabilidad con menos sesgo
para un sistema estadístico, es aquella que maximiza el funcional de entropía sujeta a
ciertos parámetros, que con lleve a minimizar la desinformación. Este principio dio lugar
a estructuras matemáticas motivadas por el estudio de la física estadística [7].
El problema tratado en el presente trabajo consiste en definir las funciones k-exponencial y
k-logarítmica de una matriz cuadrada, usando representación en series de potencias, de tal
forma que cuando el parámetro k tiende a cero, las matrices k-exponencial y k-logarítmica
(con sus respectivas propiedades) se reducen a las de la matrices exponencial y logarítmica
usual, buscando que dichas funciones se relacionen como funciones matriciales inversas
y de manera que se pueda incursionar en el estudio de problemas sistemas (acoplados o
no) de ecuaciones diferenciales que puedan ser descritas en términos de k-derivadas en
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lugar de derivadas ordinarias (a dichas ecuaciones diferenciales se les llamará ecuaciones
k-diferenciales).
La memoria de tesis está dividida en tres capítulos; los dos primeros presentan material
necesario tomados de la repectivas referencias indicadas y el último presenta la contribu-
ción propia del presente trabajo. Concretamente, en el primer capítulo aparece una intro-
ducción sobre normas y convergencia matricial, cuyo uso ha permitido realizar el estudio
de convergencia de sucesiones de vectores y a su vez de matrices. Además permite revisar
las series de potencias de una matriz y su criterio de convergencia que se establece en
función de la norma. En el segundo capítulo se citan resultados sobre la matriz expo-
nencial dando uso al concepto de series de matrices convergentes. En ambos capítulos se
presentan algunas pruebas con el ánimo de contextualizar mejor el tema de trabajo. El
tercer capítulo, está dividido en tres secciones. En la primera sección se describen for-
malismos propios de la teoría de Kaniadakis. La segunda y tercera secciones presentan
las definiciones de las funciones k-exponencial y k-logarítmo de una matriz cuadrada así
como sus respectivas propiedades en términos de series, límites, derivadas e integrales. En
la cuarta sección se consideran algunas técnicas que permitan la solución de algunas ecua-
ciones k-diferenciales para que en la quinta y última sección se aborden algunos sistemas
de ecuaciones k-diferenciales cuya solución involucre a la función matricial k-exponencial
o k-logarítmica.
Con lo anterior, se responde a los siguientes objetivos.
Objetivo general
Definir la matriz k-exponencial y k-logarítmica de una matriz cuadrada, para establecer
bajo que condiciones, dichas funciones permiten establecer soluciones de ecuaciones k-
diferenciales matriciales, es decir, de ecuaciones diferenciales matriciales que puedan ser
escritas mediante la k-derivada en lugar de la derivada usual.
Objetivos específicos
Definir el concepto de matriz k-exponencial y matriz k-logarítmica de una matriz
cuadrada a partir de las representaciones en series de potencias.
Presentar un estudio de propiedades de las funciones matriciales k-exponencial y
k-logarítmica.
Desarrollar algunas técnicas de solución para ecuaciones k−diferenciales y ecua-
ciones k-diferenciales matriciales.
Capítulo 1
Norma y Convergencia Matricial
En este capitulo se presenta lo referente a las normas matriciales y las series de matrices.
Es de gran importancia el concepto de norma matricial en el estudio de las series de
matrices, dado que un criterio de convergencia de una serie de matrices se establece en
función de la norma de una matriz.
1.1. Normas Matriciales
Definición 1.1 (Norma Matricial). Una función ‖·‖ : Mn×n → R es llamada una norma
matricial si para todo A,B ∈Mn×n, se satisfacen las siguientes condiciones
N1. ‖A‖ ≥ 0
N2. ‖A‖ = 0⇐⇒ A = 0
N3. ‖αA‖ = |α|‖A‖, para cualquier α ∈ C
N4. ‖A+B‖ ≤ ‖A‖+ ‖B‖
N5. ‖AB‖ ≤ ‖A‖‖B‖
Definición 1.2 (Normas Equivalentes). Sean ‖ · ‖∗ y ‖ · ‖0 dos normas en Mn×n, se
dice que ‖ · ‖∗ y ‖ · ‖0 son equivalentes, si para cualquier matriz A ∈ Mn×n existen
constantes a, b tales que
a‖A‖∗ ≤ ‖A‖0 ≤ b‖A‖∗ (1.1)
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Lema 1.3. Si ‖ · ‖ es una norma matricial y {A1, A2, . . . , An} es una base para
Mn×n, entonces dado un conjunto de escalares no todos nulos {α1, α2, . . . , αn}, existe
una constante positiva C talque
‖α1A1 + α2A2 + . . .+ αnAn‖ > C (1.2)
Teorema 1.4. Todas las normas en Cn×n son equivalentes.
Demostración. Sean {A1, A2, . . . , An} una base para Mn×n y ‖ · ‖∗, ‖ · ‖0 normas
matriciales cualesquiera en Mn×n.
Ahora si A ∈ Mn×n, es no nula (para A = 0, el resultado es inmediato), existen




|αj| y tomemos βi = αi
λ
. Luego por el lema 1.3 existe una constante positiva k
tal que ‖β1A1 + β2A2 + . . .+ βnAn‖∗ = 1
λ
‖α1A1 + α2A2 + . . .+ αnAn‖∗ > k, de donde






|αj| < c‖A‖∗ donde c = 1
k
(1.3)
Además ‖A‖0 = ‖α1A1+α2A2+. . .+αnAn‖0. Sea m = ma´x
1≤i≤n
{‖A1‖0, ‖A2‖0, . . . , ‖An‖0}.
Así que
‖A‖0 ≤ |α1|‖A1‖0 + |α2|‖A2‖0 + . . .+ |αn|‖An‖0
≤ |α1|m+ |α2|m+ . . .+ |αn|m









De (1.3) y (1.4) se sigue que
‖A‖0 ≤ b‖A‖∗ donde b = cm.
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De igual forma se prueba que existe una constante positiva a talque:
a‖A‖∗ ≤ ‖A‖0
Finalmente se tiene que
a‖A‖∗ ≤ ‖A‖0 ≤ b‖A‖∗
por lo tanto ‖ · ‖∗ y ‖ · ‖0 son equivalentes. Al ser ‖ · ‖∗ y ‖ · ‖0 arbitrarias, entonces
el resultado se generaliza para dos normas cualesquiera, y por lo tanto todas las normas
en Mn×n son equivalentes.
Definición 1.5 (Norma de una Matriz). Si A = [aij] es una matriz m× n de números
reales o complejos, la norma de A, designada por ‖A‖, se define como el número no







Las demostraciones de las propiedades de la norma se pueden verificar en [21].
Observación 1.6. En el caso especial B = A la desigualdad N5 para ‖AB‖, se convierte
en ‖A2‖ ≤ ‖A‖2. Por inducción tenemos que
‖Ak‖ ≤ ‖A‖k para k = 1, 2, . . . (1.6)
Estas desigualdades serán de uso frecuente en la exponencial de una matriz.
1.2. Normas Matriciales Inducidas por una Norma Vec-
torial
En esta sección se mostrará el proceso de construcción de una norma matricial sobre
Mn×n compatible a una norma vectorial dada sobre Cn.
Definición 1.7 (Norma Vectorial). Sea V un espacio vectorial sobre C. Una norma
vectorial en V es una función ‖ · ‖ definida de V al conjunto de los números reales no
negativos tal que satisface las siguientes propiedades:
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1). ‖x‖ ≥ 0, para todo x ∈ V
2). ‖x‖ = 0⇐⇒ x = 0
3). ‖λx‖ = |λ|‖x‖, λ ∈ C, x ∈ V
4). ‖x+ y‖ ≤ ‖x‖+ ‖y‖ x, y ∈ V
La norma de un vector x se puede considerar como la longitud o magnitud del vector x.
Las siguientes son algunas de las normas de uso más frecuente en Cn.













 ∈ Cn (1.7)
Para tal norma, la desigualdad triangular es la conocida desigualdad de Minkowski




























 ∈ Cn (1.9)
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Observación 1.11. Note que ‖ · ‖1, ‖ · ‖2 y ‖ · ‖∞ satisfacen la siguiente relación
‖x‖∞ ≤ ‖x‖2 ≤ ‖x‖1, para todo x ∈ Cn (1.12)
Definición 1.12 (Normas Equivalentes). Dos normas N1 y N2 sobre Cn se dicen
equivalentes se existen constantes c1, c2 > 0 tales que
∀ x ∈ Cn : c1N1(x) ≤ N2(x) ≤ c2N2(x) (1.13)
En general, dos normas cualesquiera en Cn son equivalentes [2].














(|x1|2 + |x2|2 + |x3|2)1/2






|xi| = |x1|+ |x2|+ |x3| = 1 + 2 + 5 = 8
‖x‖∞ = ma´x
1≤i≤3
|xi| = ma´x {|x1|, |x2|, |x3|} = ma´x {1, 2, 5} = 5
Definición 1.14 (Norma Matricial Inducida (subordinada) por una Norma Vectorial).




‖Ax‖, x ∈ Cn (1.14)
Esta también se conoce como la norma matricial asociada con la norma vectorial dada.
Teorema 1.15. Si ‖ · ‖ es cualquier norma sobre Cn, entonces la ecuación (1.14)
define una norma matricial sobre el espacio lineal de todas las matrices n× n.
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La prueba de este teorema se verifica en [21].
Notese que (1.14) define una norma sobre Cn y se tiene que
‖In‖ = ma´x‖x‖=1 ‖Inx‖ = ma´x‖x‖=1 ‖x‖ = 1
así que para toda norma matricial subordinada se tiene que
‖In‖ = 1
y además
‖Ax‖ ≤ ‖A‖‖x‖ ∀ x ∈ Cn
En general si ‖ · ‖ es una norma matricial cualquiera sobre Mn×n(C), se cumple que:
‖In‖ ≥ 1 (1.15)
‖A−1‖ ≥ 1‖A‖ , para A invertible (1.16)
Estos resultados se pueden verificar de la siguiente manera.
En efecto
‖In‖ = ‖In · In‖ ≤ ‖In‖‖In‖ ⇒ ‖In‖ ≤ ‖In‖‖In‖ ⇒ ‖In‖ ≥ 1
dado que In 6= 0, ‖In‖ > 0.
Luego: para A invertible,
1 ≤ ‖In‖ = ‖AA−1‖ ≤ ‖A‖‖A−1‖
esto es ‖A‖‖A−1‖ ≥ 1, de donde ‖A−1‖ ≥ 1‖A‖
Ejemplo 1.16. Sea ‖ · ‖1 la norma matricial inducida por la norma vectorial ‖ · ‖1.
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Por definición 1.14,
‖A‖1 = ma´x‖x‖=1 ‖Ax‖1, A ∈Mn×n(C), x ∈ C
n






En efecto: si x = [x1, x2, . . . , xn]


























































































Esto último indica que












Esta norma ‖ · ‖1 también es llamada norma máxima suma de las columnas o simple-
mente norma columna.






















= ma´x {|a11|+ |a21|+ |a31|, |a12|+ |a22|+ |a32|, |a13|+ |a23|+ |a33|}
= ma´x {|1|+ |5|+ | − 3|, | − 1|+ |4|+ |2|, | − 2|+ | − 3|+ |6|}
= ma´x {9, 7, 11} = 11
Ejemplo 1.17. Sea ‖ · ‖∞ la norma matricial inducida por la norma vectorial ‖ · ‖∞.
Por definición 1.14,
‖A‖∞ = ma´x‖x‖=1 ‖Ax‖∞, A ∈Mn×n(C), x ∈ C
n






En efecto, si x = [x1, x2, . . . , xn]




























1.2. NORMAS MATRICIALES INDUCIDAS POR UNA NORMA VECTORIAL 11










































|aij | , aij 6= 0
1 aij = 0
tal que ‖xi‖∞ = 1 y aijxij = |aij|.
Luego























j=1 |aij| ≤ ‖A‖∞.
Verificando (1.22).
Por lo tanto de (1.21) y (1.22) se sigue






Esta norma ‖ · ‖∞ también es llamada norma máxima suma de las filas o simplemente
norma fila.
A diferencia de las normas matriciales ‖ ·‖1 y ‖ ·‖∞, para la norma ‖ ·‖2 no se dispone
de una fórmula como (1.17) o (1.20) que exprese de manera sencilla ‖A‖2 en términos
de las componentes de la matriz A. Para ‖ · ‖2 se tiene que ‖A‖2 es el máximo de los
valores propios AHA [17], es decir, ‖A‖2 = ma´x
{√
λ/λ es un valor propio de AHA
}
,
la norma matricial ‖ · ‖2 se conoce como norma espectral.
Definición 1.18 (Número de Condición de una Matriz). Para una matriz A ∈Mn×n(C)
invertible, el número de condición de A notado K(A), se define por
K(A) = ‖A‖‖A−1‖ (1.23)
Su valor depende de la norma seleccionada y tiene sus aplicaciones en análisis numérico
[14].
1.3. Series de Matrices
En esta sección introducimos el concepto de las series de matrices. Para hablar de con-
vergencia de sucesiones y de matrices es importante el uso de normas.
Para definir en forma precisa series de potencias de matrices es necesario el estudio de
normas de matrices.
Definición 1.19. Sea {xk} una sucesión en Cn, x ∈ Cn y ‖ · ‖ una norma vectorial
en Cn.
Se dice que {xk} converge al límite x (lo cual notamos l´ım
k→+∞
xk = x o xk → x cuando
k → +∞), si
(∀ε > 0) (∃m ∈ N) (k ≥ m =⇒ ‖xk − x‖ < ε) (1.24)
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Se satisfacen las siguientes equivalencias
i). l´ım
k→+∞
xk = x⇐⇒ l´ımk→+∞ ‖xk − x‖ = 0
ii).
(∀ > 0) (∃m ∈ N) (k ≥ m⇒ ‖xk − x‖ = 0) (1.25)
iii). Si xk = [xk1 , . . . , xkn ]




xk = x⇐⇒ l´ım
k→+∞
xk,j = xj. (1.26)
Para cada j ∈ {1, 2, . . . , n}
La equivalencia dada por (1.26) nos dice que la noción de convergencia definida por (1.25)
corresponde a la idea natural de convergencia “componente a componente”.




, una sucesión de matrices en Mn×n(C) y sea
A = [aij] en Mn×n(F ).
Decimos que {Ak} converge al límite A y lo notamos l´ım
k→∞
Ak = A
También Ak −→ A cuando k −→ +∞, si
l´ım
k→+∞
akij = aij, ∀i, j ∈ {1, 2, . . . , n} (1.27)
Se cumple que para cualquier norma matricial ‖ · ‖ sobre Mn×n(F ),
l´ım
k→+∞
Ak = A,⇐⇒ l´ım
k→+∞
‖Ak − A‖ = 0 (1.28)
Definición 1.21 (Serie Convergente de Matrices). Sea {Ak}∞k=1 una sucesión infinita





Aj, k ≥ 1 (1.29)
la serie de matrices
∞∑
j=1
Aj converge si la sucesión de sumas parciales converge.
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Teorema 1.22. Sea A ∈Mn×n(C). Si existe una norma matricial (‖·‖ tal que ‖A‖ < 1,
entonces A es convergente)
El teorema que sigue nos da una útil condición suficiente para la convergencia de una
serie de matrices.
Teorema 1.23 (Criterio de Convergencia para Series de Matrices). Si {Ak} es una
serie de matrices m × n tales que
∞∑
k=1
‖Ak‖∗ converge para alguna norma matricial











‖Ak‖ también converge para la norma dada por (1.14) dado que todas las
normas en Mm×n(C) son equivalentes.

























En efecto, designemos el elemento ij de Ak por akij, así el elemento ij de ckAk es ckakij.
Luego





|akij| = |ck|‖Ak‖ ≤ |ck|‖A‖k
esto es |ckakij| ≤ |ck|‖A‖k.
















De lo anterior se sigue que
∞∑
k=0




Teorema 1.24 (Series de Neumann). Si A ∈Mn×n(C) y ‖A‖ < 1 para alguna norma
matricial, entonces In − A es invertible y




Además ‖(In − A)−1‖ ≤ 1
1− ‖A‖
Demostración. Sean A ∈Mn×n(C) y ‖ · ‖ una norma matricial tal que ‖A‖ < 1.
Como ‖A‖ < 1, entonces la serie
∞∑
k=0









(In − A)Sk = (In − A)
k∑
j=0
Aj = (In − A)
(In + A+ A2 + . . .+ Ak) = In − Ak+1
Esto es (In − A)Sk = In − Ak+1, luego
l´ım
k→+∞
(In − A)Sk = l´ım
k→+∞
(In − Ak+1) (1.31)
Ahora como ‖A‖ < 1, entonces por el teorema 1.22A es convergente, es decir, l´ım
k→+∞
Ak+1 = 0
así de (1.31) se sigue que (In−A)B = In, esto último implica que In−A es invertible
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Así mismo por (1.30), ‖(I − A)−1‖ ≥ 1
1− ‖A‖ .
Como ‖(In − A)‖ ≤ ‖In‖+ ‖A‖, entonces 1‖(In − A)‖ ≥
1
‖In‖+ ‖A‖ .
Ahora, si ‖ · ‖ es tal que ‖In‖ = 1, entonces 1‖(In − A)‖ ≥
1
1 + ‖A‖ , así
1
1 + ‖A‖ ≤ ‖(In − A)
−1‖ ≤ 1
1− ‖A‖
Observación 1.25. Una forma equivalente del teorema 1.25 es la siguiente:
Sea A ∈Mn×n(C), si para alguna norma matricial se tiene que ‖In−A‖ < 1, entonces




(In − A)k (1.32)
Corolario 1.26. Si A ∈Mn×n(C) es invertible y B ∈Mn×n(C) es tal que
‖A−B‖ < 1‖A−1‖
Para alguna norma matricial, entonces B también es invertible.
Demostración. Note que
B = A− (A−B) = A [In − A−1(A−B)] (1.33)
Probemos que la matriz In−A−1(A−B) es invertible así por (1.33) B es invertible por
ser el producto de matrices invertibles.
En efecto, dado que:
‖A−1(A−B)‖ ≤ ‖A−1‖‖(A−B)‖ < ‖A−1‖ · 1‖A−1‖ = 1,
es decir ‖A−1(A−B)‖ < 1, entonces por el teorema 1.24 se sigue que In−A−1(A−B)
es invertible, lo cual prueba que B es invertible.
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Teorema 1.27. Sea A,B ∈Mn×n(C) y ‖·‖ cualquier norma matricial sobre Mn×n(C)








Demostración. Como ‖In − AB‖ < 1, la observación 1.25 nos garantiza que AB es





Así mismo resulta que A y B son invertibles.
Además








Teorema 1.28. El conjunto de matrices Mn×n(C) invertible es un conjunto abierto en
el conjunto de todas las matrices Mn×n(C).
Esto es, si A es invertible, existe un número positivo  tal que toda matriz B que satisface
‖A−B‖ <  también es invertible.
Corolario 1.29. Si A ∈ Mn×n(C) es tal que ‖A‖ < 1 para alguna norma matricial,
entonces In+A es invertible y (In+A)−1 = In−A+A2−A3+. . . además ‖(In+A)−1‖ ≤
1
1−‖A‖
Corolario 1.30. Sean A,B ∈ Mn×n(C), A invertible y ‖ · ‖ una norma matricial tal





Demostración. Como A es invertible, ‖A‖ < 1 y ‖B − A‖ < 1‖A−1‖ , entonces por
el corolario 1.26 B es invertible. Ahora, como A−1 y B son invertibles y dado que
‖I −BA−1‖ = ‖AA−1−BA−1‖ = ‖(A−B)A−1‖ ≤ ‖(A−B)‖‖A−1‖ ≤ 1‖A−1‖ · ‖A−1‖ = 1
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Podemos obtener la formula para (A + B)A−1 a partir de la serie de Neumann de la
siguiente manera.








Demostración. Note que A+B = A[In − (−A−1B)] y ‖ − A−1B‖ = ‖A−1B‖ < 1
Dado que ‖A−1B‖ < 1, por teorema 1.24 In − (−A−1B) es invertible y así A+B es
invertible por ser el producto de matrices invertibles.













Exponencial de una Matriz
Buscando contextualizar al lector la función exponencial de una matriz, en éste capítulo
presenta resultados y algunos desarrollos sobre la exponencial de una matriz cuadrada,
acorde a [2, 16, 21].






converge para cualquier matriz cuadrada A con elementos reales o complejos.
















Puesto que la serie
∑akk!



















, también converge para toda matriz
cuadrada A.
Definición 2.1 (Exponencial de una Matriz). Dada una matriz cuadrada An×n, con
elementos reales o complejos, definimos la exponencial eA, como la matriz n× n dada
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Nota 1. Con la ayuda de las ecuaciones diferenciales se estudiarán otras propiedades de
la exponencial.
2.1. Ecuaciones Diferenciales que se Satisfacen por etA
Sean t un número real, A una matriz n× n y E(t) la matriz n× n. Estudiaremos la
matriz dada por E(t) = etA, como una función de t y con A fija.
Primeramente hallaremos una ecuación diferencial a la que satisface E.
La prueba de los siguientes teorema enunciados 2.2, 2.3 y 2.4 se pueden verificar en [21]
Teorema 2.2. Para todo real t la función matricial E definida por E(t) = etA satisface
la ecuación diferencial
E ′(t) = E(t)A = AE(t) (2.3)
Teorema 2.3 (No Singularidad de etA). Para cualquier matriz A, n× n y el escalar
t, se tiene
etAe−tA = In (2.4)





Teorema 2.4 (Unicidad). Sean A y B dos matrices constantes de tamaño n×n. La
única función matricial F , n× n que satisface el problema de valor inicial
F ′(t) = AF (t), F (0) = B, para −∞ < t <∞
es
F (t) = etAB
Observación 2.5. El mismo tipo de demostración muestra que F (t) = BetA es la única
solución del problema de valor inicial
F ′(t) = F (t)A, F (0) = B
2.2. Ley de Exponentes para Exponenciales de Matri-
ces
La ley de los exponentes no siempre es válida para exponenciales de matrices. No obstante
la fórmula es válida para matrices permutables.
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Teorema 2.6. Sean A y B dos matrices n × n, permutables, esto es AB = BA,
entonces
eA+B = eAeB (2.5)
Demostración. Dado que AB = BA, por inducción se puede demostrar que AkB = BAk,
k ∈ Z+.
Escribiendo etA en forma de serie de potencias encontramos que
BetA = etAB para todo real t
Ahora, sea F la función matricial definida por la ecuación
F (t) = et(A+B) − etAetB
Derivando F (t) y teniendo en cuenta que B es permutable con etA se tiene
F ′(t) = (A+B)et(A+B) − AetAetB − etABetB = (A+B)et(A+B) − (A+B)etAetB
= (A+B)
[
et(A+B) − etAetB] = (A+B)F (t)
Según el teorema 2.4 tenemos
F (t) = et(A+B)F (0)
Pero F (0) = 0, así F (t) = 0 para todo t. Luego
et(A+B) = etAetB
Cuanto t = 1,
eA+B = eAeB
Ejemplo 2.7. Las matrices sA y tA son permutables para todos los escalares s y t.
Luego
e(s+t)A = esAetA
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2.3. El Problema de Calcular etA
Si se trata de calcular etA directamente, a partir de la definición de la serie, tendríamos





, donde akij es
el elemento ij de Ak. En general este es un trabajo que presenta muchas dificultades,
salvo si A es una matriz cuyas potencias puedan calcularse fácilmente. Veamos ahora un
caso especial de matrices para las cuales resulta mucho más sencillo el cálculo de cualquier
función
2.3.1. Funciones de Matrices Diagonalizables
Una idea general para el cálculo de una función f de la matriz A = [aij] ∈ Cn×n es el de
aplicarle la función f a cada una de las entrada de la matriz A de la siguiente manera
f(A) = (f [aij]) (2.6)
El método analítico básico para definir una función de matrices se basa en la existencia
de la forma generalizada de Jordan [19], aunque también se ha desarrollado un método
analítico alternativo y muy fácil de implementar, aplicables a funciones que admitan rep-
resentación en serie de Taylor. Más aún se extenderá el término de funciones matriciales
y se analizará el significado de algunas expresiones a la función k− exponencial en la
cual se desarrollará propiedades correspondientes a dicha matriz.
Funciones de Matrices
Notación 2.9. Dada una matriz A = (aij) ∈ Cn×n y un escalar α 6= 0, escribimos A/α
para representar la matriz B = (aij/α) donde cada componente de A se divide por α.
Una forma de definir una función de matrices con propiedades semejantes a su función
homóloga escalar, es usando la expansión en series infinitas. Por ejemplo, considerando la
función exponencial.
En los siguientes ejemplo hallaremos la matriz exponencial.
1. Si 0 ∈ Cn×n es la matriz nula, entonces e0 = In.
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+ . . .












+ . . . = In
2. Calcule eD para la matriz D ∈ Cn×n dada por
D =

d1 . . . 0
... . . .
...
0 . . . dn

Solución: Por inducción se puede probar que ∀k ∈ N
Dk =

dk1 . . . 0
... . . .
...
0 . . . dkn
















+ . . .
=

1 . . . 0
... . . .
...
0 . . . 1
+

d1 . . . 0
... . . .
...





d21 . . . 0
... . . .
...







d31 . . . 0
... . . .
...
0 . . . 1
3!
d3n
+ . . .
=







d31 + . . . . . . 0
... . . .
...














. . . 0
... . . .
...







ed1 . . . 0
... . . .
...
0 . . . edn

Esto es, eD = diag
{
ed1 , . . . , edn
}
.
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Funciones de Matrices Diagonalizables
Definición 2.10 (Matrices Semejantes). Sea A,B ∈ Cn×n. Se dice que A es semejante
a B si existe un matriz invertible P ∈ Cn×n tal que A = PBP−1.
Definición 2.11 (Matrices Diagonal). Se dice que A = (aij) ∈ Cn×n es una matriz
diagonal si aij = 0, ∀i 6= j.
Definición 2.12 (Matrices Diagonalizable). Una matriz A ∈ Cn×n es diagnalizable si
existe una matriz diagonal D ∈ Cn×n tal que A es semejante a D.
Definición 2.13. Sea A ∈ Cn×n, Se dice que λ es un valor propio de A si existe un
vector no nulo x ∈ Cn tal que Ax = λx. El vector x se conoce como vector propio de
A asociado al valor propio λ.
Definición 2.14. A ∈ Cn×n, Se define el espectro de A, denotado σ(A) como
σ(A) = {λ/λ es un valor propio de A}
Definición 2.15. El radio espectral de A ∈ Cn×n, Se define como
δ(A) = ma´x {|λ| : λ es un valor propio de A}
Teorema 2.16. Si A ∈ Cn×n y ‖ · ‖ es cualquier norma matricial entonces
δ(A) ≤ ‖A‖
Demostración. Sea λ un valor propio de A. Luego existe un vector no nulo x ∈ Cn tal
que Ax = λx.
Ahora sea X ∈ Cn×n la matriz no nula formada por el vector propio x en su primera
columna y el vector nulo en las demás. Así que AX = λX. Luego si ‖ · ‖ es una norma
matricial cualquiera, entonces
|λ|‖X‖ = ‖λX‖ = ‖AX‖ ≤ ‖A‖‖X‖
de lo cual se sigue que
|λ| ≤ ‖A‖
y dado que para todo λ ∈ σ(A), se tiene
δ(A) ≤ ‖A‖
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Teorema 2.17. Una matriz A ∈ Cn×n es diagonalizable si y solo si, tiene n vectores
propios linealmente independientes, en este caso es semejante a una matriz diagonal D
que tiene los valores propios de A en la diagonal.
Demostración. Supongamos que A es diagonalizable, entonces existe P ∈ Cn×n invertible
y D diagonal, tal que A = PDP−1, de donde AP = PD. Sean x1, x2, . . . , xn las
columnas de P , es claro que la i−ésima columna de PD es λixi, así la i−ésima columna de
AP es Axi = λixi por lo tanto {x1, x2, . . . , xn} es un conjunto de n vectores linealmente
independientes. Para A recíprocamente, si x1, x2, . . . , xn son n vectores propios L.I. de
A asociados a los valores propios λ1, λ2, . . . , λn, respectivamente, entonces la matriz
P = [x1, x2, . . . , xn] ∈ Cn×n es invertible y la i−ésima columna de AP es Axi = λixi
que coincide con la i−ésima columna de PD, tenemos entonces que AP = PD, así
A = PDP−1 y por lo tanto A es diagonalizable del teorema anterior se tiene que si
A es diagonalizable, con respecto σ(A) = {λ1, λ2, . . . , λn}, entonces A = PDP−1 =
Pdiag (λ1, λ2, . . . , λn)P









Teorema 2.18. Sea A ∈ Cn×n y ε > 0 entonces existe una norma matricial ‖ · ‖∗ tal
que
δ(A) ≤ || · ‖∗ ≤ δ(A) + ε.
Demostración. Sea σ(A) = {λ1, λ2, λ3, . . . , λn} donde cada valor propio este repetido
según su multiplicidad algebraica. El teorema de Schur garantiza la existencia de una
matriz unitaria U y una matriz triangular superior T = [tij] tales que
A = UTUH y tij = λi
Sea






λ K−1t12 · · · K−n+1t1n
... λ2 . . . K−n+2t2n
...
... . . .
...
0 . . . . . . λn

Así, tomando k > 0, suficientemente grande, podemos hacer que
‖DKKD−1K ‖ ≤ δ(A) + ε.
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Ahora definamos
‖A‖∗ = ‖(UD−1k )−1)A(UD−1k )‖ = ‖(UD−1k )−1UTUH(UDk−1)‖
= ‖(DkUH)−1UTUH(UDk−1)−1‖ = ‖DkTD−1k ‖ ≤ δ(A) + ε
además se sabe que
δ(A) ≤ ‖A‖∗
y así
δ(A) ≤ ‖A‖∗ ≤ δ(A) + ε
Teorema 2.19. Si la serie ∞∑
k=0
ck(z − z0)k
converge para |z−z0| < r y |λi−z0| < r para cada valor propio λi de una matriz A ∈ Cn×n





Demostración. Sea λi un valor propio de A. Es claro que λi un valor propio de A si y
solo si z − z0 es un valor propio de A − z0I. Ahora dado que |λi − z0| < r para cada














converge para |z − z0| < r y para cada valor propio de λi de una matriz A ∈ Cn×n, se
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k |z| < r y |λi| < r
Es decir, para definir f(A) necesitamos que la función f(z) esté definida en cierto conjunto




k converge para |z| < r y












k = a0 + a1t+ a2t2 + a3t3 + . . .
con radio de convergencia R.




k = a0 + a1A+ a2A2 + a3A3 + . . .
converge con respecto a cada norma sobre el conjunto de matrices n × n y su suma es
denotada por la función matricial f(A).
Teorema 2.22. Sea A ∈ n×n, f(z) una función analítica definida en un abierto U ⊂ C
que contiene el espectro de A. Si A = XBX−1 entonces, f(A) = Xf(A)X−1















X−1 entonces f(A) = Xf(B)X−1
Teorema 2.23. Sea A = RDR−1, con D es diagonal, D = diag{λ1, λ2, λ3, . . . λi} donde
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detf(A) = det(Rf(D)R−1) = detR · detf(D) · detR−1 = detR · (detR)−1 · detf(D) = detf(D)





Traza(f(A)) = Traza(Rf(D)R−1) = Traza(RR−1f(D))




A continuación se presentan, a manera de ejemplos, algunos resultados conocidoas.











Luego, para A = PDP−1, D = diag{λ1, λ2, λ3, . . . , λn}, λi ∈ σ(A), f(A) = Pf(D)P−1 =
PeDP−1 = Pdiag{eλ1 , eλ2 , eλ3 , . . . eλn}P−1.
Ahora,
detf(A) = deteA = det(PeDP−1) = detP · detf(D) · detP−1 = detP · (detP )−1 · detf(D)






f(λi) = f(λ1) + f(λ2) + . . .+ f(λn) = e
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Ejemplo 2.25. Para A invertible se tiene que
∫
etA dt = A−1etA + C. En efecto,
d
dt
[A−1etA + C] = A−1AetA + 0 = etA
Caso particular para A = PDP−1, entonces etA = PetDP−1 luego∫




P−1 = P (D−1etD)P−1 + C
Cálculo que es mas cómodo, ya que etD es mucho más fácil de calcular que etA. Note que
P (D−1etD)P−1 + C = PD−1P−1PetDP−1 + C = (PD−1P−1)(PetDP−1) + C

























et + C1 te
t − et + C2


























Ejemplo 2.27. Para A diagonalizable A = PDP−1,
−A = −(PDP−1) = P (−D)P−1
luego,
eA = PeDP−1 y [eA]−1 = Pe−DP−1
Además
tA = t[PAP−1] = PtAP−1
entonces
etA = PetDP−1










[etD]P−1 = PDetDP−1 = PDP−1PetDP−1
= (PDP−1)(PetDP−1) = AetA
Capítulo 3
Matriz k-exponencial y k-logarítmica
En este capítulo definiremos la matriz k-exponencial y la matriz k-logarítmica de una
matriz cuadrada A, la cual denotaremos expk(A) y lnk(A) respectivamente, además se
presentarán unas propiedades y criterios de convergencia para dichas matrices. En la
primera seccíon estudiaremos el generador de deformaciones según G. Kaniadakis, al-
gunos aspectos del álgebra k− deformada y propiedades de las matrices k− exponencial y
la k− logarítmica. En la segunda seccíon definiremos la matriz k− exponencial de una ma-
triz cuadrada A, utilizando par ello la representación en series de matrices convergentes,
y en la última sección se definirá la matriz k− logarítmica similarmente a lo generado con
la matriz k-exponencial por medio de una representación de series de matrices.
3.1. Matemáticas deformadas según Kaniadakis
3.1.1. Generador de Deformaciones
Definición 3.1. Una función real g que depende de un parámetro k ∈ R, se dice gener-
adora de deformaciones si cumple las siguientes propiedades
i.) g(x) ∈ C∞(R)
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iv.) g(±∞) = ±∞
v.) g(x) tiende a x cuando x→ 0





Proposición 3.2. Sea g un generador de deformación y xk como (3.1), entonces se
cumplen:
i.) xk ∈ C∞(R)




iv.) (±∞)k = ±∞
v.) xk tiende a x cuando k → 0 (x0 = x)
vi.) xk tiende a 0 cuando x→ 0 (0k = 0)
vii.) x−k = xk
Como en el trabajo de Dora Deossa [7] presentamos la función real de la variable real,







; y(0) = 0
3.1.2. álgebra k−deformada
Definición 3.3. La suma de números reales será generalizada mediante la suma k−deformada
o k−suma, donde la ley de composición se define por
x
k⊕ y = (xk + yk)k = 1
k
g−1[senh[arcsenh(g(kx)) + arcsenh(g(ky))]] (3.2)
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Las siguientes son propiedades de la k−suma, y se encuentran demostradas en [10] y [7].
i.) (x
k⊕ y) = xk + yk
ii.) x
0⊕ y = x+ y
iii.) x
k⊕ y = y k⊕ x
iv.) (x
k⊕ y) k⊕ z = x k⊕ (y k⊕ z)
v.) x
k⊕ 0 = x
vi.) x
k⊕ (−x) = (−x) k⊕ x = 0
Observación 3.4. La operación x
k⊕ (−y) se nota por x k	 y y se le llama k-diferencia.
También se introduce el k−producto de la siguiente manera:
x
k⊗ y = (xk · yk)k = 1
k
g−1(senh[arcsenh(g(kx)) · arcsenh(g(ky))]) (3.3)
Proposición 3.5. Algunas propiedades que relacionan la k-suma y el k-producto, se de-
tallan a continuación
x
0⊗ y = xy
(x
k⊗ y) k⊗ z = x k⊗ (y k⊗ z)
Además la estructura algebraica (R− {0}, k⊗) es un grupo abeliano.
z
k⊗ (x k⊕ y) = (z k⊗ x) k⊕ (z k⊗ y)
El elemento neutro k-multiplicativo I = 1k es tal que x
k⊗ I = x.







k⊗ x = x k⊗ x = I
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La k-división
k se define por
x





3.1.3. Funciones k-exponencial y k-logarítmo
Cuando el generador de deformación es la función real identidad, genera un (g(x) = x),









Además, para (3.2) y (3.3) se tendria:
x
k⊕ y = 1
k
senh[arcsenh(kx) + arcsenh(ky)] (3.6)
x






Donde (3.6) toma una forma sencilla desarrollada en [7] como sigue:
x
k⊕ y = x
√
1 + k2y2 + y
√
1 + k2x2 (3.8)









Es claro que el k-diferencial dkx = dxk =
dx√
1 + k2x2
es regido por las reglas de la derivada
usual cuando k → 0. Ahora, se define la función exponencial k-deformada o k-exponencial
por,









1 + k2x2 + kx)1/k (3.10)
de tal forma que la k−exponencial sea invariante a la k−derivada.
La función expk(x) se define en los reales, hace parte de la clase C∞(R), es estrictamente
creciente y obedece tambien a las reglas de la exponencial cuando k → 0. Además la
k−derivada y la derivada usual satisfacen las siguientes condiciones












Los siguientes son algunas propiedades que la función expk(x) cumple, y se pueden verificar
en [7]:
i.) expk(0) = 1
ii.) exp−k(x) = expk(x)
iii.) expk(x)expk(−x) = 1
iv.) (expk(x))r = expk/r(rx), (r 6= 0)
v.) expk(x)expk(y) = expk(x
k⊕ y)
vi.) expk(x)/expk(y) = expk(x
k	 y)
La función inversa del k-exponencial es la función k-logarítmo, denotada por lnk(x),
definida en los reales positivos, y su comportamiento para k = 0 es ln0(x) = lnx. Cuando
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(lnk(x)) = −∞ y l´ım
x→∞
(lnk(x)) =∞
además, se cumplen las siguientes propiedades:
i.) lnk(1) = 0
ii.) ln−k(x) = lnk(x)
iii.) lnk( 1x) = −lnk(x)
iv.) lnk(xr) = rlnrk(x) ; con r ∈ R
v.) lnk(xy) = lnk(x)
k⊕ lnk(y)
vi.) lnk(x/y) = lnk(x)
k	 lnk(y)
Retomando la k−exponencial, se puede usar la expansión en series de Taylor para exp(·)







, k2x2 < 1 (3.12)




[1− (2j)2k2] ; a2m+1(k) =
m∏
j=1
[1− (2j − 1)2k2] (3.13)
Notese que an(0) = 1 y an(−k) = an(k). De acuerdo con [12], la expansión de Taylor de
lnk(1 + x) converge si −1 < x ≤ 1 y tiene la forma,
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En esta sección presentaremos como aporte la definición de matriz k−exponencial de una
matriz cuadrada A, denotada por expk(A), como una extensión de la representación en
series de matrices de la función k−exponencial, de tal forma que cuando k −→ 0 se obtiene
la función exponencial usual de una matriz, además se verifican algunas propiedades








, k2x2 < 1,










[1− (2j − 1)2k2].



















que, en la definición que se dará más adelante, será llamada matriz k-exponencial. Ahora
se buscarán las condiciones para los cuales la serie (3.16) es convergente.


























∣∣∣∣ ‖A‖p = ∞∑
m=0
∣∣∣∣a2m(k)2m!
































∣∣∣∣ = ∣∣∣∣ a2m+2(k)‖A‖2(2m+ 1)(2m+ 2)a2m(k)
∣∣∣∣




































por lo tanto, la serie es convergente si k2‖A‖2 < 1, esto es ‖A‖ < 1|k|




∣∣∣∣ ‖A‖2n+1 es convergente.




∣∣∣∣ ‖A‖2m y ∞∑
n=1
∣∣∣∣ a2n+1(k)(2n+ 1)!
∣∣∣∣ ‖A‖2n+1 son con-




∣∣∣∣ ‖A‖p para ‖A‖ < 1|k|





para ‖A‖ < 1|k| .





Ap tambien converge para ‖A‖ < 1|k| , lo cual prueba
el teorema.
Definición 3.7 (k-exponencial de una matriz). Dada una matriz A ∈ Cn×n, con ‖A‖ <
1
|k| , definimos la k-exponencial de la matriz A, denotada por expk(A), como la matriz
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Note que si A es una matriz nilpotente, esto es, existe un número m tal que Am = 0,
entonces, expk(A) es una serie finita y por lo tanto convergente, esto es, expk(A) converge
siempre que A sea nilpotente.
Ejemplo 3.8. Si O = [0] ∈ Cn×n es la matriz nula, entonces











expk(O) = In donde k
2‖O‖ = 0 < 1
Proposición 3.9. Si D ∈ Cn×n es una matriz diagonal, D = diag{d1, d2, ..., dn} con























= expk(di) para |di| < 1|k| , i = j
0 si i 6= j
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Como |di| < 1|k| , para todo i = 1, 2, 3, ..., n entonces para cualquier norma sobre la matriz
D, tenemos que
‖D‖ < 1|k| ,
esto demuestra que expk(D) es convergente.
Ahora veamos que





























1 + d1 + a2(k)d
2
1/2! + ... 0
. . .









 = diag {expk(d1), ..., expk(dn)}





Calculemos expk(tB). Por inducción se conoce que
























































Notese que, la expk(tB) es la exp(tB) usual, cuando k → 0;
expk(tB) =
(
exp(bt) t · exp(bt)
0 exp(bt)
)

































































































































El siguiente resultado será de utilidad más adelante.
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Proposición 3.13. Para D = diag{d1, d2, ..., dn} la derivada de la matriz k-exponencial








































































cuando k → 0, se tiene,
d
dt
(exp(tD)) = D exp(tD).
























S−1 = S expk(D) S−1
luego (expk(B))−1 = (S (expk(D))S−1)−1 = S(expk(D))−1S−1 = S (expk(−D))S−1,




































































expk(x) + C, (3.21)
donde c es constante.
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1 + k2x2 + kx)1/kdx
=
√















1 + k2x2 expk(x)−
k expx(x)
(√







1 + k2x2 − k
√










Otra forma de verlo es derivando la función
k2x−√1 + k2x2
k2 − 1 con respecto a x.
















con C1 = Cb se obtiene
(
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 expk(tD) + C
Cuando k → 0 tenemos
∫
exp(tD)dt = D−1exp(tD) + C
3.3. Matriz k-logarítmica
En G. Kanadiakis [10] se obtiene






















Ahora bien, si A ∈ Cn×n, denotamos







la cual llamaremos matriz k-logarítmica.
Determinemos las condiciones para los cuales la serie (3.23) es convergente





(A− In)p es convergente si



















‖A− In‖p y ap+1 = bp+1(k)p+1 ‖A− In‖p+1 entonces:∣∣∣∣ap+1ap

















































(1− k/p) = 1 por lo tanto, b−p = b−p+1 cuando p −→∞.



























cuando p −→ ∞ por lo tanto
∣∣∣∣ap+1ap
∣∣∣∣ = ‖A− In‖ < 1, para n− 1 ≤ ‖A‖ ≤ n+ 1 ya que




∣∣∣∣ = ‖A− In‖, y por criterio de la razón la serie es convergente si
‖A− In‖ < 1





(A−In)p converge si ‖A− In‖ < 1.





(A − In)p converge si ‖A− In‖ < 1, lo cual demuestra el
teorema.
Definición 3.19 (k-logarítmo de una Matriz). Dada una matriz A ∈ Mn×n(C), con
‖A− In‖ < 1. Definimos el k-logarítmo de una matriz lnk(A) como la matriz n× n dada






(A− In)p, para n− 1 < ‖A‖ < n+ 1
Observación 3.20. Si existe m ∈ N, tal que (A − In)m = 0 entonces lnk(A) es una serie
finita y por lo tanto converge. De igual forma, si A es nilpotente entonces Lnk(In +A) es
serie finita y así convergente.
Proposición 3.21. lnk(In) = 0, donde 0 es la matriz nula de tamaño n× n.














donde ‖0‖ < 1.
Proposición 3.22. Si D es una matriz diagonal D = diag{d1, d2, , ..., dn} entonces














d1 − 1 0
. . .












(d1 − 1)p 0
. . .
0 (dn − 1)p












(di − 1)p para i = j












converge a diag(lnk(d1), ..., lnk(dn))
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Proposición 3.23. Para una matriz diagonal D = diag(d1, ..., dn) se tiene
lnk(expk(tD)) = tD
En efecto,
lnk(expk(tD)) = lnk(diag(expk(td1), ..., expk(tdn)))
= diag(lnk(expk(td1)), ..., lnk(expk(tdn)))
= diag(td1, ..., tdn) = tD.
Proposición 3.24. Para una matriz diagonalizable A = RDR−1 con D = diag{λ1, λ2, ..., λn}
entonces, lnk(A) es convergente si 0 < λi ≤ 2, donde λi son los valores propios de A.
Además
lnk(A) = R diag{λ1, ..., λn}R−1
En efecto, sea
A = RDR−1 = R diag{λ1, ..., λn}R−1,
entonces
A− In = RDR−1 − In = RDR−1 −RR−1 = R(D − In)R−1


































(D − In) + b2(k)(−1)
1
2
(D − In)2 + b3(k)(−1)
2
3
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λi si i = j
0 si i 6= j
y eij =

1 si i = j
0 si i 6= j













Además si 0 < λi ≤ 2, implica que δ(A) ≤ 2 y traza(A) ≤ 2n.





































































54 CAPÍTULO 3. MATRIZ K-EXPONENCIAL Y K-LOGARÍTMICA
Nótese que cuando k → 0, d
dt
lnk(tb) tiende a 1t .
Proposición 3.26. Para una matriz diagonalizable B = RDR−1, B = R diag{λ1, ..., λn}R−1
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(−k + 1)(tb)k − (1 + k)(tb)−k





(k + 1)(−k + 1)
(








































































notese que cuando k −→ 0,
∫
ln(tb)dt = t(ln(tb)− 1) + C
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 11− k2 (lnk(tλ1)− ln2k(tλ1)(lnk(tλ1))−1) + C1 0. . .
0
1




























Ahora cuando k → 0
∫
ln(tB)dt = R (tln(tD)− tIn + C)R−1
= tRln(tD)R−1 − tIn + CR
donde CR = RCR−1.
3.4. Ecuaciones k-diferenciales.
Para cada función real de variable real f que sea diferenciable, Kaniadakis [10] define la









También denota dkx := l´ım
z→x
x
k	 z, que se denomina k-diferencial.
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La k-derivada se reduce a la derivada usual cuando k tiende a cero. Además, la k-derivada




















donde xk denota la función deformadora de Kaniadakis dada por xk = 1karcsenh(kx)
porque en adelante, se asumirá que la función generadora de deformaciones es g(x) = x.
En la siguiente figura se ilustra una interpretación geométrica para la k-derivada evaluada
en un número c. En la gráfica se representa la función f con linea continua y la función
xk con linea intermitente.
Geometricamente, para un real x0 ubicado en un punto C eje x, se tiene la siguiente figura
para interpretar la K derivada en x0.
Figura 3.1: Interpretación geométrica de la k derivada en razón del parámetro k defor-
mador en una curva dada
De acuerdo con la gráfica (3.1), se puede observar que la k−derivada definida por G.
Kaniadakis, se interpretar como la razón de cambio entre la variación de las imagenes de











pero AD = GF = ∆x
































Por otro lado podemos observar que la k−derivada se puede definir como la razón entre
dos pendientes de rectas tangentes, veamos.




Además, sea m2 la pendiente de la recta tangente de la función deformada de Kaniadakis





















Proposición 3.29. La k−derivada de f en un número x0, es la pendiente de la recta
tangente a la hipérbola dada por
g(x) = f ′k(x0)(x
k	 x0) + f(x0),
en el punto x0. De tal forma, g es una especie de hipérbola "tangente” a f en el punto x0.
En efecto,
g(x) = f ′k(x0)(x
k	 x0) + f(x0)
= f ′k(x0)(x
√
1 + k2x20 − x0
√
1 + k2x2) + f(x0)
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Además,
f ′k(x0)(x
k	 x0) = g(x)− f(x0)
f ′k(x0)(x
√
1 + k2x20 − x0
√
1 + k2x2) = g(x)− f(x0)
xf ′k(x0)
√
1 + k2x20 − x0f ′k(x0)
√
1 + k2x2 = y − f(x0)
donde y = g(x)
(xf ′k(x0)
√















2x2 − (2f ′k(x0)
√
1 + k2x20)xy + y
2 + (2f ′k(x0)f(x0)
√
1 + k2x20)x
−(2f(x0))y + (f(x0))2 − x20(f ′k(x0))2 = 0
Dado que la ecuación general de segundo grado
Ax2 +Bxy + Cy2 +Dx+ Ey + F = 0
se tiene que
A = (f ′k(x0))
2









2 − x20(f ′k(x0))2
Partiendo del discriminante B2−4AC determinamos que tipo de cónica se presenta. Sean
A,B,C 6= 0.







2(1 + k2x20)− 4(f ′k(x0))2(1) = B2 − 4AC




2 = B2 − 4AC
Si 4k2x20(f ′k(x0))2 > 0 entonces genera una hipérbola
Si 4k2x20(f ′k(x0))2 = 0 se tiene que k = 0 (recta tangente), x0 = 0 (parábola), f ′k(x0) = 0
(parábola) ya que f ′k(x0) =
√
1 + k2x20f
′(x0) = 0 se debe cumplir que f ′(x0) = 0.
Además si B = 0 ;
−2f ′k(x0)
√






1 + k2x2 = 0
−2(1 + k2x20)f ′(x0) = 0
luego f ′(x0) = 0
Por lo tanto se verifica que g(x) es recta tangente a la curva y = f(x) cuando k = 0 y es
hiperbola para k 6= 0, además cuando f ′(x0) = 0 genera una parábola.













′(x0)(0) + f(x0) = f(x0)
Ahora probamos que f y g tienen la misma pendiente en x0, es decir, g′(x0) = f ′(x0).
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En efecto,
g′(x) = f ′k(x0)
(√










1 + k2x2 − x0xk2√
1 + k2x2
)




1 + k2x20 − x0x0k2√
1 + k2x20
)
g′(x) = f ′k(x0)
(













g′(x0) = f ′(x0).
A manera de ejemplo, en la figura (3.2) se visualiza la función f(x) = x2, que es tangente
a la hipérbola g en el punto x0 = 2, para valores de k = 0.5, 0.25, 0.1. Nótese en la gtráfica,
que cuando k tiende a cero, la curva g tiende a la recta tangebte a f en x0.
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Figura 3.2: Comportamiento hiperbólico del parámetro k deformador en una curva dada.
Vemos ahora algunas propiedades de la k-derivada.




(f + g) =
d
dkx
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Veamos ahora una aplicación de la k-derivada en un contexto físico. Considérese el
movimiento lineal ralativista de una partícula de masa m0 en reposo que se mueve a






= m−→v donde m = m0√
1−v2/c2
es la masa media de la partícula, además γ = 1√
1−v2/c2 se conoce como factor de lorentz.
Luego el momento de manera relativista es
−→
P = m−→v γ.










































































































































además se tiene que la k-hiperbolización de una función se
expresa de la forma
h(x) = f ′k(x0)(x
k	 x0) + f(x0)
despejando la k-diferencia de esta expresión, se obtiene
x
k	 x0 = h(x)− f(x0)
f ′k(x0)


















































)− v2 = P (v1
c	 v1)
m1
A continuación se define la antiderivada para una función k-deformada
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Una Ecuación k-diferencial es una ecuación diferencial que se puede escribir en términos
de k-derivadas en lugar de derivadas ordinarias.
Ejemplo 3.32. La ecuación k-diferencial dada por, y′′k − 2y′k + (1− k2)y = 0 tiene como


































































































= k2xexk = k
2y
entonces y′′k − 2y′k + (1 − k2)y = 0 vemos que cuando k → 0 y′′k − 2y′k + (1 − k2)y = 0
se reduce a y′′k − 2y′k + y = 0 y y = xexk se reduce a y = xex. Sin muchas dificultades se
puede comprobar que y = xex es solución de y′′k − 2y′k + y = 0
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cuando k → 0 la ecuación k-diferencial y su solución se reduce a dy
dx




3.4.1. Solución de Ecuaciones k-diferenciales Separables
Una ecuación k-diferencial separable tiene la siguiente forma
dy
dkx
= f(x) · g(y) (3.26)
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La ecuación (3.27) permite obtener la solución de la ecuación (3.26)























ln |secθ + tanθ|+ C
donde kx = tanθ luego
ln(y) = ln
∣∣∣(√1 + k2x2 + kx)1/k∣∣∣+ C1
y = ec1(
√
1 + k2x2 + kx)1/k = C2expk(x)
cuando k → 0 dy
dx
= y con solución y = Cex


























+ C1 ∴ y2 + x2 = C2




se soluciona implicitamente con la expresión y2 + x2 = C
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3.4.2. Ecuaciones k-diferenciales lineales con coeficientes constantes.
Una ecuación k-diferencial lineal con coeficientes constantes, es una ecuación de la forma
dy
dkx
= ay + f(x) (3.28)





























y = C2expk/a(ax) (3.30)
donde C2 = eC1
Cuando k → 0, la ecuación k-diferencial (3.28) se reduce a dy
dx
= ay y su respectiva solución
(3.29) se reduce a y = Cexp(ax)
Consideremos en (3.30) C2 = v(x), luego





























































reemplazando (3.29) y (3.32) en (3.28) tenemos
√


























Luego la solución general de (3.28) es








Se observa, que cuando k → 0, la ecuación k-diferencial (3.28) se reduce a dy
dx
= ay+ f(x)
y su respectiva solución es la reducción de (3.31) cuando k → 0, osea
y = Cexp(ax) + exp(ax)
∫
f(y)(exp(−ay))dy
3.5. Sistemas de Ecuaciones k-diferenciales
Definición 3.36. Sea A ∈ Cn×n una matriz constante e Y una función matricial de orden




Se denomina sistema de lineal homogéneo con coeficientes constantes.
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1. Si D = In entonces Y (t) = Cexpk(tIn) es solución de (3.34).
2. Cuando k → 0 entonces dY
dt
= DY tiene como solución a Y = Cexp(tD)



























Y ′k11(t) = d1Y11(t) → Y11 = C11expk/d1(d1t)
Y ′k12(t) = d1Y12(t) → Y12 = C12expk/d1(d1t)
Y ′k21(t) = d2Y21(t) → Y21 = C21expk/d2(d2t)




































Yn1 · · · Ynn
 =





0 · · · dn











. . . · · · C1nexpk/d1(d1t)
... Cijexpk/di(dit)
...
Cn1expk/dn(dnt) · · ·





0 · · · 0
...
Ci1 · · · Cin
...
0 · · · 0

expk/di(dit)
Proposición 3.40. Sea A = PDP−1 una matriz diagonalizable, por lo tanto YA =








(Y (t))P−1 = PDY (t)p−1, pero A = PDP−1 implica AP =
PD, luego d
dkt
YA(t) = APY (t)P
−1 = AYA(t)
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Proposición 3.41. Sea A una matriz diagonalizable donde A = PDP−1 con D =



















0 · · · 0
...
Cii · · · Cin
...





Observación 3.42. Nótese que si Y es como en (3.34), se tiene:
1. Cuando D = In, YA = Pexpk(tIn)P−1 = expk(tA)
2. Cuando k → 0, YA = Pexp(tD)P−1 = exp(tA) es solución de dY (t)dkt = AY
Veamos ahora el caso de sistema lineales no homogéneos con coeficientes constantes.
Proposición 3.43. Sea A una matriz constante de orden n× n, y una función matricial
n-dimensional F (t) continua en un intervalo I.
El sistema lineal no homogéneo
dY
dkt
= AY + F (t) (3.35)
donde,







tiene solución en I dada por
Y (t) = YA(t)C + YA(t)
∫
k
Y −1A (s)F (s)dks
En efecto, primero suponemos que F (t) = On. Entonces
dY
dkt
= AY tiene como solución











(YAC) = AYA(t)C = AY1






























Y −1A (t)F (t) =
d
dkt




Y −1A (s)F (s)dks
y la solución general de (3.35)
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Y = YA(t)C + YA(t)
∫
k
Y −1A (S)F (s)dss
Sí Y ′k(t) = AY + F (t) con A = PDP−1, D = diag(λ1, · · · , λn) y Y ′k = DY suponiendo






(YA(t)C) = AYA(t)C = AY1(t).
Ahora transformemos la matriz constante C por la matriz de función v(t), entonces,


























Y −1A (s)F (s)ds y la solución geneal de Y
′
k(t) = AY + F (t) es,
Y (t) = YA(t)C + YA(t)
∫
k
Y −1A (s)F (s)ds
Observación 3.44.




2. Cuando k → 0 ; Y = etAC + etA
∫
e−sAF (s)ds es solución de dY
dt
= AY + F (t).
En el siguiente ejemplo se considera un sistema acoplado, donde a diferencia de los casos
anteriores, la matriz A es no diagonalizable.
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es decir,
Y ′k11(t) = aY11 → Y11 = C11expk/a(at)
Y ′k12(t) = aY12 → Y12 = C12expk/a(at)



























Y11 + C =
1
b
Y21 y en consecuencia Y21 = baY11 + C.


























De manera general se tiene que:
Y ′k(t) =

a11 0 · · · 0
a21 0 · · · 0
...
... . . .
...
am 0 · · · 0


Y11 · · · Y1n
...
Yn1 · · · Ynn
 =

a11Y11 a11Y12 · · · a11Y1n
a22Y11 a21Y12 · · · a21Y1n
...
... . . .
...





C11 · · · C1n
a21
a11
C11 · · · a21a11C1n




C11 · · · an1a11C1n
 expk/a11(a11t).
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Problemas abiertos
1. En contextos físicos donde se involucre la relatividad especial, pueden buscarse modelos
matemáticos que correspondan a sistemas acoplados de ecuaciones k-diferenciales. Tam-
bíen es pertinente juzgar sobre la aplicación en contextos diferentes a la relatividad y, por
que no, a la física.
2. A nivel teórico, es pertinente continuar el estudio considerando formas de Jordan.
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Conclusiones
Así como los estudios sobre la exponencial natural de una matriz cuadrada se han ex-
tendido hacia el contexto de q-deformaciones según la mecánica estadástica de Tsallis,
en el presente trabajo, también han sido extendidos hacia las K-deformaciones según la
mecánicaestadística de G. Kaniadakis y la teoría puede dar cuenta de sistemas acoplados
de ecuaciones k-diferenciales.
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