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Abstract
Sparse coding algorithms trained on natural images can accurately predict the features that excite visual cortical neurons,
but it is not known whether such codes can be learned using biologically realistic plasticity rules. We have developed a
biophysically motivated spiking network, relying solely on synaptically local information, that can predict the full diversity of
V1 simple cell receptive field shapes when trained on natural images. This represents the first demonstration that sparse
coding principles, operating within the constraints imposed by cortical architecture, can successfully reproduce these
receptive fields. We further prove, mathematically, that sparseness and decorrelation are the key ingredients that allow for
synaptically local plasticity rules to optimize a cooperative, linear generative image model formed by the neural
representation. Finally, we discuss several interesting emergent properties of our network, with the intent of bridging the
gap between theoretical and experimental studies of visual cortex.
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Introduction
A central goal in systems neuroscience is to determine what
underlying principles might shape sensory processing in the
nervous system. Several coding optimization principles have been
proposed, including redundancy reduction [1–3], and information
maximization [4–11], which have both enjoyed some successes in
predicting the behavior of real neurons [3,12–14]. Closely related
to these notions of coding efficiency is the principle of sparseness
[15–17], which posits that few neurons are active at any given time
(population sparseness), or that individual neurons are responsive
to few specific stimuli (lifetime sparseness).
Sparseness is an appealing concept, in part because it provides a
simple code for later stages of processing and it is in principle more
quickly and easily modifiable by simple learning rules compared
with more distributed codes involving many simultaneously active
units [15,18]. There is some experimental evidence for sparse
coding in the cortex [18–23], but there are also reports of
dense neural activity [24] and mixtures of both [25] as well.
Compounding this, it is not obvious what absolute standard should
be used to assess the degree of sparseness in cortex, but it is notable
that the relative level of sparseness of cortical responses to natural
images increases when a larger fraction of the visual field
is covered by the stimulus [21–23], as a result of inhibitory inter-
neuronal connections [23]. Interestingly, the correlations between
the neuronal activities also decreases when a larger area is
stimulated, as a result of these inhibitory connections [23].
In a landmark paper, Olshausen and Field [17] reproduced
several qualitative features of the receptive fields (RFs) of neurons
in primary visual cortex (VI) without imposing any biological
constraints other than their hypothesis that cortical representations
simultaneously minimize the average activity of the neural
population while maximizing fidelity when representing natural
images. However, agreement with measured V1 simple cell
receptive fields was not perfect [26]. Recently, a more sophisti-
cated version of Olshausen and Field’s algorithm [27] has been
developed that is capable of minimizing the number of active
neurons rather than minimizing the average activity level across
the neural population. This algorithm, called the sparse-set coding
(SSC) network [27], learns the full set of physiologically observed
RF shapes of simple cells in V1, which include small unoriented
features, localized oriented features resembling Gabor wavelets,
and elongated edge-detectors. We note that, under certain
conditions [28] not necessarily satisfied by the natural image
coding problem, minimizing the average activity across the neural
population (L1-norm minimization), as is done by Olshausen and
Field’s original Sparsenet algorithm, can be equivalent to mini-
mizing the number of active units (L0-norm minimization), as is
achieved by Rehn and Sommer’s SSC algorithm.
The SSC model is the only sparse coding algorithm that has
been shown to learn, from the statistics of natural scenes alone,
RFs that are in quantitative agreement with those observed in V1.
It has also been found that sufficiently overcomplete represen-
tations (4 times more model neurons than image pixels) that
PLoS Computational Biology | www.ploscompbiol.org 1 October 2011 | Volume 7 | Issue 10 | e1002250minimize the L1 norm can display the same qualitative variety of
RF shapes, but these have not been quantitatively compared with
physiologically measured RFs [29].
Unfortunately, the lack of work on biophysically realistic sparse
coding models has left in doubt whether V1 could actually employ
a sparse code for natural scenes. Indeed, it is not clear how
Olshausen’s original algorithm [17], the highly overcomplete L1-
norm minimization algorithm [29], or that of Rehn and Sommer
[27], could be implemented in the cortex. Rather than employing
local network modification rules such as the synaptic plasticity that
is thought to underly learning in cortex [30], all three of these
networks rely on learning rules requiring that each synapse has
access to information about the receptive fields of many other,
often distant, neurons in the network.
Furthermore, both the SSC sparse coding model that has
successfully reproduced the full diversity of V1 simple cell RFs [27]
as well as the L1-norm minimization algorithm that achieved
qualitatively similar RFs [29] involve non-spiking computational
units: continuous-valued information is shared between units while
inference is being performed. In cortex, however, information is
transferred in discrete, stereotyped pulses of electrical activity called
action potentials or spikes. Particularly for a sparse coding model
with few or no spikes elicited per stimulus presentation, approxi-
mating spike trains with a graded function may not be justified.
Spiking image processing networks have been studied [31–36], but
none of them have been shown to learn the full diversity of V1 RF
shapesusinglocalplasticityrules.Itremainstobedemonstrated that
sparse coding can be achieved within the limitations imposed by
biological architecture, and thus that it could potentially be an
underlying principle of neural comptutation.
Here we present a biologically-inspired variation on a network
originally due to Fo ¨ldia `k [15,37] that performs sparse coding with
spiking neurons. Our model performs learning using only
synaptically local rules. Using the fact that constraints imposed
by such mechanisms as homeostasis and lateral inhibition cause
the units in the network to remain sparse and independent
throughout training, we prove mathematically that it learns to
approximate the optimal linear generative model of the input,
subject to constraints on the average lifetime firing rates of the
units and the temporal correlations between the units’ firing rates.
This is the first demonstration that synaptically local plasticity rules
are sufficient to account for the observed diversity of V1 simple cell
RF shapes, and the first rigorous derivation of a relationship
between synaptically local network modification rules and the twin
properties of sparseness and decorrelation.
Finally, we describe several emergent properties of our image
coding network, in order to elucidate some experimentally testable
hallmarks of our model. Interestingly, we observe a lognormal
distribution of inhibitory connection strengths between the units in
our model, when it is trained on natural images; such a
distribution has previously been observed in the excitatory
connections between neurons in rat V1 [38], but the inhibitory
connection strength distribution remains unknown.
Results
Our Sparse And Independent Local network (SAILnet)
learns receptive fields that closely resemble those of V1
simple cells
Our primary goal is to develop a biophysically inspired network
of spiking neurons that learns to sparsely encode natural images,
while employing only synaptically local learning rules. Towards this
end, we implement a network of spiking, leaky integrate-and-fire
units [30] as model neurons. As in many previous models
[15,31,37,39,40], each unit has a time dependent internal variable
ui(t) and an output yi(t) associated with it. The simulation of our
network operates in discrete time. The neuronal output at time t,
yi(t), is binary-valued: it is either 1 (spike) or 0 (no spike), whereas
the internal variable ui(t) is a continuous-valued function of time
that is analogous to the membrane potential of a neuron. When this
internal variable exceeds a threshold hi, the unit fires a punctate
spike of output activity that lasts for one time step. Thisthresholding
feature plays the role of neuronal voltage-gated ion channels
(represented, as in Hopfield’s [40] circuit model, by a diode) whose
opening allows cortical neurons to fire. Other units in the network,
and the inputs Xk, which are pixel intensities in an image, modify
the internal variable ui(t) by injecting current into the model
neuron. The structure of our network, and circuit diagram of our
neuron model, are illustrated in Fig. 1. The dynamics of SAILnet
neurons are discussed in detail in the Methods section.
We assess the computational output of each neuron in response
to a stimulus image X by counting the number of spikes emitted by
that neuron, ni~
P
t yi(t), following stimulus onset for a brief
period of time lasting five times the time constant tRC of the RC
circuit. Our simulation updates the membrane potential every
0:1tRC, thus there are 50 steps in the numerical integration
following each stimulus presentation. Consequently, at least in
principle, 50 is the maximum number of spikes we could observe
from one neuron in response to any image. We note that one could
instead use first-spike latencies to measure the computational
output [32,35]; these two measures are highly correlated in our
network, with shorter latencies corresponding to greater spike
counts (data not shown). The network learns via rules similar to
those of Fo ¨ldia ´k [15,37]. These rules drive each unit to be active
for only a small but non-zero fraction of the time (lifetime
sparseness) and to maintain uncorrelated activity with respect to all
other units in the network:
DWim~a(ninm{p2)
DQik~bni(Xk{niQik)
Dhi~c(ni{p),
ð1Þ
Author Summary
In a sparse coding model, individual input stimuli are
represented by the activities of model neurons, the
majority of which are inactive in response to any particular
stimulus. For a given class of stimuli, the neurons are
optimized so that the stimuli can be faithfully represented
with the minimum number of co-active units. This has
been proposed as a model for visual cortex. While it has
previously been demonstrated that sparse coding model
neurons, when trained on natural images, learn to re-
present the same features as do neurons in primate visual
cortex, it remains to be demonstrated that this can be
achieved with physiologically realistic plasticity rules. In
particular, learning in cortex appears to occur by the
modification of synaptic connections between neurons,
which must depend only on information available locally,
at the synapse, and not, for example, on the properties of
large numbers of distant cells. We provide the first
demonstration that synaptically local plasticity rules are
sufficient to learn a sparse image code, and to account for
the observed response properties of visual cortical
neurons: visual cortex actually could learn a sparse image
code.
Spiking and Synaptically Local Sparse Coding Model
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image, which defines each neuron’s lifetime sparseness, and a, b,
and c are learning rates – small positive constants that determine
how quickly the network modifies itself. Updating the feed-forward
weights Qik in our model is achieved with Oja’s implementation
[41] of Hebb’s rule; this rule is what drives the network to
represent the input. Note that because the firing rates are low
(p~0:05 spikes per image, for the results shown in this paper), and
spikes can only be emitted in integer units, our model implicitly
allows only small numbers of neurons to be active at any given
time (so called ‘‘hard’’ sparseness, or L0 sparseness), similar to
what is achieved by other means in some recent non-spiking sparse
coding models [27,39].
These learning rules can be viewed as an approximate stochastic
gradient descent approach to the constrained optimization problem
in which the network seeks to minimize the error between the
input pixel values fXkg, and a linear generative model formed
by all of the neurons Xk~
P
i niQik, while maintaining fixed
average firing rates and no firing rate correlations. This constrained
optimization interpretation of our learning rules, and the approx-
imations involved, are discussed in the Methods section.
In Fig. 2, we demonstrate that the activity of the SAILnet units
can be linearly decoded to recover (approximately) the input
stimulus. The success of linear decoding in a model that encodes
stimuli in a non-linear fashion is a product of our learning rules,
and it has been observed in multiple sensory systems [42] and
spiking neuron models optimized to maximize information
transmission [8,12].
Our learning rules encourage all neurons to have the same average
firing rate of p spikes per image, which may at first appear to be at
odds with the observation [20] that cortical neurons display a broad
distribution of activities – firing rates vary from neuron to neuron.
Figure 1. SAILnet network architecture and neuron model. (A) Our network architecture is based on those of Rozell et al. [39] and Fo ¨ldia ´k
[15,37], and inspired by recent physiology experiments [21,23,47]. Inputs Xk to the network (from image pixels) contact the neuron at connections
(synapses) with strengths Qik, whereas inhibitory recurrent connections between neurons [23] in the network have strengths Wim. The outputs of the
neurons are given by yi(t); these spiking outputs are communicated through the recurrent connections, and also on to subsequent stages of sensory
processing, such as cortical area V2, which we do not include in our model. (B) Circuit diagram of our simplified leaky integrate-and-fire [30] neuron
model. The inputs from the stimulus with pixel values Xk, and the other neurons in the network, combine to form the input current
Iinput(t)~
P
k QikXk{
P
m=i Wimym(t) to the cell. This current charges up the capacitor, while some current can leak to ground through a resistor in
parallel with the capacitor. The resistors are shown as cylinders to highlight the fact that they model the collective action of ion channels in the cell
membrane. The internal variable evolves in time via the differential equation for voltage across our capacitor, in response to input current Iinput:
dui(t)=dtzui(t)~Iinput(t), which we simulate in discrete time. Once that voltage exceeds threshold hi, the diode, which models neuronal voltage-
gated ion channels, opens, causing the cell to fire a punctate action potential, or spike, of activity. For sake of a complete circuit diagram, the output
is denoted as the voltage, Vout, across some (small: Rout%R) resistance. After spiking, the unit’s internal variable returns to the resting value of 0, from
whence it can again be charged up.
doi:10.1371/journal.pcbi.1002250.g001
Spiking and Synaptically Local Sparse Coding Model
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can actually exhibit a fairly broad range of firing rates. Moreover,
the mean firing rate distribution ranges from approximately
lognormal to exponential in response to natural image stimuli,
depending on the mean contrast of the stimulus ensemble with
which they are probed. We discuss this further in the Firing Rates
section below.
We emphasize here that each of our learning rules is
‘‘synaptically’’ local: the information required to determine the
change in the connection strength at any synaptic junction
between two units is merely the activity of the pre- and post-
synaptic units. The inhibitory lateral connection strengths, for
example, are modified according to how many spikes arrived at
the synapse, and how many times the post-synaptic unit spiked.
The information required for the unit to modify its firing threshold
is the unit’s own firing rate. Finally, the rule for modifying the
feed-forward connections requires only the pre-synaptic activity
Xk, the post-synaptic activity ni, and the present strength of that
connection Qik. This locality is a desirable model feature because
learning in cortex is thought [30] to occur by the modification of
synaptic strengths and thus by necessity should depend only upon
information available locally at the synapse.
By contrast, much previous work [17,27,29,33] has used a different
learning rule for the feed forward weights: DQik!ni(Xk{
P
j njQjk).
Thisruleisnon-localbecausetheupdate forthe connectionstrength
between input pixel k and unit i requires information about the
activities and feed-forward weights of every other unit in the
network (indexed by j). It is unlikely that such information is
available to individual synapses in cortex. Interestingly, in the limit
of highly sparse and uncorrelated neuronal activities, our local
learning rule approximates the non-local rule used by previous
workers [17,27,33], when averaged over several input images; we
provide a mathematical derivation of this result in the Methods
section. This suggests an additional reason why sparseness is
beneficial for cortical networks, in which plasticity is local, but
cooperative representations may be desired.
We trained a 1536-unit SAILnet with sparseness p~0:05 on
16|16 pixel image patches drawn randomly from whitened
natural images from the image set of Olshausen and Field [17].
The network is six-times overcomplete with respect to the number
of input pixels. This mimics the anatomical fact that V1 contains
many more neurons than does LGN, from which it receives its
inputs. Owing to the computational complexity of the problem –
there are O(N2) parameters to be learned in a SAILnet model
containing N neurons – we found it prohibitive to consider
networks that are much more than 6| overcomplete.
Our six-times overcompleteness is in a sense analogous to the
three-times overcompleteness of the SSC network described by
Rehn and Sommer [27], since the outputs of their computational
units could be either positive or negative, while our model neurons
can output only one type of spike. Thus, each of their units can be
thought of as representing a pair of our neurons, with opposite-
signed receptive fields.
The RFs of 196 randomly selected units from our SAILnet are
shown in Fig. 3, as measured by their spike-triggered average
activity in response to whitened natural images. These are virtually
identical to the feed-forward weights of the units; in the Methods
section, we discuss why this must be the case.
To facilitate a comparison between the SAILnet RFs, and those
measured in macaque V1 (courtesy of D. Ringach), we fit both the
SAILnet, and the macaque RFs to Gabor functions. As in the SSC
study of Rehn and Sommer [27], only those RFs that could be
sensibly described by a Gabor function were included in Fig. 3; for
example, we excluded RFs with substantial support along the
square boundary, suggesting that the RF is only partly visible. In
the Methods section, we discuss the Gabor fitting routine and the
Figure 2. SAILnet activity can be linearly decoded to approximately recover the input stimulus. (A) An example of an image that was
whitened using the filter of Olshausen and Field [17], which is the same filter used to process the images in the training set. The image in panel (A)
was not included in the training set. (B) A reconstruction of the whitened image in (A), by linear decoding of the firing rates of SAILnet neurons, which
were trained on a different set of natural images. The input image was divided into non-overlapping 16|16 pixel patches, each of which was
preprocessed so as to have zero-mean and unit variance of the pixel values (like the training set). Each patch was presented to SAILnet, and the
number of spikes were recorded from each unit in response to each patch. A linear decoding of SAILnet activity for each patch Xk~
P
i niQik was
formed by multiplying each unit’s activity by that unit’s RF and summing over all neurons. The preprocessing was then inverted, and the patches
were tiled together to form the image in panel (B). The decoded image resembles the original, but is not identical, owing to the severe compression
ratio; on average, each 16|16 input patch, which is defined by 256 continuous-valued parameters, is represented by only 75 binary spikes of activity,
emitted by a small subset of the neural population. Linear decodability is a product of our learning rules, and it is an observed feature of multiple
sensory systems [42] and spiking neuron models optimized to maximize information transmission [8,12].
doi:10.1371/journal.pcbi.1002250.g002
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fits.
Our SAILnet model RFs show the same diversity of shapes
observed in macaque V1, and in the non-local SSC model [27].
They consist of three qualitatively distinct classes of neuronal
RFs: small unoriented features, localized and oriented Gabor-like
filters, and elongated edge-detectors. Our SAILnet learning rules
approximately minimize the same cost function as the SSC model
[27], albeit with constraints as opposed to unconstrained opti-
mization, which explains how it is possible for SAILnet to learn
similar RFs using only local rules. Furthermore, in our model, the
number of co-active units is small, owing to the low average
lifetime neuronal firing rates, and the fact that spikes can only be
emitted in integer numbers. This feature is similar to the L0-norm
minimization used in the SSC model of Rehn and Sommer [27]
and the LCA model of Rozell and colleagues [39].
This is the first demonstration that a network of spiking neurons
using only synaptically local plasticity rules applied to natural
images can account for the observed diversity of V1 simple cell
RF shapes.
SAILnet units exhibit a broad distribution of mean firing
rates in response to natural images
Our learning rules (Eq. 1) encourage every unit to have the same
target value, p, for its average firing rate, which might appear to be
inconsistent with observations [20,43,44] that cortical neurons
exhibit a broad distribution of mean firing rates. However, we find
that SAILnet, too, can display a wide range of mean rates, as we
now describe.
To determine the distribution of mean firing rates across the
population of model neurons in our network, we first trained a
1536-unit SAILnet on 16|16 pixel patches drawn from whitened
natural images, and then presented the network with 50,000
patches taken from the training ensemble. Our measurement was
performed with all learning rates set to zero, so that we were
probing the properties of the network at one fixed set of learned
parameter values, rather than observing changes in network
properties over time.
We then counted the number of spikes per image from each unit
to estimate each neuron’s average firing rate, as it might be
measured in a physiology experiment. The distribution of these
mean firing rates is fairly broad and well-described by a lognormal
distribution (Fig. 4a). This distribution is strongly non-monotonic,
clearly indicating that it is poorly fit by an exponential function.
Subsequently, we probed the same network (still with the
learning turned off, so that the network parameters were identical
in both cases) with 50,000 low-contrast images consisting of
patches from our training ensemble with all pixel values multiplied
by 1=3. We found that the firing rate distribution was markedly
different than what we found when the network was probed with
higher-contrast stimuli. In particular, it became a monotonic
decreasing function that was similarly well-described by either a
lognormal or an exponential function (Fig. 4b).
From the dynamics of our leaky integrate-and-fire units, it is
clear that the low contrast stimuli with reduced pixel values will
cause the units to charge up more slowly and subsequently to spike
less in the allotted time the network is given to view each image.
Consequently, the firing rate distribution gets shifted towards
Figure 3. SAILnet learns receptive fields (RFs) with the same diversity of shapes as those of simple cells in macaque primary visual
cortex (V1). (A) 98 randomly selected receptive fields recorded from simple cells in macaque monkey V1 (courtesy of D. Ringach). Each square in the
grid represents one neuronal RF. The sizes of these RFs, and their positions within the windows, have no meaning in comparison to the SAILnet data.
The data to the right of the break line have an angular scale (degrees of visual angle spanned horizontally by the displayed RF window) of 0:94o,
whereas those to the left of it span 1:88o. (B) RFs of 196 randomly selected model neurons from a 1536-unit SAILnet trained on patches drawn from
whitened natural images. The gray value in all squares represents zero, whereas the lighter pixels correspond to positive values, and the darker pixels
correspond to negative values. All RFs are sorted by a size parameter, determined by a Gabor function best fit to the RF. The SAILnet model RFs show
the same diversity of shapes as do the RFs of simple cells in macaque monkey V1 (A); both the model units and the population of recorded V1
neurons consist of small unoriented features, oriented Gabor-like wavelets containing multiple subfields, and elongated edge-detectors. (C) We fit the
SAILnet and macaque RFs to Gabor functions (see Methods section), in order to quantify their shapes. Shown are the dimensionless width and length
parameters (sx|f and sy|f, respectively) of the 299 SAILnet RFs and 116 (out of 250 RFs in the dataset) macaque RFs for which the Gabor fitting
routine converged. These parameters represent the size of the Gaussian envelope in either direction, in terms of the number of cycles of the sinusoid.
The SAILnet data (open blue circles) span the space of the macaque data (solid red squares) from our Gabor fitting analysis; SAILnet is accounting for
all of the observed RF shapes. We highlight four SAILnet RFs with distinct shapes, which are identified by the large triangular symbols that are also
displayed next to the corresponding RFs in panel (B).
doi:10.1371/journal.pcbi.1002250.g003
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in addition to being shifted, the low-firing-rate tail of the
distribution is effectively truncated. Note that truncating the
lognormal distribution anywhere to the right of the peak results in
a distribution that looks qualitatively similar to an exponential.
Mean firing rates in primary auditory cortex (A1) have been
reported by one group [20] to obey a lognormal distribution,
whether spontaneous or stimulus-evoked in both awake and
anesthetized animals. However, exponentially distributed sponta-
neous mean firing rates have also been reported in awake rat A1
[45]. Although several groups have measured the distribution of
firing rates over time for individual neurons [43,44], we are
unaware of a published claim regarding the distribution of mean
firing rates in visual cortex.
Recall that our learning rules encourage the neurons to all have
the same average firing rate. This fact may be puzzling at first
given the spread in mean firing rates apparent in the distributions
shown in Fig. 4. There are two main effects to consider when
making sense of this: finite measurement time, and non-zero step-
sizes for plasticity.
The firsteffectrelatesto the fact that thereis intrinsicrandomness
in the measurement process – which randomly selected image
patches happen to fall in the ensemble of probe stimuli – so that the
measured distribution tends to be broader than the ‘‘true’’
underlying distribution of the system. To check that this effect
is not responsible for the broad distribution in firing rates,
we computed the variance in the measured firing rate distribution
after different numbers of images were presented to the network.
The variance decreased until it reached an asymptotic value
after approximately 25,000–30,000 image presentations (data not
shown). Thus, the 50,000 image sample size in our experiment is
large enough to see the true distribution; finite sample-size effects do
not affect the distributions that we observed.
The other, more interesting, effect that gives rise to a broad
distribution of firing rates is related to learning. While the network is
being trained, the feed-forward weights, inhibitory lateral connec-
tions, and firing thresholds get modified in discrete jumps, after every
imagepresentation(oreverybatchofimages,seetheMethodssection
for details). Since those jumps are of a non-zero size – as determined
by the learning rates a, b,a n dc – there will be times when the firing
threshold gets pushed below the specific value that would lead to the
unit having exactly the target firing rate, and the unit will thus spike
more than the target rate. Similarly, some jumps will push the
threshold above that specific value, and the unit will fire less than
the target amount. Even after learning has converged, and the
parameters are no longer changing on average in response to additional
image presentations, the network parameters are still bouncing
around their average (optimal) values; any image presentation that
makes a neuron spike more than the target amount results in an
increasedfiringthreshold,whileanyimagethatmakestheneuronfire
less than the target amount leads to a decreased firing threshold.
Recent results [46] suggest that the sizes of these updates (jumps) are
quite large for real neurons. Interestingly, this indicates that the
observed broad distributions in firing rate [20] do not rule out the
possibility that homeostatic mechanisms are driving each neuron to
have the same average firing rate.
Reducing the SAILnet learning rates a, b and c does reduce
the variance of the firing rate distributions, but our qualitative
conclusions – non-monotonic, approximately lognormal firing rate
distribution in response to images from the training set, and
monotonic, exponential/lognormal distribution in response to low
contrast images – are unchanged when we use different learning
rates for the network (data not shown).
Pairs of SAILnet units have small firing rate correlations
Recent experimental work [47,48] has shown that neurons in
visual cortex tend to have small correlations between their firing
rates. In order to facilitate a comparison between our model, and the
physiological observations, we have measured the (Pearson’s) linear
correlation coefficients between spike counts of SAILnet units, in
response to an ensemble 30,000 natural images. These correlations
(Fig.5)tendtobenearzero,asisobservedexperimentally[47],while
the experimental data show a larger variance in the distribution of
correlation coefficients than we observe with SAILnet. We note that,
like the firing rate distribution (discussed above), the distribution of
Figure 4. Units in SAILnet exhibit a broad range of mean firing rates, which can be lognormally or exponentially distributed
depending on the choice of probe stimuli. (A) Frequency histogram of firing rates averaged over 50,000 image patches drawn from the training
ensemble for each of the 1536 units of a SAILnet trained on whitened natural images. All learning rates were set to zero during probe stimulus
presentation. A wide range of mean rates was observed, but as expected, the distribution is peaked near p~0:05 spikes per image, the target mean
firing rate of the neurons. The paucity of units with near-zero firing rates suggests that this distribution is closer to lognormal than exponential.
Accordingly, the lognormal least-squares (solid red curve) fit accounts for R2~96% of the variance in the data, whereas the exponential fit (black
dashed curve) accounts for only 2%. (B) In response to low contrast stimuli, the firing rate distribution across the units (every unit fired at least once)
in the same network as in panel (A) was similarly well fit by either an exponential (dashed black curve; accounting for R2~88% of the variance in the
data) or a lognormal function (solid red curve; accounting for 90% of the variance). The low-contrast stimulus ensemble used to probe the network
consisted of images drawn from the training set, with all pixel values reduced by a factor of three.
doi:10.1371/journal.pcbi.1002250.g004
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inthesimulation,withlargerupdatesizesleadingtoalargervariance
of the measured distribution.
In Fig. 5, the distribution appears truncated on the left. This
effect arises because there is a lower bound on the correlation
between the neuronal firing rates that arises when the two neurons
are never co-active. The low mean firing rate of p~0:05 used in our
simulation means that this bound is not too far below zero.
Connectivity learned by SAILnet allows for further
experimental tests of the model
Several previous studies of sparse coding models [15,17,27,29,31,37]
have focused on the receptive fields learned by adaptation to
naturalistic inputs, but we are aware of only one published study
[49] that investigated the connectivity in sparse coding models,
albeit with a model that lacked biological realism. One previous
study [50] investigated synaptic mechanisms that could give rise to
the measured distribution of connectionstrengths, but this workwas
not performed in the context of a sensory coding model. No prior
work has studied the connectivity learned in a biophysically well-
motivated sensory coding network, which would provide additional
testable predictions for physiology experiments.
Fig. 6 shows the distribution of non-zero connection strengths
(non-zero elements of the matrix Wim) learned by a 1536-unit
SAILnet with p~0:05 trained on 16|16 pixel patches drawn
from whitened natural images (the same network whose receptive
fields are shown in Fig. 3). When trained on natural images,
SAILnet learns an approximately lognormal distribution of inhi-
bitory connection strengths; a Gaussian best fit to the histogram of
the logarithms of the connection strengths accounts for 98% of the
variance in the data.
Despite this close agreement, SAILnet shows some systematic
deviations from the lognormal fit, especially on the low-connection-
strength tail of the distribution. Interestingly, the experimental data
[38] show an approximately lognormal distribution of excitatory
connection strengths, with similar systematic deviations (Fig. 5b
of Song et al. [38]). By contrast, prior theoretical work [38,50]
has employed learning rules tailored to create exactly lognormal
connectionstrength distributions, and thusshowno such deviations.
Notealso that neither of thesepreviousstudies addressed theissue of
how neurons might represent sensory inputs, nor how they might
learn those representations.
Whereas the experimental data of Song et al. [38] show a roughly
lognormal distribution in the strengths of excitatory connections
between V1 neurons, our model makes predictions about the
strengths of inhibitory connections in V1. The 1 ms time window for
measuring post-synaptic potentials in the experiment of Song et al.
[38] ensured that they measured only direct synaptic connections.
However, suppressive interactions between excitatory neurons in
cortex are mediated by inhibitory interneurons. Consequently, the
inhibitory interactions between pairs of excitatory neurons in V1
Figure 5. Pairs of SAILnet units have small firing rate correla-
tions. The probability distribution function (PDF) of the Pearson’s linear
correlation coefficients between the spike-counts of pairs of SAILnet
neurons responding to an ensemble of 30,000 natural images is sharply
peaked near zero.
doi:10.1371/journal.pcbi.1002250.g005
Figure 6. Connectivity learned by SAILnet allows for further experimental tests of the model. (A) Probability Density Function (PDF) of
the logarithms of the inhibitory connection strengths (non-zero elements of the matrix Wim) learned by a 1536 unit SAILnet trained on 16|16 pixel
patches drawn from whitened natural images. The measured values (blue points) are well-described by a Gaussian distribution (solid line), which
accounts for R2~98% of the variance in the dataset. This indicates that the data are approximately lognormally distributed. Note that there are some
systematic deviations between the Gaussian best fit and the true distribution, particularly on the low-connection strength tail, similar to what has
been observed for excitatory connections within V1 [18]. This plot was created using the binning procedure of Hroma ´dka and colleagues [20]. The
histogram was normalized to have unit area under the curve. (B) The strengths of the inhibitory connections between pairs of cells are correlated with
the overlap between those cells’ receptive fields: cells with significantly overlapping RFs tend to have strong mutual inhibition. Data shown in panel
(B) are for 5,000 randomly selected pairs of cells. Pairs of cells with significantly negatively overlapping RFs tend not to have inhibitory connections
between them, hence the apparent asymmetry in the RF overlap distribution obtained by marginalizing over connection strengths in panel (B).
doi:10.1371/journal.pcbi.1002250.g006
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Thus, our model predicts that the inhibitory functional connections
between excitatory simple cells in V1, like the excitatory
connections measured by Song et al. [38], should follow an
approximately lognormal distribution (Fig. 6), but it does not
specify the extent to which this is achieved through variations in
strength among dendritic or axonal synaptic connections of V1
inhibitory interneurons. One recent theoretical study [46] has
uncovered some interesting relationships between coding schemes
and connectivity in cortex, but it did not make any statements about
the anticipated distribution of inhibitory connections.
Interestingly, there is a clear correlation between the strengths
of the inhibitory connection between pairs of SAILnet neurons,
and the overlap (measured by vector dot product) between their
receptive fields: neurons with significantly overlapping receptive
fields tend to have strong inhibitory connections between them
(Fig. 6). This correlation is expected because cells with similar
RF’s receive much common feed-forward input. Thus, in order to
keep their activities uncorrelated, significant mutual inhibition is
required. This same feature was assumed by the LCA algorithm of
Rozell [39] and colleagues, but is naturally learned by SAILnet, in
response to natural stimuli.
Our connectivity predictions are amenable to direct experimental
testing, although that testing may be challenging, owing to the dif-
ficulty of measuring functional connectivity mediated by two or more
synaptic connections between pairs of V1 excitatory simple cells.
Discussion
The present work represents the first demonstration that
synaptically local plasticity rules can be used to learn a sparse
code for natural images that accounts for the diverse shapes of V1
simple cell receptive fields. Our model uses purely synaptically
local learning rules – connection strengths are updated based only
on the number of spikes arriving at the synapse and the number of
spikes generated by the post-synaptic cell. By contrast, the local
competition algorithm (LCA) of Rozell and colleagues [39]
assumes that Wim~
P
k QikQmk, so that the strength of the
inhibitory connection between two neurons is equal to the overlap
(i.e., vector dot product) between their receptive fields. This non-
local rule requires that individual inhibitory synapses must
somehow keep track of the changes in the receptive fields of
many neurons throughout the network in order to update their
strengths. Moreover, the LCA network does not contain spiking
units, even though cortical neurons are known to communicate via
discrete, indistinguishable, spikes of activity [30].
Similarly, the units in the networks of Falconbridge et al. [37]
and Fo ¨ldia ´k [15] communicate via continuous-valued functions of
time. Although these two models [15,37] do use synaptically local
plasticity rules, neither of these groups demonstrated that such
local plasticity rules are sufficient to explain the diversity of simple
cell RF shapes observed in V1.
We note that, independent of the present work, Rozell and
Shapero have recently implemented a spiking version of LCA [39]
that uses leaky integrate-and-fire units (S Shapero, D Bru ¨derle, P
Hasler, and C Rozell, CoSyne 2011 abstract). However, that work
does not address the issue of how to train such a network using
synaptically local plasticity rules.
Some groups have used spiking units to perform image coding
[31–35], but those studies did not address the question of whether
synaptically local plasticity rules can account for the observed
diversity of V1 RF shapes. Interestingly, it has been demonstrated
[32] that orientation selectivity can arise from spike timing
dependent plasticity rules applied to natural scenes. Previous work
[33] has also explored the addition of homeostatic mechanisms to
sparse coding algorithms and found it to improve the rate at which
learning converges and to qualitatively affect the shapes of the
learned RFs; homeostasis is enforced in our model via modifiable
firing thresholds.
Finally, we note that one previous group [36] has demonstrated
that independent component analysis (ICA) can be implemented
with spiking neurons and local plasticity rules. That work did not,
however, account for the diverse shapes of V1 receptive fields,
although they did also demonstrate that homeostasis (a mean firing
rate constraint) was critical to the learning process.
Our model attempts to be biophysically realistic, but it is not a
perfect model of visual cortex in all of its details. In particular, like
many previous models [17,27,29,31,33], our network alternates
between brief periods of inference (the representation of the input
by a specific population activity pattern in the network) and
learning (the modification of synaptic strengths), which may not be
realistic. Indeed, it is unclear how cortical neurons would ‘‘know’’
when the inference period is over and when the learning period
should begin, though it is interesting to note that these iterations
could be tied to the onset of saccades, given the 5tRC&100 ms
inference period between ‘‘learning’’ stages in our model.
As in previous models, the inputs to our network Xj are
continuous-valued, whereas the actual inputs from the lateral
geniculate nucleus to primary visual cortex (V1) are spiking. As
mentioned above, suppressive interactions between pairs of units in
our model are mediated by direct, one-way, inhibitory synaptic
connections between units, rather than being mediated by a distinct
populationofinhibitory interneurons. Wedo not include the effects of
spike-timing dependent plasticity [51], although this has been shown
to have interesting theoretical implications for cortex [46] in general
and for image coding in particular [32,34]. We are currently
developing models that incorporate spike timing dependent learning
rules, applied to time-varying image stimuli such as natural movies.
Finally, the neurons in our model have no intrinsic noise in their
activities, although that noise may, in practice, be small [52].
Interestingly, since our model neurons require a finite amount
of time to update their internal variables ui(t), there is a hysteresis
effect if one presents the network with time-varying image stimuli
– the content of previous frames affects how the network processes
and represents the current frame. Even if the features in a movie
change slowly, the optimal representation of one frame can be
very different from the optimal representation of the next frame in
many coding models, so this hysteresis effect can provide stability
to the image representation compared to other models such as
ICA [9,10] or Olshausen and Field’s sparsenet [17]. This effect has
previously been studied by Rozell and colleagues [39], encourag-
ing our efforts to apply SAILnet to dynamic stimuli.
Though it is highly simplified, our model does captures many
qualitative features of V1, such as inhibitory lateral connections
[23], largely uncorrelated neuronal activities [47,48], sparse
neuronal activity [21–23], a greater number of cortical neurons
than input neurons (over-complete representation), synaptically
local learning rules, and spiking neurons. Importantly, this model
allows us to make several falsifiable experimental predictions about
interneuronal connectivity and population activity in cortex. We
hope that these predictions will help uncover the coding principles
at work in the visual cortex.
Methods
SAILnet dynamics
Each of the neurons in our SAILnet follows leaky integrate-and-
fire dynamics [30]. The neurons, indexed by subscript i, each have
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analogous to a neuronal membrane potential. We explicitly model
each neuron as an RC circuit (Fig. 1), where the internal variable
ui(t) corresponds to the voltage across the capacitor. Whenever
this internal variable exceeds a threshold value hi specific to that
neuron, the neuron emits a punctate spike of activity. The unit’s
external variable yi(t), which represents the spiking output that is
communicated to other neurons throughout the network, is 1 for a
brief moment. At all other times, the unit’s external variable is 0.
Since the thresholds hi are adapted slowly compared to the time
scale of inference, they are approximately constant during
inference. The same is true for the feed-forward weights Qik and
the lateral connection strengths Wim, discussed below.
We model the effects of the input image fXkg and the activities
of other neurons in the network ym(t) on the internal variable as a
current, Iinput(t)~
P
k QikXk{
P
m=i Wimym(t), that is impinging
on the RC circuit; here the feed-forward weights Qik and lateral
connection strengths Wim describe how much a given input (either
an image pixel value, or a spike from another neuron in the
network) should modify the neuron’s internal variable. The
internal variable evolves in time via the differential equation for
voltage across our capacitor, in response to the input current
dui(t)=dtzui(t)~Iinput(t).
We simulate these dynamics in discrete time, performing numerical
integration of the differential equation dui(t)=dtzui(t)~Iinput(t).
Whenever the internal variable ui(t) exceeds the threshold (at time
t ; ui(t )whi), the output spike occurs at the next time step:
yi(t z1)~1. In the subsequent time step, the external variable
yi(t z2) returns to zero, unless the internal variable ui(t) has again
crossed the threshold.
After the unit spikes, the internal variable returns to its resting
value of 0, from whence the unit can again be charged up.
For simplicity, our differential equation assumes that the RC
time constant of the model neuron is one ‘‘unit’’ of time. Our
simulated dynamics are allowed to run for five such units of time
(with the time step of numerical integration being 0.1 units in
duration), in response to each input image. At the start of these
dynamics, the internal variables of all neurons are set to their
resting values: ui(t~0)~0 V i.
SAILnet learning rules can be viewed as a gradient
descent approach to a constrained optimization problem
Unlike previous work [17,27], which performed unconstrained
optimization on a cost function penalizing both reconstruction
error and network activity, our learning rules can be viewed as a
gradient descent approach to a constrained optimization problem.
Given the neuronal activities ni in response to an image, and
their feed-forward weights Qik, one ‘can form a linear generative
model X of the input stimulus Xk~
P
i niQik. The mean squared
error between that model X and the true input X is
E~
P
k Xk{
P
i niQik
   2, and the creation of a high fidelity
representation suggests that this error function E, or one like it, be
minimized by the learning process.
Let us suppose that the neuronal network is not free to choose
any solution to this problem; instead it must satisfy constraints that
require the neurons to have a fixed average firing rate of p and
minimal correlation between neurons. Indeed, neurons tend to
have low mean firing rates when averaged across many different
images, and those firing rates span a finite range of values
[20,43,44], motivating our first constraint. The second constraint
is justified by observations that neural systems tend to exhibit
little or no correlation between pairs of units [47,48], and that
the correlation between the activity of V1 neurons decreases
significantly as one increases the fraction of the visual field that is
stimulated [22].
We use the method of Lagrange multipliers to solve this
problem, allowing our learning rules to adapt the network so as to
minimize reconstruction error while approximately satisfying these
constraints. To do this, we perform gradient descent on a
Lagrange function L that contains both the error function and
the constraints:
L~
X
k
Xk{
X
i
niQik
 ! 2
z
X
i
li(ni{p)z
X
i=k
tim(ninm{p2),
ð2Þ
where the set’s of values flig and ftimg are our (unknown)
Lagrange multipliers. To perform constrained optimization,
gradient descent is performed with respect to all of the free
parameters in L: namely, the set of feed-forward weights fQikg,
and the Lagrange multipliers flig and ftimg:
LL
Lli
~ni{p
LL
Ltim
~ninm{p2
LL
LQik
~{2ni(Xk{
X
r
nrQrk):
ð3Þ
The first two equations lead to our learning rules for inhibitory
connections and firing thresholds, once we identify li!{hi and
tim!{Wim; these network parameters correspond to the
Lagrange multipliers of the constrained optimization problem.
This reflects the fact that the role of the variable thresholds and
inhibitory connections is to enforce the sparseness and non-
correlation constraints in the network, which is the same as the
role of the Lagrange multipliers in the Lagrange function.
We emphasize that the terms of our objective function that
effectively enforce these constraints are critical for our algorithm’s
success. By contrast, consider the situation in which the model
units had no other possibility but to maintain their fixed firing rate
and lack of correlation, due to some clever parameterization of the
model’s state space. In that case, one could simply minimize the
reconstruction error, via gradient descent, and the existence of
these extra terms, or even of the analogous Lagrange multipliers,
would be redundant. However, in our model, each change of the
feed-forward weights (Qik) could change the neuron’s firing rate,
and the correlation between its activity and those of other neurons,
unless something forces the network back towards the constraint
surface. The variable firing thresholds and inhibitory inter-
neuronal connection strengths in our model perform this function.
The last equation from our gradient descent calculation gives the
update rulefor thefeed-forward weights DQik!ni(Xk{
P
r nrQrk).
This rule, as written, is unacceptable for our SAILnet because we
wish to interpret the strengths of connections in that network as the
strengths of synaptic connections in cortex. In that case, learning at
any given synapse should be accomplished using only information
available locally, at that synapse. For updating connection strength
Qik, this could include the pre-synaptic activity Xk, the post-synaptic
activity ni, and the current value of the connection strength Qik,b u t
should not require information about the receptive fields of other
neuronsinthenetwork,northeiractivities,becauseitisnotclearthat
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P
r nrQrk
term that arises from gradient descent on our objective function is a
problem for the biological interpretation of these learning rules. We
will now show that, in the limit that the neuronal activity is sparse
anduncorrelated,whenaveragedoverseveralinputimages,thenon-
local gradient descent rule DQik!ni(Xk{
P
r nrQrk) is approxi-
mately equivalent to a simpler rule, originally due to Oja [41], that is
synaptically local.
Consider the non-local update rule DQik!ni(Xk{
P
r nrQrk).
Expanding the polynomial, and averaging over image presenta-
tions, we find’
vDQikw!vniXkw{vn2
i Qikw{
X
r=i
vninrQrkw: ð4Þ
If the learning rate b is small, such that the feed-forward weights
change only slowly over time, then we can approximate that they
are constant over some (small) number of image presentations, and
take them outside of the averaging brackets;
vDQikw*vniXkw{vn2
i wQik{
X
r=i
vninrwQrk: ð5Þ
Now, so long as the neuronal activities are uncorrelated, and all units
have the same average firing rate (recall these constraints are enforced
by our Lagrange multipliers), vninrw~vniwvnrw~p2 Vi,r,
and thus the learning rule is
vDQikw*vniXkw{vn2
i wQik{p2 X
r=i
Qrk: ð6Þ
This last term is small compared to the first two for a few
reasons. First, the neurons in the network have sparse activity,
meaning they are selective to particular image features, and thus
vn2
i w&vniw2~p2. This can be easily seen by that fact that we
use small values for p, meaning that the neurons fire, on average,
much less than one spike per image. The spikes, however, can only
be emitted in integer numbers, so the neurons are silent in
response to most image presentations, and are thus highly
selective.
Furthermore, the last term, p2 P
r=i Qrk, involves a sum over
the receptive fields of many neurons in the network. Some of the
RFs will be positive for a given pixel, whereas others will be
negative. These random signs mean that the sum
P
r=i Qrk tends
towards zero.
Thus, in the limit of sparse and uncorrelated neuronal activity
(the limit in which our network operates), gradient descent on the
error function E yields approximately
vDQikw*vniXkw{vn2
i wQik, ð7Þ
which is equivalent to the average update from Oja’s implemen-
tation of Hebbian learning [41], which we use for learning in
SAILnet. Thus, SAILnet learns to approximately solve the same
error minimization problem as did previous, non-local sparse
coding algorithms [17,27].
Interestingly, our result suggests that, despite the highly non-
linear way in which our model neurons’ outputs (spikes ni) are
generated from the input, a linear decoding of the network activity
should provide a good match to the input: Xk&
P
i niQik. This
linear decodability has previously been observed in physiology
experiments [42], as well as models designed to maximize the
information rate about input stimulus conveyed by individual
spiking neurons [8,12], and it is indeed a property of SAILnet.
We summarize the learning rules for SAILnet here.
Dhi!ni{p
DWim!ninm{p2
DQik!ni(Xk{niQik)
ð8Þ
The first two rules enforce the sparseness and correlation
constraints, and arise from the Lagrange multipliers in our
Lagrange function. The final rule drives the SAILnet representa-
tion to form a better match to the input stimulus, as it adapts to the
ensemble of training images.
Receptive fields measured by spike-triggered average are
proportional to the feed-forward weights of the neurons
when the probe stimulus statistics match those of the
training stimuli
Consider the Oja-Hebb [41] learning rule for the feed-forward
weights in our model,
DQik!ni Xk{niQik ðÞ : ð9Þ
Once the learning has converged over some set of training
stimuli, the feed-forward weights are, on average, no longer
changing in response to repeated presentations of examples from
the training set. Thus,
vDQikw!vni Xk{niQik ðÞ w~0: ð10Þ
Expanding the middle term in this expression, we find that
vniXkw~vn2
i Qikw~vn2
i wQik, ð11Þ
wherethesecondequalityoccursbecause thelearninghasconverged,
and thus the feed-forward weights are constant over repeated image
presentations. Thus, we find that vniXkw=vn2
i w~Qik;t h es p i k e -
triggered average (STA) stimulus is equivalent to the set of feed-
forward weights, up to a multiplicative scaling factor that can be
calculated from the spike train.
Training SAILnet
We start out each simulation with all inhibitory connection
strengths Wim set to zero, all firing thresholds hi set to 5, and the
feed-forward weights Qik initialized with Gaussian white noise. To
train the network, batches [37] of 100 images with zero mean, and
unit standard deviation pixel values, are presented, and the
number of spikes from each neuron are counted separately for
each image. After each batch, the average update for the network
properties is computed (following our learning rules) over the 100-
image batch. This batch-wise training lets us use matrix operations
for computing the updates, which dramatically speeds up the
training process. After each update, all negative values for
inhibitory connections Wim (which would correspond to excitatory
connections) are set to zero, as in the previous work by Fo ¨ldia ´k
[15]. Relaxing this constraint, and allowing the recurrent weights
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case, some of the recurrent connections become excitatory, while
the majority remain inhibitory, the RF’s are qualitatively the same
as those shown in Fig. 3, and the distributions of inhibitory and
excitatory connection strengths are both approximately lognormal
(data not shown).
The relative values of a,b and c were chosen based on Fo ¨ldia ´k’s
[15] observation that b must be much less than a or c so that the
neurons’ activities remain sparse and uncorrelated, even in the
face of changing feed-forward weights.
We study the network after the properties stop changing
macroscopically over time. However, as noted in the firing rates
section of this paper, the network parameters continue to bounce
around the final ‘‘target’’ state, with the size of the bounces
determined by the learning rates in the network. Empirically, we
find that it takes on the order of 107 image presentations (105 steps
of 100 image presentations per step) for this dynamic equilibrium
to be established. For the results presented in this paper, we let the
network train for roughly 2|108 image presentations.
To speed up the simulation, we start the training with large
values for the learning rates, and these are eventually reduced. For
the last 104 batches of training (106 image presentations), the
learning rates were (a,b,c)~(0:1,0:001,0:01).
All of the computer codes used to generate the results presented
in this paper are available upon request.
Fitting SAILnet RFs to Gabor functions
A Gabor function (G(x,y)) is a common model for visual cortical
receptive fields [26,27], which consists of a two-dimensional
Gaussian multiplied by a sinusoid:
G~Acos(2pfxpzy)exp {
xp ﬃﬃﬃ
2
p
sx
   2
{
yp ﬃﬃﬃ
2
p
sy
 ! 2 2
4
3
5,
xp~(x{x0)cos(h)z(y{y0)sin(h),
yp~{(x{x0)sin(h)z(y{y0)cos(h):
ð12Þ
The center of the shape is defined by the coordinates x0 and y0,
while the amplitude and orientation of the pattern are defined by the
parameters A and h,r e s p e c t i v e l y .y defines the phase of the sinusoid,
relative to the center of the Gaussian envelope, which has spatial extent
sx and sy in the direction along, and perpendicular to, the direction in
which the sinusoid oscillates (with frequency f), respectively.
Given a neuronal RF, our code performs unconstrained
optimization to choose the Gabor parameters such that the mean
squared error jjG{RFjj
2 is minimized. We then perform several
quality control measures to ensure that our analysis only contains
sensible Gabor parameters that accurately describe our RFs.
The first such measure is to exclude any RF for which the
deviation between the RF and the Gabor fit is large; cells with
jjG{RFjj
2=jjRFjj
2w0:5 were excluded. This is equivalent to
placing a (fairly mild) restriction on the minimum allowable signal-
to-noise ratio.
The second quality control measure is to exclude those RFs for
which the center of the pattern (x0,y0) lies either outside the
16|16 pixel patch, or within one standard deviation (of the
Gaussian envelope) of the patch edge. As described by other
workers [27], when the center of the pattern is outside of the
visible 16|16 pixel patch, it is not clear that the shape of the RF
itself is well-described by the Gabor parameters, or even well-
constrained, for that matter. Our (more stringent) restriction also
avoids the problem of biased shape estimates, when fitting Gabors
to RFs that are truncated by the edge of the patch; the model RFs
essentially tile the available space, so some of them will, by
necessity, have centers that lie right along or outside of the edges of
the patch. Indeed, in a 16|16 pixel space, many pixels are near
the edge, thus this cut excludes many RFs.
After making all of these cuts, we were left with 299 RFs, on
which to perform subsequent shape analysis.
We performed the same fitting and quality-control analysis on
both the SAILnet and the macaque physiology RFs, although we
used a gentler goodness-of-fit restriction on the macaque data,
since the macaque RFs, as measured, have fairly large regions of
zero support, in which any measurement noise reduces the
apparent goodness-of-fit. For the macaque data, we excluded those
RFs with jjG{RFjj
2=jjRFjj
2w0:8, leaving 116 of the 250
macaque RFs for subsequent analysis.
One reason for the relatively low yield of well-fit RFs is that not
all RFs are actually well-described by Gabor functions. For
example, there is no choice of Gabor parameters that will
accurately describe a center-surround receptive field; that RF is
much better described by a difference of Gaussians function, for
example. We leave for future work the issue of determining the
best family of functions with which to describe visual cortical
receptive fields.
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