Introduction
Several interesting control system design and analYSiS Problems can be reduced to Quantifier E h ination (QE) Problems as shown in the followings;
In this paper, we focus on the Semidefinite Programming (SOP) problems, which are one of the generic Linear Matriz Inequality (LMI) problems. The SDP problems are usually solved as convex optimization problem numerically (see [3], [IS] ). When we consider the real parametric uncertainties the problems are not always convex (often become nonconvex> and most of such methods does not work.
work for non-convex case and parametric case.
Here we present a new symbolic method based on QE for the SDP problems and show some experiment by using existing &E package to demonstrate the capability of the method. Though currently this method is practically applicable to modest size problems which existing QE softwares can solve, it gives us exact solutions and enables us to deal with 0 In 1975, Anderson et.aZ. [a] Application of Tarski-Seidenberg decision theput feedback stabilization problem, Ory ([151, [121) to the Of the static Out- So it is desirable to develop the methods which also 0 In 1995, Dorato et.aZ. [6] ., in 1996 Abdallah et.al. [l] Application of QE theory to a robust multiobjective design for linear systems (stability, robust stability, robust performance),
non-convex and also parametric case. Moreover, in our scheme, model or parameter uncertainties are easy to incorporate in the SDP problems.
Application of QE theory to linear systems (stabilization, feedback design) and nonlinear systems (computation of stationary points and curve following in the state space).
LMIandSDP
0 In 1997, Neubacher [lo] Application of QE theory to various stability problems and developing a specialized (more efficient) method which solves them either symbolically or numerically.
The first attempt to reduce some control problems to QE problems by Anderson [19] ) and implemented on computers (see [8] , [13] , [14] [7] In general, quantified formula cp is given 
Solving SDP by QE
In this section we show how SDP problems are reduced t o QE problems and how those are solved by using QE techniques.
Reducing SDP to QE problems
Determining (semi)definiteness for a real symmetric matrix is achieved without computing eigenvalues by using the following well-known as Sylvester's theorem; For a matrix A E Rnxn, we denote by
the r x r submatrix of A which consists of (z,+,jl)-entries of A, where 1 5 il < 22 < . . < i, 5 n and 1 1 j l < j 2 < . . . < j T < n . 
Remark 1 By this theorem, Positive-Definite Programming can be also resolved in the same manner as SDP problems if we use (ii).

Optimization by QE and SDP
By Sylvester's criterion semidefinite constraints are reduced to a conjunction of inequalities and the SDP problems are reduced to the ordinary nonlinear programming problems.
In [20] Weispfenning showed that the optimization problem, in particular linear programming problems, can be solved successfully by using his highly improved QE algorithm. We utilize his algorithm for a nonlinear programming problem derived from the SDP problem as above. This explains how we solve the SDP problems by using QE.
Here we show the brief sketch of his method to solve optimization problems given by a Boolean system + ( X , U ) consisting of equations and inequalities and an objective function h ( X , U ) ; First introduce a new indeterminate x assigned to the object function h. Consider the new Boolean system $' = $ A ( z -h 2 0). Then the problem minimizing h subject to + ( X , U ) is formulated as first-order formula 'p = 3xn(+'). Next [20] 
Examples
We consider some examples (which are modified one taken from [IS] ), and apply the above mentioned method to them in order to demonstrate the potential of QE approach to SDP problems. The semidefinite constraint (6) is reduced to a Boolean system of inequalities constraints by using Sylvester's criterion; After QE we have an equivalent qf formula describing the range of objective function; 4 z + 1 2 0
0 Parametricll]: Minimize u q + x2 subject to (6) with a parameter a. have an equivalent qf formula describing the range of objective function z with a parameter a;
If we substitute a parameter a with 1 and simplify the result, we have same result as (7). 
If we substitute the parameter s with 1 and simplify the result, we have same result as (7) . 
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A (-10 < s < o)), respectively. After QE we obtain "false" for (i) and for (ii)
Concluding Remarks
We showed that the SDP problems, which is one of the greatly important problems in LMI problems, are reduced to quantifier elimination problems by Sylvester's criterion and presented the concrete procedure t o solve them by using QE. What we do is just add conjunctively the corresponding constraint to the original formula in order to synthesize various specifications.
