Abstract. The stochastic solution to diffusion equations with polynomial coefficients is called a Pearson diffusion. If the time derivative is replaced by a distributed fractional derivative, the stochastic solution is called a fractional Pearson diffusion. This paper develops a formula for the covariance function of a fractional Pearson diffusion in steady state, in terms of generalized Mittag-Leffler functions. That formula shows that fractional Pearson diffusions are long-range dependent, with a correlation that falls off like a power law, whose exponent equals the smallest order of the distributed fractional derivative.
Introduction
In this paper we will study time-changed Pearson diffusions. Some versions of this process have been studied recently by Leonenko et al. [10, 11] . They considered the inverse stable subordinator as the time change process. They have studied the governing equations and correlation structure of the time changed Pearson diffusions. We will extend their results to the time-changed Pearson diffusions where the time change processes are inverse of mixtures of stable subordinators.
To introduce Pearson diffusion, let (1.1) µ(x) = a 0 + a 1 x and D(x) = σ 2 (x) 2
The solution X 1 (t) of the stochastic differential equation (1.2) dX 1 (t) = µ(X 1 (t))dt + σ(X 1 (t))dW (t), where W (t) is a standard Brownian motion, is called a Pearson diffusion. Special cases of this equation have been studied: X 1 (t) is called Ornstein-Uhlenbeck process [20] when σ(x) is a positive constant; X 1 (t) is called the Cox-Ingersoll-Ross (CIR) process, when d 2 = 0, which is used in finance [6] .
The study of Pearson diffusions began with Kolmogorov [9] . Let p 1 (x, t; y) denote the conditional probability density of x = X 1 (t) given y = X 1 (0), i.e., the transition density of this time-homogeneous Markov process. p 1 (x, t; y) is the fundamental solution to the Kolmogorov backward equation (Fokker-Planck equation) ( 
1.3)
∂ ∂t p 1 (x, t; y) = Gp 1 (x, t; y) = µ(y) ∂ ∂y + σ 2 (y) 2
with the initial condition p 1 (x, 0; y) = δ(x − y). In this case X 1 (t) is called the stochastic solution to the backward equation (1.3) . The Caputo fractional derivative [5] is defined for 0 < β < 1 as whereũ(s, x) = ∞ 0 e −st u(t, x) dt and incorporates the initial value in the same way as the first derivative. The distributed order fractional derivative is
where µ is a finite Borel measure with µ(0, 1) > 0. The solution to the distributed order fractional diffusion equation
A stochastic process X(t), t > 0 with E(X(t)) = 0 and E(X 2 (t)) < ∞ is said to have short range dependence if for fixed t > 0, ∞ h=1 E(X(t)X(t + h)) < ∞, otherwise it is said to have long-range dependence.
Let 0 < β 1 < β 2 < · · · < β n < 1. In this paper we study the correlation structure of the stochastic solution of the distributed order time fractional equation (1.7) with
and derive a formula (3.12) and (3.33) for the correlation in terms of generalized MittagLeffler functions. In addition, we obtain an asymptotic expansion (3.31), to show that the correlation falls off like t −β 1 for large t, thus demonstrating that distributed order fractional Pearson diffusions exhibit long-range dependence.
Distributed order fractional Pearson Diffusion
Let m(x) be the steady-state distribution of X 1 (t). The generator associated with the backward equation (1.7) (2.1)
has a set of eigenfunctions that solve the equation GQ n (y) = −λ n Q n (y) with eigenvalues 0 = λ 0 < λ 1 < λ 2 < · · · that form an orthonormal basis for L 2 (m(y)dy). In this paper we will consider three cases as in the papers [10, 11] :
is a normal density, and Q n are Hermite polynomials;
(2) d 2 = 0, m(y) is a gamma density, and Q n are Laguerre polynomials; (3) D ′′ (y) < 0 with two positive real roots, m(y) is a beta density, and Q n are Jacobi polynomials.
In the remaining cases, the spectrum of G has a continuous part, and some moments of X 1 (t) do not exist. In every case, m(y) is one of the Pearson distributions [17] . For the remainder of this paper, we will assume one of the three cases (Hermite, Laguerre, Jacobi), so that all moments exist. By separation of variables we can show that the transition density of X 1 (t) is given by
See [11] and [15, section 7.4 ] for more details of this derivation. Let D(t) be a subordinator with E[e −sD(t) ] = e −tψ(s) , where
Then the associated Lévy measure is
An easy computation gives
be the inverse subordinator. Since φ(0, ∞) = ∞ in (2.3), Theorem 3.1 in [13] implies that E(t) has a Lebesgue density
Note that E(t) is almost surely continuous and nondecreasing.
Since the distributed order time-fractional analogue (1.7) to the equation (1.3) is a fractional Cauchy problem of the form
a general semigroup result [16, Theorem 4.2] implies that
where f E(t) (u) is the probability density of inverse subordinator.
] is a mild solution of the distributed-order fractional differential equation
Then it follows from Lemma 2.1 and equation (2.9) that the transition density of X 1 (E(t)) is given by
We state the next theorem as a result of the observations above. This theorem extends the results in Leonenko et al. [10] and Meerschaert et al. [14] . The proof follows with similar line of ideas as in [10] and [14] .
with initial condition u(0, y) = g(y) has a strong solution u = u(t, y) given by
The series in (2.13) converges absolutely for each fixed t > 0, y ∈ (l, L), and (2.12) holds pointwise.
this corresponds to the case where
In this case the Lévy subordinator can be written as
where
In this paper we give the correlation function of the time-changed Pearson diffusion X 1 (E) where E is the inverse of subordinator with Laplace exponent given by (2.14).
Correlation structure
In this section we present the correlation structure of the time-changed Pearson diffusion X 1 (E(t)) when X 1 (E(t)) is the stochastic solution of the equation
In this case E(t) is the inverse of D(t) that has the following Laplace exponent
In what follows we use notation for the density of the inverse subordinator E(t) as
, 3.13) and Fubini's theorem, the Laplace transform of Φ θ (t) is given by
In order to invert analytically the Laplace transform (3.2), we can apply the well-known expression of the Laplace transform of the generalized Mittag-Leffler function (see [19] , eq. 9), i.e.
where (γ) j = γ(γ + 1) · · · (γ + j − 1) (for j = 0, 1, . . . , and γ = 0) is the Pochammer symbol and (γ) 0 = 1. When γ = 1 (3.4) reduces to the Mittag-Leffler function
. Now using formulae (26) and (27) of [19] , we get
Clearly, Φ θ (0) = 1.
Remark 3.1. Consider the special case c 1 = 0, c 2 = 1 : the formula for Φ θ (t) reduces, in this case, to
as shown in Bingham [3] and Bondesson, Kristiansen, and Steute [4] when E(t) is standard inverse β 2 −stable subordinator. Now we compute the expected value of the inverse subordinator E(t). First, we find the Laplace transform of E(E(t)) = ∞ 0 xf t (x) dx. Using Fubini's theorem, we have
Therefore, using (3.3) when δ = 1 we have
Remark 3.2. Consider the special case c 1 = 0, c 2 = 1 : the expected value of E(t) reduces, in this case, to
, thus giving the well-known formula E(E(t)) = t β 2 /Γ(1 + β 2 ) for the mean of the standard inverse β 2 −stable subordinator [1, Eq. (9)] 3.1. Correlation function. If the time-homogeneous Markov process X 1 (t) is in steady state, then its probability density m(x) stays the same over all time. We will say that the time-changed Pearson diffusion X 1 (E(t)) is in steady state if it starts with the distribution m(x). The time-changed Pearson diffusion in steady state has mean E[X 1 (E(t))] = 11) . Then the correlation function of the corresponding time-changed Pearson diffusion X(t) = X 1 (E(t)), where E(t) is an independent inverse subordinator (2.6) of D(t) with Laplace exponent (3.1), is given by
where h(y) = 1 c 2
y β 2 −β 1 and Φ θ (t) is given by (3.6).
Proof of Theorem 3.3. We use the method employed by Leonenko et al [11] with crucial changes. Write
13) a Lebesgue-Stieltjes integral with respect to the bivariate distribution function H(u, v) := P[E(t) ≤ u, E(s) ≤ v] of the process E(t).
To compute the integral in (3.13), we use the bivariate integration by parts formula [8,
with G(u, v) = e −θ|u−v| , and the limits of integration a and b are infinite:
since E(t) > 0 with probability 1 for all t > 0. Notice that G(du, v) = g v (u) du for all v ≥ 0, where
Integrate by parts to get
and hence (3.15) reduces to
Assume (without loss of generality) that t ≥ s.
Since G(du, dv) = −θ 2 e −θ(v−u) du dv for u < v, we may write
using the well-known formula E[X] = ∞ 0 P[X ≥ x] dx for any positive random variable. Using integration by parts
So, (3.19)
Since G(du, v) = g v (u)du, where the function (3.16) has jump of size 2θ at the point u = v, we also have (3.20)
Since G(du, dv) = −θ 2 e −θ(u−v) du dv for u > v as well, we have
Next, we obtain an expression for P[E(t) ≥ u, E(s) ≥ v]. Since the process E(t) is inverse to the stable subordinator D(u), we have {E(t) > u} = {D(u) < t} [12, Eq. (3.2)], and since E(t) has a density, it follows that
Since D(u) has stationary independent increments, it follows that
substituting the above expression into (3.21) and using the Fubini Theorem, it follow that
g(x, z)e −θz dz dx dy. 
Now to get h(y) take inverse Laplace of L(h(y); s) by (3.3) and δ = 1. This implies,
Similarly, take the Laplace transform of k(θ, x) :
The uniqueness theorem of the Laplace transform applied to the x−variable implies that for any θ > 0 we have
Substituting (3.24) and (3.26) in (3.23), we have
Using properties of Laplace transform, we have
Hence, using uniqueness of Laplace transform s y=0 h(y) dy = E(E(s)).
Therefore,
Now it follows using (3.13) and (3.18) that
which agrees with (3.12).
Remark 3.4. When t = s, it must be true that corr[X(t), X(s)] = 1. To see that this follows from (3.12), recall the formula for Laplace transform of the convolution:
So,
Using properties of Laplace transform and (3.25), we see that
Then, it follows from (3.12) that corr[X(t), X(s)] = 1 when t = s. 
For k = 1, using (3.29) the asymptotic behavior of E(E(t)) for t → ∞ is given by
Similarly, the asymptotic behavior for small t can be deduced using (3.30) when k = 1:
, 0 < t << 1.
Remark 3.6. Stationary Pearson diffusion exhibit short-range dependence, since their correlation function (3.11) falls off exponentially fast. However, the correlation function of time-changed Pearson diffusion falls off like a power law with exponent β 1 ∈ (0, 1), (β 1 < β 2 ) and so this process exhibits long-range dependence. To see this, fix s > 0 and recall that by (3.26)
For fixed θ, θk(θ, x) is a density function for x ≥ 0. Since
Then by [7, Example. (c), p.447] we get
which depends only on the smaller fractional index β 1 . You can also see [2, Eq. 2.64]. Then
Using dominated convergence theorem (|Φ θ (t)| ≤ 1) and [18, Eq.(1.99)] we get
as t → ∞. It follows from (3.12) that for any fixed s > 0 we have
Now if we also let s → ∞, using (3.29) when k = 1 :
, as t → ∞ and s → ∞.
With careful changes to the proof of Theorem 3.3 we can prove the following extension.
Theorem 3.7. Suppose that X 1 (t) is a Pearson diffusion in steady state, so that its correlation function is given by (3.11) . Then the correlation function of the corresponding time-changed Pearson diffusion X(t) = X 1 (E(t)), where E(t) is an independent inverse subordinator (2.6) of D(t) with Laplace exponent (2.14), is given by .
In this case Φ θ,n (t) = E(e −θE(t) ) is the laplace transform of the inverse subordinator E(t). Therefore in this case the time-changed Pearson diffusion exhibits long-range dependence.
