Abstract-Several algorithms for adaptive IIR filters parameterized in lattice form can be found in the literature. The salient feature of these structures when compared with the direct form is that ensuring stability is extremely easy. On the other hand, while computing the gradient signals that drive the direct form update algorithms is straightforward, it is not so for the lattice algorithms. This has led to simplified lattice algorithms using gradient approximations. Although, in general, these simplified schemes present the same stationary points as the original algorithms, whether this is also true for convergent points has remained an open problem. This also applies to nongradient-based lattice algorithms such as hyperstability based and the Steiglitz-McBride algorithms. Here, we answer this question in the negative, by showing that for several adaptive lattice algorithms, there exist settings in which the stationary point corresponding to identification of the unknown system is not convergent. In addition, new lattice algorithms with improved convergence properties are derived. They are based in the cascade lattice structure, which allows the derivation of sufficient conditions for local stability.
I. INTRODUCTION
A DAPTIVE IIR filters offer potential performance improvement and computational savings compared with adaptive FIR filters due to their capability to model sharp resonances with fewer coefficients. However, several practical obstacles have prevented widespread use of adaptive IIR filters in real world applications, among them local minima of the cost function, slow convergence, and potential instability. The lattice structure has been considered to be a means to ensure stability of the time-varying IIR filter since the stability condition for this structure is easily translated in the filter coefficient space. Consequently, several adaptive algorithms for recursive lattice filters have been proposed in the literature. Early attempts in this direction [4] , [12] led to schemes that required heavy computational loads in order to obtain the gradient signals, which for several years proved a significant Manuscript received April 4, 2000; revised December 20, 2000. The associate editor coordinating the review of this paper and approving it for publication was Dr. Kristine Bell.
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obstacle to lattice adaptive IIR filters. Subsequent work showed that the gradient computations can be significantly reduced [14] , [15] . Further simplifications led to several lattice adaptive algorithms using easily obtained driving vectors that are related to the true gradients via one-to-one transformations [8] , [11] , [13] , [14] . Similarly, extensions to nongradient adaptive algorithms, like the Steiglitz-McBride scheme and SHARF, were also proposed [10] , [13] . Due to the one-to-one character of the transformations, the stationary points of these simplified algorithms coincide with those of the "full" (i.e., nonsimplified) algorithms. Convergence conditions, on the other hand, have never been presented, although simulation evidence suggested that the convergent points of the simplified schemes coincide as well with those of the full versions. Furthermore, in some cases, the deviation from the true gradient seemed to yield faster convergence relative to the full gradient [14] . In any case, no theoretical analysis of the convergence properties of these lattice algorithms is available to support these empirical observations. The purpose of this work is twofold: to show that many lattice algorithms may fail to converge and to devise new schemes to avoid this problem. It is shown that in identification settings [in which the order of the adaptive filter matches that of the unknown system ], there exist situations in which the stationary point corresponding to the identification of the unknown system is not attractive for the simplified lattice schemes. This constitutes a clear drawback for these methods: If an algorithm does not prove reliable in an identification experiment with an ideal environment (model order matching and absence of noise), it will be very unlikely to perform well under more realistic conditions including model order mismatch and signal disturbances. This phenomenon was first observed in [9] for the Steiglitz-McBride lattice algorithm; here, we develop a systematic approach that reveals how the problem affects to other lattice schemes as well.
We also develop new algorithms based in the cascade lattice structure, which can be implemented with complexity linear in the filter order. The approach is quite general and can be applied to any direct-form adaptive algorithm in order to obtain a useful lattice variant, thus facilitating algorithm design. In addition, and most importantly, sufficient conditions are given that ensure the stability of stationary points. Hence, the new algorithms provide both theoretical and practical advantages over existing schemes.
Our main tool in the analysis is the ordinary differential equation (ODE) method [2] , which makes use of the fact that under slow adaptation, the convergence properties of the adaptive algorithm can be studied by examining those of an associated ODE. After linearizing the ODE in a neighborhood of a stationary point, its stability properties can be deduced by examining the eigenvalues of the corresponding feedback matrix. A link between the feedback matrices of the direct-form and lattice algorithms is then exploited in order to derive the new schemes.
The paper is organized as follows. Section II provides the machinery needed to set up the problem. The general lattice algorithm structure and its particularizations are presented in Section III. The general convergence analysis is developed in Section IV, whereas in Section V, the new algorithms and their properties are presented. Simulation results are given in Section VI.
II. PRELIMINARIES
Let the transfer function of the adaptive filter be (1) We designate the vector of direct-form parameters by (2) The subscript in stands for "direct form." Similarly, we will denote the vector of lattice parameters, to be defined shortly, by . When the symbol is used without a subscript, it is meant to represent the actual transfer function . In lattice form, is parameterized by the reflection coefficients . One can recover the direct-form parameters from the reflection coefficients via the following recursion [14] : For , do where is a lower triangular matrix formed from the . The diagonal elements of are all ones so that this matrix has always full rank. Let (6) and define the matrices diag (
In the stability region , these matrices are positive definite. Another matrix of particular interest to us is the Jacobian , whose th element is . We show, in the Appendix, how to compute this matrix recursively using the recursions (3)- (5) . Since the transformation between the direct form and lattice parameter spaces is one to one (if we restrict ourselves to stable transfer functions), is nonsingular for stable .
We will encounter two different lattice implementations of the transfer function : the cascade normalized lattice and the tapped-state normalized lattice, shown in Figs. 1 and 2, respectively, for . We focus on these normalized structures since they are inherently stable even when they become time-varying, in contrast to other lattice structures (such as the two-multiplier form) for which this is not true [14] .
The lattice parameter vector is given by Several authors have attempted to reformulate the direct-form update (13) in terms of the lattice parameters . The resulting lattice algorithms have a generic structure resembling (13) , namely (14) While is usually the same as in (13), it is the choice of that characterizes the transition from (13) to (14) . In most cases, the vectors and are related via (15) for some matrix . Next, we briefly review four direct-form algorithms and their lattice counterparts. In the remainder, and will denote, respectively, the adaptive filter input and output so that , whereas will denote the reference signal.
A. Equation-Error Algorithms
For the direct-form equation-error method (16) and . This algorithm is a stochastic gradient descent of the cost . Two lattice variants have been proposed. The first one was suggested in [8] for a cascade lattice structure so that is given by (8 The second variant (EEL-2) appeared in [11] , where it was suggested to take . Therefore, for EEL-2 (18)
B. Output-Error Algorithms
For the direct-form output-error algorithm (19) and . In this way, one has d d [14] . Three different schemes for efficient lattice implementation of the output error method can be found in the literature. The first one appeared in [15] and considered a two-multiplier lattice; its extension to the tapped-state normalized form can be found in [14, sec. 7.5] . The resulting algorithm computes the driving vector by means of (20) with and given by (9) and (12), respectively. This algorithm effectively performs a gradient descent of the cost in the lattice parameter space; therefore, we refer to it as Gradient Lattice (GL). Thus for GL, . The second variant known as the partial gradient lattice (PGL) was presented in [14, sec. 7.6] . Still using the tapped-state structure, the reflection coefficients are adjusted as though the tap parameters were optimized:
. . .
Consequently, the matrix for PGL is given by (21)
Further approximations in the PGL parameter update led to the simplified partial gradient lattice (SPGL) algorithm, which was developed in [13] and [14, sec. 7.7] . While is obtained in the same way as for GL and PGL, is taken as the state vector of an allpole lattice with transfer function driven by the adaptive filter output :
The corresponding for the SPGL algorithm is then (22)
Finally, an algorithm similar in spirit to SPGL but using the cascade structure was presented in [10] ; the corresponding coincides with that of EEL-1, which is given in (17) .
C. Steiglitz-McBride Method
For the direct-form Steiglitz-McBride algorithm [3] A lattice variant appeared in [13] , using the tapped-stated normalized structure. The transformation from to is the same as that for SPGL:
Thus, is the same for the Steiglitz-McBride Lattice (SML) and for the SPGL algorithms; it is given in (22). Similarly, [10] considered a cascade structure using , so that the corresponding is as in (17) .
D. SHARF Algorithm
For the direct-form SHARF algorithm [6] (23) and , where is some compensating filter. A cascade lattice version of SHARF (SHARFL) appeared in [10] . It uses , and is taken as the (scaled) state vector of the adaptive filter denominator block:
. . . Therefore, for SHARFL, is as in (17) .
IV. ANALYSIS OF LATTICE ALGORITHMS
In this section, we present an analysis of the general lattice algorithm (14) in terms of stationary points and local convergence properties. Our approach consists of relating these properties to those of the corresponding direct-form algorithm from which the lattice version was derived.
First, consider the set of stationary points of (14) . These points are those for which the expectation of the update term vanishes. Using (15) , one obtains (24) If is nonsingular, as is the case for all the algorithms presented in Section III, then is a stationary point of (14) if is a stationary point of (13) . Therefore, the stationary points of the lattice variants coincide (in transfer function space) with those of their direct-form counterparts, as claimed in [8] , [10] , [11] , and [13] .
For local convergence analysis, we resort to the ODE method. It is well known that under some general conditions, (14) converges to the solution of the following ODE as in some probabilistic sense [2] :
Let be a stationary point of (14) . Then, (25) can be linearized in a neighborhood of , yielding
From this, the stationary point is seen to be locally attractive iff all the eigenvalues of have negative real parts [in which case, we say that
is stable]. Applying the same procedure to the direct-form algorithm (13), a stationary point of (13) is locally attractive if
is stable. It is shown in the Appendix that the matrices and at a stationary point are related via
This provides the crucial link between the convergence properties of the lattice algorithm and those of the corresponding direct-form version. When (28) is particularized to the lattice algorithms of Section III, one cannot in general conclude anything about the eigenvalue behavior of . That is, even if it is known that the stationary point is locally attractive for the direct-form algorithm (13) , whether the same will be true for the lattice version is not clear since the transformation (28) does not necessarily preserve the sign of the real parts of the eigenvalues. Indeed, examples will be given in Section VI showing that (28) may result in an unstable starting with a stable . The only exception is the GL algorithm, for which (29)
Since the direct-form output error and the GL algorithms are just gradient descents of the same cost function, and are simply the negative Hessian matrices of this cost in terms of and , respectively. Therefore, they are symmetric, and (29) shows that , which happens if is a minimum of the cost function. Note that should one choose , the matrices and would be similar, and therefore, they would have the same eigenvalues. It would follow that the local convergence properties of stationary points would be the same for the two parameterizations. The main obstacle to such an approach is the transformation for which an efficient implementation is not known. A lattice algorithm using this scheme would be computationally expensive. In the next section, we consider a different approach, which can be thought of as the next best thing to a similarity transformation: a congruence transformation.
V. NEW LATTICE ALGORITHMS
The transition from the direct-form algorithms (13) to lattice versions (14) that we propose is characterized by the following. 1) We use the cascade normalized lattice structure of Fig. 1 . Thus, the parameter vector will be given by (8) . 2) We have following choice for the driving vector :
This can be applied to any of the approaches in Section III. Next, we show how these algorithms can be implemented. A convergence analysis is then presented.
A. Implementation
Efficient implementation of the new lattice variant is considerably facilitated by the use of the cascade (as opposed to the tapped-state) lattice structure. For this configuration, is given in (11) so that can be generated as follows. 
We need an efficient realization of the transfer functions (32)
A structure that performs this task with complexity linear in was developed in [14, sec. 7.6.2] in order to generate the driving vector of the PGL algorithm. 1 This structure is depicted in Fig. 3 for . In this way, with a secondary lattice fed with the signal corresponding to the direct-form scheme used as starting point, the new lattice algorithms can be efficiently implemented.
B. Convergence Analysis
As noted before, is nonsingular for all corresponding to stable transfer functions. Therefore, with Thus, the set of stationary points of any of the direct-form algorithms coincides with that of the corresponding lattice version: a feature shared with the variants of Section III. On the other hand, is given now by (33) so that and are congruent. Due to this fact, sufficient conditions for local stability can be given.
Lemma 1: Let be a stationary point of the lattice algorithm and . If , then is locally attractive.
Proof: Recall that implies stable [5] . As and are congruent, implies so that is stable. This result has immediate application to the new lattice version of the adaptive methods of Section III: 1) Equation-Error Method: The direct-form algorithm is a gradient descent for the cost with as in (16) . This cost is quadratic in so that there exists a single minimum , which is an attractive stationary point;
is just the negative of the Hessian of the cost, and in view of Lemma 1, the corresponding stationary point of the new lattice variant is locally stable. Alternatively, this lattice version performs a gradient descent on the cost in the space of the cascade lattice parameters. 2) Output-Error Method: Similarly, when applied to the output-error scheme, the new lattice variant reduces to a gradient descent on the cost , where now, is as given in (19), in the space of the cascade lattice parameters. The relation (33) simply shows how the Hessian matrices relate to each other when moving from the direct-form to the cascade lattice parameter space. Thus, a stationary point of the lattice algorithm is locally stable if and only if it furnishes an external transfer function corresponding to a (local) minimum of the cost function.
3) Steiglitz-McBride Method:
Consider the "sufficient order case" in which the reference signal is given by (34) where is a measurement noise process independent of , and is a transfer function with at most zeros and poles. It is known that in that case, the direct-form Steiglitz-McBride algorithm has a single possible stationary point , which is attractive, corresponding to , provided that the input is persistently exciting and that the noise is white [17] . The matrix is seen to be given by
where use has been made of the fact that at the stationary point , , so that and . The first term in the right-hand side of (35) vanishes if the noise is white so that coincides with the negative of the Hessian of the output-error cost at , which is a minimum. Then, applying Lemma 1, we conclude that in sufficient order settings with white disturbances, the new lattice variant of the Steiglitz-McBride algorithm has a single stationary point, which is locally attractive, corresponding to . On the other hand, it is not possible to establish such a link between the matrices of the direct-form Steiglitz-McBride and output-error algorithms in undermodeled scenarios. Extensive simulation evidence suggests that even in undermodeled cases, a stable translates into a stable , although a formal proof of this statement is not available at this time. 
4) SHARF Algorithm:
Consider again a sufficient order setting as in (34), and let be the denominator of the system to be identified. It is known that when the direct-form SHARF algorithm is applied in such a setting, it also has a single stationary point corresponding to , which is stable, provided that the input is persistently exciting and that the transfer function is strictly positive real (SPR) [6] [A transfer function is SPR if it is stable and causal and satisfies Re for all ]. Moreover, the matrix at this stationary point is given by
where again, we have used the fact that at the stationary point. Since the noise and are independent, the first term on the right-hand side of (36) vanishes. The symmetric part of the second term was shown in [7] to be negative definite, provided that is SPR. Therefore, for sufficient order settings satisfying the SPR condition, one can apply Lemma 1 to conclude that the stationary point of the lattice variant is locally stable.
VI. SIMULATION EXAMPLES
In order to demonstrate the superior stability properties of the new lattice algorithms with respect to the previously proposed schemes discussed in Section III, several computer simulation results are now presented. In all cases, the adaptive filter operates in a sufficient-order setting, in which, for the sake of simplicity, the unknown system to be identified is allpole, i.e., . The input signal is a stationary white zero-mean process with unit variance. The white input and allpole assumptions are useful in order to facilitate the computation of the matrices via (28) for each algorithm, once is given. In this way, examples in which the existing algorithms discussed in Section III suffer from instability problems are easily found.
A. Equation-Error Algorithms
It can be shown that for and white , obtained at the stationary point of EEL-1 and EEL-2 is stable if . However, for higher values of , this is not true. For example, let be the fifth-order system parameterized in cascade lattice form by (37) Then, the matrices of both EEL-1 and EEL-2 are unstable. This is illustrated in Fig. 4 , where the trajectories of the reflection coefficients obtained in a computer simulation of this setting are shown. No additive noise was present in the reference signal. The adaptive filter parameters were initialized as (38) which is extremely close to the stationary point. Nevertheless, divergence is observed, as expected. The new algorithm was tested in the same environment, with all adaptive filter parameters initialized to zero. Convergence to the true system parameters is shown in Fig. 5 .
In the presence of additive noise in the reference signal , the stationary point of the new equation-error lattice algorithm will, in general, be biased from the true parameter values since the stationary point is the same (in transfer function space) as that of the direct-form algorithm for which this bias phenomenon is well known [14] .
B. SPGL and SML Algorithms
Recall that in sufficient-order settings, the matrices of SPGL and SML at the point are identical if the measurement noise is white. For low orders, this matrix seems to be stable for all , but higher order unstable examples can still be found. Indeed, let be the sixth-order allpole system ( , ) whose cascade lattice parameters are
Then, is unstable for both the tapped-state algorithms of [14] and the cascade algorithms of [10] . Fig. 6 shows the evolution of the tapped-state algorithms in this setting, initialized within a ball of radius centered at . The new algorithm was also tested and initialized at , , and . It converges to the true parameter values, as shown in Fig. 7 . As predicted by the theory, this stationary point is now attractive.
C. SHARF Algorithm
SHARFL can also present stability problems in identification settings. In order to ensure that the SPR condition is satisfied, the compensating filter is chosen as , which is the denominator of the system to be identified, so that . With this choice of , it turns out that in the noiseless case, the matrices for SHARFL and EEL-1 coincide. Since the corresponding and are also the same for these algorithms, we conclude from (28) that under these conditions, the matrices for SHARFL and EEL-1 coincide as well. Therefore, since (37) was shown to be an unstable stationary point for EEL-1, the same is true for SHARFL. Fig. 8 shows the parameter evolution of a single run of SHARFL and the new lattice variant in this scenario. SHARFL was initialized at the point given in (38); the unstable character of the stationary point is clear. We should emphasize that this divergence phenomenon is not related to the SPR condition, which is satisfied; its origin resides in the nature of the lattice algorithm itself. The new lattice variant exhibits no convergence problems, as expected. The starting point in this case was . 
VII. CONCLUSION
A novel method for the derivation of adaptive algorithms for IIR lattice filters has been presented. The approach, which is conceptually simple, is based in the cascade lattice structure. It has several advantages: Algorithm development can be done in direct-form space and then translated into lattice space using the new method, efficient implementation of the resulting schemes is possible, and sufficient conditions for local stability of stationary points exist. The method can be applied to popular adaptive IIR filtering schemes such as the equation-error method, the output-error method, the Steiglitz-McBride algorithm, and the SHARF algorithm. In contrast, it has been shown that for moderately low orders (filters of fifth-order or higher), previous lattice versions of these schemes may present convergence problems in the sense that stationary points that are attractive for the direct-form algorithms may become repulsive for the corresponding lattice variants.
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