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COHOMOLOGY FOR INFINITESIMAL UNIPOTENT
ALGEBRAIC AND QUANTUM GROUPS
CHRISTOPHER M. DRUPIESKI, DANIEL K. NAKANO, AND NHAM V. NGO
Abstract. In this paper we study the structure of cohomology spaces for the Frobenius ker-
nels of unipotent and parabolic algebraic group schemes and of their quantum analogs. Given a
simple algebraic group G, a parabolic subgroup PJ , and its unipotent radical UJ , we determine
the ring structure of the cohomology ring H•((UJ )1, k). We also obtain new results on comput-
ing H•((PJ)1, L(λ)) as an LJ -module where L(λ) is a simple G-module with highest weight λ in
the closure of the bottom p-alcove. Finally, we provide generalizations of all our results to small
quantum groups at a root of unity.
1. Introduction
1.1. In the investigation of cohomology for general algebraic structures like groups and Lie alge-
bras, it is important to understand the cohomology of unipotent and nilpotent algebraic structures.
For example, it is well-known that the cohomology of a finite group in characteristic p > 0 embeds in
the cohomology of any one of its p-Sylow subgroups. On the other hand, the cohomology of general
p-groups is not well-understood, which makes the task of computing cohomology for finite groups
challenging. In particular, it is not even known how to compute the cohomology of the subgroup
of the finite general linear group GLn(Fp) consisting of upper triangular unipotent matrices.
For the case of a Lie algebra over a field k of characteristic p > 0, far more is known. For
example, let g be the Lie algebra of a simple algebraic group G over k, let pJ ⊂ g be a standard
parabolic subalgebra of g corresponding to a subset of simple roots J , and let uJ ⊂ pJ be the
nilradical of pJ . If p ≥ h − 1 (where h is the Coxeter number of g), then an analog of Kostant’s
famous cohomology formula applies, and one can compute the ordinary Lie algebra cohomology
H•(uJ , L(λ)) with coefficients in a simple G-module L(λ) having highest weight in the bottom p-
alcove (cf. [FP1, PT, UGA1]). Moreover, in the case when L(λ) is the trivial module k and J = ∅,
then the ring structure of H•(u, k) is also known.
In this paper we demonstrate how to compute cohomology for the infinitesimal Frobenius kernels
of unipotent and parabolic algebraic group schemes and of their quantum analogs (i.e., small
quantum groups). Our calculations include several new ideas and are highly dependent on the
aforementioned calculations for ordinary Lie algebra cohomology and on analogous calculations for
quantized enveloping algebras at an ℓ-th root of unity (cf. [UGA2]). To compute cohomology for
the Frobenius kernels of parabolic algebraic group schemes, we also rely on deep geometric results
concerning the vanishing of line bundle cohomology for the flag variety.
1.2. Main results. The paper is organized as follows; for a detailed explanation of the notation,
see Section 1.3. Throughout, assume p > h, and let UJ be the unipotent radical of the parabolic
subgroup PJ = LJ ⋉ UJ (J a subset of simple roots). Write (UJ)1 for the first Frobenius kernel of
UJ . In Section 2, we prove for λ ∈ CZ that there exists an isomorphism of graded LJ -modules
H•((UJ )1, L(λ)) ∼= S
•(u∗J)
(1) ⊗H•(uJ , L(λ)).
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Here S•(u∗J) is the symmetric algebra on u
∗
J := Homk(uJ , k), generated in degree two. Our result
strengthens an observation previously made by Friedlander and Parshall [FP1, Remark 2.7(b)]. In
Section 3, we prove for p > 2(h − 1) that there exists a graded algebra isomorphism
H•(U1, k) ∼= S
•(u∗)(1) ⊗H•(u, k),
where the algebra structure on the right-hand side is the ordinary tensor product of algebras.
This computation answers a 25-year-old problem concerning the ring structure of H•(U1, k). As
T -modules, this identification was obtained by Friedlander and Parshall in 1986 provided p > h
[FP1, Corollary 2.6]. To obtain the identification of graded algebras, however, the lower bound on
p > 2(h − 1) cannot in general be improved, as seen from Example 3.2.1.1 In Section 3 we also
obtain for p > 3(h− 1) the ring structure of the cohomology ring H•((UJ)1, k) for arbitrary J ⊆ ∆.
In Section 4, we apply our calculations to obtain new results on the cohomology of (PJ)1 with
coefficients in a simple G-module having highest weight in the bottom p-alcove. One of the primary
ingredients is the calculation for p > h by Kumar, Lauritzen and Thomsen [KLT] of the cohomology
of G1 with coefficients in an induced module, which employs the existence of Frobenius splittings
on the cotangent bundle of the flag variety. Our calculations for (PJ)1 significantly extend the
earlier calculations of Friedlander and Parshall [FP1, Corollary 2.6 and Remark 2.7(b)].
Section 5 contains quantum analogs of our results for infinitesimal Frobenius kernels. These
results pertain to computing the cohomology of the small quantum groups uζ(pJ) and uζ(uJ) with
parameter specialized to a primitive ℓ-th root of unity ζ ∈ C. Different techniques are required
here than for algebraic groups due to the lack of quantum analogs for various tools available in the
study of algebraic groups.
1.3. Notation. Let k be an algebraically closed field of characteristic p > 2. Let G be a simple,
simply-connected algebraic group over k, defined and split over the prime field Fp. Fix a maximal
torus T ⊂ G, also split over Fp, and let Φ be the root system of T in G. Fix a set ∆ = {α1, . . . , αn}
of simple roots in Φ, and let Φ+ be the corresponding set of positive roots.
LetW be the Weyl group of Φ; it is generated by the set of simple reflections {sα : α ∈ ∆}. Write
ℓ : W → N for the standard length function on W , and let w0 ∈W be the longest element. Let (·, ·)
be the standard W -invariant inner product on the Euclidean space E := ZΦ ⊗Z R. Given α ∈ Φ,
let α∨ := 2α/(α,α) be the corresponding coroot. Set α0 to be the highest short root of Φ, and ρ
to be one-half the sum of all positive roots in Φ. Then the Coxeter number of Φ is h = (ρ, α∨0 )+ 1.
Let X be the weight lattice of Φ, defined by the Z-span of the fundamental weights {ω1, . . . , ωn},
and let X+ ⊂ X be the set of dominant weights. The dot action of W on X is defined for w ∈ W
and λ ∈ X by w · λ = w(λ+ ρ)− ρ. The bottom p-alcove and its closure are defined, respectively,
by
CZ :=
{
λ ∈ X : 0 < (λ+ ρ, β∨) < p for all β ∈ Φ+
}
,
CZ :=
{
λ ∈ X : 0 ≤ (λ+ ρ, β∨) ≤ p for all β ∈ Φ+
}
.
Given J ⊆ ∆, let ΦJ = ZJ ∩ Φ be the subroot system of Φ generated by J , and let WJ ⊆ W
be the standard parabolic subgroup generated by the set of simple reflections {sβ : β ∈ J}. Set
Φ+J = ΦJ∩Φ
+. The set of J-dominant weights is defined by X+J =
{
µ ∈ X : ∀β ∈ Φ+J , (µ, β
∨) ∈ N
}
,
and the set of J-restricted dominant weights is defined by (XJ )1 =
{
µ ∈ X+J : ∀β ∈ J, (µ, β
∨) < p
}
.
Write JW for the set of the minimal length right coset representatives of WJ in W . Then
JW also
satisfies JW = {w ∈W |w−1(Φ+J ) ⊆ Φ
+}.
1In her thesis, Crane [Cra] claims for all primes that if the underlying root system is of type An, then the
cohomology ring H•(U1, k) is an integral extension of a polynomial algebra. For p < h this is easily seen to be false
using well-established results on the spectrum of the cohomology ring and support varieties. In this paper we verify
Crane’s claim for p > 2(h− 1).
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Let B ⊂ G be the Borel subgroup of G containing T and corresponding to Φ+, and let U ⊂ B
be the unipotent radical of B. Write U− ⊂ B− for the opposite subgroups. Given J ⊆ ∆, let
PJ be the standard parabolic subgroup of G containing B and corresponding to J , let UJ be the
unipotent radical of PJ , and let LJ be the Levi factor of PJ . Then PJ = LJ ⋉UJ . Set g = Lie(G),
the Lie algebra of G, b = Lie(B), u = Lie(U), pJ = Lie(PJ), uJ = Lie(UJ), and lJ = Lie(LJ).
Let F : G → G be the Frobenius morphism of G. Given a closed F -stable subgroup (scheme)
H of G, write H1 for the scheme-theoretic kernel of the morphism F |H : H → H (i.e., the first
Frobenius kernel of H). Given a rational H-module M , write M (1) for the module obtained by
twisting the structure map for M by F . Alternately, if F induces an isomorphism H/H1 ∼= H
(a condition that is satisfied for all of the algebraic groups mentioned in the previous paragraph),
and if M is an H/H1-module, write M
(−1) for the space M considered as an H-module via the
isomorphism H/H1 ∼= H.
For λ ∈ X+, let L(λ) be the simple G-module of highest weight λ; it is the G-socle of the
induced module H0(λ) = indGB− λ. Similarly, given J ⊆ ∆ and λ ∈ X
+
J , write LJ(λ) for the simple
LJ -module of highest weight λ.
2. Cohomology of (UJ)1 with coefficients in L(λ)
2.1. Weight combinatorics and the Weyl group. We begin with some elementary observations
concerning weights. The first lemma is a restatement of [Hum, Lemma 13.2A], and the second
lemma expresses the well-known fact that the affine Weyl group Wp acts simply transitively on the
set of alcoves in E for Wp [Jan2, II.6.2(4)].
Lemma 2.1.1. Let w1, w2 ∈W , and let λ ∈ X
+. If w1 · λ = w2 · λ, then w1 = w2.
Lemma 2.1.2. Let w1, w2 ∈W , λ ∈ CZ, and σ ∈ ZΦ. If w1 · λ = w2 · λ+ pσ, then σ = 0.
Remark 2.1.3. The conclusion Lemma 2.1.2 need not hold if the weight λ is merely in the closure
CZ of the bottom p-alcove. For example, suppose p = 5 and Φ is of type A2. Then λ := 2ω1+ω2 ∈
CZ, but w0 · λ = e · λ+ 5(−α1 − α2), where e denotes the identity element of W .
Lemma 2.1.4. Let w1, w2, w3 ∈W , and suppose w1 · 0 +w2 · 0 = w3 · 0 + pσ for some σ ∈ ZΦ. If
p > 2(h− 1), then σ = 0.
Proof. Suppose w1 ·0+w2 ·0 = w3 ·0+pσ for some σ ∈ ZΦ. Then (w
−1
3 w1)·0+w
−1
3 (w2 ·0) = p(w
−1
3 σ).
Choose y ∈W such that yw−13 σ ∈ X
+. Then
y((w−13 w1) · 0) + yw
−1
3 (w2 · 0) = p(yw
−1
3 σ) ∈ ZΦ ∩X
+.
Set w′1 = w
−1
3 w1, y
′ = yw−13 , and σ
′ = yw−13 σ. Then
(2.1.1) y(w′1 · 0) + y
′(w2 · 0) = pσ
′ ∈ ZΦ ∩X+.
Now, w′1 · 0 and w2 · 0 are each sums of distinct roots in Φ. Then the same is true for y(w
′
1 · 0) and
y′(w2 · 0), so pσ
′ ≤ 2ρ+2ρ = 4ρ. Taking the inner product with α∨0 preserves the inequality, so we
get p(σ′, α∨0 ) ≤ 4(h − 1). Now suppose σ 6= 0. Then also σ
′ 6= 0, hence σ′ is a nonzero dominant
weight in the root lattice. If (σ′, α∨) ≤ 1 for all α ∈ Φ+, then this would imply that σ′ is a minuscule
dominant weight [Hum, Exercise 13.13], a contradiction because the minuscule dominant weights
are not in the root lattice. Then (σ′, α∨) ≥ 2 for some α ∈ Φ+. Since α∨0 is the unique highest root
in the dual root system Φ∨, this implies that also (σ′, α∨0 ) ≥ 2. Now 2p ≤ p(σ
′, α∨0 ) ≤ 4(h − 1),
hence p ≤ 2(h − 1). So if p > 2(h− 1), then necessarily σ = 0. 
Example 2.1.5. The conclusion of Lemma 2.1.4 need not hold if p < 2(h − 1). Indeed, suppose
that p = 5, and that Φ is of type B2, so that h = 4. Write ∆ = {α, β} with α a long root. Then
(sβsα) · 0 = −α− 3β and (sαsβ) · 0 = −2α− β, so that (sβsα) · 0 + (sβsα) · 0 = (sαsβ) · 0 + 5(−β).
The following lemma generalizes Lemma 2.1.4.
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Lemma 2.1.6. Let J ⊆ ∆. For i ∈ {1, 2, 3}, let wi ∈
JW , and let µi be a weight of T in LJ(wi ·0).
Suppose p > 3(h− 1), and that µ1 + µ2 = µ3 + pσ for some σ ∈ ZΦ. Then σ = 0.
Proof. Suppose µ1+µ2 = µ3+ pσ for some σ ∈ ZΦ. Choose w ∈W such that σ
′ := wσ ∈ X+, and
set µ′i = wµi. Then pσ
′ = µ′1+µ
′
2− µ
′
3. The module LJ(wi · 0) occurs as an LJ -composition factor
of the cohomology ring H•(uJ , k) [UGA1, Theorem 4.2.1], which can be computed as a subquotient
of the exterior algebra Λ•(u∗J). The weights of T in Λ
•(u∗J ) are also weights of T in the rational
G-module Λ•(g∗), which has highest weight 2ρ and lowest weight −2ρ. Then µ′i is also weight of
T in Λ•(g∗), and −2ρ ≤ µ′i ≤ 2ρ. This implies that pσ
′ ≤ 6ρ, and hence that p(σ′, α∨0 ) ≤ 6(ρ, α
∨
0 ).
Now if σ 6= 0, we get as in the proof of Lemma 2.1.4 that 2p ≤ 6(h− 1), that is, p ≤ 3(h− 1), so if
p > 3(h− 1), then necessarily σ = 0. 
2.2. LJ -module structure. We now compute H
•((UJ)1, L(λ)) as a graded LJ -module.
Theorem 2.2.1. Let λ ∈ CZ∩X
+. Fix J ⊆ ∆. There exists an isomorphism of graded LJ -modules
(2.2.1) H•((UJ )1, L(λ)) ∼= S
•(u∗J )
(1) ⊗H•(uJ , L(λ)),
where u∗J in S
•(u∗J) has cohomological degree 2.
Proof. By [FP1, Proposition 1.1], there exists a spectral sequence of LJ -modules
(2.2.2) E2i,j2 = S
i(u∗J )
(1) ⊗Hj(uJ , L(λ))⇒ H
2i+j((UJ )1, L(λ))
for which Ei,j2 = 0 for all odd i. We claim that the spectral sequence collapses at the E2-page, that
is, that Ei,j2
∼= E
i,j
∞ . Using the derivation property of the differential, it suffices to show for all r ≥ 2
and j ≥ 0 that d0,jr = 0. This we will do by showing that any LJ -composition factor of E
0,j
r cannot
be a composition factor of Er,j+1−rr . Since E
i,j
r is a subquotient of E
i,j
2 , it is enough to show that
any composition factor of E0,j2 cannot be a composition factor of E
r,j+1−r
2 .
By [FP1, Theorem 2.5] or [UGA1, Theorem 4.2.1], there exists an LJ -module isomorphism
(2.2.3) Hj(uJ , L(λ)) ∼=
⊕
w∈JW
ℓ(w)=j
LJ(w · λ).
Thus, every composition factor of E0,j2 has the form LJ(w1 · λ) for some w1 ∈
JW with ℓ(w1) = j.
Similarly, every composition factor of Er,j+1−r2 = S
r/2(u∗J )
(1) ⊗ Hj+1−r(uJ , L(λ)) must have the
form LJ(σ)
(1)⊗LJ(w2 ·λ) for some w2 ∈
JW with ℓ(w2) = j+1− r (in particular, ℓ(w2) < ℓ(w1)),
and some σ ∈ X+J ∩N(Φ
−\Φ−J ) (i.e., σ is a sum of negative roots not in Φ
−
J ).
Observe that for α ∈ J , (w2 · λ, α
∨) = (λ + ρ,w−12 (α
∨)) − 1 ≥ 0, because w2 ∈
JW implies
that w−12 (α) ∈ Φ
+. Also, (w2 · λ, α
∨) = (λ + ρ,w−12 (α
∨)) − 1 < p, because λ ∈ CZ. Then w2 · λ
is a J-restricted dominant weight, so by the Steinberg Tensor Product Theorem, there exists an
LJ -module isomorphism
(2.2.4) LJ(σ)
(1) ⊗ LJ(w2 · λ) ∼= LJ(w2 · λ+ pσ).
Now suppose that LJ(w1 · λ) ∼= LJ(w2 · λ+ pσ). Then w1 · λ = w2 · λ+ pσ, so Lemmas 2.1.2 and
2.1.1 imply that σ = 0 and w1 = w2. This contradicts the inequality ℓ(w2) < ℓ(w1), so we conclude
that no composition factor of E0,j2 can also be a composition factor of E
r,j+1−r
2 , and hence that the
spectral sequence (2.2.2) collapses at the E2-page.
We have shown for all i and j that Ei,j2
∼= E
i,j
∞ . Recall that the E∞-page of (2.2.2) is the
associated graded module coming from some LJ -submodule filtration of H
•((UJ )1, L(λ)). To finish
the proof of the theorem, we must show that H•((UJ )1, L(λ)) is isomorphic as an LJ -module to its
associated graded object. For this, it suffices to show for all m 6= n that
(2.2.5) Ext1LJ (S
•(u∗J)
(1) ⊗Hn(uJ , L(λ)), S
•(u∗J)
(1) ⊗Hm(uJ , L(λ))) = 0.
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Using the long exact sequence in cohomology, and applying the isomorphisms (2.2.3) and (2.2.4),
it suffices even to show that Ext1LJ (LJ(w1 · λ + pσ), LJ (w2 · λ + pµ)) = 0 whenever w1, w2 ∈
JW ,
w1 6= w2, and µ, σ ∈ N(Φ
−\Φ−J ). So suppose Ext
1
LJ
(LJ(w1 · λ+ pσ), LJ(w2 · λ+ pµ)) 6= 0. Then by
the Linkage Principle for LJ [Jan2, II.6.17], there exists w ∈WJ and γ ∈ ZΦJ such that
w1 · λ+ pσ = w · (w2 · λ+ pµ) + pγ = (ww2) · λ+ p(wµ + γ).
By Lemmas 2.1.2 and 2.1.1, this implies that w1 ·λ = (ww2) ·λ, and hence that w1 = ww2. This is a
contradiction, because w1 and w2 were chosen as distinct minimal length right coset representatives
of WJ in W . So we conclude that Ext
1
LJ
(LJ(w1 · λ+ pσ), LJ(w2 · λ+ pµ)) = 0, as claimed. 
Remark 2.2.2. Friedlander and Parshall observed (2.2.1) for λ ∈ X+ satisfying p > (λ, α∨0 ) + h
[FP1, Remark 2.7(b)]. Our result strengthens this to p ≥ (λ, α∨0 ) + h, i.e., for λ ∈ CZ ∩X
+.
2.3. Structure of the associated graded algebra. Given an algebra A with a multiplicative
filtration indexed by the nonnegative integers, let grA be the associated graded algebra.
Corollary 2.3.1. Fix J ⊆ ∆, and suppose p > h. Then there exists a multiplicative filtration on
H•((UJ)1, k) by LJ -submodules such that
(2.3.1) grH•((UJ )1, k) ∼= S
•(u∗J)
(1) ⊗H•(uJ , k)
as graded LJ -algebras, where u
∗
J in S
•(u∗J) has cohomological degree 2, and the algebra structure on
the right-hand side of the isomorphism is the standard tensor product of algebras.
Proof. Take λ = 0 in Theorem 2.2.1. Then L(λ) = k, (2.2.2) is a spectral sequence of algebras, and
(2.3.1) is the algebra isomorphism between the E2- and E∞-pages of (2.2.2). 
Remark 2.3.2. The LJ -submodule filtration on H
•((UJ )1, k) described in Corollary 2.3.1 can be
given explicitly as follows: For i ≥ 0, let F iH•((UJ )1, k) denote the i-th filtered part of H
•((UJ )1, k).
Then there exists an LJ -module isomorphism
F iHn((UJ)1, k) ∼=
⊕
j≥i
Sj/2(u∗J)
(1) ⊗Hn−j(u, k),
where both sides are zero if i > n.
Remark 2.3.3. Suppose p ≥ h − 1. Implicit in [UGA1] is the following description of the
ring structure on H•(u, k). First, H•(u, k) is computed as a subquotient of the Koszul complex
Λ•(u∗) (the exterior algebra on u∗). Fix an ordered root vector basis {xγ1 , . . . , xγN } for u, and let
{fγ1 , . . . , fγN } ⊂ u
∗ be the corresponding dual basis. For w ∈W , define Φ(w) = wΦ− ∩Φ+. Write
Φ(w) = {β1, . . . , βn} with n = ℓ(w), and set fΦ(w) = fβ1 ∧ · · · ∧ fβn ∈ Λ
n(u∗). For definiteness,
assume that the list {fβ1 , . . . , fβn} appears as a subsequence of the list {fγ1 , . . . , fγN }. Then the
vectors fΦ(w) for w ∈ W are cocycles in Λ
•(u∗), and their images [fΦ(w)] in H
•(u, k) form a vector
space basis for H•(u, k). The ring structure on H•(u, k) is induced by the ring structure of Λ•(u∗).
Specifically, the cup product of cohomology classes is given by
[fΦ(w)] ∪ [fΦ(w′)] =
{
(−1)s(w,w
′)[fΦ(w′′)] if ℓ(w) + ℓ(w
′) = ℓ(w′′) and Φ(w) ∪Φ(w′) = Φ(w′′),
0 otherwise.
If Φ(w) = {β1, . . . , βn} and Φ(w
′) = {β′1, . . . , β
′
m} with {β1, . . . , βn} and {β
′
1, . . . , β
′
m} written as
subsequences of the list {γ1, . . . , γN}, then the integer (−1)
s(w,w′) is the sign of the permutation
that maps the list {β1, . . . , βn, β
′
1, . . . , β
′
m} to a subsequence of the list {γ1, . . . , γN}.
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3. The ring structure of H•(U1, k)
3.1. Un-grading the associated graded algebra. For p > h, the ring structure of the coho-
mology rings H•(G1, k) and H
•(B1, k) for the first Frobenius kernels of G and B were computed
by Friedlander and Parshall [FP2] and Andersen and Jantzen [AJ]. In this section we compute, for
J ⊆ ∆ and for p not too small, the ring structure of the cohomology ring H•((UJ)1, k) for the first
Frobenius kernel of UJ . In particular, we compute the ring structure of H
•(U1, k).
Theorem 3.1.1. Fix J ⊆ ∆. If J = ∅, assume p > 2(h− 1). If J 6= ∅, assume p > 3(h− 1). Then
there exists a graded LJ -algebra isomorphism
(3.1.1) H•((UJ )1, k) ∼= S
•(u∗J )
(1) ⊗H•(uJ , k),
where the algebra structure on the right-hand side is the ordinary tensor product of algebras.
Proof. To simplify the notation slightly, we give the proof for the case J = ∅. For the case J 6= ∅, one
simply replaces in the following argument the symbols T , U , and u by LJ , UJ , and uJ , respectively,
and applies Lemma 2.1.6 instead of Lemma 2.1.4. Our strategy is to exhibit graded T -subalgebras
A and B of H•(U1, k) isomorphic to S
•(u∗)(1) and H•(u, k), respectively, and then to show that the
product map θ : A⊗ B → H•(U1, k) is an isomorphism of algebras.
First set A =
⊕
n≥0 F
nHn(U1, k). Then A is a subalgebra of H
•(U1, k), and it follows from
Remark 2.3.2 that A is isomorphic as an T -algebra to S•(u∗)(1). Next, by Theorem 2.2.1 there
exists a T -submodule B of H•(U1, k) isomorphic to H
•(u, k). Specifically, in the T -module direct
sum decomposition
(3.1.2) H•(U1, k) ∼=
⊕
n≥0
⊕
2i+j=n
Si(u∗)(1) ⊗Hj(u, k),
the space B is the sum of all terms with i = 0. By Remark 2.3.2, B = H•(U1, k)/F
1 H•(U1, k).
We claim that B is a subalgebra of H•(U1, k). To see this, it suffices to show that the product of
two weight vectors in B is again a weight vector in B. So let z1, z2 ∈ B be vectors of weights µ1 and
µ2, respectively, and suppose that z1z2 6= 0. Then the product z1z2 has weight µ1+µ2. Suppose the
product z1z2 has a nonzero component in some summand S
i(u∗)(1)⊗Hj(u, k) of (3.1.2) with i 6= 0.
Then there exists a weight σ of Si(u∗) and a weight µ3 of H
j(u, k) such that µ1 + µ2 = µ3 + pσ.
Since i 6= 0, we must have σ 6= 0. But now the explicit description of the weights of H•(u, k) given
by (2.2.3) together with Lemma 2.1.4 imply that σ = 0, a contradiction. Thus, we must have
z1z2 ∈ B, and so B is a subalgebra of H
•(U1, k). To see that B ∼= H
•(u, k) as an algebra, and not
just as a T -module, observe that since the spectral sequence (2.2.2) collapses at the E2-page, the
vertical edge map ϕ : H•(U1, k)→ E
0,•
2 induces a T -algebra isomorphism H
•(U1, k)/F
1 H•(U1, k) ∼=
E0,•2
∼= H•(u, k). By the above argument, the quotient H•(U1, k)/F
1 H•(U1, k) identifies not only
as a space but as an algebra with B, so we get the T -algebra isomorphism B ∼= H•(u, k).
We have now exhibited T -subalgebras A and B of H•(U1, k) isomorphic to S
•(u∗)(1) and H•(u, k),
respectively. It remains to show that the product map θ : A ⊗ B → H•(U1, k) is an algebra
isomorphism, where the algebra structure on A ⊗ B is the ordinary tensor product of algebras.
First, the cohomology ring H•(U1, k) identifies with the cohomology ring of the finite-dimensional
Hopf algebra Dist(U1) (cf. [Jan2, I.7, I.9]), so is a graded-commutative ring by [ML, VIII.4]
2. Since
the subalgebra A is concentrated in even degrees, this implies that θ is an algebra homomorphism.
2Mac Lane does not assume a Hopf algebra to possess an antipode. In particular, the cohomology ring of a
bialgebra is always graded-commutative.
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Next, there exist natural maps
ι1 : A =
⊕
n≥0
FnHn(U1, k) →֒
⊕
i≥0
F iH•(U1, k)/F
i+1 H•(U1, k) and
ι2 : B = H
•(U1, k)/F
1 H•(U1, k) →֒
⊕
i≥0
F iH•(U1, k)/F
i+1 H•(U1, k).
By Remark 2.3.2, the images of A and B under these maps generate the associated graded algebra
grH•(U1, k). It follows then that A and B also generate the cohomology ring H
•(U1, k). Indeed,
given a nonzero homogeneous element z ∈ Hn(U1, k), choose i such that z ∈ F
iHn(U1, k) but
z /∈ F i+1Hn(U1, k). Since ι1(A) and ι2(B) generate grH
•(U1, k), there exists w ∈ A⊗ B such that
z − θ(w) ∈ F i+1Hn(U1, k). By induction on i − n, we may assume that F
i+1Hn(U1, k) is in the
image of the map θ. Then z ∈ im(θ), so we conclude that θ is surjective. Finally, by dimension
comparison in each graded degree, θ must also be injective, hence an algebra isomorphism. 
Remark 3.1.2. The bound of 3(h − 1) in Theorem 3.1.1 for the case J 6= ∅ is not sharp. For
example, suppose Φ has type An with n > 1, and that J = ∆− {α} for some simple root α. Then
UJ is abelian, so H
•((UJ )1, k) ∼= S
•(u∗J)
(1) ⊗ Λ•(u∗J)
∼= S•(u∗J)
(1) ⊗H•(uJ , k) as a ring if p > 2.
3.2. Failure for small p. If p < 2(h − 1), the algebra isomorphism H•(U1, k) ∼= S
•(u∗)(1) ⊗
H•(u, k) of Theorem 3.1.1 need not hold, even though the isomorphism of associated graded algebras
grH•(U1, k) ∼= S
•(u∗)(1) ⊗H•(u, k) holds whenever p > h.
Example 3.2.1. Let Φ be of type B2, so h = 4, and take p = 5. Write ∆ = {α, β} with α a
long root. Then Example 2.1.5 shows that the weight argument in the proof of Theorem 3.1.1
fails, as there exist weights µ1 = µ2 = (sβsα) · 0 and µ3 = (sαsβ) · 0 of H
2(u, k) and a weight
σ = −β of S1(u∗) such that µ1 + µ2 = µ3 + pσ but σ 6= 0. In fact, this nontrivial solution to the
weight equation µ1 + µ2 = µ3 + pσ corresponds to two elements in the subspace B of H
•(U1, k)
having a product not in B. Indeed, let z1 = z2 be a nonzero weight vector in the one-dimensional
weight space H2(U1, k)sβsα·0 ⊂ B. We have been able to verify by computer calculation in MAGMA
[BCP] that z1z2 6= 0 in H
•(U1, k), even though every vector in the Lie algebra cohomology ring
H•(u, k) squares to zero. Thus, for type B2 we cannot have an isomorphism of graded T -algebras
H•(U1, k) ∼= S
•(u∗)(1) ⊗H•(u, k) when p = 5.
4. Parabolic cohomology
4.1. In this section we apply our previous results to compute the structure of the cohomology
space H•((PJ )1, L(λ)) when λ ∈ X
+ ∩ CZ. (Recall that X
+ ∩ CZ is non-empty by our standing
assumption that p > h.) First we prove a combinatorial lemma.
Lemma 4.1.1. Let λ ∈ X+∩CZ. Suppose that λ is weakly p-linked to 0, that is, that λ = w ·0+pσ
for some σ ∈ X. Then:
(a) The weight σ is minuscule or zero. The weight λ uniquely determines w and σ.
(b) There exists a T -module isomorphism,
Hj(u, L(λ))T1 ∼=
{
w−1σ if j = ℓ(w)
0 otherwise
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Proof. First, since wρ+ pσ = λ+ ρ ∈ ρ+X+, and since |(wρ, α∨)| = |(ρ,w−1α∨)| ≤ h− 1 < p for
all α ∈ Φ, it follows that σ ∈ X+. Next, since λ ∈ CZ, we get
p(σ, α∨0 ) = (λ− w · 0, α
∨
0 )
= (λ+ ρ, α∨0 )− (ρ,w
−1α∨0 )
≤ p+ (ρ, α∨0 )
= p+ h− 1 < 2p.
It follows that (σ, α∨0 ) ∈ {0, 1}. If (σ, α
∨
0 ) = 0, then λ = 0 and w = 1. Otherwise, σ is a minuscule
weight. Now suppose that λ = w · 0 + pωi = w
′ · 0 + pωj for some w,w
′ ∈ W and some minuscule
weights ωi, ωj (so Φ is necessarily of type A, D or E). Then p(ωj − ωi) = w · 0−w
′ · 0 ∈ ZΦ. Since
p > h, we conclude that ωi = ωj, for otherwise p(ωj − ωi) /∈ ZΦ. Now w · 0 = w
′ · 0, so w = w′ by
Lemma 2.1.1. This proves part (a). Next, by [UGA1, Theorem 4.2.1] we have
Hj(u, L(λ))T1 ∼=
⊕
w′∈W
ℓ(w′)=j
(kw′·λ)
T1 .
Here kw′·λ denotes the one-dimensional T -module of weight w
′ · λ. Suppose w′ · λ = pσ′ for some
σ′ ∈ X. Then 0 = w′ · λ− pσ′ = w′w · 0 + p(w′σ − σ′). By (a), this implies that w′σ − σ′ = 0 and
that w′w = 1, that is, that w′ = w−1. So σ′ = w−1σ and ℓ(w) = ℓ(w′) = j. 
4.2. We can now compute the structure of H•((PJ )1, L(λ)) when λ ∈ X
+ ∩ CZ.
Theorem 4.2.1. Let λ ∈ X+ ∩ CZ and let J ⊆ ∆.
(a) H•((PJ )1, L(λ)) = 0 if λ is not weakly p-linked to 0.
(b) If λ = w · 0 + pσ, then there exists a PJ -module isomorphism
Hj((PJ )1, L(λ))
(−1) ∼=
{
indPJB [S
j−ℓ(w)
2 (u∗)⊗ w−1σ] if j ≡ l(w) mod 2,
0 otherwise.
Proof. Part (a) is established by the argument in [FP1, Remark 2.7(b)], using the Linkage Principle
for (LJ)1. Next suppose that λ = w ·0+pσ for some w ∈W and σ ∈ X. We have R
m indPJB L(λ)
∼=
L(λ)⊗Rm indPJB (k) = 0 for all m > 0, so by [Jan2, II.12.2], there exists a spectral sequence
(4.2.1) Ei,j2 = R
i indPJB [H
j(B1, L(λ))
(−1)]⇒ Hi+j((PJ )1, L(λ))
(−1).
Also, H•(B1, L(λ)) ∼= H
•(U1, L(λ))
T1 by [Jan2, I.6.9(3)], so by Lemma 4.1.1(b),
Ri indPJB [H
j(B1, L(λ))
(−1)] ∼= Ri ind
PJ
B [(H
j(U1, L(λ))
T1)(−1)]
∼= Ri indPJB [(⊕2a+b=j S
a(u∗)(1) ⊗Hb(u, L(λ))T1)(−1)]
∼= Ri ind
PJ
B [S
j−ℓ(w)
2 (u∗)⊗ w−1σ],
and the spectral sequence can be rewritten as
Ei,j2 = R
i indPJB [S
j−ℓ(w)
2 (u∗)⊗ w−1σ]⇒ Hi+j((PJ )1, L(λ))
(−1).
Next, we claim that w−1σ is antidominant, that is, that w−1σ ∈ −X+. To see this, first observe
that for any α ∈ ∆, (w−1 · λ, α∨) = p(w−1σ, α∨) ∈ pZ. Next observe that
(w−1 · λ, α∨) = (λ+ ρ,wα∨)− 1 < p
because λ ∈ CZ. Then for all α ∈ ∆, (w
−1 · λ, α∨) ≤ 0, so also (w−1σ, α∨) ≤ 0, i.e., w−1σ ∈ −X+.
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Now set B′ = B ∩ LJ , U
′ = U ∩ LJ , and u
′ = Lie(U ′). Then u = u′ ⊕ uJ and S
•(u∗) ∼=
S•(u′∗)⊗S•(u∗J) are B
′-module decompositions, and the action of B′ on S•(u∗J) lifts to the natural
action of LJ on S
•(u∗J). By [CPS, Example 4.2(a)], there exists an isomorphism of LJ -modules
Ri indPJB [S
•(u∗)⊗ w−1σ] ∼= Ri ind
LJ
B′ [S
•(u∗)⊗ w−1σ],
and then by the generalized tensor identity we get
Ri indLJB′ [S
•(u∗)⊗w−1σ] ∼= S•(u∗J )⊗R
i indLJB′ [S
•(u′∗)⊗w−1σ]
Now Ri indLJB′ [S
•(u′∗)⊗ w−1σ] = 0 if i > 0 by the calculations of Kumar, Lauritzen, and Thomsen
[KLT, Theorem 2].3 Consequently, the spectral sequence (4.2.1) collapses at the E2-page, and we
obtain the PJ -module isomorphism H
j((PJ )1, L(λ))
(−1) ∼= ind
PJ
B [S
j−ℓ(w)
2 (u∗)⊗ w−1σ]. 
5. Results for Quantum Groups
In this section we adapt our main results to quantum groups. New techniques are necessary for
quantum groups because of the lack of a quantum analog for the spectral sequence (2.2.2). The
arguments given here for quantum groups can be adapted to work for algebraic groups as well,
and thus provide different proofs of the earlier theorems. The notation we use in this section is
generally the same as that in [BNPP], though to maintain consistency with Sections 2–4 we define
our Borel subalgebras to correspond to positive root vectors and not negative root vectors.
5.1. Notation and preliminaries. Let q be an indeterminate. The quantized enveloping algebra
Uq = Uq(g) is the C(q)-algebra defined by the generators {Eα, Fα,Kα,K
−1
α : α ∈ ∆} and the
relations in [Jan1, 4.3]. The Hopf algebra structure maps for Uq are described in [Jan1, 4.8].
Let ℓ be an odd positive integer, with ℓ coprime to 3 if the root system Φ of g is of type G2. Let
ζ ∈ C be a primitive ℓ-th root of unity. Set A = Z[q, q−1]. Then the field C is naturally an A-module
under the specialization q 7→ ζ. There exist two A-forms in Uq, the Lusztig divided power integral
form UA (defined in [Lus, §1.3]), and the De Concini–Kac integral form UA (defined in [DCK, §1.5]).
Set UC = UA⊗AC, and define Uζ = Uζ(g) to be the quotient of UC by the two-sided ideal generated
by the set {Kℓα ⊗ 1− 1⊗ 1 : α ∈ ∆} ⊂ UC, i.e.,
Uζ = Uζ(g) = UC/〈K
ℓ
α ⊗ 1− 1⊗ 1 : α ∈ ∆〉.
Similarly, set UC = UA⊗A C, and define Uζ = Uζ(g) to be the quotient of UC by the two sided ideal
generated by the set {Kℓα ⊗ 1− 1⊗ 1 : α ∈ ∆} ⊂ UC.
By abuse of notation, we denote from now on the generators for Uq as well as their images in
Uζ and Uζ by the same symbols. We follow the usual convention (cf. [Lus, §1.4]) of writing the
superscripts +, −, and 0 to denote the positive, negative, and toral subalgebras of Uq, Uζ , and Uζ .
The Borel subalgebras of Uζ and Uζ are then defined by Uζ(b) = U
+
ζ U
0
ζ and Uζ(b) = U
+
ζ U
0
ζ . We
also set Uζ(u) = U
+
ζ . For J ⊆ ∆, there also exist subalgebras of Uζ and Uζ corresponding to the
Lie algebras pJ , uJ , and lJ = Lie(LJ ); see [BNPP, §2.5].
The elements {Eα, Fα,Kα : α ∈ ∆} ⊂ Uζ generate a finite-dimensional Hopf-subalgebra of Uζ ,
called the small quantum group and denoted uζ = uζ(g). Set uζ(u) = u
+
ζ , and write uζ(b) = u
+
ζ u
0
ζ
for the Borel subalgebra of uζ(g). For each positive root γ ∈ Φ
+, there exist root vectors Eγ ∈ U
+
q
and Fγ ∈ U−q , defined in terms of certain braid group operators on Uq. Let Z be the subalgebra
of Uζ generated by the set {E
ℓ
γ , F
ℓ
γ : γ ∈ Φ
+} ⊂ Uζ . Then Z is a central polynomial subalgebra
of Uζ , and Uζ is free and finitely-generated over Z [DCK, §3.1, 3.3]. The inclusion of A-forms
3Kumar, Lauritzen, and Thomsen choose their Borel subgroup to correspond to the negative roots, while we have
chosen ours to correspond to the positive roots; this is why we checked, for example, that w−1σ ∈ −X+ rather than
w−1σ ∈ X+.
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UA → UA induces algebra isomorphisms Uζ//Z ∼= uζ and Uζ(b)//Z
+ ∼= uζ(b).
4 The quotient map
Uζ(b)→ uζ(b) restricts to an isomorphism U
0
ζ
∼= u0ζ .
Lemma 5.1.1. The coproduct ∆ of Uζ satisfies, for all γ ∈ Φ
+,
∆(Eℓγ) = E
ℓ
γ ⊗ 1 + 1⊗ E
ℓ
γ and
∆(F ℓγ) = F
ℓ
γ ⊗ 1 + 1⊗ F
ℓ
γ .
In particular, the subalgebras Z and Z+ of Uζ are bialgebras.
Proof. Let ZC be the subalgebra of UC generated by {E
ℓ
γ , F
ℓ
γ ,K
±ℓ
α : γ ∈ Φ
+, α ∈ ∆}. For α ∈ ∆,
we have ∆(Kℓα) = K
ℓ
α ⊗K
ℓ
α. If γ ∈ Φ
+ is a simple root, then also
∆(Eℓγ) = E
ℓ
γ ⊗ 1 +K
ℓ
γ ⊗ E
ℓ
γ and(5.1.1)
∆(F ℓγ ) = F
ℓ
γ ⊗K
−ℓ
γ + 1⊗ F
ℓ
γ(5.1.2)
in UC by [Jan1, 4.9(4)]. The subalgebra ZC of UC is stable under the braid group automorphisms of
UC by [DCK, Proposition 3.3], so the identities (5.1.1) and (5.1.2) follow for arbitrary γ ∈ Φ
+ from
[AJS, Proposition C.5(2)]. Thus, ZC and Z
+
C
are sub-bialgebras of UC. The lemma now follows
because Z and Z+ are the images of ZC and Z
+
C
in Uζ . 
Let U(g) be the universal enveloping algebra for g, and let Fζ : Uζ → U(g) be the quantum
Frobenius morphism defined by Lusztig in [Lus, §8]. Then Fζ induces the Hopf-algebra isomorphism
Uζ//uζ ∼= U(g). Similarly, let U(b) be the universal enveloping algebra for b. Then Fζ restricts to
a map Uζ(b)→ U(b), and induces the isomorphism Uζ(b)//uζ(b) ∼= U(b). Given a left U(g)- (resp.
U(b))-module M , write M (1) for M considered as a Uζ- (resp. Uζ(b))-module via Fζ .
Given λ ∈ X+, let Lζ(λ) be the irreducible integrable Uζ-module (i.e., the irreducible type-
1 integrable UC-module) of highest weight λ. Similarly, given λ ∈ X
+
J , let L
ζ
J(λ) be the simple
integrable Uζ(lJ )-module of highest weight λ. Define the fundamental alcove CZ for Uζ by replacing
p by ℓ in the definition for CZ given in Section 1.3.
The small quantum torus u0ζ ⊂ uζ(g) is a semisimple algebra, isomorphic to the group ring
over C for the finite group (Z/ℓZ)n. The set Xℓ of ℓ-restricted dominant weights is defined by
Xℓ = {µ ∈ X
+ : (µ, α∨) < ℓ for all α ∈ ∆}. The irreducible u0ζ-modules are parametrized by the
set X/ℓX. Equivalently, the irreducible u0ζ-modules are parametrized by the set Xℓ, which forms a
set of coset representatives for ℓX in X.
5.2. Weight space decomposition. Let λ ∈ X+. Then Lζ(λ) is by restriction a uζ(b)-module.
Since uζ(b) is flat as a right uζ(u)-module, and since uζ(u) is normal in uζ(b) with quotient
uζ(b)//uζ(u) ∼= u
0
ζ , the cohomology space H
•(uζ(u), L
ζ(λ)) is naturally a graded left u0ζ-module. In
this section we describe the u0ζ-weight space decomposition of H
•(uζ(u), L
ζ(λ)).
Lemma 5.2.1. Let λ ∈ X+ and µ ∈ X. Then Homu0
ζ
(µ,H•(uζ(u), L
ζ(λ))) = 0 unless µ = w ·λ+ℓσ
for some w ∈W and some σ ∈ X.
Proof. The subalgebra uζ(u) acts trivially on the one-dimensional uζ(b)-module −µ, so we get
Homu0
ζ
(µ,H•(uζ(u), L
ζ(λ))) ∼= Homu0
ζ
(k,H•(uζ(u), L
ζ(λ))⊗−µ)
∼= Homu0
ζ
(k,H•(uζ(u), L
ζ(λ)⊗−µ))
∼= H•(uζ(b), L
ζ(λ)⊗−µ)
4Let A be an augmented k-algebra, and let B be a subalgebra of A. Let B+ denote the augmentation ideal of B.
We say that B is normal in A if AB+ = B+A. In this case, we write A//B for the quotient A/(AB+). In particular,
we use this notation even if A and B are not Hopf algebras.
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The last isomorphism follows by applying the LHS spectral sequence for the algebra uζ(b) and
its normal subalgebra uζ(u), and by using the fact that u
0
ζ is a semisimple algebra. Now given a
uζ(b)-module M , let Z
′(M) := uζ(g) ⊗uζ(b) M be the module obtained via tensor induction from
uζ(b) to uζ(g). Then
H•(uζ(b), L
ζ(λ)⊗−µ) ∼= Ext•uζ(b)(µ,L
ζ(λ)) ∼= Ext•uζ(g)(Z
′(µ), Lζ(λ)).
By the Linkage Principle for uζ(g), the last Ext-group is zero unless µ = w ·λ+ ℓσ for some w ∈W
and some σ ∈ X. 
Lemma 5.2.2. Let λ ∈ CZ. Assume that ℓ is odd, that ℓ is coprime to n+1 if Φ is of type An, and
that ℓ is coprime to 3 if Φ is of type E6 or G2. Suppose w1 · λ = w2 · λ+ ℓσ for some w1, w2 ∈ W
and some σ ∈ X. Then σ = 0 and w1 = w2.
Proof. Suppose w1 · λ = w2 · λ+ ℓσ. Then
(λ+ ρ)− w−11 w2(λ+ ρ) = ℓ(w
−1
1 σ).
Since λ + ρ is a strongly dominant weight, the left-hand side of the above equation is a sum of
positive roots by [Hum, Lemma 13.2A]. In particular, ℓ(w−11 σ) ∈ ZΦ. By assumption, ℓ does not
divide the order of the finite group X/(ZΦ), so w−11 σ ∈ ZΦ, and hence σ ∈ ZΦ. Then σ = 0 by
Lemma 2.1.2 (the lemma remains true if the prime p is replaced by an arbitrary integer), and hence
w1 = w2 by Lemma 2.1.1. 
Remark 5.2.3. If λ = 0, then the conclusion to Lemma 5.2.2 also holds if ℓ is odd, if ℓ > h, and if
ℓ is coprime to 3 if Φ is of type G2; for details see the argument in the proof of [GK, Theorem 2.5].
Corollary 5.2.4. Let λ ∈ CZ. Assume that ℓ is odd, that ℓ is coprime to n+ 1 if Φ has type An,
and that ℓ is coprime to 3 if Φ has type E6 or G2. Then
H•(uζ(u), L
ζ(λ)) ∼=
⊕
w∈W
Homu0
ζ
(w · λ,H•(uζ(u), L
ζ(λ))).
Proof. The graded u0ζ-module H
•(uζ(u), L
ζ(λ)) decomposes as a direct sum of simple u0ζ-modules.
By a slight abuse of notation, we write this decomposition as
H•(uζ(u), L
ζ(λ)) ∼=
⊕
µ∈X/ℓX
Homu0
ζ
(µ,H•(uζ(u), L
ζ(λ))).
By Lemma 5.2.1, the only non-zero summands are those for which µ ≡ w · λ mod ℓX for some
w ∈W , and by Lemma 5.2.2, the weights w · λ for w ∈W are all incongruent modulo ℓX. 
Remark 5.2.5. Using Remark 5.2.3, the corollary also holds if λ = 0, if ℓ is odd, if ℓ > h, and if ℓ
is coprime to 3 if Φ is of type G2.
5.3. Kostant’s theorem for quantum groups. Let λ ∈ CZ. The cohomology calculations of
Sections 3 and 4 were critically dependent on Kostant’s explicit formula for the B-module structure
of the ordinary Lie algebra cohomology H•(u, L(λ)). Equivalently, Kostant’s formula computes the
Dist(B)-module structure of H•(U(u), L(λ)), where U(u) is the universal enveloping algebra for u.
In the root-of-unity quantum setting, the correct analogs for Dist(B) and U(u) are Uζ(b) and
Uζ(u), respectively. Just as we needed an explicit description for the Dist(B)-module structure
on H•(U(u), L(λ)) to compute H•(U1, L(λ)), so too will we need an explicit description of the
Uζ(b)-module structure on H
•(Uζ(u), L
ζ(λ)) to compute H•(uζ(u), L
ζ(λ)). More generally, one can
compute the Uζ(lJ)-module structure of the cohomology space H
•(Uζ(uJ), L
ζ(λ)). This is essentially
done already in [UGA2, §6], though the setup there is not quite the same as what we need here (in
[UGA2], the cohomology space H•(Uζ(uJ), L
ζ(λ)) is computed as a Uζ(lJ )-module instead of as a
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Uζ(lJ)-module). In this section we make some brief remarks to explain how the results of [UGA2,
§6] can be modified to suit our needs.
Let λ ∈ X+. Then the simple integrable Uζ-module L
ζ(λ) is made a Uζ-module via the quotient
Uζ ։ uζ and the inclusion uζ →֒ Uζ . By restriction, L
ζ(λ) is a module for the algebras Uζ(lJ ) ⊂ Uζ
and Uζ(uJ) ⊂ Uζ . The right adjoint action of Uq on itself induces a right action of Uζ(pJ) on Uζ(uJ )
[BNPP, §2.7]. Then by [Dru2, Theorem 4.3.1], the cohomology space H•(Uζ(uJ), L
ζ(λ)) is naturally
a graded left Uζ(pJ )-module, and H
•(Uζ(uJ),C) is a graded Uζ(pJ)-module algebra. By restriction,
H•(Uζ(uJ), L
ζ(λ)) and H•(Uζ(uJ),C) are modules for the Levi subalgebra Uζ(lJ ) ⊂ Uζ(pJ ).
The Uζ(lJ )-module structure on H
•(Uζ(uJ), L
ζ(λ)) can be computed using the same arguments as
in [UGA2, §6], once two important changes are made. First, the algebra Uζ(lJ ) should be replaced
by the algebra Uζ(lJ ). Second, the algebra K defined in [UGA2, §6.2] should be replaced by the
algebra U0ζ . Then the subalgebra U
0
ζ uζ(lJ ) of Uζ generated by Uζ and uζ(lJ) is the correct quantum
analog of the group scheme (LJ)1T . With these modifications, the main result of [UGA2, §6.4]
may be stated as follows:
Theorem 5.3.1. (cf. [UGA2, Theorem 6.4.1]) Let λ ∈ CZ. Assume that ℓ is odd, that ℓ is coprime
to 3 if Φ has type G2, and that ℓ ≥ h − 1. Then for each n ∈ N, there exists a Uζ(lJ )-module
isomorphism
Hn(Uζ(uJ), L
ζ(λ)) ∼=
⊕
w∈JW
ℓ(w)=n
LζJ(w · λ).
5.4. The ring structure of H•(Uζ(u),C). In this section we provide a semi-explicit description for
the ring structure on H•(Uζ(u),C). The description is similar to that for H
•(u,C) given in Remark
2.3.3, though significantly more work is required to obtain the ring structure in the quantum setting
because of the lack of an explicit projective resolution for Uζ(u).
Let {γ1, . . . , γN} be an enumeration of Φ
+ as in [DCP, §9.3], and let Eγ1 , . . . , EγN ∈ Uζ(u) be the
corresponding positive root vectors. Set Λ = NN+1, viewed as a totally ordered semigroup via the
reverse lexicographic order. Then by [DCP, Theorem 9.3 and §10.1], there exists a multiplicative
Λ-filtration on Uζ(u) such that the associated graded algebra gr
Λ Uζ(u) is generated by the symbols
{Eγ1 , . . . , EγN } subject to the relations
EγiEγj = ζ
(γi,γj)EγjEγi if 1 ≤ i < j ≤ N .
Alternately, by [DCP, Remark 10.1], there exists a sequence of algebras U (−1), U (0), U (1), . . . , U (N)
such that
(1) U (−1) = Uζ(u);
(2) For 0 ≤ i ≤ N , U (i−1) admits a multiplicative N-filtration;
(3) For 1 ≤ i ≤ N , U (i) is the associated graded algebra of U (i−1); and
(4) U (N) ∼= grΛ Uζ(u).
It follows that for each 1 ≤ i ≤ N , there exists a spectral sequence of algebras satisfying
(5.4.1) Ep,q1 = H
p+q(U (i),C)(p) ⇒ H
p+q(U (i−1),C),
where the subscript on the E1-term denotes the internal grading on H
•(U (i),C) arising from the
N-grading on U (i). The right adjoint action of U0ζ on Uζ(u) passes to an action of U
0
ζ on each U
(i),
so (5.4.1) is also a spectral sequence of U0ζ -module algebras.
By [GK, Proposition 2.1], the cohomology ring H•(U (N),C) is isomorphic to the graded ring Λ•ζ
generated by the symbols {xγ1 , . . . , xγN } (each of graded degree one), subject to the relations
xγixγj + ζ
−(γi,γj)xγjxγi = 0 if 1 ≤ i < j ≤ N , and
x2γi = 0 for all 1 ≤ i ≤ N .
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The U0ζ -module structure on Λ
•
ζ is obtained by assigning xγi to have weight −γi, so there exists an
equality of formal characters chΛ•ζ = chΛ
•(u∗). In particular, for each w ∈ W , the (w · 0)-weight
space of Λ•ζ (and hence also of H
•(U (i),C) for each −1 ≤ i ≤ N) is one-dimensional.
Given w ∈W with Φ(w) = {β1, . . . , βn} ordered as in Remark 2.3.3, set fΦ(w) = xβ1 · · · xβn ∈ Λ
•
ζ .
Since H•(Uζ(u),C) is spanned by weight vectors of weights w · 0 with w ∈ W (by Theorem 5.3.1),
and since for each w ∈W the (w ·0)-weight space of Λ•ζ is one-dimensional, the (image of the) vector
fΦ(w) must for all 1 ≤ i ≤ N be a permanent cycle in the spectral sequence (5.4.1), and (the image
of) the set {fΦ(w) : w ∈W} must form a basis for H
•(Uζ(u),C). Finally, the uni-dimensionality of
the (w ·0)-weight spaces in Λ•ζ implies that the cup product between weight vectors in H
•(Uζ(u),C)
is induced by the multiplication in Λ•ζ .
5
5.5. Weight space structure. Now we look at the structure of the u0ζ-weight space
Homu0
ζ
(w · λ,H•(uζ(u), L
ζ(λ))) ∼= H•(uζ(b), L
ζ(λ)⊗−w · λ)
as a left module for H•(uζ(b),C) under the cup product. Note that uζ(u) is a left coideal subalgebra
in uζ(b) (i.e., the coproduct ∆ on uζ(b) satisfies ∆(uζ(u)) ⊂ uζ(b) ⊗ uζ(u)), so it makes sense to
consider the left cup product action
∪ : H•(uζ(b),C)⊗H
•(uζ(u), L
ζ(λ)⊗−w · λ)→ H•(uζ(u), L
ζ(λ)⊗−w · λ).
Let {xγ1 , . . . , xγN } ⊂ u and {fγ1 , . . . , fγN } ⊂ u
∗ be dual bases for u and u∗ as in Remark 2.3.3.
For 0 ≤ i ≤ N , let Ri ⊂ u
∗ be the span of the set {fγ1 , . . . , fγi}. Then S
•(RN ) ∼= S
•(u∗). Let
Zi be the subalgebra of Uζ(b) generated by the set {E
ℓ
γ1 , . . . , E
ℓ
γi}. Then Zi is normal in Uζ(b)
because the generators for Z are central in Uζ . Set Ai = Uζ(b)//Zi. Then A0 = Uζ(b) and
AN = Uζ(b)//Z
+ ∼= uζ(b). Let Bi ⊂ Ai−1 be the (normal) subalgebra generated by E
ℓ
γi . Then
Ai−1//Bi ∼= Ai. Moreover, it follows from the description of the coproduct in Lemma 5.1.1 that
the algebras Ai and Bi inherit bialgebra structures from Uζ(b).
Proposition 5.5.1. Assume that ℓ is odd, that ℓ > h, and that ℓ is coprime to 3 if Φ is of type
G2. Then for all 0 ≤ i ≤ N , H
odd(Ai,C) = 0 and H
2•(Ai,C) ∼= S
•(Ri)
(1) as U0ζ -module algebras.
Now let λ ∈ CZ and w ∈ W , and suppose that also ℓ is coprime to n + 1 if Φ is of type An, and
that ℓ is coprime to 3 if Φ is of type E6. Then the space H
•(Ai, L
ζ(λ) ⊗ −w · λ) is free as a left
H•(Ai,C)-module under the cup product, generated by a vector in degree ℓ(w) of U
0
ζ -weight zero.
Proof. The proof is by induction on i. For i = 0, we have, as in the proof of Lemma 5.2.1,
H•(Uζ(b), L
ζ(λ)⊗−w · λ) ∼= (H•(Uζ(u), L
ζ(λ))⊗−w · λ)u
0
ζ .
By Theorem 5.3.1, H•(Uζ(u), L
ζ(λ)) decomposes as a direct sum of one-dimensional U0ζ -modules
H•(Uζ(u), L
ζ(λ)) ∼=
⊕
w′∈W
Cw′·λ,
with the summand Cw′·λ appearing in degree ℓ(w
′). Since the w′ · λ are all distinct as weights for
u0ζ by Lemma 5.2.2 (cf. also Remark 5.2.3), we get
H•(Uζ(b), L
ζ(λ)⊗−w · λ) = Hℓ(w)(Uζ(b), L
ζ(λ)⊗−w · λ) ∼= C.
In particular, if λ = 0 and w = 1, then Lζ(λ) ⊗ −w · λ = C, and we get H•(Uζ(b),C) ∼= C. This
establishes the induction hypothesis.
5In a spectral sequence of algebras, the product on the E∞-page will determine the product on the abutment up
to terms in lower filtered degree. In our situation, the product also respects weight spaces, and the unidimensionality
of certain weight spaces implies that there are no vectors of the correct weight in lower filtered degree.
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Now let 0 < i ≤ N , and assume that the proposition is true for i− 1. Set V = Lζ(λ)⊗ −w · λ.
Since Ai−1 is free over its central subalgebra Bi, we can consider the pair of LHS spectral sequences
Ea,b2 (C) = H
a(Ai−1//Bi,H
b(Bi,C))⇒ H
a+b(Ai−1,C), and(5.5.1)
Ea,b2 (V ) = H
a(Ai−1//Bi,H
b(Bi, V ))⇒ H
a+b(Ai−1, V ).(5.5.2)
Because Bi ⊂ Ai−1 are bialgebras, (5.5.1) is a spectral sequence of algebras, and (5.5.2) is a module
over (5.5.1). The algebra Bi acts trivially on V , so H
•(Bi, V ) ∼= V ⊗ H
•(Bi,C) as an Ai−1//Bi-
module. Moreoever, since Bi is central in Ai−1, the action of Ai−1//Bi ∼= Ai on H
•(Bi,C) is trivial
by [GK, Lemma 5.2.2]. Then the spectral sequences can be rewritten as
Ea,b2 (C) = H
b(Bi,C)⊗H
a(Ai,C)⇒ H
a+b(Ai−1,C), and(5.5.3)
Ea,b2 (V ) = H
b(Bi,C)⊗H
a(Ai, V )⇒ H
a+b(Ai−1, V ).(5.5.4)
The identification between the E2-pages of (5.5.1) and (5.5.3) is an isomorphism of graded-com-
mutative algebras.
From now on, write Ea,b2 to denote generically a term in the E2-page of either (5.5.3) or (5.5.4).
Since Bi is a polynomial algebra on a generator of weight ℓγi for U
0
ζ , H
•(Bi,C) is an exterior
algebra on the one-dimensional vector space Ci of weight −ℓγi, i.e., H
•(Bi,C) ∼= Λ
•(Ci). Then
Ea,12
∼= Ci ⊗ E
a,0
2 , E
a,b
2 = 0 for all b ≥ 2, and the only possible non-zero differentials have the form
d2 : E
a,1
2 → E
a+2,0
2 . Furthermore, arguing exactly as in [BNPP, §5.3], one can use the induction
hypothesis to show that Ea,02 = 0 for a < ℓ(w), that E
ℓ(w),0
2
∼= C, that E
ℓ(w)+a,0
2 = 0 for all odd a,
and that d2 : E
ℓ(w)+a,1
2 → E
ℓ(w)+a+2,0
2 is injective for all even a (taking w = 1 for (5.5.3)). These
observations imply that Ea,b∞ = 0 if b ≥ 1, and hence that the edge maps H
•(Ai,C)→ H
•(Ai−1,C)
and H•(Ai, V )→ H
•(Ai−1, V ) of (5.5.3) and (5.5.4) are surjective.
Fix 0 6= v ∈ Ci, and set zi = d2(v) ∈ H
2(Ai,C). The vector zi is central in H
•(Ai,C), because
the cohomology ring of a bialgebra is always graded-commutative. Now fix elements z1, . . . , zi−1 ∈
H2(Ai,C) of weights −ℓγ1, . . . ,−ℓγi−1 lifting the polynomial generators for H
•(Ai−1,C). For r ≥
0, let Sri ⊆ H
2r(Ai,C) be the subspace spanned by all homogenous degree-r monomials in the
elements z1, . . . , zi. Then S
r
i is a quotient of the space S
r(Ri) defined prior to the statement of
the theorem, with the quotient map Sr(Ri) → S
r
i defined by fj 7→ zj. Moreover, there exists a
natural multiplication map Sr(Ri) ⊗ H
ℓ(w)(Ai, V ) → H
ℓ(w)+2r(Ai, V ) induced by the composition
of the quotient map Sr(Ri)→ S
r
i with the natural action of S
r
i ⊆ H
2r(Ai,C) on H
ℓ(w)(Ai, V ).
We claim that the multiplication map Sr(Ri) ⊗ H
ℓ(w)(Ai, V ) → H
ℓ(w)+2r(Ai, V ) is a bijection.
Indeed, taking λ = 0 and w = 1, then the claim is equivalent to showing for all r ≥ 0 that
Sr(Ri) ∼= H
2r(Ai,C), and hence that H
•(Ai,C) is a polynomial algebra generated by the elements
{z1, . . . , zi}. Then taking arbitrary λ ∈ CZ and w ∈ W , the claim implies that H
•(Ai, V ) is
generated freely as a H•(Ai,C)-module over the one-dimensional space H
ℓ(w)(Ai, V ).
We proceed to prove the claim. For r = 0 the claim is true by the observation E
ℓ(w),0
2
∼= C, so
let r ≥ 1 and assume that the claim is true for r − 1. Then there exists a short exact sequence
0 −→ E
ℓ(w)+2(r−1),1
2
d2−→ E
ℓ(w)+2r,0
2 −→ E
ℓ(w)+2r,0
∞ −→ 0,
which may be rewritten as
(5.5.5) 0 −→ Ci ⊗H
ℓ(w)+2(r−1)(Ai, V )
d2−→ Hℓ(w)+2r(Ai, V ) −→ H
ℓ(w)+2r(Ai−1, V ) −→ 0.
By induction on i and r, the natural multiplication maps induce isomorphisms
Sr−1(Ri)⊗H
ℓ(w)(Ai, V ) ∼= H
ℓ(w)+2(r−1)(Ai, V ) and
Sr(Ri−1)⊗H
ℓ(w)(Ai−1, V ) ∼= H
ℓ(w)+2r(Ai−1, V ).
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Moreover, since (5.5.4) is a module over (5.5.3), there exists a commutative diagram
Sr(Ri−1)⊗H
ℓ(w)(Ai, V )
//
∼

Hℓ(w)+2r(Ai, V )

Sr(Ri−1)⊗H
ℓ(w)(Ai−1, V )
∼
// Hℓ(w)+2r(Ai−1, V )
where the vertical maps are induced by the edge maps of (5.5.4), and the horizontal maps are the
natural multiplication maps. The left-hand vertical map in the diagram is an isomorphism because
the edge map E
ℓ(w),0
2 → E
ℓ(w),0
∞ is surjective and both spaces are one-dimensional. Also using
the fact that (5.5.3) is a spectral sequence of algebras and that (5.5.4) is a module over (5.5.3),
we see that the differential d2 : Ci ⊗ E
a,0
2 → E
a+2,0
2 is just multplication on E
a+2,0
2 by fi. Com-
bining the above observations, we conclude that the multiplication map Sr(Ri) ⊗ H
ℓ(w)(Ai, V ) →
Hℓ(w)+2r(Ai, V ) is surjective, and also injective by dimension count, and hence an isomorphism. 
Corollary 5.5.2. Assume that ℓ is odd, that ℓ > h, and that ℓ is coprime to 3 if Φ has type G2.
Then Hodd(uζ(b),C) = 0 and H
2•(uζ(b),C) ∼= S
•(u∗)(1) as U0ζ -module algebras. Now let λ ∈ CZ
and w ∈ W , and suppose that also ℓ is coprime to n+ 1 if Φ is of type An, and that ℓ is coprime
to 3 if Φ is of type E6. Then H
•(uζ(b), L
ζ(λ)⊗−w · λ) is free as a left H•(uζ(b),C)-module under
the cup product, generated by a vector in degree ℓ(w) of weight zero for U0ζ .
Proof. This is the case i = N of the proposition. 
5.6. Cohomology for the nilpotent small quantum group. Now we are ready to compute
the structure of the cohomology space H•(uζ(u), L
ζ(λ)).
Theorem 5.6.1. Assume that ℓ is odd, that ℓ > h, that ℓ is coprime to n + 1 if Φ has type An,
and that ℓ is coprime to 3 if Φ has type E6 or G2. Let λ ∈ CZ and w ∈ W . Then there exists an
isomorphism of left U0ζ -modules and of left H
•(uζ(b),C)-modules
(5.6.1) H•(uζ(u), L
ζ(λ)) ∼= H•(uζ(b),C)⊗H
•(Uζ(u), L
ζ(λ)),
with H•(uζ(b),C) acting via the cup product on H
•(uζ(u), L
ζ(λ)), and via left multiplication on
H•(uζ(b),C)⊗H
•(Uζ(u), L
ζ(λ)).
Proof. The theorem follows by applying Corollaries 5.2.4 and 5.5.2. 
The right adjoint action of Uζ(b) on itself stabilizes the subspace uζ(u) [BNPP, §2.7]. By [Dru2,
Theorem 4.3.1], this induces a left action of Uζ(b) on the cohomology space H
•(uζ(u), L
ζ(λ)).
Theorem 5.6.2. The isomorphism (5.6.1) is an isomorphism of left Uζ(b)-modules.
Proof. The subalgebra uζ(u) ⊂ Uζ(b) acts trivially on H
•(uζ(u), L
ζ(λ)), while the root vectors
{E
(nℓ)
γ : γ ∈ Φ+, n ≥ 1} all commute with the subalgebra u0ζ ⊂ Uζ(b). It follows then that the
action of Uζ(b) on H
•(uζ(u), L
ζ(λ)) leaves stable the u0ζ-weight spaces, so it suffices to show for
each w ∈W that the U0ζ -module isomorphism
Homu0
ζ
(w · λ,H•(uζ(u), L
ζ(λ))) ∼= H•(uζ(b), L
ζ(λ)⊗−w · λ) ∼= H•−ℓ(w)(uζ(b),C)
is an isomorphism of Uζ(b)-modules.
Set V = Lζ(λ)⊗−w · λ. The theorem now follows from two observations. First, Hℓ(w)(uζ(b), V )
is by Corollary 5.5.2 a one-dimensional Uζ(b)-module of U
0
ζ -weight zero, that is, is isomorphic to
the trivial module for Uζ(b). Second, the cup product
(5.6.2) ∪ : Hℓ(w)(uζ(b), V )⊗H
•(uζ(b),C)→ H
•+ℓ(w)(uζ(b), V )
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is a homomorphism of Uζ(b)-modules. To see this, use the definition for the adjoint actions of Uζ(b)
on H•(uζ(b),C) and H
•(uζ(b), V ) given in [Dru2, (4.3.1)], together with the explicit description for
the cup product at the level of cocycles given in [Dru1, (5.3)]. But the cup product in (5.6.2) is
equivalent to the cup product
∪ : H•(uζ(b),C)⊗H
ℓ(w)(uζ(b), V )→ H
•+ℓ(w)(uζ(b), V )
by [ML, VIII.4], which is an isomorphism by Corollary 5.5.2. 
5.7. Ring structure. Though uζ(u) is not a Hopf algebra, H
•(uζ(u),C) = Ext
•
uζ(u)
(C,C) is still a
ring under the Yoneda composition of extensions.
Theorem 5.7.1. Assume that ℓ is odd, that ℓ > 2(h− 1), that ℓ is coprime to n+1 if Φ is of type
An, and that ℓ is coprime to 3 if Φ is of type E6 or G2. Then there exists a graded ring isomorphism
H•(uζ(u),C) ∼= H
•(uζ(b),C)⊗H
•(Uζ(u),C).
Proof. By Theorem 5.6.1, there exists an isomorphism of U0ζ - and H
•(uζ(b),C)-modules
(5.7.1) H•(uζ(u),C) ∼= H
•(uζ(b),C)⊗H
•(Uζ(u),C),
Also, H•(uζ(b),C) ∼= S
•/2(u∗)(1) as U0ζ -modules by Corollary 5.5.2. Consider the LHS spectral
sequence of U0ζ -modules:
Ea,b2 = H
a(Uζ(u)//Z
+,Hb(Z+,C))⇒ Ha+b(Uζ(u),C).
Since Z+ is central in Uζ(u) and Uζ(u)//Z
+ ∼= uζ(u), the spectral sequence may be rewritten as
(5.7.2) Ea,b2 = H
b(Z+,C)⊗Ha(uζ(u),C)⇒ H
a+b(Uζ(u),C).
Moreoever, H•(Z+,C) ∼= Λ•(u∗)(1) as a U0ζ -module. We claim that the edge map H
•(uζ(u),C) →
H•(Uζ(u),C) of (5.7.2) is surjective. Indeed, by [UGA2, Theorem 6.4.1], H
•(Uζ(u),C) decomposes
as a direct sum of one-dimensional U0ζ -modules, H
•(Uζ(u),C) ∼=
⊕
w∈W Cw·0. Fix w ∈ W , and
suppose w ·0 occurs as a weight of U0ζ in E
a,b
2 . Then by (5.7.1) and (5.7.2), w ·0 = w
′ ·0+ ℓ(σ1+σ2)
for some w′ ∈ W and some weights σ1 of Λ
•(u∗) and σ2 of S
•(u∗). In particular, σ1, σ2 ∈ NΦ
−.
Then Lemma 5.2.2 implies that σ1 + σ2 = 0, and hence that σ1 = σ2 = 0. This is only possible if
b = 0, so it follows that the edge map H•(uζ(u),C) → H
•(Uζ(u),C) is surjective, and that under
the U0ζ -module isomorphism of (5.7.1), the horizontal edge map in (5.7.2) is the projection onto
the subspace
1⊗H•(Uζ(u),C) ⊂ H
•(uζ(b),C)⊗H
•(Uζ(u),C).
Now let B ⊂ H•(uζ(u),C) be the U
0
ζ -submodule corresponding to the subspace 1⊗H
•(Uζ(u),C)
under the isomorphism (5.7.1). Considering the weights of B and arguing as in the proof of Theorem
3.1.1, we see that B is in fact a subalgebra of H•(uζ(u),C). (In particular, Lemma 2.1.4 remains
valid with the same proof if ℓ is substituted for p.) Since the edge map H•(uζ(u),C)→ H
•(Uζ(u),C)
maps B isomorphically onto H•(Uζ(u),C), we conclude that B ∼= H
•(Uζ(u),C) as algebras.
Recall that H•(uζ(b),C) identifies with the subalgebra H
•(uζ(u),C)
u0
ζ of H•(uζ(u),C). The inclu-
sion H•(uζ(b),C) →֒ H
•(uζ(u),C) is just the restriction map in cohomology. Then from (5.7.1) we
see that H•(uζ(u),C) is generated as an algebra by B together with H
•(uζ(b),C). Finally, it follows
from [ML, VIII.4] and the fact that Hodd(uζ(b),C) = 0 that H
•(uζ(b),C) is a central subalgebra of
H•(uζ(u),C). We conclude that multiplication in H
•(uζ(u),C) induces an isomorphism of algebras
H•(uζ(b),C)⊗H
•(Uζ(u),C) ∼= H
•(uζ(u),C)
u0
ζ ⊗ B
∼
−→ H•(uζ(u),C). 
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5.8. Parabolic computations. For completeness, we now state the quantum analog of the par-
abolic computations in Section 4. Before stating the main result, we point out that the coho-
mology space H•(uζ(pJ ), L
ζ(λ)) is naturally a rational Dist(PJ )-module (equivalently, a rational
PJ -module). The Dist(PJ )-module structure arises as follows. First, the right adjoint action of
Uζ(pJ ) on itself stabilizes the subalgebra uζ(pJ) ⊂ Uζ(pJ ). This gives rise to a natural action of
Uζ(pJ ) on H
•(uζ(pJ ), L
ζ(λ)), which factors through the quotient Dist(PJ ) ∼= Uζ(pJ )//uζ(pJ ).
Theorem 5.8.1. Assume that ℓ is odd, that ℓ is coprime to n+ 1 if Φ has type An, and that ℓ is
coprime to 3 if Φ has type E6 or G2. Let λ ∈ X
+ ∩CZ (so ℓ > h), and let J ⊆ ∆.
(a) If H•(uζ(pJ ), L
ζ(λ)) = 0 unless λ is weakly ℓ-linked to zero.
(b) If λ = w · 0 + ℓσ for some w ∈W and σ ∈ X, then λ = 0 or σ is minuscule.
(c) Suppose λ = w · 0 + ℓσ. Then there exists a PJ -module isomorphism
Hj(uζ(pJ ), L
ζ(λ)) ∼=
{
indPJB [S
j−ℓ(w)
2 (u∗)⊗ w−1σ] if j ≡ l(w) mod 2,
0 otherwise.
Proof. The proof is analogous to that given for Theorem 4.2.1, so the details are omitted. 
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