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En este trabajo se hace una revisión de los modelos de series temporales con memoria larga 
para la media y la varianza condicionada, con especial atención a los modelos ARMA 
fraccionalmente integrados (ARFIMA) y a los modelos GARCH y SV fraccionalmente 
integrados. Se estudian sus propiedades más importantes y se discute su aplicación en la 
modelización de series económicas y financieras. También se describen los principales 
métodos de estimación propuestos para estos modelos y se revisan algunos contrastes para 
detectar la presencia de memoria larga. Finalmente, se revisan los principales resultados sobre 
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1. INTRODUCCIÓN 
La propiedad de memoria larga suele relacionarse con la persistencia que 
muestran las autocorrelaciones muestrales de ciertas series temporales estacionarias, que 
decrecen a un ritmo muy lento, pero finalmente convergen hacia cero, indicando que las 
innovaciones de dichas series tienen efectos transitorios pero perduran durante mucho 
tiempo. Este comportamiento no es compatible ni con los modelos estacionarios que 
imponen un decrecimiento exponencial en las autocorrelaciones y, por lo tanto, en los 
efectos de las innovaciones, ni con el grado extremo de persistencia de los modelos 
integrados no estacionarios en los que las innovaciones tienen efectos permanentes. 
La evidencia empírica sobre memoria larga se remonta a Hurst (1951) en el 
campo de la hidrología. Sin embargo, el interés por los modelos con memoria larga para 
series económicas surge a partir de los trabajos de Granger (1980) y Granger y Joyeux 
(1980), quienes observan que muchas de dichas series son aparentemente no 
estacionarias en media, y sin embargo, las series diferenciadas suelen presentar claros 
indicios de sobrediferenciación. Por lo tanto, para modelizar este tipo de series, la 
diferenciación parece “excesiva” pero la no diferenciación tampoco es adecuada. Para 
cubrir este vacío entre los casos extremos de modelos ARIMA con raíces unitarias, 
típicamente utilizados para modelizar series no estacionarias cuyo nivel evoluciona 
temporalmente, y modelos ARMA estacionarios donde el nivel medio es constante y la 
serie vuelve relativamente rápido a dicho nivel, Granger (1980), Granger y Joyeux 
(1980) y Hosking (1981) proponen una clase de procesos intermedios en los que el 
orden de integración sea fraccional. Se trata de los procesos ARMA fraccionalmente 
integrados, ARFIMA(p,d,q), donde d es un número real. Al permitir que el orden de 
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integración, d, sea un número no entero, estos modelos actúan como un “puente” entre 
los procesos con raíces unitarias ARIMA (d=1) y los procesos ARMA estacionarios 
(d=0). Como veremos más adelante, cuando 0<d<1/2, los procesos ARFIMA son 
estacionarios, es decir, su nivel medio es constante, pero las desviaciones de la serie 
sobre dicho nivel tienen mayor duración que cuando d=0. 
La presencia de memoria larga en series económicas, puede estar justificada por 
lo que Granger (1966) denominó la forma “típica” del espectro de las series 
económicas, que se caracteriza por no estar acotado en las frecuencias bajas y decrecer 
hiperbólicamente hacia cero. A esto hay que añadir los resultados sobre agregación de 
series de Robinson (1978) y Granger (1980, 1990), que demuestran que la suma de 
procesos AR(1) independientes cuyos coeficientes siguen una distribución tipo Beta 
(véase Johnson y Kotz 1970, pp. 37-56), es un proceso fraccionalmente integrado. Dado 
que muchas variables económicas son agregados de otras variables, este resultado 
podría explicar la presencia de memoria larga en ciertas series económicas. Otra 
explicación alternativa de la existencia de memoria larga en los agregados económicos 
puede verse en Parke (1999). 
La evidencia empírica sobre la presencia de memoria larga en series económicas 
y financieras es extensa. Por nombrar algunos ejemplos, Greene y Fielitz (1977) utilizan 
el estadístico de rango reescalado para contrastar la presencia de memoria larga en 200 
series de rendimientos y encuentran evidencia en un número elevado de ellas. 
Posteriormente, Lo (1991) detecta memoria larga en rendimientos financieros utilizando 
una modificación del mencionado estadístico. También, Cheung (1993a) y Baillie y 
Bollerslev (1994) encuentran evidencia de memoria larga en activos financieros. En 
series macroeconómicas, por ejemplo, Diebold y Rudebush (1989) y Sowell (1992b) 
  3 
encuentran memoria larga en series trimestrales del Producto Nacional Bruto americano 
y Delgado y Robinson (1993), Hassler y Wolters (1995) y Baillie, Chung y Tieslau 
(1996) en distintas series mensuales de inflación. Por otra parte, la existencia de 
memoria larga estacional ha sido observada empíricamente, entre otros, por Porter-
Hudak (1990), Ray (1993a) o Franses y Ooms (1997). 
En los últimos años, ha surgido también un gran interés por la utilización de 
procesos con memoria larga para la modelización de la volatilidad de series financieras. 
El trabajo pionero de Ding, Granger y Engle (1993) puso de manifiesto que las 
autocorrelaciones muestrales de ciertas transformaciones de los rendimientos absolutos 
del índice bursátil S&P500 decrecen muy lentamente hacia cero, en consonancia con la 
propiedad de memoria larga. Trabajos posteriores, como Crato y de Lima (1994), 
Bollerslev y Mikkelsen (1996) y Lobato y Robinson (1998) han confirmado la evidencia 
de memoria larga en los cuadrados de distintas series financieras. Motivados por estos 
resultados, se han propuesto recientemente varios modelos que tratan de representar la 
propiedad de memoria larga en los momentos condicionados de segundo orden. 
En la actualidad, existen varias revisiones de la literatura sobre modelos con 
memoria larga; véanse, por ejemplo, Beran (1994), Robinson (1994b) y Baillie (1996). 
El objetivo de este artículo es actualizar dichas revisiones incluyendo además, por 
primera vez, una revisión de los resultados relativos a predicción con modelos ARFIMA 
y a modelos con memoria larga en la varianza condicional. Aunque los modelos 
ARFIMA no son los únicos capaces de generar series con memoria larga, en este trabajo 
nos vamos a centrar en dichos modelos por ser los más utilizados en el análisis 
empírico. El artículo se organiza de la siguiente forma. En la sección 2 se describen las 
principales características de los procesos ARFIMA tanto en el dominio del tiempo 
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como en el dominio de las frecuencias. En la sección 3 se describen varios métodos de 
estimación y en la sección 4, contrastes de la hipótesis de memoria larga. En la sección 
5 se revisa la literatura sobre predicción con modelos ARFIMA. La sección 6 revisa los 
principales modelos con memoria larga para la varianza condicionada. Finalmente, en la 
sección 7 se presentan las conclusiones. Los resultados descritos en este artículo son 
ilustrados con el análisis de varias series simuladas y reales. 
2. PROCESOS CON MEMORIA LARGA: DEFINICIÓN Y PROPIEDADES 
En esta sección se describen las principales propiedades estadísticas de series 
temporales con memoria larga, con especial atención a series generadas por modelos 
ARFIMA. La propiedad de memoria larga en una serie temporal suele entenderse como 
la existencia de una dependencia no despreciable entre observaciones que distan entre sí 
largos periodos de tiempo. Brockwell y Davies (1991) y Beran (1994) definen la 
memoria larga en un proceso estacionario xt con función de autocorrelación ρ(k) y 
densidad espectral f(λ), si existe un número real 0<α<1 y una constante Cρ>0, tales que 
ρ(k)~Cρ|k|-α cuando k→∞, o equivalentemente, si existe un número real 0<β<1 y una 
constante Cf>0 tales que f(λ)~Cf|λ|-β cuando λ→0+, donde el símbolo ~ significa que el 
cociente de los términos a su derecha e izquierda converge hacia uno. Por tanto, desde 
el punto de vista de las autocorrelaciones, la memoria larga implica que éstas tienden a 
cero muy lentamente y no son absolutamente sumables. De hecho, la propiedad de 
memoria larga sólo determina la tasa de convergencia hacia cero de las correlaciones, 
pero no la magnitud de cada una de ellas. Cada correlación individual puede ser 
arbitrariamente pequeña, pero el decrecimiento debe ser lento. En el caso de la función 
de densidad espectral, ésta contiene información sobre el peso relativo de cada 
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frecuencia en la variabilidad total de la serie, siendo el periodo asociado a cada 
frecuencia λ igual a 2π/λ. Cuando λ=0, el periodo correspondiente es infinito, y por 
tanto, en series con memoria larga, donde la densidad espectral no está acotada en la 
frecuencia λ=0, el componente a largo plazo domina a cualquier otro componente de 
corto plazo. Es importante señalar que la definición de memoria larga es asintótica, en el 
sentido de que informa del comportamiento de las correlaciones cuando k→∞ o del 
espectro cuando λ→0+. 
Aunque existen otras definiciones más generales de memoria larga, como, por 
ejemplo, las de Robinson (1994b) y Baillie (1996), la definición anterior es suficiente 
para los procesos ARFIMA(p,d,q), que son los más utilizados en el análisis empírico de 
series económicas y financieras, y son los que vamos a considerar en este artículo. En 
general, se dice que un proceso xt es integrado de orden d, y se denota por I(d), si se 
verifica que (1-L)dxt=ut, donde L es el operador retardo, Lixt=xt-i, y ut es un proceso 
estacionario con densidad espectral acotada en la frecuencia cero. Si d=0, xt es 
estacionario; si d=1, xt tiene una raíz unitaria; si d es otro número entero, xt tiene d 
raíces unitarias; y si d es un número real no entero, xt es un proceso fraccionalmente 
integrado. Si además ut es un proceso ARMA(p,q) decimos que xt es un proceso 
ARFIMA(p,d,q). En el caso más sencillo, donde p=q=0, no hay dependencia dinámica a 
corto plazo en la serie xt, y el proceso resultante, conocido como ruido blanco 
fraccionalmente integrado o ARFIMA(0,d,0), viene dado por la siguiente ecuación: 
(1-L)dxt=ηt     [1] 
donde ηt es un ruido blanco de media cero y varianza 2ησ . Las propiedades estadísticas 
del proceso xt definido en [1] han sido analizadas por Hosking (1981). En particular, si 
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=ψ , siendo Γ(•) la función gamma (véase Brockwell y Davies 
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representación de Wold del proceso ARFIMA(0,d,0) convergen hiperbólicamente hacia 
cero, en contraposición con el decrecimiento exponencial típico de los procesos ARMA. 












k || =∞. 
La propiedad más característica de los procesos ARFIMA estacionarios (d<1/2) 
es el comportamiento asintótico de su función de autocorrelación, o equivalentemente, 
el de su densidad espectral en las frecuencias bajas. Según la ecuación [3], xt es el 
proceso resultante de un sistema lineal donde el proceso de entrada, ηt, es un ruido 
blanco con función de densidad espectral fη(λ)= 2ησ /2π. Por tanto, la densidad espectral 
de xt se obtiene a partir de la de ηt de la siguiente forma (véase Priestley 1981, p. 266):  






















λ . De esta expresión se 
deduce que para 0<d<1/2, la densidad espectral de xt es una función decreciente de λ no 
acotada en el origen y el proceso xt tiene memoria larga, según la definición de 
Robinson (1994b) y Baillie (1996). Por el contrario, cuando –1/2<d<0, la densidad 
espectral se anula en el origen y está dominada por las frecuencias altas. En este caso, se 
dice que el proceso xt presenta dependencia negativa o antipersistencia. Aunque el 
rango –1/2<d<0 no tiene mucho interés en sí mismo, puede resultar útil en la 
modelización de las primeras diferencias de procesos ARFIMA(0,d,0) no estacionarios 
con orden de integración 1/2<d<1. Como veremos más adelante, estos procesos pueden 
modelizar el comportamiento de series no estacionarias pero que finalmente revierten 
hacia la media, propiedad que no pueden modelizar los procesos con raíces unitarias. 
La función de autocovarianza del proceso ARFIMA(0,d,0) viene dada por la 
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Esta última expresión indica que, cuando 0<d<1/2, la función de autocorrelación del 
proceso ARFIMA(0,d,0) es siempre positiva y decrece a un ritmo hiperbólico k2d-1, a 
diferencia de los procesos ARMA, cuya función de autocorrelación decrece 
exponencialmente. Para ilustrar esta dependencia a largo plazo típica de los procesos 
ARFIMA, en la tabla 1 se comparan las correlaciones de un proceso ARFIMA(0,1/3,0) 
con las de un proceso AR(1) de la forma xt=0.5xt-1+ηt. Aunque en ambos casos la 
primera autocorrelación es 0.5, el ritmo con que las correlaciones convergen hacia cero 
es muy diferente: mientras en el proceso AR(1) la autocorrelación de orden 25 es 
prácticamente cero, en el ARFIMA es 0.173 y sólo se reduce a 0.109 en el retardo 100.  
Para ilustrar las propiedades de los modelos ARFIMA descritas hasta el 
momento, en el gráfico 1 se representan tres series generadas por procesos 
ARFIMA(0,d,0) con d={-0.4, 0.2, 0.4}, respectivamente. Cada una de estas series se 
acompaña de su función de autocorrelación y de su función de densidad espectral, 
teórica y muestral. Las series se han generado utilizando el algoritmo propuesto por 
Davies y Harte (1987). La función de autocorrelación teórica aparece corregida por su 
sesgo, obtenido con las expresiones de Hosking (1996). Este gráfico muestra la 
persistencia en las correlaciones y la concentración del espectro en las frecuencias bajas, 
cuando d>0, y la antipersistencia, cuando d<0. Además, se observa que la concentración 
del espectro en torno a la frecuencia cero es mayor cuanto mayor y más próximo está d 
a la frontera de la no estacionariedad (d=1/2). En el gráfico 1 puede observarse también la 
diferencia entre las funciones de autocorrelación de los procesos ARFIMA con d<0 y 
d>0. Cuando d=0.4, se aprecia claramente el decrecimiento lento de las correlaciones 
que, incluso en retardos alejados, son significativamente distintas de cero. Además, la 
persistencia de las correlaciones con d=0.4 es mayor que con d=0.2. 
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Cuando en el proceso ARFIMA(0,d,0) que acabamos de describir, se incluyen 
componentes autorregresivas y de medias móviles, se tiene el proceso ARFIMA(p,d,q), 
que admite una representación de la forma: 
φ(L)(1-L)dxt=θ(L)ηt     [4] 
donde φ(L) y θ(L) son polinomios de orden p y q, respectivamente, cuyas raíces están 
fuera del círculo unidad. El proceso ARFIMA(p,d,q) definido en [4] proporciona una 
gran flexibilidad en la modelización del comportamiento dinámico de series 
económicas, ya que permite describir simultáneamente las propiedades dinámicas en el 
largo plazo, a través del parámetro d, y la correlación en el corto plazo, a través de los 
parámetros de la parte ARMA del modelo. El comportamiento a largo plazo del proceso 
ARFIMA(p,d,q) es similar al del proceso ARFIMA(0,d,0), ya que para observaciones 
muy distantes, los efectos de los parámetros ARMA son prácticamente despreciables. 
En concreto, Hosking (1981) prueba que si d<1/2 y todas las raíces de φ(z)=0 están 
fuera del círculo unidad, xt es estacionario, y si d>-1/2 y todas las raíces de θ(z)=0 están 
fuera del círculo unidad, xt es invertible. En el caso estacionario (d<1/2), la función de 















=λ     [5] 
En consecuencia, si 0<d<1/2, el espectro de xt no está acotado en las frecuencias bajas y 
el proceso xt tiene memoria larga. Además, en este caso, las autocorrelaciones decrecen 
hiperbólicamente y no son sumables. Las expresiones de dichas autocorrelaciones se 
derivan en Hosking (1981), sin embargo, su cálculo se simplifica considerablemente 
utilizando la formulación alternativa de Sowell (1992a) y Chung (1994). 
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En el último panel del gráfico 1 se representa una serie simulada de un proceso 
ARFIMA(1,d,0) con {φ=0.5,d=0.2} junto con su función de autocorrelación y su 
densidad espectral, muestral y poblacional. En este gráfico se observa la concentración 
del espectro en torno al origen propia de los modelos con memoria larga, así como la 
presencia de correlaciones significativas incluso en retardos alejados. Por otra parte, se 
aprecia la influencia en el corto plazo del parámetro autorregresivo, que hace que la 
función de autocorrelación presente valores grandes en los primeros retardos y decrezca 
luego a un ritmo más rápido que el de los procesos ARFIMA(0,d,0). 
Alternativamente, las diferencias entre los modelos ARFIMA, los modelos 
ARMA de memoria corta y los modelos integrados ARIMA, pueden establecerse 
analizando la forma en que la serie xt responde a un cambio unitario en la perturbación 
del modelo. Mientras en un modelo ARIMA, el efecto sobre el nivel futuro de la serie 
de un shock sobre la perturbación, es permanente y no hay reversión a la media, en un 
ARFIMA dicho efecto finalmente desaparece, aunque a un ritmo más lento que el 
exponencial de los procesos ARMA. Para medir el grado de persistencia de los shocks 
sobre la media, Diebold y Rudebusch (1989) y Haubrich y Lo (1989) proponen utilizar 
la función respuesta al impulso acumulativa. Los valores de dicha función para una serie 
xt son los coeficientes del polinomio c(L)=1+c1L+c2L2+… tal que xt=ζ+c(L)ηt. El 
coeficiente ck mide el impacto que tiene una innovación unitaria en el momento t sobre 
el nivel de la serie en t+k, y su límite, c∞= lim c
k k→∞
, mide el impacto a largo plazo de 
dicha innovación. Si la serie xt en primeras diferencias admite una representación de la 
forma (1-L)xt=a(L)ηt donde a(L)=1+a1L+a2L2+…, se prueba fácilmente que 
ck=1+a1+…+ak. Por tanto, el impacto a largo plazo que tiene una innovación unitaria 
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ia1 =a(1). En el modelo ARFIMA(p,d,q) 
definido en la ecuación [4], el polinomio a(L) es de la forma a(L)=(1-L)1-d φ(L)-1θ(L), y 
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donde F(•,•,•;•) es la función hipergeométrica y φ(1) y θ(1) son las sumas de los 
coeficientes de los polinomios φ(L) y θ(L), respectivamente. Esto significa que en los 
procesos I(1), el efecto de un shock persiste indefinidamente, ya que a(1)≠0, y por tanto, 
no hay reversión a la media, mientras que en un proceso I(d) con 0<d<1, el efecto de un 
shock acaba desapareciendo (a(1)=0) y la serie xt revierte finalmente a su media, aunque 
lo hará a un ritmo muy lento caracterizado, precisamente, por el parámetro d. Obsérvese 
que esto es cierto no sólo en el caso estacionario (0<d<1/2), sino también en el intervalo 
1/2≤d<1, donde el proceso no es estacionario. En este sentido, suele decirse que el 
ARFIMA no estacionario es “menos no estacionario” que los procesos I(1). 
Los modelos ARFIMA han sido también extendidos de forma que puedan 
representar memoria larga estacional. Por ejemplo, Gray, Zhang y Woodward (1989) 
proponen una clase de modelos fraccionales generalizados mediante polinomios de 
Gegenbauer, que permiten modelizar series con un comportamiento periódico (cíclico o 
estacional) persistente en el largo plazo. Porter-Hudak (1990) propone un modelo 
estacional fraccionalmente integrado y aplica dicho modelo a distintas series de 
agregados monetarios. Ray (1993a) utiliza un modelo con memoria larga estacional para 
representar el comportamiento dinámico de rendimientos de un activo financiero. 
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Finalmente, Franses y Ooms (1997) proponen un modelo en el que el parámetro de 
integración fraccional puede cambiar con la estación y lo utilizan para modelizar una 
serie de inflación trimestral del Reino Unido. 
3. ESTIMACIÓN DE PROCESOS ARFIMA 
Los métodos de estimación de modelos con memoria larga propuestos hasta el 
momento en la literatura pueden clasificarse en dos grandes grupos: métodos 
paramétricos, en los que se conoce de forma explícita toda la estructura de correlación o 
del espectro, tanto en el corto como en el largo plazo, y métodos semiparamétricos, en 
los que no se especifica un modelo completo de la estructura de correlación (o espectral) 
sino sólo su comportamiento en los retardos alejados (o en las frecuencias bajas).1 El 
enfoque paramétrico tiene la ventaja de que permite caracterizar todas las 
autocorrelaciones y no sólo su decrecimiento hiperbólico. Además, los métodos 
propuestos son métodos de Máxima Verosimilitud (MV) y por tanto, en condiciones 
bastante generales, tienen buenas propiedades asintóticas. Sin embargo, si el modelo 
paramétrico que se asume está mal especificado, los estimadores serán inconsistentes y 
los métodos semiparamétricos pueden ser más apropiados, ya que son más robustos a 
una mala especificación del modelo. Los estimadores semiparamétricos también tienen 
buenas propiedades asintóticas, aunque su tasa de convergencia es inferior a la T  
típica de los estimadores paramétricos. 
Alternativamente, existen otros métodos de estimación que son menos utilizados 
en aplicaciones empíricas. Li y McLeod (1986), por ejemplo, estudian los estimadores 
máximo verosímiles del modelo ARFIMA aproximado que se obtendría truncando en 
un retardo suficientemente grande su representación AR(∞) en [2]. Chung y Baillie 
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(1993) analizan las propiedades en muestras finitas de estimadores de mínimos 
cuadrados condicionales en el dominio temporal. Una breve descripción de ambos 
métodos puede encontrarse en Beran (1994) y Baillie (1996), respectivamente. 
3.1. Métodos de estimación paramétricos 
Con respecto a los métodos de estimación paramétricos, Yajima (1985) analiza 
las propiedades del estimador MV de los parámetros del proceso ARFIMA(0,d,0) 







T);(L −θΣ−θΣ−π−=θ    [6] 
donde θ=( 2ησ ,d), T es el tamaño muestral, x=(x1,…,xT)’ es el vector de observaciones y 
∑(θ) es la matriz de varianzas y covarianzas de x, demostrando que dicho estimador es 
consistente y asintóticamente normal. Dahlhaus (1989) extiende estos resultados a 
procesos ARFIMA(p,d,q) gaussianos con media µ desconocida. En este caso, el 
parámetro µ en la función de verosimilitud, L(θ,µ;x), puede sustituirse por un estimador 






1x , y el estimador MV de θ se 
obtiene maximizando la función de verosimilitud resultante, L(θ; x ,x). Dahlhaus (1989) 
demuestra, además, la eficiencia asintótica del estimador MV. Posteriormente, Sowell 
(1992a) proporciona un algoritmo recursivo para calcular la matriz de varianzas y 
covarianzas ∑(θ) y obtener la función de verosimilitud gaussiana en [6]. 
Sin embargo, el estimador MV exacto es computacionalmente muy costoso. Para 
maximizar la función de verosimilitud hay que emplear métodos numéricos que 
requieren calcular, en cada iteración, la inversa de la matriz ∑(θ). Además, si d está 
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próximo a 1/2, la evaluación de la inversa de ∑(θ) puede ser muy inestable, ya que las 
covarianzas apenas cambian y dicha matriz llega a ser casi singular. Recientemente, 
Chan y Palma (1998) han propuesto una forma más eficiente de calcular la función de 
verosimilitud en modelos ARFIMA gaussianos, utilizando la descomposición en los 
errores de predicción, obtenida de forma recursiva en un número finito de pasos a través 
del filtro de Kalman, evitando así invertir la matriz ∑(θ). Además, estos autores 
proponen otro método de estimación que consiste en truncar la representación MA(∞) 
del modelo ARFIMA en primeras diferencias y maximizar la función de verosimilitud 
de este modelo truncado, utilizando su representación en el espacio de los estados. Este 
método simplifica considerablemente los cálculos y proporciona estimadores 
consistentes y asintóticamente normales y eficientes. 
Como alternativa a los métodos de máxima verosimilitud exacta, se han 
propuesto otros métodos basados en maximizar una aproximación a la función de 
verosimilitud gaussiana en el dominio de las frecuencias. Fox y Taqqu (1986) 
consideran los estimadores MV aproximados de Whittle (1962), que se obtienen 
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donde f(λ;θ) es la función de densidad espectral de xt e IT(λ) es el periodograma de 











Fox y Taqqu obtienen resultados asintóticos para ciertos parámetros del modelo y bajo 
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ciertas restricciones sobre la densidad espectral de xt. Dahlhaus (1989) extiende dichos 
resultados y demuestra que el estimador de Whittle del vector paramétrico completo, θˆ , 
es consistente y asintóticamente normal en procesos ARFIMA estacionarios gaussianos 
y establece además condiciones para que dicho estimador sea asintóticamente eficiente. 
Aunque los estimadores aproximados de Whittle son atractivos porque 
reemplazan la evaluación de la inversa de ∑(θ) por transformadas de Fourier del vector 
de observaciones, tampoco son convenientes, desde un punto de vista computacional, 
porque la integral en [7] debe evaluarse en cada iteración por métodos numéricos. La 
solución adoptada generalmente en estos casos es sustituir dicha integral por una suma 
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donde λj es la j-ésima frecuencia de Fourier, λj= T
j2π . Minimizando );(L~ xθ  con 
respecto a θ se obtiene la versión discreta del estimador MV de Whittle en el dominio 
de las frecuencias, θ~ . Dahlhaus (1989) demuestra que θ~  tiene las mismas propiedades 
asintóticas que θˆ . Además, desde un punto de vista computacional, θ~  es un estimador 
más conveniente, porque el cálculo de )x;(L~ θ  se puede agilizar utilizando la simetría 
de la función de densidad espectral y del periodograma, y aplicando la transformada 
rápida de Fourier; Bloomfield (1976, cap. 4) o Priestley (1981, pp. 575-586) describen 
la transformada rápida de Fourier y sus aplicaciones. 
Cheung y Diebold (1994) comparan las propiedades en muestras finitas de θ~  y 
del estimador MV exacto para procesos ARFIMA(0,d,0) gaussianos. Si la media del 
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proceso es conocida, el estimador MV exacto es, por supuesto, más eficiente, pero 
cuando la media debe estimarse, el estimador θ~  es preferible, especialmente en 
muestras grandes donde calcular el estimador MV exacto resulta impracticable. Sin 
embargo, Smith, Sowell y Zin (1997) proponen una corrección por sesgo del estimador 
MV exacto que parece tener buenas propiedades en muestras finitas frente a θ~ . 
En el caso de procesos no gaussianos con memoria larga, Giriatis y Surgalis 
(1990) derivan el primer teorema central del límite para el estimador de Whittle bajo 
condiciones restrictivas sobre la densidad espectral del proceso. Hosoya (1996, 1997) 
presenta resultados más generales y deriva las propiedades asintóticas de los 
estimadores de Whittle para procesos no necesariamente gaussianos. Finalmente, 
Velasco y Robinson (2000) analizan las propiedades asintóticas y en muestras finitas del 
estimador de Whittle para procesos con memoria larga no estacionarios. 
Como ilustración de los métodos de estimación MV que acabamos de describir, 
la tabla 2 recoge los resultados de la estimación de un modelo ARFIMA(0,d,0) para la 
serie de inflación mensual en España, observada desde enero de 1961 hasta diciembre 
de 2000, con un total de 480 observaciones. Las tasas de inflación se han obtenido como 
xt = 100x[ln(Pt)-ln(Pt-1)], donde Pt es el valor del Indice de Precios al Consumo (IPC) en 
el mes t. Los estimadores utilizados son el MV exacto, calculado siguiendo la propuesta 
de Chan y Palma (1998), y la versión discreta del estimador MV de Whittle en el 
dominio de las frecuencias. Los valores que aparecen entre paréntesis son las 
desviaciones típicas de las correspondientes distribuciones asintóticas de dichos 
estimadores. Ambos métodos de estimación evidencian la existencia de memoria larga 
en la serie mensual de inflación, aunque el estimador MV exacto proporciona un valor 
estimado del parámetro de integración fraccional superior al obtenido por el método de 
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Whittle. Téngase en cuenta que, en muestras finitas, ambos estimadores presentan un 
sesgo negativo, que suele ser mayor en el estimador de Whittle que en el estimador MV 
exacto, especialmente cuando d y T son pequeños; véase Cheung y Diebold (1994). 
3.2. Métodos de estimación semiparamétricos 
Alternativamente, los parámetros de modelos ARFIMA(p,d,q) pueden estimarse 
por métodos semiparamétricos. Geweke y Porter-Hudak (1983) proponen un estimador, 
conocido como GPH, basado en un modelo de regresión para el logaritmo del 
periodograma. Este método explota la sencillez que tiene la expresión de la densidad 
espectral de los procesos ARFIMA(p,d,q) en [5] en las frecuencias bajas. Evaluando 
dicha expresión en las frecuencias de Fourier y tomando logaritmos, se obtiene la 
siguiente aproximación: 
ln[IT(λj)] ≅ β0 - d{ln[4sen2(λj/2)]} + εj, con j=1,2,…,m  [9] 
donde IT(λj) es la j-ésima ordenada del periodograma, β0=ln[fU(0)]-γ, siendo γ la 
constante de Euler (véase Abramovitz y Stegun 1970, p. 255) y fU(λ) la densidad 
espectral del proceso ARMA correspondiente, εj=ln[IT(λj)/f(λj)]+γ y m=g(T) es un 
entero menor que T y tendiendo hacia infinito más despacio que T. La expresión [9] 
puede interpretarse como un modelo de regresión en el dominio espectral, lo que sugiere 
estimar d por mínimos cuadrados ordinarios (MCO). Geweke y Porter-Hudak (1983) 
argumentan que las perturbaciones εj de la ecuación [9] son asintóticamente 
independientes e idénticamente distribuidas con media cero y varianza π2/6, y 
establecen de forma heurística la consistencia y la normalidad asintótica del estimador, 
cuando d<0. Porter-Hudak (1990) propone una extensión de este estimador para 
modelos con integración fraccional estacional. Posteriormente, Hassler (1993), Chen, 
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Abraham y Peiris (1994) y Reisen (1994) proponen una modificación del estimador 
GPH utilizando en la regresión [9] el periodograma suavizado, en lugar del 
periodograma. Estos autores comprueban, mediante simulaciones, que estas 
modificaciones proporcionan estimaciones de d menos sesgadas y con menor varianza. 
Las propiedades asintóticas del estimador GPH no se establecen hasta el trabajo 
de Robinson (1995a), que propone una versión modificada más eficiente del mismo, y 
demuestra la consistencia y la normalidad asintótica para todo el rango de valores del 
parámetro –1/2<d<1/2. La propuesta de Robinson es más general que GPH en varios 
sentidos. En primer lugar, sólo requiere que la densidad espectral en las frecuencias 
bajas verifique la condición: 
f(λ) ~ Cf |λ|-2d, cuando λ→0+    [10] 
sin explicitar la forma concreta de f(λ); por tanto, el modelo de regresión a estimar es: 
ln[IT(λj)] ≅ ln(Cf) - 2d(ln|λj|) + ln[IT(λj)/f(λj)], con j=1,2,…,m.  [11] 
Robinson (1995a) sugiere además eliminar las frecuencias más bajas, truncando 
inferiormente en un punto l que depende de T, de forma que el modelo [11] se estima 
en las frecuencias j=l+1,l+2,...,m. Bajo hipótesis de normalidad para xt, el estimador 
MCO de la ecuación [11] es consistente y asintóticamente normal, aunque con una tasa 
de convergencia m  inferior a la T  típica de los estimadores paramétricos 
gaussianos. Hurvich y Beltrao (1994) comprueban que, en muestras finitas, la reducción 
de sesgo que se consigue truncando inferiormente en l no compensa el incremento en la 
varianza. Finalmente, Hurvich, Deo y Brodsky (1998) demuestran la consistencia del 
estimador GPH original y derivan expresiones del sesgo y la varianza de dicho 
estimador y establecen su distribución asintótica bajo hipótesis de normalidad. 
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El método de estimación GPH es muy sencillo de aplicar y no requiere apenas 
supuestos sobre el modelo. De hecho, el estimador GPH ha sido durante años el más 
utilizado en aplicaciones empíricas, al menos como punto de comparación para analizar 
las propiedades de otros estimadores. Sin embargo, la pérdida de eficiencia de este 
estimador puede llegar a ser extrema en muestras pequeñas. Agiakloglou, Newbold y 
Wohar (1993), por ejemplo, observan que cuando existe una componente AR(1) o 
MA(1) con parámetro cercano a la unidad, el estimador GPH tiene un sesgo enorme y es 
muy ineficiente. Otro problema adicional es la elección del número de frecuencias que 
se utilizan en la regresión. Pero quizá el mayor inconveniente de este método, según 
Robinson (1995b), es el carácter restrictivo del supuesto de normalidad para xt. En dos 
trabajos recientes, Velasco (1999b, 2000) extiende los resultados de Robinson (1995a) a 
modelos no estacionarios (d≥1/2) y no necesariamente gaussianos, respectivamente. 
Smith, Taylor y Yadav (1997) comparan las propiedades en muestras finitas del 
estimador GPH modificado de Robinson (1995a) con el estimador máximo verosímil 
exacto y el estimador semiparamétrico APER (Averaged Periodogram) de Lobato y 
Robinson (1996), y como era de esperar, concluyen que, en el supuesto de una correcta 
especificación del modelo, el estimador máximo verosímil exacto supera a los otros dos, 
proporcionando siempre estimaciones menos sesgadas y con menor varianza. 
Alternativamente, Robinson (1995b) propone otro estimador semiparamétrico 
para procesos que verifiquen la condición [10]. Este estimador se obtiene maximizando 
una versión de la aproximación discreta de Whittle a la función de verosimilitud 
gaussiana en [8], donde la suma sólo se realiza en un entorno de la frecuencia cero. Este 
estimador domina a los anteriores en varios aspectos: es más eficiente, no impone 
normalidad sobre xt y evita el recorte de las componentes en las frecuencias bajas así 
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como la elección del número m de ordenadas a promediar. Bajo ciertas condiciones, 
Robinson (1995b) prueba que el estimador es consistente y asintóticamente normal en el 
intervalo –1/2<d<1/2, aunque nuevamente la tasa de convergencia es inferior a T . 
Velasco (1999a) extiende estos resultados al caso no estacionario (d≥1/2). 
Finalmente, Moulines y Soulier (1999, 2000) y Hurvich y Brodsky (2001) han 
propuesto, de forma independiente, otro estimador semiparamétrico para procesos 
Gaussianos con memoria larga, que se obtiene estimando por MCO un modelo 
fraccional exponencial (FEXP) para el logaritmo del periodograma sobre todas las 
frecuencias de Fourier en el intervalo [0,π]. Bajo ciertas condiciones sobre la densidad 
espectral, estos autores demuestran que el estimador que proponen es consistente y 
obtienen expresiones de su sesgo y su varianza asintótica. Además, comprueban que, en 
ciertos casos, este estimador proporciona menor error cuadrático medio que el estimador 
GPH y que el estimador gaussiano semiparamétrico de Robinson (1995b). 
Para ilustrar la aplicación de los métodos de estimación semiparamétricos, 
hemos incluido en la tabla 2 los resultados de la estimación GPH del parámetro d para la 
serie de tasas mensuales de inflación analizada en la sección anterior. Como es habitual, 
hemos considerado diferentes valores del parámetro m=g(T) que especifica el número 
de ordenadas a promediar, y para cada uno de estos valores, hemos omitido además las 
l frecuencias más bajas, como sugiere Robinson (1995a). Las estimaciones del 
parámetro d se acompañan de los valores del error estándar obtenido de la distribución 
asintótica de dichos estimadores. A la vista de los resultados, podemos concluir, en 
primer lugar, que la estimación de d parece bastante inestable para los distintos valores 
de m. Obsérvese también que al aumentar m, se reduce la varianza de los estimadores y 
disminuye el valor estimado del parámetro d, como apuntan Hurvich y Beltrao (1994). 
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Además, para los valores de m más pequeños, los estimadores semiparamétricos 
proporcionan estimaciones de d mayores que los estimadores máximo verosímiles, en 
consonancia con los resultados de Hassler y Wolters (1995). Finalmente, nótese que la 
varianza de los estimadores semiparamétricos es siempre mucho mayor que la de los 
estimadores MV. 
4. CONTRASTES DE HIPÓTESIS 
En esta sección se presentan los métodos que mayor atención han recibido en la 
literatura econométrica para contrastar la presencia de memoria larga en una serie. 
También se describen brevemente algunos trabajos que analizan el comportamiento de 
los contrastes de raíces unitarias en el ámbito de los modelos con memoria larga. 
Finalmente, se consideran las propiedades de las autocorrelaciones muestrales en 
presencia de memoria larga, por constituir éstas una de las herramientas más utilizadas 
en la detección de la memoria larga. 
El contraste de Geweke y Porter-Hudak (1983) se deriva de la estimación MCO 
del modelo de regresión en el dominio espectral, definido en la ecuación [9]. La 
pendiente de este modelo es precisamente –d, y por tanto, para contrastar la hipótesis 
H0:d=0 (memoria corta) frente a la alternativa H1:d≠0, se realiza el contraste habitual de 
significación sobre el parámetro d con una distribución t-Student. Aunque este contraste 
es muy sencillo de aplicar, si existen bajo H0 componentes autorregresivas o de medias 
móviles con valores grandes de los parámetros, la hipótesis nula se rechazará, aún 
siendo cierta, con mucha frecuencia, debido a que en estos casos, el estimador GPH de d 
es muy sesgado; ver Agiakloglou, Newbold y Wohar (1993). Esta misma conclusión se 
deriva de las simulaciones de Cheung (1993b), que muestran un sesgo del contraste 
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hacia alternativas del tipo d>0 cuando el proceso generador de los datos es un AR(1) 
con parámetro autorregresivo grande. 
Haubrich y Lo (1989) y Lo (1991) proponen un contraste de memoria corta 
basado en una modificación del estadístico R/S (rango reescalado) introducido por 
Hurst (1951). El estadístico R/S es el rango de las sumas parciales de las desviaciones 
de una serie a su media, normalizado por su desviación típica muestral. Lo (1991) 
propone reemplazar la desviación típica muestral por otro factor de normalización que 
recoja la posible correlación en el corto plazo que pudiera existir en los datos. En 
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1 , respectivamente. El estadístico 
QT(q) en [12] se denomina “rango reescalado modificado”, y para q=0 se reduce al 
estadístico R/S de Hurst. Valores extremos de QT(q), en ambos sentidos, se consideran 
indicativos de la posible existencia de memoria larga en la serie xt. Bajo ciertas 
condiciones que incluyen una clase muy general de procesos con memoria corta, Lo 
(1991) deriva la distribución asintótica del estadístico VT(q)=
T
)q(QT , y proporciona los 
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valores críticos del contraste para los niveles de significación habituales. Además, este 
autor comprueba que el contraste tiene una potencia razonable, que aumenta con T y 
disminuye con q, frente a alternativas del tipo ARFIMA(0,d,0). Frente a esta clase de 
modelos, el contraste detecta mejor valores negativos de d que alternativas del tipo d>0. 
Sin embargo, las simulaciones de Cheung (1993b) sugieren que este contraste es muy 
sensible a la existencia de correlación bajo la hipótesis nula: por ejemplo, un MA(1) con 
valores grandes del parámetro sesga el contraste hacia alternativas d<0. Por otra parte, 
Teverovsky, Taqqu y Willinger (1999) comprueban que, para valores grandes de q, el 
estadístico VT(q) tiende a aceptar la hipótesis nula de memoria corta aún cuando exista 
memoria larga en los datos. 
Robinson (1991) desarrolla un estadístico basado en los multiplicadores de 
Lagrange (LM) para contrastar la hipótesis de ruido blanco frente a una familia muy 
general de alternativas que incluye a la clase de los procesos ARFIMA(0,d,0). En este 








)j(rT6 , siendo r(j)=c(j)/c(0) la autocorrelación muestral de orden j.2 Bajo la 
hipótesis H0:d=0, λ1 tiene una distribución asintótica normal N(0,1), y por tanto, Λ1 se 
distribuye asintóticamente como una 21χ . Estos dos estadísticos permiten contrastar 
alternativas unilaterales y bilaterales del tipo d>0, d<0 ó d≠0. Cheung (1993b) 
comprueba que, en muestras finitas, este contraste detecta adecuadamente alternativas 
fraccionales, aunque es muy sensible a la presencia de correlación serial en los datos: un 
parámetro AR(1) o MA(1) hace que el contraste rechace H0 con muchísima más 
frecuencia que el nivel de significación nominal. Robinson (1994a) sugiere una forma 
de robustecer el estadístico Λ1 contra la presencia de autocorrelación débil en la 
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hipótesis nula, y Agiakloglou y Newbold (1994) presentan una generalización del 
mismo para contrastar H0:ARMA(p,q) frente a la alternativa H1:ARFIMA(p,d,q). 
Posteriormente, Lobato y Robinson (1998) han propuesto un contraste 
semiparamétrico para la hipótesis I(0) frente a alternativas de integración fraccional, 
basado en un estadístico LM aplicado a la función objetivo del método de estimación de 
Robinson (1995b). Bajo ciertas condiciones se demuestra que, en procesos lineales 
multivariantes de dimensión p, el estadístico LM se distribuye, bajo la hipótesis nula 
(H0:d=0), como una distribución 2pχ . Además, para el caso univariante (p=1), el 





















siendo m un parámetro de truncamiento, con 0<m<T/2. En este caso, la hipótesis 
H0:d=0 se rechaza en favor de la alternativa de memoria larga (H1:d>0), cuando el 
estadístico t toma un valor significativamente positivo en la cola derecha de la 
distribución normal N(0,1). Este contraste parece tener buenas propiedades de eficiencia 
frente a alternativas fraccionales, comparado con otros contrastes semiparamétricos. 
A continuación, se describen brevemente algunos contrastes de raíces unitarias, 
en los que H0:d=1, que pueden enmarcarse en el ámbito de los procesos fraccionalmente 
integrados. Sowell (1990) deriva la distribución asintótica del estadístico del contraste 
de Dickey-Fuller para series fraccionalmente integradas I(d), con 1/2<d<3/2, y 
demuestra que ésta depende del orden de integración d. Diebold y Rudebush (1991) 
analizan las propiedades de este contraste en muestras finitas y comprueban que tiene 
muy poca potencia frente a alternativas fraccionales. En consecuencia, será muy difícil 
  25
que permita discriminar entre un proceso integrado I(1) y un proceso I(d) con d<1. 
Hassler y Wolters (1994) realizan un estudio similar para el contraste de Dickey-Fuller 
aumentado y prueban que éste tiene incluso menos potencia frente a alternativas I(d). 
Dolado y Marmol (1997) extienden estos resultados al contraste secuencial de Dickey-
Pantula, permitiendo así el análisis de procesos integrados con más de una raíz unitaria.  
Lee y Schmidt (1996) consideran el contraste KPSS de Kwiatkowski et al. 
(1992), en el que la hipótesis nula es H0:d=0, y prueban que es consistente frente a 
procesos con memoria larga estacionarios I(d), con –1/2<d<1/2 y d≠0. Lee y Amsler 
(1997) extienden estos resultados a procesos fraccionalmente integrados no 
estacionarios (1/2<d<1) y demuestran que el contraste KPSS no puede distinguir de 
forma consistente estos procesos de un proceso con raíz unitaria (d=1). 
Marmol (1998) revisa los resultados anteriores y prueba que los contrastes 
unilaterales de Dickey-Fuller (H0:d=1) y KPSS (H0:d=0) son consistentes frente a 
alternativas fraccionales del tipo H1:d<1 y H1:d>0, respectivamente, pero la utilización 
combinada de ambos contrastes sólo conlleva a la decisión correcta, para todo d>-1/2, si 
éstos se realizan como contrastes bilaterales.  
Robinson (1994a) propone un contraste de los multiplicadores de Lagrange para 
la hipótesis de raíz unitaria y otras formas de no estacionariedad, frente a alternativas 
que incluyen a los procesos fraccionalmente integrados. Cuando la perturbación del 
modelo es un ruido blanco con media cero, este contraste tiene propiedades estándar de 
eficiencia y tiene una distribución asintótica χ2 bajo la hipótesis nula. Robinson (1994a) 
deriva además la distribución asintótica del estadístico cuando la perturbación del 
modelo está débilmente correlacionada. En muestras finitas, este contraste compara 
favorablemente con otros contrastes de raíces unitarias, y permite contrastar no sólo la 
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hipótesis d=1 sino otros valores del parámetro d. Gil-Alana y Robinson (1997) aplican 
este contraste al conjunto de series macroeconómicas de Nelson y Plosser (1982) y 
obtienen conclusiones diferentes sobre la existencia de memoria larga, dependiendo del 
tipo de serie analizada y del modelo utilizado. 
Recientemente, Dolado, Gonzalo y Mayoral (1999) han propuesto un contraste 
para la hipótesis H0:I(d0) frente a H1:I(d1), donde d1<d0, basado en el estadístico de 
Dickey-Fuller. El estadístico del contraste requiere la estimación del parámetro d bajo la 
alternativa, y para ello estos autores proponen adicionalmente un estimador de mínima 
distancia de d con buenas propiedades, tanto asintóticas como en muestras finitas. 
Alternativamente, un instrumento muy utilizado para detectar memoria larga en 
una serie temporal es la función de autocorrelación muestral. Dado que, como vimos 
anteriormente, las autocorrelaciones de un proceso con memoria larga decaen muy 
lentamente hacia cero, dicho comportamiento en las autocorrelaciones muestrales suele 
considerarse como indicio de integración fraccional. Sin embargo, las autocorrelaciones 
muestrales son estimadores negativamente sesgados de sus análogos poblacionales en 
presencia de memoria larga, y esto puede dificultar su interpretación; ver, por ejemplo, 
Newbold y Agiakloglou (1993), Ray (1993a) y Hosking (1996). Nótese que la presencia 
de memoria larga afecta incluso a las propiedades de la media muestral. Cuando d<0, la 
velocidad de convergencia de ésta a la media poblacional es mayor que en el caso 
estacionario, mientras que cuando d>0, dicha convergencia es más lenta; véanse a este 
respecto, por ejemplo, Beran (1994) y Eisinga, Franses y Ooms (1999). Por lo tanto, 
puede concluirse que el parámetro d tiene efectos importantes sobre las propiedades 
asintóticas de los estadísticos de contraste más habituales.  
Finalmente, nótese que, como señalan Crato y Ray (1996) y Smith, Taylor y 
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Yadav (1997), el sesgo en la estimación del parámetro d puede afectar también a la 
identificación del modelo ARFIMA que mejor representa el comportamiento dinámico 
de una determinada serie, y en consecuencia, los criterios de selección habituales 
pueden identificar un modelo incorrecto. 
5. PREDICCIÓN DE MODELOS ARFIMA 
En esta sección, vamos a considerar el problema de la predicción de valores 
futuros de una variable xT+k generada por un modelo ARFIMA(p,d,q), de la que se han 
observado valores hasta el momento T, es decir {x1,…,xT}. Si el criterio de predicción 
es la minimización del error cuadrático medio (ECM), la predicción óptima es la 
esperanza condicional, dada por 
kTxˆ + = [1-B(L)] 1kTxˆ −+     [13] 
donde B(L) = θ(L)-1 φ(L) (1-L)d y jTjT xxˆ ++ =  para j≤0; ver, por ejemplo, Peiris y Perera 
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donde Ψi son los coeficientes de la representación MA(∞) de la serie xt. 
La principal diferencia entre las predicciones puntuales basadas en modelos 
estacionarios con memoria corta y las basadas en modelos con memoria larga es que las 
primeras convergen exponencialmente a la media muestral mientras que las segundas lo 
hacen a un ritmo hiperbólico más lento. 
Nótese que el predictor definido en [13] para un modelo con memoria larga es 
óptimo cuando se dispone de observaciones en el pasado hasta el infinito. Sin embargo, 
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en la práctica se dispone de un número finito de observaciones, por lo que hay dos 
alternativas para obtener predicciones. La primera, propuesta por Beran (1994), se basa 
en generar predicciones óptimas teniendo en cuenta que el número de observaciones es 
finito. En este caso, se requiere una expresión de las autocorrelaciones y, por lo tanto, 
que la serie xt sea estacionaria. Alternativamente, se puede aproximar el modelo por su 
representación autorregresiva e igualar a cero todos los valores de xt previos a la 
primera observación disponible; ver, por ejemplo, Peiris y Perera (1988) y Ray (1993b). 
Beran (1994) prueba que, en muestras finitas, las predicciones que proporciona este 
procedimiento pueden ser muy distintas de las óptimas que tienen en cuenta la 
dimensión finita de la muestra. Sin embargo, Ray (1993b) calcula el incremento 
porcentual en el error de predicción cuando un ruido blanco fraccional es modelizado 
mediante un modelo AR(p) y concluye que dicho modelo no tiene un mal 
comportamiento. Geweke y Porter-Hudack (1983), Ray (1993a), Sutcliffe (1994), Tiao 
y Tsay (1994) y Franses y Ooms (1997) tampoco encuentran mejoras sustanciales en la 
predicción puntual de series reales con memoria larga y sugieren que, en la práctica, los 
modelos ARMA pueden competir en predicción con los modelos ARFIMA. Crato y 
Ray (1996), basándose en los resultados de un extenso estudio de simulación, también 
concluyen que los modelos ARMA habituales proporcionan predicciones razonables. 
Únicamente cuando el número de observaciones es elevado y la persistencia es muy 
fuerte, puede estar justificado utilizar modelos ARFIMA para predecir. Finalmente, 
Eisinga, Franses y Ooms (1999), en una aplicación a la predicción de la orientación 
política de varios partidos en Holanda, señalan que, cuando el tamaño muestral es 
suficientemente grande, las diferencias entre ambas predicciones no son importantes, 
aunque sí hay diferencias sustanciales en las predicciones, dependiendo de que se 
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analicen las variables en niveles o diferenciadas. 
Sin embargo, las diferencias fundamentales en la predicción de series con 
memoria larga están en los intervalos de predicción. Beran (1994) señala que los 
intervalos de predicción basados en modelos con memoria corta pueden no tener las 
coberturas deseadas. El parámetro d es fundamental en la determinación de la velocidad 
de crecimiento del ECM en [14]. Diebold y Lindner (1996) prueban que si el proceso es 
estacionario (d<1/2), dicho error converge, cuando k→∞, a la varianza marginal del 
proceso xt, es decir, tiene el mismo comportamiento que en series estacionarias con 
memoria corta. Sin embargo, el caso no estacionario es más interesante. En concreto, si 
1/2<d<3/2, el ECM se incrementa con el horizonte de predicción, k, a una tasa ck2d-1, 
donde c es una constante positiva. Esto significa que, en el modelo no estacionario con 
reversión a la media (1/2<d<1), la tasa de incremento del ECM es intermedia entre el 
caso estacionario y el de series I(1), donde la tasa convergencia es de orden k. Por lo 
tanto, si 1/2<d<1, los intervalos de predicción basados en modelos ARIMA serían, o 
bien asintóticamente muy estrechos si se eligiera d=0 o innecesariamente anchos si d=1. 
En este sentido, Crato y Taylor (1996) presentan resultados sobre los ECM que se 
obtienen cuando una serie generada como un ruido blanco fraccional, es decir, 
ARFIMA(0,d,0), es erróneamente diferenciada. En particular, si d∈(1/2, 3/2), el 
predictor basado en el paseo aleatorio tiene ECM muy superiores especialmente cuando 
d>1. Si d∈(-1/2, 1/2), el incremento relativo en el error de predicción es mayor cuanto 
menor sea el horizonte de predicción y converge a uno cuando dicho horizonte se 
incrementa. En este último caso, si se predice mediante un paseo aleatorio con deriva, 
los efectos son todavía mas graves, en el sentido de que el ECM se incrementa con k2. 
Diebold y Lindner (1996) comparan empíricamente los intervalos de predicción 
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obtenidos mediante un modelo de memoria larga ajustado a una serie mensual de tipos 
de interés, con los que se obtienen mediante un paseo aleatorio. Aunque las 
predicciones obtenidas mediante ambos modelos no son muy diferentes, los intervalos 
correspondientes al paseo aleatorio son innecesariamente anchos en relación a los 
obtenidos con el modelo con integración fraccional. Beran y Ocker (1999) y Brodsky y 
Hurvich (1999) llegan a la misma conclusión analizando series reales de tipos de 
cambio diarios y series simuladas, respectivamente. Finalmente, Reisen y Lopes (1999) 
presentan algunas simulaciones sobre el comportamiento de los intervalos de predicción 
en modelos ARFIMA(p,d,q). 
6. MODELOS CON MEMORIA LARGA EN LA VARIANZA CONDICIONADA 
Muchas series temporales financieras observadas con una periodicidad muy alta 
suelen caracterizarse por tener escasa o nula estructura dinámica en la media, exceso de 
curtosis y correlaciones significativas en la serie de los cuadrados. Estas características se 
han relacionado habitualmente con cambios temporales en la varianza condicionada. Entre 
los modelos propuestos para representar la evolución dinámica de la varianza 
condicionada, se distinguen dos grandes grupos: los modelos tipo ARCH 
(AutoRegressive Conditional Heteroscedasticity), basados en la propuesta inicial de 
Engle (1982), y los modelos de volatilidad estocástica SV (Stochastic Volatility) 
propuestos por Taylor (1986). En ambos casos, la serie de interés, { }yt t
T
=1 , se modeliza 
a través de la ecuación:  
yt = σt εt   [15] 
donde εt es un ruido blanco independiente e igualmente distribuido (I.I.D.) con media 
cero y varianza unitaria, y σt es un factor positivo denominado volatilidad. En los 
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modelos ARCH, σt es función de las observaciones pasadas de la serie, mientras que en 
los modelos SV, σt es un proceso estocástico no observable. 
En las aplicaciones empíricas de estos modelos a series financieras observadas 
con gran frecuencia, es casi sistemático estimar un fuerte grado de persistencia en la 
volatilidad. Esta regularidad empírica motivó la introducción de modelos con raíces 
unitarias en la volatilidad. Estos modelos se caracterizan, entre otras cosas, porque el 
efecto de un shock en la varianza condicionada persiste para siempre e influye en las 
predicciones futuras de la volatilidad para todos los horizontes de predicción. Sin 
embargo, algunos trabajos recientes cuestionan la validez de los modelos integrados, 
precisamente porque el grado extremo de persistencia que inducen en la volatilidad no 
refleja las características observadas empíricamente en ciertas series financieras, que 
sugieren más bien la existencia de memoria larga en la volatilidad. En este sentido, 
Ding, Granger y Engle (1993) analizan una serie diaria del índice bursátil S&P500 y 
observan que las autocorrelaciones de ciertas transformaciones de los rendimientos 
absolutos tienden a persistir, incluso para retardos muy altos, pero finalmente convergen 
hacia cero. Lobato y Savin (1998) aplican un contraste semiparamétrico de memoria larga 
a la misma serie y encuentran también una fuerte evidencia de memoria larga en la serie de 
los cuadrados, aunque no en la propia serie de rendimientos. Dacorogna et al. (1993) 
observan un comportamiento similar en una serie de datos del tipo de cambio dólar 
frente al marco alemán, observados cada veinte minutos. Estos autores ajustan dos 
funciones, una hiperbólica y otra exponencial, al correlograma de los rendimientos 
absolutos y comprueban que el decrecimiento hiperbólico, típico de los procesos 
fraccionalmente integrados, se ajusta mejor que el exponencial. Resultados similares 
aparecen en Andersen y Bollerslev (1997). Crato y de Lima (1994) contrastan la 
  32
persistencia en la volatilidad de varias series de índices bursátiles, aplicando los contrastes 
de memoria larga GPH y R/S a la serie de los cuadrados de los rendimientos y a la serie de 
sus logaritmos, y concluyen que, efectivamente, existe dependencia a largo plazo en 
muchas de ellas. Estos resultados se confirman posteriormente en Breidt, Crato y de Lima 
(1998). Olmeda (1998) aplica estos mismos contrastes a series del mercado bursátil 
español, y concluye que hay cierta evidencia de memoria larga en las volatilidades. 
Para ilustrar este comportamiento de la volatilidad de las series financieras, el 
gráfico 2(a) representa la evolución de una serie de rendimientos diarios del índice IBEX35 
de la Bolsa de Madrid, observados entre 7/1/1987 y 30/12/1998, con un total de 2991 
observaciones. La serie se ha filtrado previamente de atípicos y de cualquier estructura 
dinámica de la media. Los gráficos 2(b)-2(c) representan los correlogramas de los 
cuadrados de los rendimientos y del logaritmo de los cuadrados, respectivamente. Este 
gráfico muestra la existencia de una fuerte dependencia en los momentos de segundo 
orden, con correlaciones positivas en la serie de los cuadrados, incluso en retardos muy 
alejados. Esta persistencia se agudiza en la serie del logaritmo de los cuadrados, que 
presenta correlaciones más pequeñas en magnitud pero con un decrecimiento muy lento 
hacia cero típico de los procesos con memoria larga. La tabla 3 recoge los resultados de 
algunos de los contrastes de memoria larga descritos en la sección 4, aplicados a las 
series 2ty  y ln( 2ty ). A juzgar por estos resultados, el rechazo de la hipótesis de memoria 
corta parece incuestionable en ambas series, aunque la evidencia de memoria larga es 
más clara en la serie ln( 2ty ) que en 2ty . 
Entre los distintos modelos propuestos para representar la posible existencia de 
memoria larga en los momentos condicionados de segundo orden, en esta sección se 
describen aquellos que han tenido mayor relevancia en aplicaciones empíricas. Para 
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cada uno de ellos, se describen sus características más importantes y se discuten sus 
posibles ventajas e inconvenientes. Finalmente, se revisan brevemente otros modelos 
con memoria larga en la varianza condicionada. 
6.1. Modelos GARCH fraccionalmente integrados 
Robinson (1991) sugirió la primera extensión del modelo GARCH de Bollerslev 
(1986) capaz de producir memoria larga en los cuadrados de la serie, pero son Baillie, 
Bollerslev y Mikkelsen (1996) quienes desarrollan el modelo y lo denominan GARCH 
fraccionalmente integrado (FIGARCH). En el modelo GARCH(p,q), la varianza 
condicional de la serie, 2tσ , es una función lineal de su propio pasado y de las 
observaciones pasadas de la serie yt, de la siguiente forma:  
2
tσ = α0 + α(L) 2ty +β(L) 2tσ      [16] 
















, q>0, p≥0, α0>0, αi≥0, i=1,..,q, βj≥0, j=1,…,p.3 
El modelo GARCH definido por las ecuaciones [15] y [16] puede interpretarse como un 
proceso ARMA para la serie de los cuadrados, de la forma: 
[1-α(L)-β(L)] 2ty = α0 + [1-β(L)] υt    [17] 
donde υ t  es un ruido blanco definido como 1)-(  = - y = 2t2t2t2tt εσσυ . 
El modelo FIGARCH no es más que una extensión del modelo anterior, que 
incluye el operador de diferencias fraccionales, (1-L)d, en la parte autorregresiva de la 
ecuación [17], de tal forma que el modelo resultante puede interpretarse como un proceso 
ARFIMA para la serie de los cuadrados, de la forma: 
φ(L)(1-L)d 2ty  = α0 + [1-β(L)]υt    [18] 
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donde d es un número real 0≤d≤1 y todas las raíces de los polinomios φ(L) y [1-β(L)] 
están fuera del círculo unidad. Alternativamente, la ecuación de la varianza condicionada 
en el modelo FIGARCH puede escribirse como: 
2
tσ =
 [1-β(1)]-1 α0 + {1- [1-β(L)]-1 φ(L)(1-L)d} 2ty  = [1-β(1)]-1 α0 + λ(L) 2ty  [19] 
Al permitir órdenes de integración fraccional, el modelo FIGARCH proporciona una gran 
flexibilidad en la modelización de la dependencia temporal de la varianza condicionada, e 
incluye como casos particulares el modelo GARCH (d=0) y el modelo GARCH integrado 
o IGARCH (d=1). El modelo es, por tanto, el análogo para la varianza condicionada de los 
modelos ARFIMA para la media revisados en la sección 2. 
Para que el modelo FIGARCH esté bien definido y se garantice la no negatividad 
de la varianza, los parámetros del modelo deben cumplir una serie de restricciones que, 
salvo en casos muy concretos, no son fáciles de establecer y suponen además una gran 
desventaja en la estimación del modelo. Respecto a las condiciones de estacionariedad, el 
modelo FIGARCH sólo es débilmente estacionario cuando d=0, en cuyo caso se reduce al 
GARCH estándar. Sin embargo, Baillie, Bollerslev y Mikkelsen (1996) argumentan que el 
modelo es estrictamente estacionario y ergódico, de la misma forma que lo es el IGARCH. 
Para ilustrar el comportamiento de las series generadas por modelos FIGARCH 
y de las series de sus cuadrados, el gráfico 3 representa sendas realizaciones de un 
proceso GARCH(1,1) con {α0=0.1, α1=0.125, β1=0.85}, dos procesos FIGARCH(1,d,0) 
con parámetros {α0=0.1, d=0.4, β1=0.25} y {α0=0.1, d=0.75, β1=0.7}, respectivamente, 
y un proceso IGARCH (d=1) con {α0=0.1, β1=0.85}. Estos valores de los parámetros 
son los que utilizan Baillie, Bollerslev y Mikkelsen (1996) y Bollerslev y Mikkelsen 
(1996) en sus simulaciones. Las series FIGARCH simuladas se han obtenido truncando 
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el polinomio λ(L) de la ecuación [19] en el retardo J=3000 y eliminando las primeras 
4000 observaciones para evitar problemas de valores iniciales. Cada una de las series 
representadas se acompaña de la función autocorrelación muestral de la serie de sus 
cuadrados. Para el modelo GARCH(1,1), el único estacionario, se representa además la 
función de autocorrelación poblacional de 2ty , cuya expresión aparece en Bollerslev 
(1988). El gráfico 3 muestra claramente la dependencia a largo plazo en la serie de los 
cuadrados para los modelos FIGARCH, frente al decrecimiento exponencial del modelo 
GARCH (d=0). Sin embargo, no parece que vaya a ser tarea sencilla poder discriminar 
entre modelos FIGARCH con valores d<1/2 y d>1/2. Recuérdese que el proceso 
FIGARCH no es estacionario ni siquiera en el intervalo d<1/2.  
Una de las ventajas del modelo FIGARCH es la flexibilidad que proporciona para 
estudiar el grado de persistencia de los shocks sobre la volatilidad. Al igual que en los 
modelos para la media, Baillie, Bollerslev y Mikkelsen (1996) proponen cuantificar este 
grado de persistencia utilizando la función de respuesta al impulso acumulativa. En los 
modelos FIGARCH, los valores de esta función serán los coeficientes del polinomio 
c(L)=1+c1L+c2L2+… tal que 2ty =ζ+c(L)υt, y el coeficiente c∞ medirá el impacto a largo 
plazo que tiene una innovación unitaria sobre el nivel de la serie de los cuadrados. 
Utilizando la expresión [18] del modelo FIGARCH, Baillie, Bollerslev y Mikkelsen 
(1996) prueban que c∞ = F(d-1,1,1;1)φ(1)-1[1-β(1)], y en virtud de los resultados de 











c 1  
Por tanto, en el modelo IGARCH (d=1), el efecto de los shocks sobre la volatilidad persiste 
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indefinidamente (c∞ ≠0), mientras que en los modelos GARCH (d=0) y FIGARCH 
(0<d<1), el efecto del shock finalmente desaparece (c∞=0). Sin embargo, existe una 
diferencia sustancial en la velocidad con la que dicho efecto desaparece en ambos 
modelos. Por ejemplo, en un modelo GARCH(1,1) estacionario (α1+β1<1), se demuestra 
que los valores de la función respuesta al impulso acumulativa son de la forma: 
ck = α1 (α1 + β1)k-1     [20] 

















−β−= , si k→∞ [21] 
para k≥1 y c0=1. De las expresiones [20] y [21] se deduce que, mientras en un modelo 
GARCH(1,1), los coeficientes ck decrecen exponencialmente hacia cero, en un modelo 
FIGARCH(1,d,0), el efecto de un shock desaparece más despacio, a un ritmo hiperbólico 
determinado por el valor del parámetro d. En consecuencia, el parámetro d se identifica 
con el ritmo al que se propagan los shocks en la volatilidad y no con el impacto último que 
éstos tienen sobre la predicción de la varianza condicionada, que será cero tanto en los 
modelos GARCH estacionarios (d=0) como en los FIGARCH (0<d<1). 
Para estimar el modelo FIGARCH, Baillie, Bollerslev y Mikkelsen (1996) 
proponen el método de máxima verosimilitud en el dominio temporal, bajo la hipótesis de 
normalidad, y comprueban que los estimadores tienen buenas propiedades en muestras 
finitas. Sin embargo, la aplicación de este método tiene varios inconvenientes. En primer 
lugar, para calcular la función de verosimilitud se requiere truncar el polinomio (1-L)d en 
un retardo suficientemente grande que permita capturar las propiedades de memoria larga 
de la serie. Además, no se conocen aún las propiedades asintóticas de los estimadores. 
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Alternativamente, Bollerslev y Mikkelsen (1996) proponen una extensión del 
modelo EGARCH de Nelson (1991) capaz de representar memoria larga en la volatilidad. 
Esta propuesta, que ya había sugerido el propio Nelson (1991), consiste en modelizar la 
serie ln( 2tσ ) mediante una estructura de retardos en εt y en su propio pasado, incluyendo en 
la parte autorregresiva del modelo, el operador en diferencias fraccionales, (1-L)d. Este 
modelo, denominado FIEGARCH, tiene ciertas ventajas sobre el modelo FIGARCH, ya 
que garantiza la no negatividad de la varianza condicionada modelizando su logaritmo, no 
impone restricciones en los parámetros y permite modelizar respuestas asimétricas de la 
volatilidad a cambios positivos y negativos en los valores de la serie. Además, si 0<d<1/2, 
el proceso ln( 2tσ ) es ergódico, estricta y débilmente estacionario, e invertible. A pesar de 
estas ventajas, el modelo FIEGARCH adolece de los mismos inconvenientes que el 
modelo FIGARCH con respecto a la estimación. Nótese que ni siquiera para el modelo 
EGARCH estándar (d=0) existen resultados sobre las propiedades asintóticas de los 
estimadores propuestos. Bollerslev y Mikkelsen (1999) presentan evidencia de integración 
fraccional en la volatilidad de observaciones diarias del índice S&P500 y señalan la 
importancia económica de incorporar la memoria larga en las predicciones. Comparando 
los precios reales de opciones sobre el índice con precios simulados, estos autores 
observan que los precios simulados por el modelo FIEGARCH son más cercanos a los 
reales que los simulados por modelos EGARCH o IEGARCH. 
La predicción de valores futuros de series temporales generadas por modelos 
FIGARCH no ha sido considerada hasta el momento en la literatura, al menos hasta 
donde nosotras hemos sido capaces de investigar. 
  38
6.2. El modelo SV con memoria larga. 
Como alternativa a los modelos anteriores, Harvey (1998) y Breidt, Crato y de 
Lima (1998) proponen modelizar la memoria larga en los momentos de segundo orden, 
utilizando los modelos de volatilidad estocástica SV. En estos modelos, la volatilidad se 
considera una variable no observable cuyo logaritmo, ht=ln( 2tσ ), es un proceso estocástico 
lineal. En el modelo SV con memoria larga, denominado LMSV, ht es un proceso 
ARFIMA. En el caso más sencillo, ht es un ARFIMA(0,d,0), y el modelo viene dado por: 
yt = σ* σt εt,  σt =exp( t21 h )    [22a] 
(1-L)d ht = ηt,      [22b] 
donde σ* es un factor de escala que evita introducir una constante en la ecuación de ht, d 
es un parámetro que puede tomar cualquier valor en el intervalo 0≤d≤14 y ηt es 
NID(0, 2ησ ) e independiente de εt. Aunque el supuesto de Normalidad para ηt pudiera 
parecer arbitrario, Andersen et al. (1999) sugieren que, empíricamente, la distribución 
Normal es una buena aproximación a la distribución del logaritmo de la volatilidad. 
Harvey (1998) deriva las propiedades dinámicas del modelo LMSV en [22]. El 
proceso yt es una martingala en diferencias, y por tanto, E(yt)=0 y Cov(yt, ys)=0 para 
t≠s. Además, yt es estacionario siempre que lo sea ht, es decir, cuando d<1/2. Con 
respecto al comportamiento de la serie 2ty , Breidt, Crato y de Lima (1998) demuestran 
que, en el intervalo –1/2<d<1/2, dicha serie es débil y estrictamente estacionaria. Harvey 
(1998) comprueba que, cuando 2hσ  es pequeño y/o ρh(k) toma valores próximos a uno, la 











−σρ≅ρ , para k≥1 
donde ρh(k) denota la función de autocorrelación de ht y 2hσ  su varianza. Por lo tanto, la 
función de autocorrelación de 2ty  decrecerá hiperbólicamente hacia cero, al igual que la 
función de autocorrelación de ht, pero tomará, en general, valores más pequeños que ésta. 
Las propiedades dinámicas del modelo LMSV aparecen de forma más clara en la 
serie ln( 2ty ). Considérese la siguiente representación lineal del modelo LMSV:  
xt = ln( 2ty ) = µ + ht + ξt    [23a] 
(1-L)d ht = ηt      [23b] 
donde µ=ln( 2*σ )+E[ln( 2tε )] y ξt=ln( 2tε )-E[ln( 2tε )] es un ruido blanco no gaussiano de 
media 0 y varianza 2ξσ , cuyas propiedades dependen de las de εt. Por ejemplo, si εt es 
N(0,1), ln( 2tε ) se distribuye como el logaritmo de una χ12  con media E[ln( 2tε )]=-1.27 y 
varianza 2ξσ =π
2/2≅4.93; véase Abramowitz y Stegun (1970, p. 943). La ecuación [23a] 
representa xt como la suma de dos procesos mutuamente independientes, un proceso 
lineal ARFIMA(0,d,0) y un ruido blanco ξt no gaussiano. Si d<1/2, el proceso ht es 
estacionario y se puede calcular fácilmente la varianza, la función de autocovarianza y 
la función de autocorrelación de xt=ln( 2ty ), a partir de las correspondientes funciones de 
ht y ξt. En concreto, se obtienen las siguientes expresiones:  












































=ρ , k≥1  [26] 
De estas ecuaciones se derivan varias conclusiones importantes. En primer lugar, la 
ecuación [25] nos dice que las propiedades de memoria que se manifiestan en la función de 
autocovarianza de xt son las mismas que las de ht, y por tanto, si 0<d<1/2, la serie xt, al 
igual que ht, tiene memoria larga. Sin embargo, según la ecuación [24], la varianza de xt es 
mucho mayor que la de ht debido al efecto adicional de la varianza del ruido ξt. En la 
ecuación [26] observamos que la función de autocorrelación de xt es proporcional a la 
función de autocorrelación de ht, y por tanto, decrecerá a un ritmo hiperbólico muy lento, 
aunque tomará siempre valores más pequeños. Por ejemplo, para un d fijo, valores grandes 
del cociente 2ξσ / 2ησ  pueden producir valores tan pequeños de la función de autocorrelación 
de xt, que puede resultar realmente difícil distinguir esta serie de un ruido blanco. 
El gráfico 4 representa realizaciones de series generadas por procesos LMSV con 
parámetros {d=0.2, 2ησ =1}, {d=0.4, 2ησ =0.5} y {d=0.75, 2ησ =0.1}. Cada una de las series 
se acompaña de la función de autocorrelación muestral de la serie de los cuadrados y del 
logaritmo de los cuadrados. En los modelos estacionarios (d<1/2) se incluye además la 
función de autocorrelación poblacional de dichas series. En primer lugar, observamos 
que el comportamiento de las correlaciones diferencia claramente los dos modelos 
estacionarios del modelo no estacionario (d=0.75). Además, para el modelo estacionario 
más persistente (d=0.4), este gráfico evidencia la dependencia a largo plazo existente en 
la serie 2ty , y de forma aún más clara en la serie ln( 2ty ). Sin embargo, en el modelo con 
{d=0.2, 2ησ =1}, las correlaciones no muestran ese grado de persistencia. De hecho, para 
valores de 2ησ  más pequeños, apenas podría distinguirse esta serie de un ruido blanco. 
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La representación lineal del modelo LMSV en [23] facilita asimismo el cálculo 
de la densidad espectral de la serie xt, cuyo comportamiento también permite 
caracterizar la propiedad de memoria larga del modelo. En concreto, por la 
independencia de ηt y εt, de la ecuación [23a] se deduce que la densidad espectral de xt 
viene dada por la siguiente expresión: 
}+])cos1(2[{
2
1=)(f 2d-2X ξη σλ−σ
π
λ  
Para valores positivos de d esta función no está acotada en las bajas frecuencias, lo que 
confirma que en el intervalo 0<d<1/2 la serie xt tiene la propiedad de memoria larga. 
El modelo LMSV básico definido en [22] puede generalizarse de forma que el 
proceso ht sea un ARFIMA(p,d,q) con componentes autorregresivas y de medias 
móviles. Las condiciones de estacionariedad y la estructura dinámica de este modelo se 
obtienen de forma similar a las del modelo LMSV básico, aunque las expresiones de la 
varianza y la función de autocorrelación de las series 2ty  y ln( 2ty ) resultan más 
complicadas; ver Breidt, Crato y de Lima (1998) sobre las propiedades de este modelo. 
La estimación del modelo LMSV presenta ciertas dificultades debido a que la 
distribución condicionada de yt no tiene una expresión explícita, y por tanto, no es 
inmediato construir la función de verosimilitud exacta. Harvey (1998) y Breidt, Crato y 
de Lima (1998) proponen estimar el modelo LMSV maximizando la aproximación 
discreta de Whittle a la función de verosimilitud gaussiana en el dominio de las 
frecuencias de la serie xt=ln( 2ty ). Breidt, Crato y de Lima (1998) demuestran que los 
estimadores resultantes son consistentes, aunque su distribución asintótica no es todavía 
conocida. Pérez y Ruiz (2001) analizan las propiedades en tamaños de muestra finitos 
de dichos estimadores y señalan que cuando se estiman modelos con parámetros 
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próximos a las fronteras de la no estacionariedad (d≈1/2) y/o de la homocedasticidad 
( 2ησ ≈0), que son los más habituales en aplicaciones con series reales, los estimadores 
son muy sesgados y tienen mucha dispersión. En estos casos, se necesitan tamaños 
muestrales extremadamente grandes para que las inferencias sean fiables. 
Harvey (1998) propone también un algoritmo que permite obtener la estimación 
suavizada de la volatilidad en modelos LMSV. Este algoritmo requiere invertir una 
matriz TxT, lo cual puede resultar inviable en muestras grandes. En estos casos, Harvey 
sugiere realizar el suavizado con ponderaciones obtenidas de una muestra más pequeña, 
y argumenta que con esta estrategia no se pierde mucha precisión. Pérez (2000) aplica 
esta solución a series simuladas y series reales de tamaños relativamente grandes y 
comprueba que, efectivamente, proporciona buenas estimaciones de la volatilidad. 
Como ilustración, la tabla 4 recoge los resultados de la estimación del modelo 
LMSV en [22] para una serie de rendimientos diarios del IBEX-35 observados entre el 
7/1/1987 y el 30/12/1998, junto con la estimación de un modelo LMSV que incluye 
además un componente AR(1) en la ecuación de la volatilidad. En ambos casos, el 
modelo estimado es no estacionario y 2ησ  es pequeño, indicando una evolución suave de 
los cambios temporales en la volatilidad. La tabla 4 recoge también valores del estadístico 
de Box-Ljung para contrastar incorrelación en la serie de los cuadrados de los residuos 
estandarizados. Ninguno de estos valores es significativo, por lo que ambos modelos 
parecen capaces de representar adecuadamente la evolución dinámica de la volatilidad. 
El gráfico 5 representa los rendimientos absolutos del índice junto con la estimación 
suavizada de la volatilidad para el modelo LMSV básico estimado previamente. 
Como alternativa al método de estimación pseudo-máximo verosímil de Whittle, 
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se han propuesto recientemente otros métodos paramétricos. Hsu y Breidt (1997), por 
ejemplo, proponen un método de estimación bayesiano mediante muestreo de Gibbs que 
permite obtener la distribución a posteriori de los parámetros del modelo LMSV y la 
estimación suavizada de la volatilidad. So (1999) estudia el problema de estimación de 
modelos ARFIMA(0,d,0) “contaminados” por un ruido gaussiano, y propone técnicas 
bayesianas de estimación MCMC (Markov Chain Monte Carlo) que podrían aplicarse al 
modelo LMSV. Aunque las propiedades de estos métodos sean óptimas, estas técnicas 
son computacionalmente muy costosas y no son fáciles de extender a modelos más 
complicados. De hecho, cuando el tamaño muestral es grande o el proceso ARFIMA 
contiene componentes autorregresivos o de medias móviles, existen serios problemas en 
la aplicación de estos métodos. Wright (1999) propone un estimador del modelo LMSV 
estacionario basado en el método de los momentos generalizados (GMM) y demuestra 
que, en el rango –1/2<d<1/4, dicho estimador es T -consistente y asintóticamente 
normal. Sin embargo, la utilidad práctica de este resultado puede ser limitada porque los 
valores del parámetro d en series reales suelen estar cerca de la frontera de la no 
estacionariedad (d=1/2), donde la distribución asintótica es desconocida. Además, las 
simulaciones de Wright (1999) muestran, en primer lugar, que la distribución asintótica 
no es una buena aproximación en muestras finitas, y en segundo lugar, que el estimador 
GMM se compara desfavorablemente con el estimador de Whittle, ya que ambos tienen 
varianzas similares pero este último tiene un sesgo mucho menor. Finalmente, Chan y 
Petris (2000) proponen un método de estimación del modelo LMSV, basado en 
representar en el espacio de los estados el proceso ARFIMA truncado en primeras 
diferencias y maximizar la función de verosimilitud resultante mediante el filtro de 
Kalman. Sin embargo, aún no hay resultados sobre las propiedades de este estimador. 
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Como alternativa a los métodos de estimación paramétricos que acabamos de 
describir, Deo y Hurvich (1998) han propuesto un estimador semiparamétrico para el 
parámetro de memoria, d, basado en la idea original de Geweke y Porter-Hudak (1983) 
para modelos ARFIMA. Este estimador se obtiene a partir de un modelo de regresión 
para el logaritmo del periodograma de la serie transformada, xt=ln( 2ty ), utilizando sólo 
las m primeras frecuencias en torno al origen. Bajo ciertas condiciones sobre m, Deo y 
Hurvich (1998) derivan las expresiones del sesgo y de la varianza asintótica del 
estimador, y demuestran que, cuando m verifica ciertas condiciones, el estimador es 
asintóticamente normal, pero con una tasa de convergencia m  inferior a la T  típica 
de los estimadores paramétricos. Aunque estos resultados sobre la estimación del 
parámetro d son importantes, no se conoce aún ningún resultado sobre la estimación de 
los otros parámetros del modelo ni sobre la estimación de la volatilidad. 
En cuanto a la predicción de modelos LMSV, Harvey (1998) proporciona una 
expresión para predecir valores futuros de la volatilidad en el modelo LMSV básico, 
pero ni las propiedades analíticas ni empíricas de dichas predicciones son conocidas. 
6.3. Otros modelos con memoria larga en volatilidad 
En esta sección se describen brevemente otros modelos con memoria larga para 
la volatilidad que no han tenido mucha repercusión en aplicaciones empíricas. 
En primer lugar, Ding y Granger (1996) proponen un modelo en el que la 
volatilidad es una suma ponderada de N componentes, cada una de las cuales es la 
varianza condicionada de un modelo GARCH(1,1) con parámetros {αi,βi}. Bajo ciertas 
condiciones sobre dichos parámetros, se demuestra que cuando N tiende a infinito, el 
modelo propuesto admite una representación ARCH(∞) cuyos coeficientes decrecen 
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hiperbólicamente hacia cero; por tanto, la varianza condicionada tiene memoria larga. 
Este modelo es similar al modelo FIGARCH de Baillie, Bollerslev y Mikkelsen (1996).  
Robinson y Zaffaroni (1997) y Zaffaroni (1997) proponen una nueva clase de 
modelos, denominados modelos MA no lineales con memoria larga, en los que la 
volatilidad, σt, se modeliza mediante una estructura infinita de retardos de la propia 
perturbación εt. Este modelo es capaz de producir memoria larga en la serie de los 
cuadrados. Zaffaroni (1997) propone un método de estimación aproximado de Whittle en 
el dominio de las frecuencias para este modelo y demuestra que estos estimadores son 
consistentes y asintóticamente normales. 
Posteriormente, Robinson y Zaffaroni (1998) proponen un modelo SV no lineal 
con dos perturbaciones, alternativo al modelo LMSV de Harvey (1998) y Breidt, Crato 
y de Lima (1998), y demuestran que, bajo ciertas condiciones sobre los momentos de εt, 
la serie de los cuadrados puede tener memoria larga. Para estimar el modelo, los autores 
proponen un estimador pseudo-máximo verosímil en el dominio de las frecuencias, y 
argumentan que no sería difícil establecer la consistencia y la distribución asintótica de 
dicho estimador, pero no presentan ninguna demostración formal de tales resultados. 
Finalmente, Beran y Ocker (2001) utilizan el modelo SEMIFAR, originalmente 
propuesto por Beran y Ocker (1999), para representar la volatilidad de varias series de 
rendimientos financieros y encuentran una fuerte evidencia de memoria larga en la 
componente estocástica de la volatilidad para casi todas las series analizadas. 
7. CONSIDERACIONES FINALES 
En este trabajo se han descrito, en primer lugar, las propiedades de series con 
memoria larga tanto en la media como en la varianza condicionada. Se ha dedicado 
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especial atención a los procesos ARMA fraccionalmente integrados o procesos 
ARFIMA, por ser éstos los más utilizados en la modelización de la memoria larga en 
media y ser a su vez la base sobre la que se construyen gran parte de los modelos con 
memoria larga en la varianza condicionada. Se han revisado los principales métodos de 
estimación de modelos con memoria larga en media y varianza y se han discutido las 
ventajas e inconvenientes de cada uno de ellos. Con respecto a los contrastes de 
hipótesis, se han presentado los contrastes más utilizados en aplicaciones empíricas para 
discernir entre procesos con memoria corta I(0) y procesos con memoria larga I(d), y 
aquellos que contrastan la hipótesis de raíz unitaria (d=1) frente a la memoria larga. 
A pesar de la extensa literatura existente sobre modelos con memoria larga, aún 
son muchos los temas pendientes de investigación. Por ejemplo, en relación a la 
modelización de la posible existencia de memoria larga en la varianza condicionada de 
las series financieras, aún se desconocen las propiedades dinámicas de algunos de estos 
modelos. Tampoco se conoce, para muchos de ellos, la distribución asintótica de los 
estimadores propuestos y, por tanto, se desconocen también las propiedades de los 
contrastes de memoria larga que de ellos se derivan. Podría ser interesante también 
analizar las propiedades de las correlaciones muestrales de los cuadrados de series 
heteroscedásticas con memoria larga. Ray (1993a) señala que las autocovarianzas 
muestrales de los cuadrados tienen sesgo negativo, incluso en tamaños de muestras muy 
grandes, y que este hecho puede explicar porqué habitualmente las autocorrelaciones 
muestrales de dicha serie, a pesar de tener una tasa de decrecimiento muy lenta, suelen 
tomar valores dentro de las bandas de confianza de incorrelación.  
Otros temas aún inexplorados son el problema de la predicción en modelos con 
memoria larga para la varianza condicionada, la posible extensión de estos modelos al 
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caso multivariante o la posibilidad de incluir componentes estacionales en dichos 
modelos con el fin de recoger el comportamiento periódico que presentan, por ejemplo, 
las series de datos financieros intra-day. Éstos y otros temas, dejan abiertas numerosas 
posibilidades de investigación en las que seguir avanzando. 
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NOTAS
                                                 
1 Otros autores distinguen entre métodos de estimación en dos etapas, en los que se 
estima en primer lugar el parámetro d y en una segunda etapa los parámetros ARMA del 
modelo, y métodos de estimación en una etapa, que estiman conjuntamente, por máxima 
verosimilitud, todos los parámetros del modelo. 
2 Además de este contraste, Robinson (1991) propone otra variante que es robusta a la 
heteroscedasticidad condicionada de las perturbaciones. 
3 Aunque estas restricciones se establecen para garantizar que la varianza sea positiva, 
Nelson y Cao (1992) demuestran posteriormente que la positividad de la varianza está 
asegurada bajo condiciones más débiles. 
44 Conservamos aquí la notación original de Harvey (1998) que considera el modelo 
LMSV definido en 0≤d≤1, a diferencia de Breidt, Crato y de Lima (1998) que 
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Tabla 1. Comparación de las funciones de autocorrelación de un proceso AR(1), 
xt=0.5xt-1+ηt, y un proceso ARFIMA, (1-L)1/3xt=ηt. 





























Tabla 2. Estimación del parámetro d obtenida con distintos métodos para la serie 
mensual de inflación en España desde enero 1961 hasta diciembre 2000. 
MV MV GPH (1983) Robinson (1995a) con l=1 



















Tabla 3. Contrastes unilaterales de memoria larga (H0:d=0 frente a H1:d>0) para la 
volatilidad del IBEX-35. 
Contraste GPH (1983) 
Serie 2ty     ln( 2ty )    
m= 
l= 
T0.45 T0.5 T0.6 T0.5 
T0.1 





























Contraste R/S de Lo (1991) 
Serie 2ty     ln( 2ty )    



















Contraste LM de Robinson y Lobato (1998) 
Serie 2ty     ln( 2ty )    




















Tabla 4. Estimación de modelos LMSV para los rendimientos del índice IBEX-35 
















  17.89 
117.67 
  15.50 
113.39 
Nota: Q2(K) denota el estadístico de Box-Ljung para contrastar incorrelación hasta de 
orden K en los cuadrados de las observaciones estandarizadas. 
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Gráfico 1. Series generadas por procesos ARFIMA estacionarios con varianza uno 
junto con su función de autocorrelación y su densidad espectral, muestral y poblacional. 
De arriba abajo, las series corresponden a ruidos blancos fraccionales con d=-0.4, d=0.2, 
d=0.4 y a un ARFIMA(1,d,0) con {φ=0.5,d=0.2}. 
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Gráfico 2. Serie de rendimientos diarios del IBEX-35 (7/1/1987-30/12/1998) junto con 
los correlogramas de los cuadrados y del logaritmo de los cuadrados de dicha serie. 
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Gráfico 3. Series generadas por diferentes modelos FIGARCH junto con la función de 
autocorrelación muestral de la serie de sus cuadrados. De arriba abajo, los modelos 
simulados son GARCH(1,1) con {α0=0.1, α1=0.125, β1=0.85}, FIGARCH(1,d,0) con 
{α0=0.1, d=0.4, β1=0.25} y {α0=0.1, d=0.75, β1=0.7}, e IGARCH con {α0=0.1, β1=0.85}. 
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Gráfico 4. Series generadas por diferentes modelos LMSV junto con la función de 
autocorrelación, muestral y poblacional, de las series 2ty  y ln( 2ty ). De arriba abajo, los 




Gráfico 5. Rendimientos absolutos diarios del índice IBEX-35 junto con las 
estimaciones suavizadas de la volatilidad (en negrita) para el modelo LMSV básico. 
 
