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Abstract— The generation of a correlation matrix for set of 
genomic sequences is a common requirement in many 
bioinformatics problems such as phylogenetic analysis. Each 
sequence may be millions of bases long and there may be 
thousands of such sequences which we wish to compare, so not all 
sequences may fit into main memory at the same time. Each 
sequence needs to be compared with every other sequence, so we 
will generally need to page some sequences in and out more than 
once. In order to minimize execution time we need to minimize 
this I/O. This paper develops an approach for faster and scalable 
computing of large-size correlation matrices through the 
maximal exploitation of available memory and reducing the 
number of I/O operations. The approach is scalable in the sense 
that the same algorithms can be executed on different computing 
platforms with different amounts of memory and can be applied 
to different bioinformatics problems with different correlation 
matrix sizes. The significant performance improvement of the 
approach over previous work is demonstrated through 
benchmark examples. 
Index Terms—Correlation matrix, bioinformatics computing, 
scalable computing, memory management, phylogenetic analysis 
 
I. INTRODUCTION 
HIS paper will develop memory management strategies 
for use when calculating correlation matrices, a frequent 
task when investigating genomic sequences of different 
species. Many such problems [1-7] are important in 
bioinformatics [8]. Phylogeny tree generation [3] and multiple 
sequence alignment [4] are two typical examples. Multiple 
sequence alignment is essential for protein structure and 
function prediction, phylogeny inference and other common 
tasks in sequence analysis [4]. 
A correlation matrix is calculated by performing a pair-wise 
all-versus-all comparison on a group of items. Every value in a 
correlation matrix is an indication of the similarity between a 
pair of items. When calculating a correlation matrix, if all 
items cannot be loaded into the memory at once due to 
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memory size limitations, multiple loads of some items are 
needed to complete the calculation. Our focus is on the 
maximal exploitation of available memory and minimizing the 
number of loads. By doing so, the time spent on I/O operations 
can be reduced, leading to a reduction in calculation time. 
The Composition Vector method (CV method) is a popular 
approach to calculating correlation matrices [9, 10]. 
Algorithm 1 shows the correlation matrix calculation process 
using the CV method. We first read each genomic sequence 
 𝐺𝑖 from disk and then perform a computation to calculate its 
composition vector 𝐶𝑉[𝑖]. Ideally we would calculate these 
composition vectors once for each genomic sequence and then 
keep them all in memory for use in calculating correlations 
because generation of a composition vector is a 
computationally intensive process as seen from the profiling 
data in Table I. 
If these composition vectors cannot all be held in memory 
at the same time, we have two choices: either we can write the 
composition vectors out to disk (after line 4) and then read 
them back in prior to their use in line 7. Alternatively we can 
re-compute composition vectors (line 4) each time they are 
required in the main loop at line 7. Which of these approaches 
we should use depends on the cost of re-computing a 
composition vector compared to the cost of reading it from 
disk. In most cases, reading pre-calculated composition 
vectors from disk will be more efficient, but to avoid 
confusion, we use “LOAD” in our algorithms to indicate that a 
composition vector is brought into the memory either by 
reading the disk or generating it from the scratch. It is 
important to note that the algorithms proposed in this paper do 
not depend on this choice. This will be further discussed in 
Section VI. 
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Algorithm 1: Calculation of Correlation Matrix using CV method. 
Nomenclature used in this algorithm is described in Table II. 
Current Bioinformatics, vol. 9, no. 3, pp. 234-245, 2014. 
The aim of this paper is to minimize these loads when 
memory is insufficient for holding all composition vectors at 
the same time. For this purpose, we will develop an efficient 
paging algorithm which scales well on different computer 
platforms with different configurations. The techniques to be 
proposed in this paper can be generally applied to any similar 
correlation matrix calculation, where a pre-processing of items 
such as composition vector generation is conducted in the 
process of calculating a correlation matrix. Another example is 
a file similarity search in a group of files, where the pre-
processing stage is creating file signatures before the 
comparisons. 
The main contributions of this paper are as follows: 
1) A scalable memory management algorithm is proposed 
which minimizes the number of loads for the calculation 
of a correlation matrix. 
2) Analysis of different possible algorithms is conducted as 
well as selecting optimal configuration parameters for 
the proposed algorithm. 
The nomenclature used in this paper is summarized in 
Table II. It is assumed in this paper that, for a given 
computation problem, 𝑀 and 𝑁 are constant. 
Preliminary results of this work have been accepted for 
presentation in a conference [11]. In comparison with the 
conference paper, this paper has more comprehensive 
theoretic results for selecting the configuration parameters in 
the proposed memory management approach. 
The paper is organized as follows. Section II reviews 
related work. Section III describes the problem of minimizing 
the loads of genomic sequences in the calculation of 
correlation matrices. Section IV proposes the memory 
management approach. Section V develops theoretical results 
regarding the optimized configuration parameters. A scalable 
memory management algorithm is presented in Section VI 
based on the results from Section V, and is validated in 
Section VII. Finally, Section VIII concludes the paper. 
II. RELATED WORK 
Attempts have been made to improve similar I/O intensive 
correlation matrix calculations. The most common approach is 
to prune unnecessary comparisons, thereby reducing the 
number of I/O operations [12-14]. This is achieved by 
predicting uncorrelated pairs by using special pre-calculations 
and eliminating comparisons with predicted correlations 
beyond some designated threshold. While such a prediction 
works well for correlation-based similarity searches, its 
general application is not always possible. 
Mueen et al. [12] have proposed a caching algorithm called 
“Optimal Baseline Caching Algorithm”, as depicted in 
Algorithm 2. They assume that all items to be compared are 
similar in size and the same number of items can always fit in 
the memory (i.e. 𝑀 is constant). 
Our memory management problem similar to the more 
generic virtual memory management problem [15]. The 
composition vectors can be considered as pages and memory 
can be divided into frames to hold them. There are a number 
of frequently used generic page replacement algorithms such 
as Least Recently Used (LRU) [16], Least Frequently Used 
(LFU) [17], First In First Out (FIFO). There has been a widely 
accepted “informal principle of optimality” for the page 
replacement policies: the page to be replaced is that which has 
the longest expected time until next reference [15]. 
Accordingly, if an algorithm knows exactly which page is 
going to be referenced last, it can handle page replacement 
optimally.  Since, our algorithm knows its own memory access 
pattern, it exactly knows which page (composition vector) 
needs to be replaced next due to the awareness of the order of 
future references. Any generic paging strategy (such as LRU) 
without this knowledge cannot hope to compete. 
 Algorithms with different memory access patterns yield 
different number of page faults. For example, two different 
algorithms designed for matrix multiplication (say regular and 
block matrix multiplication) have different memory access 
patterns resulting in a different number of page faults in a 
system with insufficient memory [18]. Therefore, for our 
specific memory management problem we not only propose a 
page replacement algorithm but also an associated optimized 
and scalable memory access pattern to generate fewer page 
faults.  
We consider two popular programs written for correlation 
matrix calculation using the CV method. One is written by Yu 
TABLE II 
NOTATIONS USED IN THE PAPER 
[𝑖, 𝑗) Range from 𝑖 to 𝑗 excluding 𝑗 
𝐴, 𝐵 Genomic sequence ranges 
𝐴′ Sub range of 𝐴 
𝐵′, 𝐵′′ Sub ranges of 𝐵 
𝐶[𝑖, 𝑗] Correlation matrix; 𝑖, 𝑗 ∈ [0, 𝑁) 
𝐶𝑉[𝑖] Composition vector generated from the genome sequence 𝐺𝑖 
𝐺𝑖 A genomic sequence in a set of 𝑁 genomic sequences; 
𝑖 ∈ [0, 𝑁) 
𝐺𝑅 Set of genomic sequence in the range 𝑅 
𝐿 Number of loads 
𝑀 Maximum number of genomic sequences loadable due to the 
limited memory 
𝑁 Number of genomic sequences in a dataset  
 
 
TABLE I 
PROFILING DATA OF THE TWO BENCHMARK PROGRAMS FOR 20 GENOMIC 
SEQUENCE COMPARISON 
Program Generating CVs including I/O Comparing 
Yu et al.[1] 89.8% 9.8% 
CVTree [2, 6]  87.0% 12.88% 
 
 
 
 
Algorithm 2: Memory management algorithm proposed by Mueen et al. [12]. 
Nomenclature used in this algorithm is described in Table II. 
et al. [1] and the other is from the CVTree website [2] 
implementing the algorithm developed by Qi et al. [19]. 
The program by Yu et al. [1] does not particularly focus on 
memory management. It simply loads two genomic sequences 
into the main memory at a time, compares them, then goes to 
the next pair and does the same for all comparisons. As a 
result, only two genomic sequences are kept in the memory at 
a time, even when more memory is available. Consequently, 
the number of loads is high, leading to significant execution 
time. 
In the CVTree [2] application, the composition vectors are 
generated first and then written back to the disk. This avoids 
repeated calculation of composition vectors for each 
comparison. They use a similar algorithm proposed by Mueen 
et al. [12] to load genomic sequences into memory. Unlike 
Mueen et al.’s algorithm, the CVTree algorithm deals with 
non-uniformly sized composition vectors.  
To overcome the problem of limited memory, several 
approaches have been proposed in the direction of reducing 
the amount of memory required to store composition vectors 
and genomic sequences. Wang [9] proposed such a method in 
which the memory required to store a composition vector is 
𝒪(𝑛), where 𝑛 is the length of the genomic sequence. He used 
a sparse data structure called tables to store the index and 
frequency in columns. Since a typical composition vector 
mostly contains zeros, this method reduces the size of 
composition vectors by saving memory allocated for zeros. As 
will be shown later in Section VII-F, we use a similar sparse 
data structure in this paper to improve the original program by 
Yu et al. [1, 20]. 
Steinbiss and Kurtz [21] proposed another memory 
optimization, which is independent of programming language 
and can be used generally to store genomic sequences. Their 
space-efficient data structure, GtEncseq, can be used to store 
multiple biological sequences of a variable alphabet size. It 
includes customizable character transformations, wild-card 
support, and an assortment of internal representations 
optimized for different distributions of wild-cards and 
sequence lengths [21]. While this approach helps minimize the 
amount of data loaded, the problem of being unable to load all 
the composition vectors into the memory is not completely 
solved, particularly when 𝑁, the number of genomic 
sequences is large. 
There have been several attempts aiming to make all-
versus-all calculation faster using parallel computing [8, 22-
26]. However, these attempts do not consider the problem of 
limited memory. This is mainly because they use distributed 
memory systems in which sharing the data loaded into 
memory is only efficient within nodes. In this case, memory 
handling strategies are quite different. 
The CV method has become a popular approach for 
phylogenetic tree generation, and many different approaches 
have been proposed to implement the CV method [19, 20, 27, 
28]. Since we target an optimization for one of the common 
basic steps in the CV method, many of the applications written 
for different CV method-based approaches will benefit. 
Compared to the recently proposed algorithms by Mueen et 
al. [12] and CVTree [2], our algorithm to be presented 
achieves a lower number of I/O operations as will be shown in 
Section V. The CVTree [2] algorithm can deal with non-
uniform sized composition vectors, however it can potentially 
use more memory than the specified upper bound. Our 
algorithm uses a more reliable approach to prevent this 
(Sections VI and VII) and introduces other improvements such 
as sorting genomes by their size. 
III. PROBLEM ABSTRACTION 
A correlation matrix denoted by 𝐶[𝑖, 𝑗] has the following 
properties: 𝐶[𝑖, 𝑗]  =  𝐶[𝑗, 𝑖] and 𝐶[𝑖, 𝑖]  =  0 [20]. Therefore, 
only 𝑁 (𝑁 − 1)/2 comparisons are required to complete a 
correlation matrix, resulting in a triangular region of pair-wise 
distances, as shown in Figure 1.  
There is a condition in order to complete a correlation 
matrix calculation: ∀ 𝑖, 𝑗 𝜖 [0, 𝑁);  𝑖 <  𝑗, 𝐺𝑖 and 𝐺𝑗 must be 
present in the memory together at least once throughout the 
calculation. Following this condition, we propose a greedy 
approach which is described in the following procedure.  
1) Load an initial set of 𝑀 genomic sequences into 
memory; 
2) Compare all pairs of genomic sequences that are 
currently in memory that have not already been 
compared. 
3) Decide which set of sequences to load into memory and 
which set of sequences to unload (to make way for the 
new sequences). 
4) Return to Step 2) until all comparisons are complete. 
By using the above framework, algorithms will be 
developed in the next few sections for scalable computing 
with efficient memory utilization. Simple strategies such as 
blocking the correlation matrix into rectangular regions 
designed to fit into memory do not by themselves lead to 
optimal results.  
IV. COMPUTING APPROACH AND ALGORITHM 
In considering which sets of sequences to load and unload in 
the above general algorithm, we have a combinatorial number 
of possibilities to consider (over the lifetime of the algorithm).  
To reduce the number of possibilities we adopt a heuristic 
approach where the set of genomic sequences in memory are 
divided into two subsets Set A and Set B. Once we have 
compared all pairs of sequences currently in memory (i.e. A ∪ 
B), we keep the subset Set A in memory, unload the current set 
in Set B, and load in a new Set B. We continue this until we 
have compared the elements in Set A with all other elements; 
we then load a new Set A. So, Set A is the set that we choose to 
keep in memory for a longer term, while the Set B is rapidly 
swapped in and out. 
The genomic sequences are indexed from 0 to 𝑁 − 1. Thus, 
Set A and Set B will be represented as contiguous ranges of 
indexes in our algorithms. They have the sizes of α and β, 
respectively. The proposed algorithm is depicted in Algorithm 
3. A numerical example is given in Figure 1 and will be 
discussed later in this section. 
As can be seen in Algorithm 3, the Set B initially sweeps 
from left to right across the columns of the matrix. However, 
once we reach the right edge of the matrix (and need to load a 
new Set A), rather than unloading Set B and moving back to 
the start of the next row, we instead keep Set B in memory and 
reuse it for the next Set A. Set B then sweeps backwards from 
right to left across the next row. 
In line 9, the previous Set A is unloaded from memory. 
Set A is empty in the first iteration. Lines 13 or 23 then loads 
the next Set A. However, if the previous iteration has moved 
Set B backwards (i.e., forward = true), a subset of the new 
Set A will already be the memory because of the ‘bringing 
forward’ of Set B. Therefore only a subset  𝐴′ of Set A (that is 
not already loaded) needs to be loaded in line 13. 
The loops starting at lines 14 and 24 move Set B forward 
and backward, respectively. Within these loops, lines 18 and 
28 unload the previous Set B. Furthermore, lines 20 and 30 
load the next Set B. The inner loops for Set B terminate after 
they get within β (the size of Set B) from the (left or right) end 
of the row. If the remainder for Set B in the last inner loop 
iteration is less than β, it will be slid, so that a maximally sized 
Set B is preserved for the next iteration. To conduct this 
sliding, when Set B is at a boundary, only a subset of previous 
Set B, 𝐵′, is unloaded at lines 18 and 28. Also, when this 
sliding happens only a subset of Set B, 𝐵′′, is loaded at lines 
20 and 30. 
An illustration of our algorithm is shown in Figure 1, 
where 𝑁, the number of genomic sequences, is 14; 𝑀, the 
maximum number of genomic sequences that can be held in 
the memory, is 5; and the sizes of Set A and Set B are 𝛼 = 3 
and 𝛽 = 2, respectively. The genomic sequences are indexed 
from 0 to 13. In the figure, each square represents a 
comparison between the genomic sequences corresponding to 
the column and row numbers. The number inside a square 
represents the iteration number of the loop starting at line 8.  
In the following, the working of Algorithm 3 is further 
illustrated using the example in Figure 1. At line 4, an initial 
 
 
Algorithm 3: General algorithm to calculate all comparisons. 
 
 
Fig. 1: The comparisons completed in each iteration in Algorithm 3. The 
number at each square shows the iteration number. This depiction shows a 
comparison of 14 gene sequences assuming that, maximum of 5 gene 
sequences can be held in the memory. The sizes of the sliding sets 𝐴 and 𝐵 
are 𝛼 = 3 and 𝛽 = 2 respectively. 
Set B ({𝐺0, 𝐺1}) is loaded. Set A for the first iteration 
is {𝐺0, 𝐺1, 𝐺2}. Since the current Set B, which is a subset of 
Set A, is already in memory, only 𝐴 − 𝐵 ({𝐺2}) is loaded at 
line 13. At this stage, Set B should be moved forward because 
the forward flag is true. The first Set B is loaded adjacent to 
Set A. In the loop starting at line 14, each Set B is loaded and 
then all uncompleted comparison with the current Set A and 
Set B are completed at line 21. The first five sets loaded to 
Set B in the loop are {𝐺3, 𝐺4}, {𝐺5, 𝐺6}, {𝐺7, 𝐺8}, 
{𝐺9, 𝐺10} and {𝐺11, 𝐺12}. Then, the remaining genomic 
sequences are insufficient for a full Set B. Therefore, instead 
of loading a full Set B, the remainder is loaded and a number 
of sequences equivalent to the remainder are unloaded from 
the beginning of the current Set B. In this case the number 
remaining is 1; and 𝐺11 is unloaded and 𝐺13 is loaded. 
Thereafter, Set B becomes {𝐺12, 𝐺13}. We call this process 
“sliding” Set B. The sliding process preserves a full set of 
Set B for the next iteration. The sliding process is the reason to 
use 𝐵′ instead of 𝐵 at line 18 to unload Set B. 𝐵′ is always 
similar to the previous Set B, unless sliding is in place. 
Similarly, 𝐵′′ at line 20 which loads the next Set B, is always 
similar to the next Set B unless sliding is in place. Importantly, 
the last set in Set B is not unloaded in both inner loops. 
In the next iteration, the forward flag is set to false at line 
32. Set A is stepped by α. The full Set A is loaded at line 23 
which is {𝐺3, 𝐺4, 𝐺5}. The loop starting at line 24 moves Set B 
backward and for each Set B all uncompleted comparison with 
the current Set A and Set B are completed at line 31. It is noted 
that the first Set B ({𝐺12, 𝐺13}) is already in the memory from 
the previous iteration. The “if” condition at line 25 avoids 
loading this set. The next three sets of Set B are {𝐺10, 𝐺11}, 
{𝐺8, 𝐺9} and {𝐺6, 𝐺7}. If the remainder for the last Set B is less 
than β (this is not the case here), the Set B is slid (‘sliding’ 
process) by unloading the last genomic sequences at the end of 
the Set B and loading the remainder to the front. Note again 
that the last set in Set B is not unloaded. This last set in Set B 
({𝐺6, 𝐺7}) will be a subset of next Set A ({𝐺6, 𝐺7, 𝐺8}) and will 
be excluded from loading at 13 (𝐴 −  𝐵) in the next iteration. 
The process is repeated until the remainder of the genomic 
sequence after the latest Set A is less than 𝑀. At lines 36-40, if 
the remainder is not zero, the remainder is loaded to Set A 
excluding the current Set B which was preserved from the last 
iteration. Then, all uncompleted comparisons with the current 
Set A and Set B are completed at line 42. 
Algorithm 1 does fewer loads compared with the algorithm 
proposed by Mueen et al.  [12]. The main improvement in our 
approach is ‘bringing forward’ of Set B from one iteration to 
another thus saving some loads of the next iteration. 
As 𝑀 represents the maximum number of genomic 
sequences that the memory can hold at a time, it should be 
noted that the following condition must hold: 
.2 M   (1) 
For the full utilization of memory at any given time, we use 
the following condition in Section V: 
.2 M   (2) 
The process of composition vector generation requires a 
significant amount of memory. We assume in this paper that 
the computer has sufficient memory for this process. It is 
important to note that 𝑀, the maximum number of 
composition vectors that can be held in the memory, is 
decided after taking into account other memory requirements 
such as memory required for the loading process and program 
memory. 
V. THEORETICAL RESULTS 
This section develops theoretical results for Algorithm 3 that 
we presented in Section IV. The results are summarized in five 
theorems. Theorems 1 and 2 give formulas for calculating the 
number of load operations (𝐿). Theorem 3 establishes upper 
and lower bounds of 𝐿. Theorem 4 shows the optimal β value 
that gives the minimal 𝐿 when 𝑀 <
2𝑁+1
3
; while Theorem 5 
deals with when 𝑀 ≥
2𝑁+1
3
 . 
Theorem 1: When α and β are set such that the condition in 
Equation (1) is met, the number of loads 𝐿 of Algorithm 3 is:  
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 Proof: According to the proposed algorithm (Algorithm 3) 
in Section IV, the following series can be identified to count 
the number of loads. There are 𝑡′ +  1 iterations in the 
algorithm in the loop starting at line 8: 
 For a general iteration (of the loop starting at line 8), 
Set B is brought forward from the previous iteration, but 
in the first iteration no genomic sequences are in the 
memory, so at line 4, a new Set B is loaded (β loads); 
 When Set B is stepped forward within the loop starting at 
line 14, 𝑁 −  (𝑝 +  𝛼) genomic sequences are loaded. 
If ∝ ≥ 𝛽, a subset of Set A is taken from the last Set B of 
the previous iteration and the rest (𝐴′) is loaded at line 
13. Therefore, to load Set A, only 𝛼 − 𝛽 loads are 
needed. Thus when ∝ ≥ 𝛽, the number of loads in each 
iteration of the loop on line 8 is: 
 
    pNpN
ForwardBrought ASet For BSet  Moving While
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; 
If 𝛼 < 𝛽, the full Set A is in the memory from the last 
Set B of the previous iteration and no load is done at line 
13. In the loop starting at line 14, a subset of size 𝛽 − 𝛼 
of the first Set B is also already in the memory from the 
previous Set B. Therefore, when 𝛼 < 𝛽, the number of 
loads in each iteration is:  
[𝑁 − (𝑝 + 𝛼) − 𝛽] + 𝛼 = 𝑁 − 𝑝 − 𝛽; 
 The iteration variable 𝑝 marks the start of the current 
Set A and its values are {0, 𝛼, 2𝛼, … , 𝑡′𝛼}; After 𝑡′ + 1 
iterations, if there are any remaining genomic sequences, 
it is insufficient for a normal iteration. So, the remaining 
genomic sequences are used to partially fill the current 
Set A at line 41. The current Set B which is a subset of 
the new Set A is already in the memory. So, current Set B 
is skipped when loading the new Set A at 38 and 40. 
Thus, the number of loads for this section of code is: 
[𝑁 − 𝛽 − 𝑡′𝛼]. 
Therefore, we have 
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This completes the proof. ■ 
Theorem 2: If α and β are chosen such that the Condition (2) 
is met, then the number of loads 𝐿 of Algorithm 3 is:  
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Proof: From Equation (2), we have 
  M  (7)  
Substituting Equation (7) into Equations (3) and (4) gives 
Equations (5) and (6), respectively. This completes the proof. 
■  
 
TheorWem 3: If α and β are chosen such that Condition (2) is 
met, then the number of loads 𝐿 of Algorithm 3 is bound by a 
lower-bound 𝐿 and an upper-bound 𝐿 i.e., 
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Proof: From Equation (6): 
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Substituting Equation (9) into Equation (5) gives   
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
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
 
 2
2
1
2


   
  2
2
1
  ME
 0 ≤ 𝐸 ≤
1
8
(𝑀 − 𝛽) because  
0 ≤ 𝜀 − 𝜀2 ≤
1
4
. 
The lower and upper bounds of 𝐿 in Equation (8) are derived 
by substituting E as defined in Equation (10) into Equation 
(11). This completes the proof. ■ 
  
Theorem 4: If α and β are chosen such that the Condition (2) 
is met, and if 
,
3
12 

N
M   
then the number of loads 𝐿 of Algorithm 3 reaches its 
minimum 𝐿𝑚𝑖𝑛  at 𝛽𝑚𝑖𝑛 = 1 and 
 ),2)(1)(1(
2
1
)1()2(min  ttMttNL
  
where 
 .
1 







M
MN
t   
Proof: Note that in Equation (10), β is not a continuous 
variable, so we cannot differentiate 𝐿 with respect to β. So, let 
𝑘 be a continuous variable (over the range 1. . 𝑀 − 1) that 
equates with β at discrete points. From to Equation (11): 
(5) 
(8) 
where 0 ≤ 𝜀 < 1              (9) 
(10) 
(12) 
(13) 
(14) 
 
Fig. 2: L versus β for 𝑁 = 100 and 𝑀 = 40. In this case, 𝑀 <
2𝑁+1
3
  and 
𝐿 reaches its minimum at 𝛽 = 1. 
 
Fig. 3: 𝐿 versus β for 𝑁 = 100 and 𝑀 = 85. In this case  𝑀 >
2𝑁+1
3
. As β 
increases, the lower-bound of 𝐿, 𝐿  increases; while the upper-bound 
decreases first and then increases after reaching its minimum at 𝛽 =  3𝑀 −
2𝑁. 
(11) 
where, 
0 ≤ 𝐸′ ≤
1
4
 
where E′ =  𝜀 − 𝜀2 which is independent of 𝑘. Substituting 𝑘 
for β in Equation (10) yields 
 E
kM
MN
dk
dL









2
1
2
1
2
  
Substituting 0 ≤ 𝐸′ ≤
1
4
 in Equation (15) gives 
22
2
1
8
1
2
1


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
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


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



kM
MN
dk
dL
kM
MN   
If 
𝑑𝐿
𝑑𝑘
> 0, then 𝐿 increases as 𝑘 increases. If we consider only 
the range of k, then the right side of Equation (16) is always 
greater than zero: 
1
2
(
𝑁 − 𝑀
𝑀 − 𝑘
)
2
> 0 
 
If the left side of Equation (16) is positive:  
0
8
1
2
1
2








kM
MN  
then either: 
,23 NMk    
or 
.2 MNk    
Since 𝑀 ≤ 𝑁, Equation (19) is always true within the limits of 
𝑘. Therefore, if Equation (18) is satisfied, 
𝑑𝐿
𝑑𝑘
> 0 is satisfied 
within the range of k. By applying the lowest limit of 𝑘 which 
is 1, for Equation (18) to find the condition for Equation (18) 
to be satisfied, we get Equation (12). 
Therefore, when the condition in Equation (12) holds, then 
𝑑𝐿
𝑑𝑘
> 0 for all 𝑘 of its range. In this case, 𝐿 increases as 𝑘 
increases within its range as shown in Figure 2. 𝐿 takes its 
minimum 𝐿𝑚𝑖𝑛  at 𝑘 =  1. 𝐿𝑚𝑖𝑛  in Equation (13) is achieved 
by substituting 𝛽 = 1 into Equation (5) in Theorem 1. This 
completes the proof. ■ 
 
Theorem 5: If α and β are chosen such that Condition (2) is 
met and 
3
12 

N
M   
then the number of loads 𝐿 of Algorithm 3 reaches its 
minimum 𝐿𝑚𝑖𝑛  at a 𝛽𝑚𝑖𝑛  such that 
.231 min NM     
In this case, 𝐿𝑚𝑖𝑛  is narrowly bound by an upper-bound 𝐿𝑚𝑖𝑛  
and a lower-bound 𝐿𝑚𝑖𝑛: 
MNL
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2
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Proof: Following the idea of the proof for Theorem 4, when 
Equation (12) is not satisfied, we need to consider the upper 
and lower bounds of 𝐿 to find 𝐿𝑚𝑖𝑛 . After substituting 𝑘 for 𝛽 
in Equation (8), we have 
2
2
1









kM
MN
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Ld   
8
1
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
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According to Equation (23), 
𝑑𝐿
𝑑𝑘
> 0 is always satisfied for the 
range of 𝑘. As a result, min𝑘 𝐿 is at 𝑘 =  1. 
By reusing the results of Equation (17) to solve the 
inequality 
𝑑𝐿
𝑑𝑘
> 0 we get, 





;0
;0
dk
Ld   
According to Equation (25), when 𝑘 increases, 𝐿 decreases in 
the range 1 ≤ 𝑘 < 3𝑀 − 2𝑁 and increases in the range 3𝑀 −
2𝑁 < 𝑘 ≤ 𝑀 − 1. Therefore, min𝑘 𝐿 is at 𝑘 =  3𝑀 −  2𝑁. 
As proven above, under the condition of Equation (20),  𝐿 
reaches its minimum at 𝑘 = 1, while 𝐿 reaches its minimum at 
𝑘 = 3𝑀 − 2𝑁, as shown in Figure 3. Therefore, 𝐿𝑚𝑖𝑛 resides 
between min𝑘 𝐿 and min𝑘 𝐿 as shown in Equation (22). This 
completes the proof. ■ 
 
In addition to the above proofs, by using a brute-force 
method that tries all possible combinations of load patterns, 
we have also proven that Algorithm 3 with 𝛽 = 1 is one of the 
combinations with a minimum number of loads. Any other 
combination could not produce better results than the 
proposed algorithms up to 𝑁 = 9 with all possible 𝑀 values. 
Since the number of combinations grows exponentially with 
𝑁, we only ran this test up to 𝑁 = 9. 
We have developed a greedy algorithm as follows: every 
time a new sequence needs to be brought in, one sequence is 
unloaded and one new sequence is loaded such that the swap 
brings the most possible uncompleted comparisons. This 
algorithm also could not beat the number of loads achieved by 
Algorithm 3 with 𝛽 = 1. We ran this test up to 𝑁 = 85. 
VI. SCALABLE MEMORY MANAGEMENT ALGORITHM 
The theoretical results in Section V assume that the maximum 
number of genomic sequences that can be loaded into the 
memory is a constant (M). This is reasonable for a set of items 
which are similar in size, loaded into a fixed size memory. 
However, the real genomic sequence data that we consider 
produces composition vectors of considerably different sizes. 
In addition, the available memory of a computer system may 
vary considerably over time due to other background 
processes in the system. Therefore, practically the number of 
composition vectors that can be fit into memory at a time 
varies throughout the computation. 
As influenced by the results in Section V, we conjecture 
that 𝛽 = 1 gives best results even when 𝑀 is not a constant. 
Such a claim is difficult to formally prove given the random 
nature of 𝑀. We have however, developed an adapted 
algorithm (shown in Figure 4) which addresses the challenge 
introduced by a variable 𝑀. In addition to assuming 𝛽 = 1, we 
have also made several significant changes in this algorithm. 
Algorithm 4 has a variable size for Set A, so in the loop 
starting at line 18, Set A is filled until the memory is only 
sufficient for the largest item to be loaded to Set B. The 
(15) 
(16) 
 
(17) 
(18) 
(19) 
(20) 
(21) 
(22) 
(23) 
(24) 
(25) 
for 1 ≤ 𝑘 < 3𝑀 − 2𝑁 
for 3𝑀 − 2𝑁 < 𝑘 ≤ 𝑀 − 1 
where, 
algorithm is designed to leave a fixed percentage (say 10%) of 
the physical memory unused, to provide leeway to avoid the 
virtual memory system slowing performance.  
The composition vectors are sorted by size in descending 
order at line 4. This sorting helps calculate quickly the amount 
of memory required for the largest upcoming genome 
sequence for Set B at line 21. It also improves the performance 
as described in Section VII.  
Since we use a sparse data structure to store composition 
vectors (Refer to Section VII-F), typically the final size of a 
composition vector is hard to predict in advance of its 
construction. Therefore, Algorithm 4 calculates and records 
the sizes of composition vectors before the comparisons begin 
(within the loop of Algorithm 4 starting at line 2) to accurately 
decide the amount of memory required before a load is done. 
When a composition vector is generated for the first time, it 
can be written to the disk to avoid having to recalculate. 
However, reading a previously written composition vector 
from the disk is not always faster than generating it from 
scratch. Our experiments show that when a composition vector 
becomes larger, typically at a certain size, regenerating a 
composition vector becomes faster than reading a composition 
vector from the disk. This threshold size depends on many 
factors such as the speed of the memory, the speed of the disk 
and the speed of the processors. As a result, this threshold size 
is hard to predict. 
If generating a composition vector is faster than reading it 
from the disk, it can be repeatedly generated in each 'LOAD' in 
Algorithm 4. Otherwise, if the composition vectors are written 
to the disk, the best place to do this in Algorithm 4 is within 
the loop starting at line 2. Right after generating a composition 
vector to determine its size, the composition vector can be 
written to the disk before discarded from the memory. If the 
composition vectors are generated in each load, the generation 
process requires a significant amount of memory depending 
on the K value of k-string and the alphabet size of the genomic 
sequences. In this case, line 22 of Algorithm 4, must be 
modified to subtract the amount of memory required for the 
composition vector generation process. In our experiments we 
have chosen to always read the pre-computed composition 
vectors from disk.   
VII. EXPERIMENTAL VALIDATION 
A. Benchmark Examples 
For the experiments, we will use two different datasets which 
are found in the literature [1, 7]:  
 Data Set 1 - 109 prokaryotes and eukaryotes which are 
used in [7]. These genomic sequences are relatively long. 
As a result, the sizes of the corresponding composition 
vectors are relatively large and range from 2.4MB to 
482.8MB (averaging 214.5MB) when in memory. 
 Data Set 2 - 124 large dsDNA viruses used in [1]. These 
genomic sequences are relatively short. As a result, the 
sizes of the corresponding composition vectors are small 
and range from 3.0MB to 110.7MB (averaging 
17.03MB) when in memory. 
Genomic sequences are usually represented using a sequence 
of single-letter codes. The alphabet for these sequences consist 
of 4 (for DNA/RNA) or 20 (for Protein) letter-codes [29]. The 
datasets that we selected for the experiments in this paper have 
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an alphabet of 20 letter-codes and are stored in FASTA 
formatted files. 
In the following we apply our memory management 
algorithms to the two CV method algorithms developed by 
Yu. et al. [1] and CVTree [2] as discussed in Section II. 
B. Experimental Settings 
The following settings were used for the experiments: 
Platform: Linux (Ubuntu 10.04) 
Processor: Core™ 2 Duo (E8400) 
CPU Single Core Speed: 3.00 GHz 
Number of Cores: 2 
Cache: 6MB 
FSB Speed: 1333MHz 
RAM: 4GB 
Hyper Threading™: Disabled 
HDD Average Read Speed: 62.2 MB/s 
K value of k-string:  6 
Programming Language Used: C++ 
C. Experimental Design 
The following aspects are validated in the experiments. 
 The performance of our proposed memory management 
algorithm versus the virtual memory management by the 
operating system; 
 The performance of the CV method algorithms with and 
without our memory management optimizations; 
 The performance of our memory management approach 
compared to generic paging algorithms (such as LRU); 
 The influence of sorting genomic sequences by their size 
on the performance of the algorithm; and 
 The scalability of the proposed solution. 
We have improved Yu et al.’s [1] original program and have 
re-written most of the sections before applying our memory 
management algorithm. We call it “Yu et al. refined by us”. 
However, we keep its memory management algorithm 
unchanged. Then, we apply our memory management 
algorithm to this program to improve its performance by 
allowing it to utilize the available physical memory. We call 
this “Yu et al. with Algo 4”. For the CVTree application, we 
have obtained the code from the authors and applied our 
memory management algorithm to their program to 
experiment with the performance. 
D. Experimental Results 
1) Virtual Memory 
The best performance of the program can be expected when 
all genomic sequences are loaded into the physical memory 
simultaneously and kept until all comparisons are completed. 
In the process of loading composition vectors, if the program 
exceeds the available physical memory capacity, the operating 
system allocates part of the virtual memory to the program. 
The virtual memory is typically slower than physical memory. 
Therefore, our memory management algorithm is developed to 
manage the memory usage within the available physical 
memory, and the following experiment is designed to prove 
that it is reasonable to refrain from using virtual memory.  
Experiment: A data set of 24 large genomic sequences, 
which produces composition vectors totaling 7.7GB after 
loading into the memory, is used (Physical Memory: 4GB). In 
Case I, all genomic sequences were loaded at once, forcing the 
operating system to manage the memory usage over the 
physical memory by using virtual memory. In Case II, the 
loading process of genomic sequences is managed by our 
proposed algorithm to prevent memory from entering into the 
virtual memory. 
Results: As seen in Table III, managing memory using our 
algorithm is extremely faster than utilizing virtual memory (in 
this case 107 times faster than using virtual memory). 
2) Performance of the Algorithm 
To validate the performance of our memory management 
algorithm, we apply it to Yu. et al. [1] and CVTree [2] and 
conduct experiments with different data sets. 
Experiment: The versions of the Yu et al.'s application 
which are described in Section VII-A are executed with 
TABLE VI 
COMPARING OUR ALGORITHM WITH LRU I/O OPTIMIZATION ALGORITHM  
DATA SET 2 WITH 1 GB MEMORY LIMIT 
Program Length of a 
Square  
Exec. Time (sec) 
LRU with Pattern in Algorithm 1 - 377.4 
LRU with Partitioned Matrix 5 355.7 
 15 235.9 
 25 232.8 
 35 231.8 
 45 229.5 
 55 304.0 
This work - 228.1 
 
 
 
TABLE III 
COMPARISON BETWEEN VIRTUAL MEMORY MANAGED BY THE OPERATING 
SYSTEM AND PROGRAM ITSELF 
 Method Execution Time (sec.) 
Case I Using Virtual Memory 36,346 
Case II Applying the proposed algorithm 339 
 
 
TABLE V 
COMPARING OUR ALGORITHM WITH CVTREE PROGRAM'S ALGORITHM 
Program Data 
Set 
Imposed 
Memory Limit 
(GB) 
Execution 
Time 
(sec.) 
Max. 
Memory 
Used (GB) 
CVTree ori. Set 1 1.00 957 1.35 
This work Set 1 1.00 972 0.98 
 Set 1 1.35 893 1.31 
CVTree ori. Set 2 0.5 12.6 0.52 
This work Set 2 0.5 10.7 0.45 
 
 
TABLE IV 
ANALYZING PERFORMANCE OF OUR ALGORITHM WITH THE PROGRAM BY 
YU ET AL. 
Data Program Mem. Limit (GB) Exec. Time 
(sec) 
Set 1 Yu et al. original - 27,968 
 Yu et al. refined by us - 9,434 
 This work 1.0 5,672 
  2.0 4,264 
Set 2 Yu et al. original - 29,764 
 Yu et al. refined by us - 7,272 
 This work 1.0 228 
  2.0 220 
 
Data Set 1 and Data Set 2. For each run, the execution time is 
recorded for comparison of performance.  
Results: Table IV shows the execution times for different 
data sets and versions of the application with the physical 
memory limit imposed. As shown in the results, our algorithm 
has achieved a dramatic speed-up over the original program 
(Data Set 1 - 6.5 and Data Set 2 - 130.5). Compared to the 
“Yu et al. refined by us” program, by applying our memory 
management algorithm we have also achieved significant 
speed-up (Data Set 1 - 2.2 and Data Set 2 - 31.9). 
Experiment: The modified CVTree application with our 
memory management algorithm and the original CVTree 
application which was acquired from their website are 
executed with Data Set 1 and Data Set 2. For each run, the 
execution time is recorded for comparison of performance.  
Results: Table V shows the results of the experiment. For 
the CVTree program we specified the memory limit of 1GB 
with Data Set 1, and it used a peak memory of 1.35GB at 
runtime. After applying our memory algorithm to their 
program, it always stayed within the specified memory limit. 
Then, we tested the CVTree application with our algorithm, 
applying a 1.35GB memory limit which was the actual peak 
memory used by the original CVTree program. From the 
results, it is evident that our algorithm has significantly 
reduced the execution time of the program, while staying 
within the specified memory limit (7.2% faster with the 
1.35GB memory limit specified in our program for Data Set 1 
and 17.8% faster for Data Set 2). 
3) Comparison with generic I/O optimization algorithms 
Experiment: Least Recently Used (LRU) I/O optimization 
algorithm is applied to “Yu et al. refined by us” application. 
This version is experimented with Data Set 2. Since the 
performance of LRU algorithm depends on the memory access 
pattern, we have created two versions of access patterns. In the 
first version, the access pattern (Access Pattern 1) is similar to 
Algorithm 1. In the second version (Access Pattern 2), the 
correlation matrix is divided into equal sized square shaped 
blocks and comparisons in each block are completed one 
block at a time. The experiment is also conducted with 
different block sizes. 
Results: Table VI shows the results of the experiment. 
Compared to the application using LRU with Access 
Pattern 1, our algorithm achieves 1.6 times faster 
performance. However, compared to the application using 
LRU with Access Pattern 2, our algorithm only achieves 
slightly better performance, when the block size is 45. The 
problem of using LRU with Access Pattern 2 is the difficulty 
of predicting the optimum block size. When the size is 
inadequate such as 5 and 55, the performance of LRU 
becomes low. Adapting generic algorithm such as LRU in this 
specific problem does not always guarantee better 
performance; while our algorithm is aware of the context of 
the problem. 
4) Sorting the genomic sequences by the size of their 
composition vectors 
Sorting of the genomic sequences by the size of their 
composition vectors affects the execution time. To experiment 
with the effect of sorting, we have tested the Yu et al. program 
with our memory management algorithm, with different 
sorting orders. 
Experiment: Different versions of the memory management 
algorithm are written with sorting order ascending, descending 
and without re-ordering. These algorithms are applied to the 
Yu et al. program and each version experimented with 
Data Set 1 and Data Set 2. 
Results: Table VII shows the effect of different sorting 
orders. As shown in the results, when the generated 
composition vectors are larger, sorting in descending order 
improves the performance. Sorting brings forward bigger 
composition vectors that take longer time to load. As a result, 
these composition vectors are loaded fewer times than when 
they are at the end of the list. Also, the space reserved for the 
upcoming composition vector Set B is becoming smaller and 
smaller when proceeding forward in the list. So, the memory 
available for the bigger set (Set A) increases and more 
composition vectors can be held in the memory. However, 
when the composition vectors are smaller, there is no 
significant variation in the time to load genomic sequences 
into memory, regardless of their size. So, the sorting order 
does not make much difference in this situation. It is worth 
mentioning that the time taken to sort the genomic sequences 
is negligible compared to the execution time of the program. 
5) Performance with different memory sizes 
The proposed algorithm is expected to utilize all available 
physical memory to make the computation faster. So, the 
execution time should decrease when the available physical 
memory grows larger; thus, the solution scales well on 
different platforms. To validate this, we have conducted the 
following experiment.  
Experiment: Execution times for the same data set 
(Data Set 1) in different available physical memory sizes are 
recorded.  
Results: Figure 4 shows how the execution times changes 
versus the available memory when our algorithm is applied to 
 
Fig. 4: Execution time of the application vs. the available physical memory 
in “Yu et al. refined by us” application. 
TABLE VII 
EFFECT OF ORDERING GENOMIC SEQUENCES 
Data Memory Limit (GB) Sorting Order Exec. Time (S) 
Set 1 1.4 Ascending 9,679 
  Unsorted 7,715 
  Descending 5,807 
Set 2 0.5 Ascending 231 
  Unsorted 233 
  Descending 231 
 
 
a program (Data Set 1 is used with “Yu et al. with Algo 4” 
application in this case). The results show that, when the 
available memory increases, the execution time decreases 
significantly. 
E. Further Discussions 
The results shown above confirm that the proposed algorithm 
can make the computation faster by utilizing the available 
physical memory for this specific problem. They also 
demonstrate that the algorithm is a scalable solution with 
efficient memory management. The results indicate that our 
algorithm is faster than the existing algorithms for the problem 
and provides more efficient memory management.  
In addition, we have analyzed how the sorting order of 
genomic sequences before the calculation affects the speed of 
calculations. It is seen from the experiments that, when the 
genomic sequences are larger in size, ordering them in 
descending order makes the calculation significantly faster. 
F. Data Structure Used for Composition Vectors 
This section briefly discusses the data structure that we used to 
store the composition vectors in the modified Yu et al.'s 
program. The data structure is depicted in Figure 5. 
A composition vector consists of index/value pairs. In a 
typical composition vector, most of the values are zeros. To 
avoid wasting memory for storing index/value pairs with the 
value of zero, we have used a sparse data structure with two 
arrays. One array stores the indexes of non-zero values (Array 
1) and the other array stores the non-zero value corresponding 
to each index (Array 2). Array 1 is sorted in ascending order. 
Since the algorithm developed by Yu et al. [1], accesses the 
composition vector indexes sequentially starting from zero, 
our data structure can quickly determine indexes with zero 
values using Array 1. The non-zero values can also be 
retrieved fast with the help of Array 2. 
When writing a composition vector to the disk, the two 
arrays of the data structure are written to a binary file with the 
size of the arrays (both arrays are similar in size). This allows 
us to read and write the files faster by mapping the arrays 
directly to the file. 
The CVTree [2] application uses the standard C++ vector 
implementation (i.e. std::vector) to store the composition 
vectors. We did not modify the data structure used in their 
application even after applying our memory management 
algorithm. 
VIII. CONCLUSION 
An algorithm for efficient and scalable management of 
available physical memory has been developed to improve the 
efficiency of correlation matrix calculation. The algorithm has 
been applied to two state-of-the-art  programs for CV method 
by Yu et al. [1] and one obtained from the CVTree [2] 
website. Significant performance improvement has been 
achieved in the execution times of both applications by 
managing the memory using our algorithm.  
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