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Abstract 23 
This paper analyses an important aspect of the continuum numerical modeling of rapid 24 
landslides as debris flows: by using the same rheological parameter values, are the results, 25 
obtained with codes that implement the same constitutive equations but a different 26 
numerical solver, equal? In order to answer this question, the two numerical codes 27 
RASH3D and GeoFlow_SPH are here used to back-analyze the debris flow event occurred 28 
in the Nora stream (Northwestern Italian Alps) in October 2000. Comparison of results 29 
evidenced that the RASH3D best fit rheological values for the Nora event back analysis 30 
overestimated both the final depositional heights and the simulated flow velocities if used 31 
in GeoFlow_SPH. In order to obtain thickness values comparable with those measured in 32 
situ, it was necessary to re-calibrate GeoFlow_SPH rheological parameter values. In this 33 
way, with the exception of a larger lateral spreading of the sliding mass given by 34 
RASH3D, both thickness and velocity values were similar for the two numerical codes.  35 
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1. Introduction 40 
Every year thousands of landslides all over the world cause loss of human lives and 41 
enormous economical damages. These phenomena remember us of our society’s 42 
vulnerability to natural disasters (Jakob and Hungr 2005). 43 
In the last decades, the climate changes have increased the probability of occurrence of a 44 
particular type of landslide: the debris flow. Glacier melting, permafrost degradation, 45 
increase of extreme (short and intense) rainfall are triggering factors for this dangerous 46 
and destructive phenomenon. The main characteristics of debris flows are their 47 
unpredictability, their high velocity and their long travel distances.  48 
Since their potential for destruction usually cannot practically be reduced by stabilization 49 
of the source area (Hungr 1995), engineering risk analyses are required, including 50 
prediction of runout parameters (maximum travel distance reached, flow velocities, 51 
thickness and distribution of the deposit). Since it is very difficult to obtain data from 52 
monitoring of real events and to apply statistical methods, others methodologies for 53 
evaluating flow characteristics are required. Numerical models represent a useful tool for 54 
investigating, within realistic geological contexts, the dynamics of these events. 55 
Existing models can be divided into two main groups: those that follow empirical 56 
approaches and those that are based on dynamic numerical models (continuum or 57 
discontinuum). Empirical models, based on correlation among historical data (e.g. Cannon 58 
1993, Corominas 1996, Rickenmann 1999), are more practical and easy to use but they 59 
should only be applied to conditions similar to those on which their development are based 60 
(Rickenmann 2005).  61 
Alternatively, dynamic numerical models are viable tools for forecasting flow parameters 62 
(e.g. Savage and Hutter 1989, O’Brien et al. 1993, Hungr 1995, Iverson and Delinger 63 
2001, Mc-Dougall and Hungr 2004, Pirulli 2005, Pastor et al. 2009). In particular, the 64 
basic concept of continuum-based methods is that the release mass dynamics can be 65 
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described in terms of flow-like behaviour. The moving mass can entrain additional 66 
material from the path and eventually deposits, when it reaches slopes that are sufficiently 67 
flat. Whatever code is used, the choice of the rheological law, the terrain characteristics 68 
and the presence of erosion/deposition areas affect the results (Pirulli and Marco, 2010). 69 
Consequently, these methods require an accurate calibration of parameters on the basis of 70 
back analysis of real events for assessing and forecasting potential dangerous areas. 71 
Another important issue is the choice of the most suitable simulation code: Pirulli and 72 
Sorbino (2008) stated that the use of more than one code for simulating debris flow events 73 
is recommended in order to compare runout results, providing and highlighting the main 74 
differences. This aspect is particularly important because it helps users in the decisional 75 
process for assessing potential risks and evaluating/designing possible countermeasures.  76 
The purpose of this paper is to investigate if codes that implement the same governing 77 
equations, but with fundamentally different numerical solvers, produce different results, 78 
when the same rheological law and rheological values are used to model a given case, and 79 
the extent to which obtained results may differ. This is an important aspect and it should 80 
be taken into account by the engineers (e.g. in the design of structural countermeasures 81 
and mapping of dangerous areas). Since one of the main functions of the numerical codes 82 
should be to forecast future events and to predict their effects, their choice becomes, for 83 
the engineers, an important aspect to take into account (Vagnon 2017).  84 
In the following sections the two different continuum-based codes RASH3D (Pirulli 2005) 85 
and GeoFlow_SPH (Pastor et al. 2009, 2015) are briefly described and used to back-86 
analyze a real debris flow event occurred in Northern Italy. The obtained results are 87 
compared and discussed. 88 
 89 
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2. Continuum mechanics modeling 90 
To apply continuum mechanics to flow-like landslide modeling implies that both 91 
characteristic thickness (H) and length (L) of the flowing mass are assumed to exceed the 92 
size of single moving particles of several times. With this hypothesis, the real moving 93 
mixture, composed of solid and fluid phases, can be replaced by an “equivalent fluid”, 94 
whose properties have to approximate the bulk behaviour of the real mixture. 95 
Furthermore, a kinematic boundary condition is imposed on free and bed surfaces 96 
according to which the mass neither enters nor leaves at these two surfaces unless an 97 
erosion law is introduced. 98 
Under the above conditions and assuming that the sliding mass is described as a single-99 
phase, incompressible and homogeneous material (Savage and Hutter 1989, Hungr 1995, 100 
Iverson and Delinger 2001), the motion can be described using the balance of mass and 101 
momentum equations: 102 ∇ ∙ 𝑣 = 0 (1) 103 𝜌 !"!" + 𝑣 ∙ ∇𝑣 = −∇ ∙ 𝜎 + 𝜌𝑔 (2) 104 
where v = (vx, vy, vz) denotes the three-dimensional velocity vector inside the mass in a (x, 105 
y, z) coordinate system that will be discussed later, σ(x, y, z, t) is the Cauchy stress 106 
tensor, ρ is the mass density and g is the vector of gravitational acceleration.  107 
Depth averaging of these equations and shallow flow assumption require the choice of an 108 
appropriate coordinate system. During the flow, the characteristic thickness (H) of the 109 
flow is considerably smaller than its extent parallel to the bed (L). In the case of 110 
significant slopes, the shallow flow assumption is more significant in a reference frame 111 
linked to the topography and the classical shallow water approximation relating horizontal 112 
and vertical direction is not appropriate (Mangeney-Castelnau et al. 2003). As in the work 113 
by Denlinger and Iverson (2001), the equations are here written in term of a local, 114 
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orthogonal Cartesian coordinate system in which the z coordinate is normal to the local 115 
topography.  116 
In the reference frame linked to the topography, equations of mass and momentum in the x 117 
and y direction derived by integration of Navier-Stokes equations (1)-(2) read  118 
!!!" + ! !!!!" + ! !!!!" = 0𝜌 ! !!!!" + ! !!!!!" + ! !!!!!!" = ∓ ! !!!!!" + ! !!"!!" + 𝑇!(!!!) + 𝜌𝑔!ℎ𝜌 ! !!!!" + ! !!!!!!" + ! !!!!!" = + ! !!"!!" ∓ ! !!!!!" + 𝑇!(!!!) + 𝜌𝑔!ℎ
 (3) 119 
where 𝑣 = (𝑣! , 𝑣!) denotes the depth-averaged flow velocity, h is the flow depth, Tx and Ty 120 
are the traction vector components in the x and y directions and gx, gy are the projections 121 
of the gravity vector along the x and y directions, respectively. The traction vector T = 122 
(Tx, Ty, Tz) = - σ ⋅ nb, where nb is the unit vector normal to the bed, read 123 
𝑇 =  𝜎!!
𝜕𝑏𝜕𝑥 + 𝜎!" 𝜕𝑏𝜕𝑦−𝜎!"𝜎!" 𝜕𝑏𝜕𝑥 + 𝜎!! 𝜕𝑏𝜕𝑦−𝜎!"𝜎!" 𝜕𝑏𝜕𝑥 + 𝜎!" 𝜕𝑏𝜕𝑦−𝜎!! !
 
A scale analysis with respect to H/L (Gray et al. 1999, Mangeney-Castelnau et al. 2003) 124 
leads to neglect the acceleration normal to the topography and the horizontal gradients of 125 
the stresses in the z equation, leading to σzz = ρgz(h-z). The normal traction reduced to Tz 126 
= - σzz |b and 𝜕/𝜕𝑥! ℎ𝜎!"  can be neglected in the z and y depth-averaged momentum 127 
equations. 128 
Depth-average integration simplifies the three-dimensional description of the flow but the 129 
vertical velocity distribution is lost and replaced with a single average velocity value in 130 
the flow depth for each point of the flowing mass. Furthermore, the rheological 131 
characteristics are included in a single term acting at the interface between flow and 132 
terrain surface.  133 
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In 1989 depth-averaged equations were applied for the first time to the analysis of 134 
propagation of a granular mass by Savage and Hutter; since then, many numerical models 135 
were progressively implemented. Even if based on the same balance equations and the 136 
same simplifying hypotheses, the above codes mainly differ for the adopted numerical 137 
solver. 138 
In the following sections, the characteristics and peculiarity of the two continuum 139 
numerical codes, RASH3D (Pirulli 2005) and GeoFlow_SPH (Pastor et al. 2009, 2015), 140 
are presented, focusing on both similarities and main differences.  141 
 142 
3. RASH3D versus GeoFlow_SPH 143 
In continuum dynamics, the equations of motion can be formulated in one of two frames 144 
of reference: Eulerian or Langrangian. A Eulerian reference frame is fixed in space, while 145 
a Lagrangian reference frame moves with the flow. Furthermore, to perform the mass 146 
balance calculation, a discretisation of the equations has to be made by using a mesh 147 
(structured or unstructured) or a meshless approach. In a meshless scheme, in lieu of a 148 
mesh, balance is determined from the spatial distribution of a number of moving reference 149 
masses (known as particles). The RASH3D and GeoFlow_SPH codes adopt the first and 150 
the second discretization-approach, respectively. In particular, RASH3D discretizes the 151 
terrain on a general triangular grid with a finite element data structure and it computes the 152 
flow in the different flow directions using a particular control volume; whereas, in 153 
GeoFlow_SPH, the sliding soil is schematized as a series of nodes with fictitious moving 154 
mass and pressure terms. That is, RASH3D uses a Eulerian method and a fixed reference 155 
system for evaluating flow motion characteristics (for each node of the mesh, velocity and 156 
thickness and their evolution in time are calculated). On the other hand, GeoFlow_SPH 157 
uses a meshless Langrangian method known as Smoothed Particle Hydrodynamics (SPH) 158 
and the reference system is integral with the particle position.  159 
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Both these codes are based on a depth-average continuum mechanics based approach and 160 
they need as input data to run an analysis: i) the pre-event digital elevation model (DEM), 161 
ii) the position and the magnitude of a source area, iii) the rheological law.  162 
A relation deduced from the mechanical behaviour of the material has to be imposed 163 
between the tangential stress Tt = (Tx, Ty) and v and h in order to close equations (3). The 164 
depth-averaged mass is then considered as an effective material submitted to an empirical 165 
friction introduced in the tangential traction term Tt (Pouliquen 1999). 166 
Considering a Coulomb-type friction law, the norm of the tangential traction 𝑇!  at the 167 
bed is related to the norm of the normal traction 𝑇! = 𝑇! = 𝜎!! !  at the bed, through a 168 
friction coefficient µ, that is 𝑇! ≤ 𝜎! = 𝜇 𝑇! = 𝜇𝜌𝑔!ℎ and acting opposite to the 169 
velocity (i.e. 𝑇! = −𝜇𝜌𝑔!ℎ !!! ). The value of σc defines the upper bound of the admissible 170 
stresses. 171 
Similarly, the Voellmy rheology gives: 172 𝑇! = − 𝜌𝑔!ℎ𝜇 + !"!!!! !!!     𝑖 = (𝑥,𝑦)  (4) 173 
where µ is the frictional coefficient equals to the tangent of the bulk basal friction angle 174 
and ξ is the turbulent coefficient. 175 
The Voellmy rheology, as stated by many Authors (e.g. Hungr and Evans 1996, 176 
Rickenmann and Koch 1997, Revellino et al. 2004, Pirulli 2009), produces most consistent 177 
results in terms of debris spreading and distribution as well as velocity data when debris 178 
flows are analysed. This is why it has been selected for comparing the two codes results in 179 
the case of Rio Nora debris flow event. 180 
It is finally underlined that the two selected codes have been widely validated through the 181 
back analysis of laboratory experiments (e.g. Manzella et al. 2008, Pisani et al. 2013, 182 
Sauthier et al. 2015) and of real events (e.g. Pirulli 2009, Pirulli and Marco 2010, Pirulli 183 
and Pastor 2012, Cascini et al. 2014, Cuomo et al. 2014, Pastor et al. 2014, Pirulli 2016, 184 
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Dutto et al. 2017, Pirulli et al. 2017), and in the frame of a common benchmark exercise 185 
(see Pastor et al. 2007, Pirulli and Scavia 2007).    186 
 187 
3.1. The RASH3D code 188 
The RASH3D code, developed by Pirulli (2005) is an upgrade for modelling landslide run 189 
out problems of a pre-existing numerical code (SHWCIN) developed by Audusse et al. 190 
(2000) using a finite volume method.  191 
This type of method requires the formulation of the equations in terms of conservation 192 
laws. 193 
The system of equations (3), approximated in accordance with the scale analysis described 194 
in “Continuum mechanics modelling” section, can be written as 195 
!"!" + 𝑑𝑖𝑣𝐹 𝑈 = 𝐵 𝑈            (5) 196 
with U= ℎℎ𝑣!ℎ𝑣!  , 𝐹 𝑈 =
ℎ𝑣! ℎ𝑣!ℎ𝑣!! + !!!!! ℎ𝑣!𝑣!ℎ𝑣!𝑣! ℎ𝑣!! + !!!!!  and 𝐵 𝑈 =
0𝑔!ℎ + !! 𝑇!𝑔!ℎ + !! 𝑇!  197 
The system of equations is then discretized on an unstructured triangular mesh with a 198 
finite element data structure using a particular control volume, which is the median dual 199 
cell (Pirulli 2005). Dual cells Ci are obtained by joining the centres of mass of the 200 
triangles surrounding each vertex Pi of the mesh (Figure 1). 201 
For each point Pi of the mesh the code gives as output the values in time of flow height, 202 
velocity in x and y directions and the maximum values of height and velocity reached 203 
during whole process up to final deposition of the mass.  204 
 205 
Figure 1. Triangular finite-element mesh for dual cell Ci (adapted from Mangeney-206 
Castelnau et al. 2003). nij normal vector to Γij directed from Pi to Pj, one of the mesh 207 
vertexes that surround Pi, Γij, boundary of the dual cell Ci separating Pi from Pj. 208 
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 209 
Under these hypotheses, the finite volume scheme writes as:  210 𝑈!!!! = 𝑈!! − ∆!!!"!! 𝐹 𝑈!!,𝑈!!,𝑛!"!∈!! + ∆𝑡𝐵 𝑈!!                        (6) 211 
where Uin+1, Uin is the approximation of the cell average of the exact solution U for the ith 212 
cell, at times tn and tn+1, respectively, and Ki is the set of nodes Pj surrounding Pi. F(Uin, 213 
Ujn, nij) denotes an interpolation of the normal component of the flux F(U)⋅nij along 214 
boundary edge Γij, with length Lij, which separates cells Ci and Cj (Figure 1), Δt is the 215 
time step, |Ci| is the area of Ci, B(Uin) is the approximation of the ith cell average of the 216 
exact source term, B(U), at time tn (Audusse et al. 2000). The summation sign in the 217 
second term of the right hand side of equation (6) indicates that the computation here 218 
includes all the boundary edges of the considered ith cell. In RASH3D, a proper 219 
calculation of the projection of the term of gravity in equations (3) is obtained, for a finite 220 
volume method and a complex topography, by computing the line of maximum dip of each 221 
cell, projecting it on the plane tangent to the topography and re-projecting the obtained 222 
direction on the x and y axes of the reference system (Pirulli, 2005). 223 
 224 
3.2. The GeoFlow_SPH model 225 
The GeoFlow_SPH model proposed by Pastor et al. (2009) is based on the theoretical 226 
framework of Hutchinson (1986) and Pastor et al. (2002) and it schematises the 227 
propagating mass as a one-phase mixture of solid particles and water. The governing 228 
equations (3) are solved using the SPH model (Lucy 1977; Gingold and Monaghan 1977).  229 
In SPH model, a given function, ϕ(x), and its spatial derivatives can be approximated by 230 
integral approximations defined in terms of kernel and they can be further approximated 231 
by replacing them with summations over all the corresponding values at the neighbouring 232 
particles in a local domain. 233 
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The following equality is the starting point of SPH approximation: 234 𝜙(𝑥) = 𝜙 𝑥! 𝑊 𝑥! − 𝑥, ℎ 𝑑𝑥′!   (7) 235 
where 𝜙(𝑥)  is the integral approximation of ϕ(x), Ω is the integration domain, W(x’-x,h) 236 
is the smoothing kernel function and h is the smoothing length defining the influence area 237 
of W.  238 
The accuracy of the numerical solution and the level of approximation for engineering 239 
purposes are a function of the properties and dimensions of the kernel W. In particular, the 240 
smoothing kernel function W has to satisfy three main properties: i) its integration returns 241 
the unity, ii) when h tends to zero, the kernel function is the Dirac delta function and iii) 242 
when |x’-x|>kh, with k a constant that defines the effective area of the smoothing function, 243 
W is equal to 0. The latter condition guaranties that the integration over the entire problem 244 
domain is localized over the support domain of the smoothing function, which coincides 245 
with Ω. 246 
Equation 7 is valid at continuum level; since, in problem concerning the propagation of 247 
rapid landslide, the information is stored in a discrete framework (e.g. in a series of 248 
nodes), the SPH kernel approximation is converted to discretize forms. Thus, the 249 
propagating mass is discretized through a set of moving ‘particles’ or ‘nodes’ in which 250 
regular distributions are used to approximate the values of functions and derivatives. Each 251 
node, i, has the following nodal variables: h is the height of of landslide, 𝑣 is the depth 252 
averaged velocity, Tb is the surface vector force at the bottom, m is a fictitious mass 253 
defined as Ωh, 𝑝 = !! 𝑏!ℎ! is the averaged pressure term and 𝜎∗ is the depth averaged 254 
modified stress tensor equals to 𝜎 + 𝑝𝛿. 255 
As consequence, equation 7 can be rewritten as follow: 256 𝜙(𝑥!) = !!!!!!!! 𝜙 𝑥! 𝑊!"  (8) 257 
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where ρj is the fictitious density of the particle j, N is the number of nodes and Wij is the 258 
value of smoothing kernel defined as W(xj-xi,h). Summarizing, the integral approximation 259 
of a function ϕ(x) at the node i is defined as the sum of the function values estimated at 260 
the nodes j, included in the support domain Ω (Figure 2). 261 
Under these hypotheses, the system of equations (3) can be rewritten as: 262 
!!!!" = ℎ! !!!! 𝑣!"𝑔𝑟𝑎𝑑𝑊!"!  (9) 263 
!!" 𝑣! = − 𝑚! !!!!! + !!!!! 𝑔𝑟𝑎𝑑𝑊!" + !! 𝑚! !!∗!!! + !!∗!!! 𝑔𝑟𝑎𝑑𝑊!" + 𝑏 + !!!! 𝑁! 𝑇!!!!  (10) 264 
where vij is the difference between vi and vj and 𝑁! = !!!!!! + !!!!!! + 1 !! with Z the height 265 
of the basal surface. 266 
In GeoFlow_SPH code, equations (9) and (10) are discretized in time with the explicit 267 
scheme of fourth order Runge Kutta. As in RASH3D, the terrain information are given by 268 
DEM; in order to allow searching neighbour particles, an auxiliary temporary structured 269 
grid, defined by the minimum smoothing length, covering the part of the terrain covered 270 
by SPH particles is used (Figure  2). 271 
The outputs of the code are the values of velocity and depositional height evaluated at 272 
each time step.  273 
A detailed description of the method can be found in Pastor et al. (2015).  274 
 275 
Figure 2. Nodes and numerical integration on SPH mesh (Pastor et al. 2009, 2014 and 276 
2015). 277 
 278 
3.3. Dam break: comparison between numerical and analytical results 279 
This section is devoted to present a benchmark for comparing the predictive capability of 280 
the two codes. When numerical models are employed, it is fundamental to know the 281 
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accuracy of numerical results by performing analyses on cases that have analytical 282 
solutions. This is the case of 1D dam break problem where a vertical wall retaining water 283 
suddenly collapses (Figure 3). The propagation domain is assumed dry; that is, there is no 284 
water at the right side of the wall before the collapse. Moreover, no internal and basal 285 
friction and viscous effects are considered. 286 
 287 
Figure 3. 1D dam break problem over a dry bed. 288 
 289 
The initial height condition is given by the piecewise constant function: 290 
𝒉 𝒙,𝟎 = 𝒉𝑳     𝒊𝒇 𝒙 <  𝟎𝟎         𝒊𝒇 𝒙 > 𝟎      (11) 291 
and the velocity by: 292 𝑢 𝑥, 0 = 0  (12) 293 
where hL is the initial height equals to 10 m.  294 
The analytical solutions (Stoker 1957, Guinot 2003) for 1D dam break problem under the 295 
hypothesis of a dry, frictionless bed are:  296 
ℎ 𝑥, 𝑡 = ℎ!     𝑖𝑓 𝑥 <− 2 𝑔ℎ!𝑡!!! 2 𝑔ℎ! − !! !    𝑖𝑓0   𝑖𝑓 𝑥 > 2 𝑔ℎ!𝑡 − 2 𝑔ℎ!𝑡 < 𝑥 < 2 𝑔ℎ!𝑡  (11) 297 
𝑢 𝑥, 𝑡 = 0     𝑖𝑓 𝑥 <− 𝑔ℎ!𝑡!! 𝑔ℎ! + !!    𝑖𝑓0   𝑖𝑓 𝑥 > 2 𝑔ℎ!𝑡 − 𝑔ℎ!𝑡 < 𝑥 < 2 𝑔ℎ!𝑡  (12) 298 
Figure 4 shows the comparison between analytical (green dotted line) and numerical 299 
results obtained with RASH3D (blue line) and Geoflow_SPH (red line) codes, in terms of 300 
flow height (Figure 4a) and velocity (Figure 4b) at t = 0.5 s. A good agreement between 301 
analytical and numerical solutions for each code is found. For what it concerns 302 
Geoflow_SPH, its computed solution shows a good approximation of the analytical 303 
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solution especially in the initiation phase of the flow propagation whereas it overestimates 304 
flow height (and consequently it underestimates the velocity) during the rarefaction phase. 305 
On the contrary, RASH3D solution presents smoother results in the initiation phase (and 306 
consequently it there overestimates the velocity) but a good agreement at the flow front.  307 
 308 
Figure 4. Comparison between analytical solution and computed results for flow height 309 
(a) and velocity (b) at t = 0.5 s. 310 
 311 
3.4. Frictional dam break on a slope: comparison between numerical and analytical 312 
results 313 
In the previous section, the prediction capability of the two codes was evaluated solving 314 
the 1D problem of the collapse of a vertical wall retaining water and comparing the results 315 
with the analytical solution presented by Stoker (1957) and Guinot (2003). Since the two 316 
codes are intended for use with granular material, the case of a frictional fluid behind a 317 
dam on a slope is here considered (Figure 5). Comparing this benchmark with that 318 
presented in section “Dam break: comparison between numerical and analytical results”, 319 
there are two additional terms, originated by the slope and the basal friction.  320 
 321 
Figure 5. The frictional dam break problem on an inclined plane. 322 
 323 
The analytical solution used here to validate the RASH3D and GeoFLow_SPH results was 324 
developed by Mangeney et al. 2000 and it allows to easily calculate the flow height and 325 
depth-averaged flow velocity for a given time (t) as follow: 326 
ℎ 𝑡 = !!!"#$% 2𝑐! − !! + !!𝑚𝑡 ! (15) 327 𝑢 𝑡 = !! 2𝑐! + !!! −𝑚𝑡 +𝑚𝑡 (16) 328 
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where, g is the gravity acceleration, θ is the slope equals to 30° and the physical quantities 329 
c0 and m are given by the following equations: 330 𝑐! = 𝑔ℎ!𝑐𝑜𝑠𝜃 (17a) 331 𝑚 = 𝑔𝑐𝑜𝑠𝜃(𝑡𝑎𝑛𝜙 − 𝑡𝑎𝑛𝜃) (17b) 332 
where hL is the initial fluid height and ϕ is the bulk friction angle respectively equal to 10 333 
m and 25°.  334 
The equations (15) and (16) are valid outside the region defined by x>-c0t+1/2mt2, where 335 
the fluid height and the velocity are constant and respectively equal to hL and mt and 336 
upstream from the front of the fluid (h = 0 and u = mt) defined by x>2c0t + 1/2mt2.  337 
In Figure 6, the comparison between analytical (green dotted line) and numerical results 338 
obtained with RASH3D (blue line) and Geoflow_SPH (red line) codes is shown. As in the 339 
water dam break case, a good agreement between analytical and numerical solutions for 340 
each code was found. For what it concerns flow height, Geoflow_SPH solution presents 341 
smoother height values in the initiation phase and a moderate overestimation of the front 342 
thickness. RASH3D accentuates the effects of smoothing in the initiation phase but it 343 
shows a negligible overestimation of the front thickness values compared to the analytical 344 
solution. 345 
About depth-averaged velocity, it has an opposite trend compared to the height flow: in 346 
fact, where simulated thickness values are smaller than analytical ones, simulated velocity 347 
values are higher and vice-versa. For these reasons, the main differences between 348 
numerical and analytical solutions increase closer to the front flow.   349 
 350 
Figure 6. Comparison between analytical solution and computed results for flow height 351 
(a) and velocity (b) at t = 30 s. 352 
 353 
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The benchmarks here proposed were used to assess the validity of the discretization 354 
technique presented. Others validation exercises can be found in Pastor et al. 2009, 2014, 355 
2015 and Pirulli 2005. 356 
 357 
4. Case study: the October 2000 Nora Debris flow 358 
The Nora stream basin (Figure 7), a tributary of the Orco River (Piedmont region, 359 
Northwestern Alps, Italy), was affected in October 2000 by intense rainfall (the average 360 
rainfall value was 400 mm in 60 h, with peak rainfall intensity of 28 mm/h) that caused 361 
the formation of a debris slide (ARPA Piemonte 2003). Due to the steep drainage network, 362 
the intense surface runoff and the altered gneissic bedrock, the debris slide rapidly 363 
transformed into a channelized non-cohesive debris flow (Pirulli and Marco 2010). 364 
Although residual pockets of debris located along the channel were re-mobilized, due to 365 
their smaller volumes then main moving mass, the entrainment of material during runout 366 
can be neglected.  367 
 368 
Figure 7. Location of the Nora basin (Orco River valley) in Italy. 369 
 370 
Reaching the fan apex, the debris split into two main branches (Figure  8), one on the 371 
orographic left with thickness values ranging from 0,5 and 1,5 m; the other, on the 372 
orographic right with thickness varying between 0,2 and 0,8 m.  373 
After post-event observations (in both the source zone and the depositional areas) and 374 
comparison between ground profile pre- and post-event, the bulk debris volume was 375 
estimated at approximately 10000 m3. 376 
 377 
Figure 8. Deposition area and debris thickness distribution of the October 2000 Nora 378 
debris flow.  379 
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 380 
5. Discussion  381 
Do different numerical codes that implement the same governing equations (3), but with 382 
fundamentally different numerical solvers, give same results or not? Are the differences 383 
relevant? What are the consequences concerning the design of potential structural 384 
countermeasures?  385 
In order to answer these questions, in the present section the comparison of results coming 386 
from analyses performed using the two numerical codes presented above are showed.  387 
The Nora event was already studied and back analysed with the RASH3D code by Pirulli 388 
and Marco (2010). The best-fit numerical simulation was obtained using a 5m grid spacing 389 
DEM and considering a Voellmy rheology with µ=0,1 and ξ=200 m/s2.  390 
Note that in contrast with finite difference methods, where pointwise values are 391 
approximated, and finite element methods, where basis functions are approximated, in a 392 
finite volume method, which is used in RASH3D, the unknowns approximate the average 393 
of the solution over the domain grid cell.  394 
Starting from these results, the same analysis, keeping unchanged the rheological 395 
parameter values, was carried out using GeoFlow_SPH code. As already mentioned, the 396 
meshless particle codes, as GeoFlow_SPH, do not required fixed grid and all of the 397 
calculations are performed directly at the particle-centred location. Despite this, beside the 398 
5 m topographic mesh (which provides the topography of the problem), GeoFlow_SPH 399 
requires that a secondary grid is used for the debris flow source area definition. In the Rio 400 
Nora case, the Authors assumed a 1m spacing secondary grid and consequently a source 401 
area made of 212 points was obtained. The smoothing length was set to 2 m.  402 
The topographic mesh resolution for RASH3D code and the secondary grid resolution and 403 
dimension of the smoothing length for GeoFlow_SPH have (considering the same 404 
computational power) a great weight on the computational time. For the Rio Nora case, the 405 
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computational time of GeoFlow_SPH code (5m spacing topography grid, 1m spacing 406 
secondary grid) is lower than RASH3D one (5m spacing topography grid), since the 407 
computations are made on a set of arbitrarily distributed particles (secondary mesh), which 408 
are not connected with fixed grid (topography mesh).  In particular, using the same 409 
workstation, GeoFlow_SPH computation time is less than 20 times with respect to 410 
RASH3D.  411 
In Figure 9, significant differences can be observed between GeoFlow_SPH and RASH3D 412 
simulation especially within the depositional area. In particular: 413 
- GeoFlow_SPH overestimates the depositional thickness values with respect to the 414 
RASH3D code. It results a zone located at the orographic left of the deposition area 415 
where the depositional height reaches 2,7 m (the maximum on site measured 416 
depositional height was 1,5 m); 417 
- GeoFlow_SPH simulation does not reach a satisfactory approximation of the 418 
depositional area shape. 419 
 420 
Figure 9. Comparison between RASH (a) and GeoFlow_SPH (b) propagation path 421 
(deposition values) at the end of the numerical simulation carried out using Voellmy 422 
rheology with µ=0,1 and ξ=200 m/s2. 423 
 424 
Furthermore, analyzing the flowing path at different time step (Figure  10), it is possible 425 
to notice that: 426 
- At a given time, the travel distance computed with GeoFlow_SPH is greater than that 427 
evaluated with RASH3D code. This means that, being equal the rheological parameter 428 
values, the flow simulated in GeoFlow_SPH is faster; 429 
- RASH3D simulation evidences a pronounced lateral spreading of the flowing mass. 430 
 431 
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Figure 10. RASH3D (left) and GeoFlow_SPH (right) simulation at different time steps 432 
using the same rheological parameters. The two simulations show differences both in term 433 
of velocity (flow simulated using SPH is faster) and shape (RASH3D shows a larger 434 
lateral spreading). 435 
 436 
Figure 11. Comparison of the two numerical code results in terms of velocity differences 437 
at time step equal to 50 s (a) and velocity values obtained during whole simulation (b). 438 
 439 
Figure 11 shows the differences between velocity values obtained using GeoFlow_SPH 440 
and RASH3D at the same time step (a) and the differences between maximum velocity 441 
values reached during the whole simulation (b). Analyzing Figure 11a, the above 442 
observations are confirmed. It is in fact possible to notice that the positive variation of 443 
velocity (dark red color) corresponds to the front of the GeoFlow_SPH simulated flow; on 444 
the contrary, the negative variation (dark green) marks the lateral spreading of the 445 
RASH3D simulation. Differences between calculated velocities are not appreciable (less 446 
than 5 m/s) within the flow body. Concerning the variation of maximum calculated 447 
velocities (Figure 11b), it is interesting to underline that the most significant differences 448 
are in the upper part of the stream, where the channel is steeper, whereas in 449 
correspondence of the alluvial fan there are only appreciable differences between 450 
evaluated velocity at the boundary of the deposition area.  451 
Others simulations were run in order to also find the best-fit between depositional area and 452 
GeoFlow_SPH results. The best correspondence between depositional height and spatial 453 
distribution of the deposit was obtained with µ=0,08 and ξ=100 m/s2 (Figure 12).  454 
 455 
Figure 12. Back calculated GeoFlow_SPH final deposit using Voellmy rheology with 456 
µ=0,08 and ξ=100 m/s2.  457 
 20 
 458 
Comparing the numerical results of the two calibrated codes, Figure 13 evidences a good 459 
correspondence between the numerically calculated depositional height and in situ 460 
surveyed deposit thickness distribution. It is possible, in particular to notice that: 461 
- The shape of the flowing mass is slightly different for the two codes: in RASH3D is 462 
evident a pronounced lateral spreading along the channel. Furthermore, RASH3D 463 
flow shows a greater elongation with respect to GeoFlow_SPH simulated flowing 464 
mass.  465 
- In this case GeoFlow_SPH velocities are slower than those of RASH3D. 466 
 467 
Figure 13. Comparison between RASH3D (left) and GeoFlow_SPH (right) simulation at 468 
different time steps using Voellmy rheology with µ=0,1 and ξ=200 m/s2 and µ=0,08 and 469 
ξ=100 m/s2 respectively.  470 
 471 
Figure 14. Differences between maximum velocity values evaluated during the whole 472 
simulation using Geoflow_SPH and RASH3D best-fit rheological parameters. 473 
 474 
Analyzing the variation of the maximum velocity values computed using the two codes 475 
and their best-fit rheological parameters (Figure 14) it is clear that, along the simulated 476 
flow path, there are no relevant differences especially in the depositional area (velocity 477 
differences vary between -5 and 5 m/s). The most relevant difference is observed along the 478 
boundary of the run out path. RASH3D overestimates the lateral spreading of the flow 479 
with respect to GeoFlow_SPH. This aspect also emerges in the most compact 480 
configuration of the GeoFlow_SPH deposit with respect to RASH3D.  481 
The fact that the rheological parameter values are not interchangeable, from an 482 
engineering point of view, has relevant consequences. For instance, hypothesizing the 483 
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construction of a protection structure at the apex point of the alluvial fan (cfr, Figure 7), it 484 
is evident that numerical GeoFlow_SPH velocity is about 10% greater than that calculated 485 
using RASH3D best-fit rheological values (Table 1). Instead, there are no differences 486 
between the values of maximum flow height.  487 
 488 
Table 1. Comparison between numerical results at the apex of alluvial fan calculated 489 
using RASH3D and GeoFlow_SPH with the same rheology (Voellmy with µ=0,1 and 490 
ξ=200 m/s2).  491 
 492 
6. Conclusions 493 
The two codes RASH3D and GeoFlow_SPH, based on a continuum mechanics approach, 494 
were used to back-analyze the debris flow event occurred in October 2000 at the Nora 495 
Basin, Northwestern Italian Alps.  496 
The presented back analysis evidences that both modelling of past debris flow events and 497 
forecasting of future scenarios require to understand and quantify the result discrepancy 498 
generated by the use of different numerical codes. The analyses carried out in this paper 499 
clearly show that, even if a rheology is selected to back-analyse the same case study with 500 
different codes, the obtained calibrated values of rheological parameters are not 501 
interchangeable among the codes. This fact has important consequences in the definition 502 
of risk scenarios or for planning debris flow countermeasures. 503 
Summarizing, the uncertainties related to evaluation of propagation characteristics are 504 
consequences of both choice of the numerical code and rheological parameter values. This 505 
is a key point that has to be taken into account by practicing engineers that use codes 506 
rather than produce them.  507 
Concerning the analyzed case, it emerges that: 508 
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- Adopting the same rheological parameter values the two codes give different areal 509 
depositional distribution and different velocity and thickness values;  510 
- RASH3D code always gives a larger lateral mass spreading with respect to 511 
GeoFlow_SPH;  512 
- In order to obtain comparable results in terms of depositional height distribution, the 513 
best combination of rheological parameters for GeoFlow_SPH is µ=0,08 and ξ=100 514 
m/s2; 515 
- The main differences between the two codes are related to velocity values (the 516 
GeoFlow_SPH velocity value results 10% greater than the RASH3D ones, by using 517 
RASH3D best fit rheological values). No significant differences between maximum 518 
depth values are emerged.  519 
 520 
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List of symbols 685 
B(U) = source term; 686 
DEM = Digital Elevation Model; 687 
Φ(x) = given function; 688 
<Φ(x)> = integral approximation of the given function; 689 
F(U) = flux term; 690 
g = gravitational acceleration; 691 
H = characteristic flow thickness; 692 
L = characteristic length of flowing mass; 693 
mi = node mass; 694 
nb = unit vector normal to bed; 695 
N = number of nodes; 696 
µ = frictional coefficient; 697 
ξ = turbolent coefficient; 698 𝑝! = average pressure term; 699 
ρ = mass density; 700 
Ω = integration domain; 701 
SPH = Smooth Particle Hydrodynamics.  702 
σ(x,y,z,t) = Cauchy stress tensor; 703 
T(Tx, Ty, Tz) = traction vector; 704 
tib = surface vector force at the bottom of the flow; 705 
τ = shear stress; 706 𝑣 = (𝑣! , 𝑣! , 𝑣!) = flow velocity; 707 𝑣 = 𝑣! , 𝑣!  = depth-averaged flow velocity; 708 
U = velocity vector; 709 
W = kernel of linear function.  710 
 30 
Tables 711 
Table 1. Comparison between numerical results at the apex of alluvial fan calculated 712 
using RASH3D and GeoFlow_SPH with the same rheology (Voellmy with µ=0,1 and 713 
ξ=200 m/s2). 714 
Code Rheological law vmax [m/s] 
hmax 
[m] 
RASH3D Voellmy: µ=0.1 - ξ=200 m/s2 8,76 2,04 GeoFlow_SPH 9,57 2,05 
 715 
  716 
 31 
Figure captions 717 
Figure 1. Triangular finite-element mesh for dual cell Ci (adapted from Mangeney-718 
Castelnau et al. 2003). nij normal vector to Γij directed from Pi to Pj, one of the mesh 719 
vertexes that surround Pi, Γij, boundary of the dual cell Ci separating Pi from Pj. 720 
Figure 2. Nodes and numerical integration on SPH mesh (Pastor et al. 2009) 721 
Figure 3. 1D dam break problem over a dry bed. 722 
Figure 4. Comparison between analytical solution and computed results for flow height 723 
(a) and velocity (b) at t = 0.5 s. 724 
Figure  5. The frictional dam break problem on an inclined plane. 725 
Figure  6. Comparison between analytical solution and computed results for flow height 726 
(a) and velocity (b) at t = 30 s. 727 
Figure 7. Location of the Nora basin (Orco River valley) in Italy. 728 
Figure 8. Deposition area and debris thickness distribution of the October 2000 Nora 729 
debris flow.  730 
Figure 9. Comparison between RASH (a) and GeoFlow_SPH (b) propagation path 731 
(deposition values) at the end of the numerical simulation carried out using Voellmy 732 
rheology with µ=0,1 and ξ=200 m/s2. 733 
Figure 10. RASH3D (left) and GeoFlow_SPH (right) simulation at different time steps 734 
using the same rheological parameters. The two simulations show differences both in term 735 
of velocity (flow simulated using SPH is faster) and shape (RASH3D shows a larger 736 
lateral spreading). 737 
Figure 11. Comparison of the two numerical code results in terms of velocity differences 738 
at time step equal to 50 s (a) and velocity values obtained during whole simulation (b). 739 
Figure 12. Back calculated GeoFlow_SPH final deposit using Voellmy rheology with 740 
µ=0,08 and ξ=100 m/s2.  741 
 32 
Figure 13. Comparison between RASH3D (left) and GeoFlow_SPH (right) simulation at 742 
different time steps using Voellmy rheology with µ=0,1 and ξ=200 m/s2 and µ=0,08 and 743 
ξ=100 m/s2 respectively.  744 
Figure 14. Differences between maximum velocity values evaluated during the whole 745 
simulation using Geoflow_SPH and RASH3D best-fit rheological parameters. 746 
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 748 
 749 
Figure 1. Triangular finite-element mesh for dual cell Ci (adapted from Mangeney-750 
Castelnau et al. 2003). nij normal vector to Γij directed from Pi to Pj, one of the mesh 751 
vertexes that surround Pi, Γij, boundary of the dual cell Ci separating Pi from Pj. 752 
  753 
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 754 
Figure 2. Nodes and numerical integration on SPH mesh (Pastor et al. 2009) 755 
756 
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 757 
Figure 3. 1D dam break problem over a dry bed. 758 
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 760 
Figure 4. Comparison between analytical solution and computed results for flow height 761 
(a) and velocity (b) at t = 0.5 s. 762 
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 764 
Figure  5. The frictional dam break problem on an inclined plane. 765 
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 767 
Figure  6. Comparison between analytical solution and computed results for flow height 768 
(a) and velocity (b) at t = 30 s. 769 
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 771 
Figure 7. Location of the Nora basin (Orco River valley) in Italy. 772 
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 774 
Figure 8. Deposition area and debris thickness distribution of the October 2000 Nora 775 
debris flow.  776 
  777 
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 778 
Figure 9. Comparison between RASH (a) and GeoFlow_SPH (b) propagation path 779 
(deposition values) at the end of the numerical simulation carried out using Voellmy 780 
rheology with µ=0,1 and ξ=200 m/s2. 781 
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 783 
Figure 10. RASH3D (left) and GeoFlow_SPH (right) simulation at different time steps 784 
using the same rheological parameters. The two simulations show differences both in term 785 
of velocity (flow simulated using SPH is faster) and shape (RASH3D shows a larger 786 
lateral spreading). 787 
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 788 
Figure 11. Comparison of the two numerical code results in terms of velocity differences 789 
at time step equal to 50 s (a) and velocity values obtained during whole simulation (b). 790 
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 791 
Figure 12. Back calculated GeoFlow_SPH final deposit using Voellmy rheology with 792 
µ=0,08 and ξ=100 m/s2.  793 
  794 
Legend 
-  Debris thickness [m]  0.05 – 0.15  0.15 – 0.3  0.3 – 0.6  0.6 – 1.2  1.2 – 2  2 – 2.7   
-  Deposition Area 
-  Catchment Area and Path 
0 100 200 m 
 45 
 795 
Figure 13. Comparison between RASH3D (left) and GeoFlow_SPH (right) simulation at 796 
different time steps using Voellmy rheology with µ=0,1 and ξ=200 m/s2 and µ=0,08 and 797 
ξ=100 m/s2 respectively.  798 
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 799 
Figure 14. Differences between maximum velocity values evaluated during the whole 800 
simulation using Geoflow_SPH and RASH3D best-fit rheological parameters. 801 
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