Abstract-The choice of fuzzy implication as well as other connectives is an important problem in the theoretical development of fuzzy logic, and at the same time, it is significant for the performance of the systems in which fuzzy logic technique is employed. There are mainly two ways in fuzzy logic to define implication operators: 1) an implication operator is considered as the residuation of conjunction operator; and 2) it is directly defined in terms of negation, conjunction, and disjunction operators. The purpose of this paper is to determine the number of implication operators defined in the second way for some usual negation, conjunction and disjunction operators in fuzzy logic.
is obvious, and then what always hold in the Mamdani's case is the equivalence (p 2 q ! r) = (p ! r)^(q ! r): (14) Consequently, if I is a Mamdani-Larsen's implication (8) never holds, but (14) is always true.
IV. CONCLUSION
After remembering the four main types of implications used in Fuzzy Logic, the equality is analyzed bot in complemented lattices and in standard theories of fuzzy sets.
In the case of complemented lattices, it is shown that in most of them (*) do not hold but that only the inequality [p^q ! r] [(p ! r) _ (q ! r)] is a law. An example, inspired in a paper by the late K.
Menger, helps to see how (*) depends as a law on the actual relationship between p^q ! r and (p ! r) _ (q ! r), once decided which operation ! modelizes the current rules "If, then" in a given situation.
Regardless of the distributive, character of the lattice, (*) is a law if the complemented lattice verifies De Morgan's Laws and ! is taken as the so-called material implication. Then, a fortiori (*) is a law in Boolean Algebras.
In any standard theory of fuzzy sets ([0; 1] X ; T ; S; N ), endowed with a numerical implication function J , (*) is translated as J (T (r; s); t) = S(J (r; t); J (s; t)) (**) and it is shown that its validity implies S = Max and that, if J belongs to the four main types of implication functions, it should also be T = Min. Hence, only in the theories ([0; 1] X ; Min; Max; N ) (**) can give the logical law (*). Then
• in the cases of S -implications and R-implications, (**) is always a law; • in the case of Q-implications J (r; s) = S 1 (N 1 (r); T 1 (r; s)), it should be S 1 in the family of the t-conorm W 3 , and (**) has uncountable many different possibilities of being a law; • in the case of Mamdani-Larsen's implications, (**) is never a law.
I. INTRODUCTION
Fuzzy logic in the narrow sense is exactly continuous-valued logic, namely, the investigation of logical systems whose set of truth values is the unit interval, and it may be traced back to Łukasiewicz's work in 1920's. For some recent progresses in this direction, see [3] - [5] , [7] . Since Zadeh introduced the concept of fuzzy sets in his seminal paper [17] in 1965, the area of fuzzy logic has been highly extended [2] , [6] , [7] and now fuzzy logic has become a promising theory for dealing with uncertainty in complex systems. In particular, Zadeh proposed the so-called compositional rule of fuzzy inference [18] , [19] . After- [2] , [9] , [13] ). This is one of the most important aspects of fuzzy logic in the wide sense. As is well-known, fuzzy reasoning now has become a theoretical basis and an important method for the design and analysis of fuzzy controller, and it has found a considerable number of successful industrial applications in some fields such as intelligent control [14] . Nevertheless, there are still some serious problems regarding the mathematical foundation of fuzzy logic to be solved and they deserve an intensive research [4] , [7] , [15] , [16] . One of such problems is the choice of implication operator because implication is one of the major connectives in any logical system, and it has very serious influence on the performance of the systems in which fuzzy logic technique is employed. In [18] , Zadeh used '(x 1 ; x 2 ) = max(1 0 x 1 ; min(x 1 ; x 2 )) as an implication operator in his algorithm of fuzzy inference, and the main reason for the usage of this function is simply that it is equivalent to the (material) implication in two-valued logic and it can be directly defined in terms of negation, conjunction and disjunction operators. To get a better understanding of the functionality of fuzzy implication, many theoretical and experimental studies have been carried out. For example, in [1] , [10] - [12] , Trillas et al. gave some interesting characterizations of fuzzy implication operators by using the technique of functional equations. Many choices of implication in fuzzy logic have been envisaged in the literature. Mainly, there are two ways in fuzzy logic in which implication is introduced: 1) implication is treated as a primitive connective and its truth function is taken as the adjunctor (i.e., residuation) of the truth function of conjunction; and 2) implication is treated as a derived connective, i.e., it is explicitly defined in terms of other connectives such as negation, conjuction and disjunction. This naturally leads us to raise the question: how many implications can be introduced in the second way. The purpose of this paper is to answer this question. Our main result is that only four implication operators may be derived if the negation is 1-., the conjunction is min and the disjunction is max; and there are infinitely many implication operators if the negation is 1-., the conjunction is product and the disjunction is probabilistic sum, or the conjunction and the disjunction are the Łukasiewicz t-norm and t-conorm respectively.
II. SOME DEFINITIONS This is a preliminary section. In this section, we recall some concepts needed in the sequel and also introduce several new notions. The set of all propositional formulas generated by x 1 ; . . . ; x n is denoted as P(x1; . . . ; xn): More abstractly, P(x1; . . . ; xn) is the free f:;^; _g-algebra generated by fx 1 ; . . . ; x n g. T -norms and t-conorms were introduced first in the theory of probabilistic metric spaces [8] , and nowadays they are often used as truth functions of conjunction and disjunction, respectively, in fuzzy logic.
Three usual t-norms are In what follows, subscripts N; T , and S in ' N;T;S ; ' N;T;S and ' < N;T ;S are always dropped if they are recognizable from the context.
There are some sine qua nons for connectives in fuzzy logic: they must behave classically for extremal values 0 and 1, and implication should be nonincreasing in the first and nondecreasing in the second argument. So, we give the following.
Definition 2.7:
If '(x 1 ; x 2 ) 2 P(x 1 ; x 2 ) is a propositional formula and '(x 1 ; x 2 ) is equivalent to x 1 ! x 2 def = :x 1 _ x 2 in two-valued logic (here '(x1; x2) is seen as a two-valued propositional formula, more explicitly, it is treated as a two-valued restriction of a propositional formula in fuzzy logic), then '(x 1 ; x 2 ) is called an implication in fuzzy logic (more exactly, a propositional formula representing a fuzzy implication; here we implicitly assume that x 1 and x 2 range over the unit interval 
III. MAIN RESULTS
The following two simple lemmas will be needed in the proof of Theorem 3.3.
Lemma 3.1:
If N = 1 0 1; T = min and S = max, then for any propositional formula ' 2 P(x 1 ; . . . ; x n ), there is a conjunctive normal form which is equivalent to ' in fuzzy logic, i.e., '. In this case, is called a conjuctive normal form of '. Furthermore, we may always require that C i (i k) are pairwise distinct, and for each i k; Lij (j li) are pairwise distinct.
Proof: Induction on the length of ', and the details are similar to the proof of the corresponding result in two-valued logic. Note that _ is distributive over^and vice versa, and both _ and^are idempotent. and derive a contradiction too. Likewise, it is also impossible that C i is not tautological in two-valued logic and x2 = 2 Ci.
Now if all Ci's are tautological in two-valued logic, then it does not hold that '(x 1 ; x 2 ) :x 1 _ x 2 . Thus, some C i is not tautological in two-valued logic, and :x1;x2 2 Ci. Since Ci fx1; x2; :x1; :x2g, and we have x 1 = 2 C i and :x 2 = 2 C i (otherwise, C i is tautological in two-valued logic), it must be that C i = f:x 1 ; x 2 g. Now, we are ready to present our main results in this paper. We now turn to consider the probabilistic connectives. Proof: We set K n (x 1 ; x 2 ) =^n i=1 Q i (x 1 ; x 2 ) and Qi(x1; x2) = :x1 _ x2 for all i n. It is clear that Kn is a strong implication for all n 1, and K m K n if 1 n m.
Then it suffices to show that for any n 1; K n > K n+1 . In fact,
Finally, we consider the Łukasiewicz connectives. Proof: Let Kn be as in the proof of Theorem 3.5. Then by a simple calculation we obtain t v (K n ) = max[0; min(1; 10n1v(x 1 )+ n 1 v(x2))]. Let v(x1) = 1=(n + 2) and v(x2) = 0. Then tv(Kn) = (2=(n + 2)) > (1=(n + 2)) = tv(Kn+1), and Kn+1 < Kn. In the cases encountered in the above problem, the technique employed in the proof of Theorem 3.3 does not work any more since distributivity and idempotency of^and _ fail. The above problem seems quite difficult. In this paper, we only consider implications in fuzzy logic that are directly defined from negation, conjunction and disjunction, namely, the implications given in the second way stated in the introduction. The implications in fuzzy logic introduced in the first way, i.e., the residual implications are not dealt with in this paper. A charaterization of residual implications should be an interesting problem for the further studies.
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