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I. INTRODUCTION âND OBJECTIVES 
Frederick V. Waugh (111) has quoted-the January 27, 1967, issue 
of the Washington Post as follows. "Economic policy is in essence an 
endeavor to grapple with the persistent uncertainties of the future, 
to utilize knowledge effectively in achieving the conflicting goals 
of national welfare," This statement is as true for agricultural 
policy as for economic policy in general. The purpose of this study 
is to bring quantitative economic tools to bear on the analysis and 
prediction of crop yields as they are related to agricultural policy. 
The thesis of this study is that such tools, by increasing our knowledge 
of aggregate crop yields, can reduce the "persistent uncertainties of 
the future" and thus lead to more informed policy decisions. To 
demonstrate the usefulness of yield predictions so derived, simple 
policy models will be developed and applied. 
The success or failure of any farm program depends in large part 
on the accuracy of aggregate yield predictions made a year and more 
in advance. It is apparent that the trend in the yields of most 
crops has been sharply upward in recent years, but considerable 
controversy exists regarding the relative contributions of various 
technological improvements and weather to these yield increases, 
An objective yield prediction procedure requires not only an evalua­
tion of the relative effects of these factors on yields, but also a 
projection of the future levels which each factor may be expected to 
assume. Errors in the projection of these levels impart a random 
element into any yield forecasting procedure, and the prediction of 
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weather in the years ahead is particularly subject to such error. 
This study will attempt to quantify past weather and technological 
factors, analyze their effects on yields, predict future crop yields 
based on projected levels of these factors and will also derive 
estimates of the parameters of the random element associated with 
these yield predictions. 
The objectives of this study may therefore be outlined as follows. 
1. To obtain estimates of aggregate physical production functions 
for the yields of various crops in specified states, considering 
various technological factors and a newly developed meterological 
weather index as inputs. 
2. To obtain stochastic yield projections through 1971, based 
upon the estimated production functions and projected inputs, with 
weather as a stochastic input. 
3. To derive simple decision models to demonstrate the useful­
ness of the stochastic yield projections in meeting specified agri­
cultural policy goals. 
This study is a pilot study in that the crops and states con­
sidered are limited to com in Illinois and Iowa, grain sorghum in 
Kansas and Nebraska and wheat in Kansas, Nebraska and North Dakota, 
Time-series data on past yields will be regressed on observed weather 
data, fertilizer application rates and other technological inputs 
to provide estimates of yield production functions. Estimates of the 
errors associated with weather predictions will provide a basis for 
approximating probable errors associated with yield predictions as 
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derived from these production functions. Should the results of the 
present study warrant more comprehensive studies of a similar nature, 
the procedures developed and the results obtained will provide useful 
guidelines for such future analyses. 
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II. FRAMEWORK FOR ANALYSIS, 
PREDICTION AND. POLICY DECISIONS 
The three primary objectives of this study relate to the estima­
tion of aggregate physical production functions for crop yields, the 
derivation of stochastic yield projections based on these estimates 
and the development and application of simple decision models incor­
porating the projections so derived. The necessary theoretical 
framework for these objectives is developed in this section, 
Ao Aggregate Physical Production Functions 
1. The nature of aggregate physical production functions 
Production functions are mathematical equations representing the 
transformation of one set of goods (factors of production) into 
another set of goods (products). As with other economic models, the 
usefulness of production functions derives from the fact that they 
are abstractions from reality and as such are more comprehensible. 
In the abstraction process, a large number of factors are ignored, 
leaving a residual portion of production accounted for by the combined 
affects of the ignored factors. The smaller this residual, in general, 
the more useful is the model in representing the production process. 
Frequently one of the factors is of special concern, and the 
product or output may be arbitrarily measured in terms of average 
output per unit input of that factor. In this study, output per 
acre of land is expressed _as a function of per acre inputs such as 
fertilizer application and moisture availability. 
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Aggregate production functions represent the relationship 
between output and inputs summed over several producing units. The 
selection of the producing unit is somevdiat arbitrary and related 
to the purpose of the investigation. A producing unit may be con­
sidered to be one square foot of soil, so that a function expressing 
yield per acre as a function of per acre inputs could properly be 
considered an aggregate production function. Generally in the 
literature, however, aggregate studies refer to aggregations over 
firms, and in this study we aggregate over all farm firms within 
specified regions. 
It is important to stress at this point that the level of 
aggregation affects to a considerable degree the nature of the 
production function which can adequately represent the production 
process. The following example will serve to illustrate. Suppose 
we let the function Y = a + bX represent the transformation of applied 
nitrogen into bushels of corn when the nitrogen is distributed evenly 
over one acre of land. This relationship implies either that all 
other factors of production are held constant or that there are no 
other significant factors which need to be taken into account. We 
know, however, that there will be marked differences in soil structure, 
soil fertility and possibly micro-climate within the acre of land 
being considered. As a result, we would expect the "aggregate" 
function Y = a + bX to differ from any of the functions representing 
the production process on, say, a particular square yard of land 
within that acre. It may further be the case that, due to soil 
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structure, yield on one particular square yard may be sensitive to 
canpaction, while for the acre as a whole this "factor" may be ignored 
as relatively unimportant. Analogously, we might find that factors 
which are very significant in explaining yield on a particular field 
can be ignored in describing the average production on all fields in 
a state or district. It should be clear then that an aggregate 
function describing the average production process in a region may 
be of little relevance in describing the production process on a 
particular farm or a particular field, and vice-versa. 
Historically, aggregate production functions have generally been 
formulated to express the relationship between the dollar value of 
various factors and the dollar value of output. The intent of this 
study, however, is to formulate production functions describing the 
transformation of physically measured inputs into physically measured 
outputs. Average regional output, in bushels per acre, will be 
expressed as a function of average fertilizer application rates and 
other inputs to be d,escribed later. 
An excellent discussion of the development of various types of 
production functions may be found in the first chapter of Heady and 
Dillon (29). 
2. The level of aggregation 
For purposes of agricultural policy, the basic level of aggrega­
tion selected for this study is the state. There is no a priori 
reason for assuming that this level of aggregation will yield the 
most precise statistical estimates of the production function. 
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In fact it is quite plausible that observations and estimates based 
on smaller aggregates may, v^en aggregated to the state level, provide 
more precise estimates of the state production function. Consequently, 
the data used in this study are collected by crop reporting districts. 
This allows statistical estimation of the state production function 
based on various levels of aggregation from the individual crop 
reporting district up to the state as a whole. Criteria for comparing 
the precision of estimates based on these various aggregation levels 
are developed later. 
3. Physical inputs to be considered 
a. Weather It is readily apparent to any observer that one 
of the major deteirminants of aggregate crop yields is the weather. 
Unfortunately, weather is a conplex of many factors, only the most 
obvious of vèich are temperature and precipitation. This study will 
be concerned with what is assumed to be the major element of weather 
as it affects crop yields, available moisture. In order to quantify 
the transformation of weather into crop yields, we must select an 
index or indicator to represent the "level" of weather and must then 
determine the effect of the index on yields. The attempts to quantify 
the effect of weather on crop yields have been numerous, and the 
considerations involved are complex. A more complete discussion of 
these considerations and of past research will be found in section 
III of this study. 
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b. Fertilizer Chemical commercial fertilizer application has 
Increased dramatically in the past decade. Annual fertilizer consump­
tion data by states are available In tons of fertilizer consumed 
and in tons of plant nutrients consumed. In addition, census year 
estimates of fertilizer applied to various crops are available by 
states and by sub-state regions for census years ftom 1954 onward. 
Since the composition of fertilizer changes over time, and since 
plant response is due to the nitrogen (S), phosphorus (?) and potassium 
(K) contained in the material (as well as in the soil), per acre 
applications of N, P and K are r.he physical inputs considered in this 
study. 
Per acre estimates of application rates in an area are average 
rates, and an aggregate response function based on average application 
rates can be expected to differ from a response function describing 
the relationship between average output per acre and uniform applica­
tion rates over the area. If reliable estimates of the number of 
acres receiving various application rates were available, it would 
be possible to investigate the response to uniform application rates, 
but such estimates are not available. 
c. Cropping practices Although cropping practices cannot 
be entered into the production relationship as continuous physical 
Inputs, it is inappropriate to Ignore their effects. Large changes 
in irrigated acreages within an area are expected to change the 
average productive capacity of the area, and the average yield 
response to other Inputs (particularly weather). Fallowing practices 
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in the Great Plains should have similar impacts. We show later how 
to account for changes in these practices in estimating the aggregate 
production function, 
d. Genetic improvements As noted by other investigators 
(28,12), improvements in the genetic strains of crops affect the 
average productive capacity of an area devoted to that crop and may 
also affect the average response of yield to other factor inputs. 
Such effects may be due to increases in the general vigor of the 
strains or to improved resistance to such adverse conditions as drouth 
or disease. The effect of genetic improvements on the aggregate 
production relationship can be approximated by genetic improvement 
indices constructed fraa experimental plot data. Such indices must 
take into account the rate of adoption as well as the relative improve­
ment of new varieties, 
e. Other inputs In addition to the factors just mentioned, 
there are many other physical inputs affecting crop yields. Improved 
and enlarged farm equipment has allowed farmers to complete tillage, 
planting and harvesting operations when soil, weather and crop condi­
tions are most favorable. The increased use of insecticides in recent 
years has surely tempered yield losses due to insect pests. Although 
the herbicides now in use are in part only substitutes for labor and 
capital devoted to weed control, it seems probable that the net 
effect on yields is positive, insofar as the herbicides achieve more 
complete weed control than conventional tillage methods. Per acre 
plant population has increased for some crops, and it seems clear 
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that the recent high corn yields would not have been possible without 
the additional plant is per acre. 
Clearly, the effects of the various factors listed above are 
not independent. Without chemical inputs for weed and pest control 
and without increased plant population, the recent high fertilization 
rates may have had little effect on yields. Conversely, inputs of 
pesticides alone could not increase yields to the recent levels 
without a corresponding increase in fertilizer application. The 
sheer size and complexity of the experimental design required to 
unravel these interdependent relationships, even on an ezqperimental 
plot basis, excludes such an approach. Neither is it feasible to 
estimate an aggregate production function incorporating all these 
interactions, due first to a lack of time-series data for most of 
the variables and due also to the high intercorrelation among time-
series observations for fertilizer, pesticide, machinery and plant 
population inputs which make it impossible to statistically separate 
their effects. 
Fortunately, another alternative is open. If the inputs con­
cerned are highly correlated over time, we may select one of the 
variables as a proxy variable representing the entire bundle and 
proceed to estimate the relationship between average yield and the 
average level of input of the bundle as measured by the proxy variable. 
A time variable may be introduced to express the collective effect 
of changes in nonspecified inputs which are not adequately accounted 
for by the proxy variable. 
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We assume that changes in fertilizer and pesticide use, changes 
in plant population and improvements in timeliness of operation are 
highly intercorrelated over time» Hence, we select the average rate 
of fertilizer application as a proxy variable representing inputs 
of the entire bundle. Yield changes which are subsequently imputed 
to the proxy variable must be interpreted accordingly. 
One further factor is frequently hypothesized to enter into the 
aggregate production function. Acreage devoted to the production of 
a particular crop in any area varies over time. It is intuitively 
appealing to assume that acres added to or taken frtm production are 
marginally productive and so to hypothesize that the average productivity 
of the acres remaining in production will increase as these acres are 
dropped from production. An empirical attempt to measure this change 
in productivity failed to reveal any significant change (4,28). 
Two explanations may be advanced to account for the apparent 
lack of correlation between yields and acreage. The effect of the 
generally small year-to-year changes in acreage may have been swamped 
by the effects of changes in other factors, notably weather. In the 
Corn Belt particularly, fertilizer has substituted for crop rotations, 
and a large number of fertile acres formerly planted to oats or hay 
have been shifted to corn. One would not expect the addition of such 
acres to lower average yields. This study will make no attempt to 
estimate the yield effects of changes in acres under production. 
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To the extent that the factors specified above fail to account 
for changes in technological inputs, we may expect a residual of un­
explained yield changes over time. A linear time variable will be 
introduced into the production functions to account for these residuals. 
4. Characterization of response relationships 
It was previously stated that production functions are mathematical 
equations intended to represent the transformation of factors into 
products. Generally the algebraic form of such functions is unknown. 
Two criteria must then be employed in choosing functional forms to 
represent the transformation. First, the function should be amenable 
to standard statistical estimation procedures. Second, the character­
istics of the function must be consistent with any prior knowledge 
of the underlying biological or behavioral relationships. Usually 
there is a large class of functions which are admissible under these 
two criteria. The problem of choosing among these functions is dis­
cussed in more detail in a later section of this study, but in general 
it may be said that the function which best fits the data should be 
accepted. The remainder of this section is devoted to a discussion 
of the a priori characteristics required of any algebraic form to 
represent yield response to the various inputs. 
a. Response to weather As previously indicated, the aspect 
of weather of primary concern in this study is available moisture. 
Either too much or too little moisture will likely have deleterious 
effects on yield. Hence, we require that the function representing 
yield response to moisture be convex, with a maximum yield occurring 
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scsnewhere between the two extremes of too much and too little moisture. 
It is very possible, in a dry climate particularly, that the available 
moisture seldom approaches the level required for maximum yield, so 
that the response function over the relevant moisture range may be 
closely approximated by a linear function. We are therefore prepared 
to accept either a linear or a curvilinear response function. 
Still, a very large number of specifications are compatible with 
the J priori assumption of a convex function. Regardless of the nature 
of the true response function, f(x), it may be approximated by a poly­
nomial of arbitrary degree. À second degree Taylor series expansion 
of the function about a is 
f(x) = a + (x-a)f'(a) + •|(x-a)^f "(a) + R 
where R is a remainder and f*(a) and f"(a) are the first and second 
derivatives of f(x) evaluated at xpa. Upon rearrangement of terms, 
f(x) = (a+af'(a) + "^a^f"(a)) + (f * (a>|af"(a))x + (|f"(a))x^ + R 
= b + b^xf b,x^ + R 
o 1 I 
where b^, b^^ and b^ are appropriately defined. Over a small range 
of X, R will be sufficiently small that the polynomial in x will be 
a close approximation to f(x). We are therefore prepared to accept 
a first or second degree polynomial in the weather variable as an 
approximation to the true response relationship over the range of 
the observed variable. 
b. Response to fertilizer We now consider the a priori 
characteristics required of the algebraic form chosen to represent 
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aggregate yield response to average fertilizer application. This 
response function differs from the traditional experimental plot 
type of function in two significant ways. First, it does not represent 
a response to uniform rates of application. Second, as previously 
mentioned, other factors are not held constant, and in fact the 
fertilizer application rate is assumed to be a proxy variable rep­
resenting changes in pesticide use, timeliness of operation and 
plant population as well as average fertilizer application rates. 
As a first approximation though, it is useful to consider previous 
empirical indications of the appropriate characteristics for tradi­
tional fertilizer response functions. 
Early agronomists who ^ re concerned with the algebraic character­
istics of crop production functions in general assumed that such 
functions should allow for both maximum yields and negative marginal 
product at high application rates (see Heady (29), Chapter 1), In 
the 1950's. a considerable number of empirical investigations into the 
nature of fertilizer response functions were conducted. The results 
of many of these experiments are summarized in Baum (6), Basic to 
these studies was the assumption of declining marginal product, with 
allowance for negative marginal product at high rates of application. 
The empirical evidence cited in these studies seems to justify the 
assumption that sufficiently heavy fertilizer applications will 
decrease yields. Although a large number of algebraic specifications 
meet this requirement, we may again use a simple second degree poly­
nomial as approximation of the true functional form. R. L, Anderson (1) 
15 
proposes just such a simplifying procedure. He, in fact, goes 
further and argues that even if the true relationship is known to 
be quadratic, it is appropriate to drop the squared term in the 
equation if the estimation procedure does not yield precise esti­
mates of the coefficient of that term. The procedure used in this 
study will be to allow for decreasing marginal productivity of 
fertilizer by the use of a second degree polynomial. 
The fact that our input data are average rather than uniform 
application rates will result in biased estimates of the true response 
function. This follows directly from the assumption of decreasing 
marginal productivity. A function meeting this requirement is 
convex, and it is a well-known property of a convex function, say 
yield = f(x), that f(a3:^+32X2+...+a^x^) > a^f(x^) + agf(Xg) 
+.. .+a^f (x^), where S aj^=l. For our purposes, the x^ may be con­
sidered various levels of application, and the may be considered 
to be the proportion of acres receiving the respective rates. The 
inequality states that the average of the yields (the right-hand 
side above) is less than the yield which would have obtained if the 
average application rate had been applied uniformly in the area (the 
left-hand side above). Since we observe the average application 
rate but the weighted average of the yields, estimates based on 
such observations will be downward biased estimates of the function 
f(x). Unfortunately, there is no apparent way to correct for this 
bias short of obtaining more detailed data. 
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Given that the fertilizer variable in this study represents a 
bundle of goods, what can be said of the characteristics of the 
response function relative to the traditional, ceteris paribus 
response function previously characterized? Apparently such a 
response function will be "flatter," or more nearly linear, than 
the traditional one. While the traditional response function is 
characterized by decreasing marginal returns, historical increases 
in application rates have been accompanied by corresponding increases 
in other technological factors in the package. The positive yield 
effects of these other factors have partially offset the reduction 
in the marginal product of the additional fertilizer applied. The 
argument is shown geometrically in Figure 1, The three curves 
shown represent "slices" of the production surface at three levels 
of input of another variable in the package, say pesticides. Thus 
f(F,P^) represents the response of yields to changes in average 
fertilizer application with pesticide application held constant at 
level P^. Of course, to be more general, we may assume that repre­
sents a particular level of application of all other technologies in 
the package. Let us assume that we observe yields and fertilizer 
application rates at three points in time as (F^,Y^), (^27^2) and 
(F^,Yg), plotted as points A, B and C. We further assume that the 
levels of other inputs were P^ and P^. (The points A, B and C 
do not fall on the curves due to the fact that the three fertilizer 
rates are average rates, rather than uniform rates, as previously 
argued.) If the curves drawn in Figure 1 are characteristic of the 
Crop 
yield 
f a, P3) 
f (F, Pg) 
u '2 /3 
Average rate of fertilizer application 
Figure 1. Hypothetical aggregate crop yield response to average fertilizer application rates 
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true production function, then it is clear that the curve joining k, 
B and C will be flatter, i.e., be more nearly linear, than the three 
ceteris paribus curves. We therefore may e:!q)ect that the response 
functions estimated in this study will more closely approach linearity 
than would a traditional ceteris paribus response function, since our 
observations on rates and yields correspond to points h, B and C. 
In summary, we have presented some theoretical justification 
for assuming a linear yield response to average fertilizer applica­
tion rates. Since the possibility of nonlinear response is not pre­
cluded, however, we shall also allow for this possibility by alternately 
specifying a second degree polynomial in the fertilizer variable. 
c. Response to cropping practices The two special cropping 
practices to be considered in this study, fallowing and irrigation, 
cannot be characterized by continuous variable input levels, as can 
be the other inputs. A field has laid in fallow or it has not; a 
field is irrigated or it is not. Presumably the use of one of these 
practices results in a different production function. We will show, 
however, that it is possible to account for such practices by including 
new variables in a single production function. 
Let the following three equations represent the yield response 
to a weather variable (W) and a fertilizer variable (F) under 
traditional practices, under irrigation and following fallow, 
respectively. 
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Tij, -
Yj. = Qfj + '*' 
?F = *F + PEB? + SwpW 
Then 
Y . Pt%r + P,?! + PpYp 
where Y is average yl-eld in the area, and p^, p^ and p^ are the per­
centages of total crop acres cultivated under each of the three 
practices. Substituting into the last equation, we have 
Y ~ Pl®I (Px\^FT ^F^F^FF^ 
Note that the value of the weather variable, W, will be the same over 
all three practices for a given area. The value of the fertilizer 
application variables will not likely be the same, but unfortunately 
for this study only the average application rate is known for each 
observation. In order to estimate the equation, then, we must assume 
either that application rates are equal on all practices or that the 
marginal yield response is constant over all practices. Though 
neither is completely realistic, the second assumption more closely 
approximates reality than the first, in our view, and it is therefore 
adopted. If we further note that 
F - Pfi + Pi^ i + 
and 
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we can, upon rearrangement of terms, express Y as 
! = + Pp^Vi^ + \ + «e%r + 
or 
Y = bo -3- Pjbj^ + Ppbg + Fbg + Wb^ + p^Wb^ + p^Wbg 
where the b^'s are appropriately defined. The parameters of the 
original three equations may then be found as: 
°T = k. 
"l " '•l - \ 
- ^ 2 - b. 
®FI " ®FI ®PF ° **3 
®wr ' ''4 
^WI = ^5 - ^4 
G'WF ° ^6 " ^ 4 
Such a procedure allows us to compute the parameters of three separate 
production functions, if they are needed, from estimates of a single 
aggregate function. 
d. Response to genetic improvements Several recent investi­
gations of aggregate crop production functions have explicitly accounted 
for genetic improvements, Paul Johnson (47) used percent of com 
acreage planted to hybrids as a variable in a Cobb-Douglas function 
estimate of corn yields in 31 states. He assumed a log-linear response 
of yield to hybrid adoption, and obtained significant estimates of the 
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response parameter, Ludwig Auer (4) in his comprehensive study 
used an index of the productivity of varieties in use in a given 
year relative to the productivity of the varieties in use during 
a base period, 1947-1949, A mass of experimental data was analyzed 
to obtain empirical estimates of this index for each crop by year 
and state. The index was then used to deflate annual state crop 
yields to remove the effects of genetic improvements. The deflated 
yield was then utilized as the dependent variable in the estimation 
of a Cobb-Douglas production function. Unfortunately, such a 
procedure does not allow for simultaneous consideration of the 
genetic factor with other factors, nor does it allow for statistical 
testing of the significance of the genetic effect. In another study 
of aggregate corn yields (85,86), Shaw and Durost used percent of 
corn acres planted to hybrids as a variable in a simple linear 
model for corn yields in the Corn Belt and in Iowa. Their estimated 
coefficients were highly significant, as were the coefficients of 
the other variables used in their study. 
In view of these studies, it seems plausible that either a 
simple index of hybrid adoption (in the case of corn and sorghum) 
or an index of varietal improvement might be used to represent 
genetic improvements. Based on the Shaw-Durost results, it also 
appears that a linear term will prove to be sufficient to approximate 
the effects of this index on yields. 
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e. Summary of production function estimation procedures The 
steps which will be followed to estimate production are as follows. 
Step 1. Choose the simplest algebraic form of the state produc­
tion function consistent with the expected response 
relationships as just outlined. The model to be esti­
mated is a linear covariance model with observations on 
crop reporting districts, using dummy variables to rep­
resent the various districts (see section IV.C). 
Step 2, Estimate alternative algebraic specifications of the 
covariance model, selecting or rejecting each by the 
criteria outlined in section B of chapter IV. 
Step 3. Utilizing the algebraic specification selected in step 2, 
estimate a pooled state production function from aggregated 
state observations on yields and the independent variables. 
Step 4. Utilizing the algebraic specification selected in step 2, 
estimate production functions for substate areas, using 
a covariance estimation model for each area. 
In section IV of the study we present criteria for choosing among 
the production models estimated at various levels of aggregation as 
in step 3 and step 4. 
B. Aggregate Yield Predictions 
1. Prediction procedures 
A predictor is a function of past observations. The predictors 
used in this study are based on the production functions estimated for 
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each state, using predicted or known values of the independent variables. 
A forecast is the particular numerical value obtained from the predictor, 
A 
The predictors used in the study are of the form where is 
the predicted value of the dependent variable, is the vector of 
predicted or known values of the independent variables and g is the 
vector of least-squares estimates of the coefficients The forecasts 
to be derived will be used in a policy model, and for that purpose we 
will need to know not only the forecasted yield, but the variance of 
the forecast. The statistical procedures used to derive these variances 
are discussed in section IV. The resulting forecast may be called a 
stochastic forecast, since it may be considered the expected value of 
a random variable which is assumed to be normally distributed. 
The rest of this section is devoted to a discussion of the 
methods used to predict the values of the independent variables. As 
will be pointed out in section IV, the variance of the yield forecasts 
is in part a function of the variances of the errors in predicting 
the independent variables. For the purposes of this study, these 
error variances will be ignored except for the case of errors in the 
prediction of weather variables. 
2, Prediction of weather variables 
The weather variables used in this study are the Palmer estimates 
of monthly departures from normal moisture stress in each crop report­
ing district. The concepts involved in the derivation of these variables 
1 
are discussed in detail in section III. Based on Mitchell's statistical 
^Pp. 189-227 of Weather and Our Food Supply (45). 
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study of these variables, we assume they are randomly distributed 
with no time trend and no cyclical pattern through time other than 
the possibility of simple first-order autocorrelation. Palmer (73) 
indicates that the variables, particularly when summed over summer 
months, approach the normal distribution. For this study we assume 
the variables to be distributed as the multivariate normal distribu­
tion. To derive estimators of the moments of this distribution for 
a future point in time, say t+n, we consider the 2p x 1 vector X which 
is distributed as the multivariate normal with mean n and variance-
)covariance matrix V, where ji and V are appropriately dimensioned. We 
partition X into X^ and X^^^, which are p x 1 vectors of the weather 
variables at time t and t+1, respectively. We then have 
X = 
\+l 
where the corresponding partitions of p, and V are 
U 
V = 
o ^1 
1^ o^ 
being the covariance matrix of the X^ and X^^^. Then the conditional 
distribution g(X^^j^l X^) is the multivariate normal distribution with 
mean U + Vj^V^^(Xj.-U) and variance-covariance matrix (V^ -
^See Graybill (23, p. 63). 
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If we assume an autocorrelation coefficient of p for all weather 
variables, then = pV^. In this case, g(Xj.^^| X^.) is the multivariate 
nomal distribution with mean D + p(X^-U) and-variance-covariance 
2 
matrix V^(l-p ). Similarly, g(X^jX^) is multivariate normal with 
mean U + p'^(X^-U) and variance V^^l-p^^). Weather variables can then 
be predicted as 
Xcfn = U + P (V") (2.B.1) 
with variance-covariance matrix 
V2r(2t+i) = Vo(l-P^ ). (2.B.2) 
It is apparent from this equation that the variance of future weather 
diminishes as p increases, given observations on the current weather 
variables. 
The coefficient of autocorrelation p and the variance-covariance 
matrix will be estimated using standard statistical methods. The 
hypothesis that p = 0 will be tested utilizing the standard t test. 
If the hypothesis is accepted at the 5 percent level of confidence, 
autocorrelation will be ignored in the prediction of weather, 
3. Prediction of fertilizer application rates 
Fertilizer application rates for some crops have soared in recent 
years. Increases in the average application rate per total crop acre 
have been more rapid than increases in the rate per crop acre receiving 
fertilizer. But increasing adoption of fertilizer application 
practices has combined with an increase in the average rate of 
application, resulting in very striking increases in the average 
application rate per total crop acre. 
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Griliches has considered the adoption process as it has applied 
to hybrid corn adoption,^ and he has also considered the demand for 
2 
fertilizer in some detail. A logical approach to the analysis of 
fertilizer application rates would be to estimate and project the 
percentage of acres fertilized on the one hand, and to estimate a 
demand function for fertilizer rates per acre fertilized on the other 
hand. Unfortunately, historical data available are not sufficiently 
accurate or plentiful to make such an analysis meaningful» Reliable 
estimates of the required time-series have been made only for census 
years, and even these estimates are based on a good deal of conjecture 
(36,37). Since 1963, sample surveys taken by the Crop Reporting 
Service have been published, but this time period is quite short, and 
the reliability of the first of these results seems questionable when 
compared with total amounts of fertilizer known to have been consumed. 
Since the available data are not adequate to warrant statistical 
demand analyses, the procedure we will adopt is to make two simple 
projections of fertilizer application rates into the future. The 
first rate projection will be subjective, while the second will be 
derived as a linear extrapolation of historical adoption and applica­
tion rate trends. Each of these procedures is arbitrary, but they 
will provide a range of projections for comparison. The numerical 
results are presented in section VII. 
^Zvi Griliches. The demand for fertilizer: an economic inter­
pretation of a technical change. Journal of Farm Economics 40: 591-
606. 1958. 
2 
Zvi Griliches. Hybrid corn: an exploration in the economics 
of technical change. Econometrica 25: 501-522. 1957. 
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4. Prediction of other factors considered 
Other than weather and fertilizer variables, cropping practices 
and genetic indices must be predicted. Cropping practices will be 
predicted as simple trend extrapolations of the percent of crop acres 
grown under the various methods. Time trends for indices of genetic 
improvement are derived as a part of the index estimation procedure 
and will be used to project future index levels. 
C. Inqplications of Stochastic Yield Predictions 
for Agricultural Policy 
It was previously suggested that agricultural policy is an 
endeavor to grapple with the persistent uncertainties of the future. 
Current discussions of the aeed for a strategic food reserve and the 
very term "ever-normal granary" indicate the desire of the government 
to stockpile food supplies as a safeguard against the uncertainties 
of future yields. But precautionary goals such as the need for food 
reserves comprise only a part of the motivation for farm policies 
and programs. The concept of parity, whether parity of prices or 
parity of income, reflects a concern for the income position of the 
farmer, as ccsnpared to other occupational groups. In addition, the 
pursuit of any farm policy objective, whether related to food reserves, 
to income redistribution or whatever, requires public funds and as 
such must be weighed against the "goal" of minimum public expenditures. 
Grain programs enacted in the past have traditionally consisted 
of three types of interdependent operations: price supports, commodity 
storage and acreage diversion. Price supports have related to farm 
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income goals while storage operations, though they have been concommitant 
to price supports, relate also to food reserve goals. Acreage diversion 
has been a method of avoiding the potentially expensive problem of 
surplus production under government-supported prices above the free 
market level. In this section we seek to develop decision models 
which relate the three types of operations to specified policy objectives. 
If yields in future years were known with certainty, it would be 
possible to specify exactly the acreage needed to produce given quan­
tities of grain, and government storage operations could be eliminated. 
The stochastic nature of yields complicates policy decisions in two 
ways. First, it necessitates a storage program to provide for the 
possibility of low crop yields in future years. Second, it precludes 
the possibility of specifying at decision time either the cost of 
program decisions or the actual grain surplus or deficit which will 
exist as a result of the decision made. Given expected yields, how­
ever, we may derive expected costs and expected commodity positions, 
and given the variability of yields, we may more adequately determine 
the grain storage levels required to meet the contingencies of yield 
fluctuations. The stochastic yield predictions as derived in this 
study provide estimates of these expected yields and their variances, 
1, Probabilistic restraints on future grain supplies 
It was stated above that, due to the stochastic nature of future 
yields, it is impossible to specify the actual grain surplus or deficit 
which will occur in a given future year. Further, it is impossible 
to make current acreage diversion and storage decisions such that 
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grain supplies available in that year will, with certainty, exceed 
a given level, say a disaster level or a minimum consumption level 
represented by d. Given estimates of the expected value and variance 
of yield predictions for that year, however, it is possible to formulate 
a probabilistic supply restraint on policy decisions which assures 
^fith a given probability that the grain supply will exceed d^ in year 
t. This probabilistic restraint is derived as follows. 
Let A(. represent acreage of a crop in year t, represent the 
yield in year t, represent the carry-over of grain into year t+1 
and let d^ and of^ represent minimum desirable consumption in year t 
and the probability with which this or a greater level of consumption 
is to be assured. If we specify that the new crop year begins just 
before harvest time, then we may express the desired probabilistic 
restraint on policy decisions, as 
Pr(A^_^ \ ^ d^) k . (2.C.1) 
In other words, whatever policy decision is made, we wish to be at 
least (lOO)Qf^ percent certain that stocks available for consumption 
in year t will exceed the minimum desirable level, d^. Available 
stocks consist of the year t yield on acres planted the previous 
year, plus stocks carried in from the previous year, less the stocks 
to be carried out into the following year. 
We can derive a deterministic equivalent of this restraint as 
follows. For any t, let 
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If we can assume (it will be shown later that we can) that year t 
yields are distributed, in a Bayesian sense, approximately as the 
2 
normal distribution with mean and variance O"^ (to be estimated 
in this study), then is normally distributed with mean and 
2 
variance . Substituting 2^ into Equation 2,C.1, we obtain 
^ 0) ^ (2.C.2a) 
which is equivalent to 
Pr(—sE ^  _ ^) s a . (2.C.2b) 
Zt 2t 
Define such that ^(K^) = where F is the cumulant distribution 
function for the standardized normal distribution. Thus the probability 
of drawing at random a standardized normal variable of value or 
smaller is a^. Symbolically, 
Pr(-^—^ ^  K ) = a (2.0.3) 
^2t 
If is replaced in Equation 2,0.3 by a larger number, it is clear 
that the probability will increase. Thus 
Pr(-i—St g _ -2E) ^  a (2.C.2b) 
. ^zt ^Zt 
if and only if 
Therefore, the expression 
"zt + "zt ^  " (2'C'4) 
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is equivalent to Equation 2.C,2b and hence to Equation 2.C.2a. 
Expression 2.C.4 is known as a deterministic equivalent for the 
probabilistic constraint 2.C.2a, 
The mean and variance of are easily calculated as 
•'zt = - "t-l * <=t (2-C-5) 
and 
"It ' ^-1 "t (2.C.6a) 
where E is the expectation operator. Substituting Equation 2.C.5 and 
Equation 2,C.6a into Equation 2.C.4 and rearranging terms, the restric­
tion for year t may be written 
(\.l) E(Y^) + a d; + (^)(*i:_l)((^t)' (2.C.7a) 
Comparing this restraint with the probabilistic restraint 2.C.1, it 
is apparent that the deterministic equivalent restraint requires that 
available stocks in year t must be at least as large as the minimum 
desirable consumption for that year plus a contingency reserve 
(K^)(A^ iXct^) which is a function of the variability of yields 
for that year, 
2, Policy model I - a decision model for optimal grain carry-over 
levels 
In a study published in 1958, Gustafson (25) developed a method 
for determining optimal carry-over levels for grains* He assumed 
constant acreage levels, estimated demand functions and storage costs 
and calculated historical yield variations for each crop. The 
criterion applied to alternative storage policies was that of maximum 
discounted expected gains over the planning period. The expected gains 
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for a given year were calculated as the total value of the grain 
utilized (determined from the demand function) minus the cost of 
storage. 
The model developed below eliminates the necessity for the 
specification of the demand function for future years. The optimality 
criterion employed is rather that of minimizing storage subject to 
the probabilistic restraint on consumption as described above. The 
model is similar in other respects to that developed by Gustafson, 
We make the following assumptions. 
i. There exists one market for the grain considered, with zero 
transportation costs. 
ii. There is one quality of grain produced, 
iiia. There are no exports or imports, or 
iiib, Net export requirements for future years are known and are 
incorporated into the predetermined minimum desirable con­
sumption levels. 
iv. Harvested crop acreage is fixed and constant for future years. 
The optimality criterion is that of minimum carry-over for each 
year t in the planning horizon, subject to the restraint 
rrW, + - c; 2 dp ^  
which may be simplified to 
?r(Y + > d^) k 01^ (2.C.8) 
in view of the fact that A is a constant for all values of t. 
Restraint 2.C.8 expresses carry-over and demand requirements on a 
per acre basis. From Equation 2,C.7a we may also write this restraint 
as 
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+ Ct_i - ^ dj. + (2.C.9) 
We define as the difference between total minimum requirements 
(including contingency reserve) and the expected yield for year t, or 
"t - "t + 
Therefore, from Equation 2.C.9, this consumption restraint for year t 
is equivalent to 
^t ^ h+l ^t+1 
expressing carry-out as a function of the following year's carry-out 
and the known value of To solve for an optimal storage level 
for any year, we must proceed to the end of the planning horizon, 
say year t=n, where there is no following year to be considered* 
The carry-out that year is arbitrarily assigned the value of zero, 
since requirements beyond the planning horizon are ignored. (How­
ever, any arbitrary positive value could be assigned if it were 
deemed appropriate.) For year n-1, the consumption restraint requires 
that C 1 s R . The restraint for year n-2 then becomes 
n-1 n 
^n-2 ^  \-l ^n-1 " \-l 
In general, we find that the storage requirement for year t is 
C 2 E R 
l=t+l 
that is, carry-out required for year t must be at least as great as 
the sum of all the following years' excesses of demand and contingency 
requirements over expected yields, the sum being taken to the end of 
the planning horizon. Since optimal storage level is defined as the 
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minimum possible subject to the restraint on future consumption, the 
optimal storage level for year t is 
In the initial year, the only year for which a decision must be made, 
carry-out is also restrained by the current excess of stocks over 
minimum requiranents, so that the current optimal storage level is 
the minimum storage subject to 
and 
C, S S R. 
^ t=2 
Cl = + Co - <1 
2: 0. 
(2.C.10a) 
The three possible values of the optimal are seen to be 
if 
if 
if 
n 
0 < Y^-d < S R 
t=2 
?l-4l < 0 
(2.C.10b) 
3. Policy model II - a decision model for optimal acreage diversion 
and carry-over levels 
The optimal carry-over model described above provides a very simple 
and operational method of obtaining a first approximation of required 
grain carry-over. It has two rather serious drawbacks as it applies 
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to present U.S. agricultural policy problems. First, it does not 
account for the possibility of acreage changes. Second, and more 
serious, it focuses only on the policy goal of providing contingency 
food supplies to offset the possibility of crop failure, ignoring 
entirely any goals relating to either the stability or the improve­
ment of farm income. The policy model developed below allows for 
the possibility of acreage diversion and allows for price supports 
as a means of meeting farm income objectives. 
In addition to the first three of the four previously defined 
assumptions, we assume the following. 
V. Through acreage diversion programs, the government can 
control the acreage under production for a given year. 
via. Per acre costs for acreage diversion are known and constant, 
or 
vib. If per acre costs for diversion are a function of acres 
diverted, the function is approximated by several appropriately 
defined diversion activities, each with a different cost. 
vii. The per bushel cost of storage is a known constant. 
viii. The quantity of free (non-government-controlled) grain 
stocks (qt) which result in a market price equivalent to 
the support price (Pg) in year t is known. 
ix, A price support policy requires the government to purchase 
all of the year t crop in excess of q^., resulting in a 
market price of Pg, and allows the government to sell from 
stored stocks at the support price. 
We establish as the criterion of optimality the minimization of 
undiscounted expected net government expenses summed over all years 
in the planning horizon. Expected net expenses for year t are defined 
as the sum of expected storage costs, purchase costs and diversion 
costs minus expected returns from the sale of stored grains. 
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The consumption restraint for future years is as derived earlier, 
except that we divide carry-out into two ctmponents, government-
controlled carry-out (G^) and "free" carry-out (Ç). The restraint is 
< V i  - " t - i W V « t - i  - +  
a 4, + K,; 
2 
where E(Y^) and are the expected value and estimated variance of 
aggregated stochastic yield predictions as derived later, is the 
known base acreage available for production in the nation and 
represents the number of acres diverted. It is theoretically possible 
to formulate the model so as to allow each regional acreage level to 
enter the model explicitly, so that optimal diversion levels in each 
of the regions might be determined, rather than the optimal diversion 
level for the nation. The difficulty of such a modification is that 
the deterministic equivalent of Equation 2.C.1 could not then be 
expressed as a linear function of A^. For if such were the case, 
would be, for the two-region case, 
Zj. = dt + Ct -  ^- (A^  ^t-l)^ lt " ^^ 2, t-P^ 2t 
and the variance of Z^., rather than as in Equation 2.C.6a, would be 
"It ' "It + "It 
+ "zt (2.C.6b) 
2 
where A^^, cr^j. and represent the acreage in region i, the variance 
of yield predictions for region i and the correlation coefficient for 
yields in region i and region j, all in year t. The nonlinearity 
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(in the A^^.) of precludes the use of the restraint in a linear 
programming format in which the play the role of variables. 
Hillier (32) discusses several possible methods of incorporating 
such a restraint into chance constrained and convex programming 
formats which would be suitable for the present problem. However, 
the simplicity of the linear restraint 2.C.7b commends it for our 
use in this model in preference to the more complicated models. 
The restraints imposed by the price support policy described 
in assumption ix may be described by the inequality 
where represents government purchases and represents government 
sales in year t. In other words, the government must purchase all of 
the free stocks in excess of q^. Under the policy described, sales 
frcsn stocks (S^) are unrestricted, except that of course they cannot 
exceed the amount of stocks carried in. The entire market is subject 
to the accounting identity 
«t-l - "t-l' \ + St - - "t = 
Free carry-out must equal total free stocks minus utilization, U^. 
Government carry-over, sales and purchases are further subject to 
the accounting identity 
= G^_ - S^. (2,0,13) 
We designate as the per bushel annual storage cost and as the 
average per acre diversion cost. If we now define the year t vector 
of policy activities on a per acre basis as 
Xj. = (D^ /A^ , P/Aj.) 
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and the associated costs as 
Pt = ('d' 'c' 
the net per acre program costs for year t are p^ « . For the final 
year of the planning horizon, year n, the policy problem is to 
minimize 
p x 
n n 
subject to 
- V n - l + V l -  G. +  F..1 -  F .  > - Y, 
Vn-l + ^ n-l + \- (2.0.14) 
+ F..1 - + S. - F. = 
G , - G + B - S =0 
n-1 n n n 
X ^0 
n 
where the and are now expressed on a per acre 
basis. At time t^n we do not know the optimal solution to this linear 
program, since the are random variables. The expected value of 
the solution, that is, the optimal solution ^ f and are replaced 
by their expected values. Y^ and U^, can be determined as a standard 
linear programming problem, if G^ and are known. To determine 
G 1 and D ^ we examine the policy problem for year n-1. Current 
n-1 n-1 
net expenses for the year n-1 are and the expected net 
expenses for year n we define as the optimal solution to the problem 
stated above. Restraints on x , include not only the restraint on 
n-1 
current consumption, the price support policy restraint and the 
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accounting identities, but also the probabilistic constraint on 
consumption in the following year, year n. We may therefore define 
the policy problem for the year n-1 as 
minimize 
subject to 
+ G,.l " + Fn-l " - Y. + S*.*» 
-\-lV2 + G^.2 - ®n-l + ^n-2 - ^ n-l ^  "n-1 " ^ n-1 
^n-l^n-2 " ^ n-2 "*• ®n-l " ^ n-1 ^ \ . i  -  Vl  
-V A-2 + V2 - ®n-l + Vl - Vl = ®n-l - Vl 
V2 - Gn-1 + *n-l - Vl " ° 
2 0 (2.C.15) 
plus the restrictions in Equation 2,C.14 with and replaced by 
their expected values and U^. The extension of this procedure back 
to year 1 is now apparent. In order to simplify the notation, let 
Bt = 
A 
-Y_ 
A 
-Y^ 
0 
0 
0 
0 
1 
0 
0 
1 
0 
0 
0 
0 
1 
- 1  
+1 
0 
for all t 
So = 
0 
0 
0 
0 
0 
1 
• 1 
1 
• 1 
• 1 
0 
• 1 
0 
0 
1 
• 1 
- 1  
0 
- 1  
0 
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= Wt - \.i> \ - q^,; \ 0)' for all t ^ 1 
and 
"l = ("l - <l-0o) h - (l-"») "l - Ip "l - (1-V ^ 1' V' 
Also let 
\ 0, 1) for all t 
= (0; 0 ,  -1,  0 ,  -1) 
and 
®t = ('^ t - \ + V^t>' C" 
Then the policy problem for period one is 
minimize x^ p^  + XgPg + • • • + x^ P^  
subject to 
^2 ho 
^3 ^0 
^4 \ 
So 
Sz 8o 
®3 ®o 
H ®o 
h h 
n o 
8n So 
X, 
Xo 
X, 
X 
(2.C.16) 
'n-1 
n 
n-1 
n 
x^ à 0 
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The solution to this linear programming problem yields minimum current 
and expected future net government expenses subject to the probabilistic 
consumption requirements and the price support policies described by 
Equations 2.C.7b and 2.C.11. 
The linear, as opposed to nonlinear, programming format allows 
for parametric variations to readily determine the effects of changes 
in any of the parameters such as the price support level, the probabil­
ities and the minimum demand requirements d^. Sensitivity analysis 
is also facilitated so that stability conditions may more readily be 
determined than would be the case for a nonlinear programming problem. 
Thus the model described by Equation 2.C.16 is simple, modest in size 
and allows for considerable flexibility of application. It provides 
a close approximation to present feed grain programs in that it allows 
for both diversion and storage activities restrained by price support 
commitments. As such it should be useful in indicating the appropriate 
combinations of diversion and storage levels which will minimize 
government costs, given the price support level, estimates of future 
minimum demand, storage costs and diversion costs. 
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III. WEATHER AND CROP YIELDS 
A. The Implications of Weather for Agricultural Policy 
The basic goals underlying agricultural policy are not universally 
accepted. Such goals may relate to income redistribution, to economic 
development, to cheap food, to stability, etc. Of these, however, 
perhaps the goal of stability is no^ and has been the most universally 
accepted. Since the days of Joseph in Egypt, one aspect of farm 
policy has been to mediate the effects of crop yield variations due 
to the unpredictable fluctuations in weather. The physical impact 
of crop failures can be summed up in one word -- famine. As societies 
have become more sophisticated and specialized, we have come to have 
a greater understanding of the economic impact of crop failures as 
well. The traditional response of agricultural policy has been to 
build up a food reserve in years of abundance to cushion the impact 
of food scarcities in years of poor crop yields. 
The size of such a food reserve has been a topic of considerable 
debate. Policy models developed in the previous section will provide 
estimates of the reserve necessary. It is clear, however, that an 
understanding of the relative impact of weather and technology on 
crop yields is a prerequisite to the solution of the problem regard­
less of the decision model employed. The issue has been well stated by 
M, L. Upchurch (in 45): "Also, knowledge of the range and probability 
of occurrence of weather and its effect on production in the past 
would provide the basis for developing features in a farm program 
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that would minimize the economic impacts of unforeseen weather 
variation." 
It is within this framework that we now turn to a consideration 
of historical weather-yield studies and to the nature of the weather 
variable to be used in the present study. 
B. A Brief History of Weather-Yield Studies 
1. Early studies 
One of the first studies of weather and yield relationships was 
that by H. L. Moore (63), published in 1914. His was an attempt to 
show that rainfall cycles persisted, that crop yields were highly 
correlated with rainfall and that the resulting crop yield cycles 
were the basis of economic cycles. He did not attempt to quantify 
the effects of rainfall on yields. In other studies not cited here, 
Moore considered yield and weather correlations in France, England 
and the Dakotas,^ A similar series of studies, cited by Hannay (26), 
were published in the 1920's by E. G. Misner of Cornell. 
In 1920, Henry A. Wallace (110) reported the results of his efforts 
to estimate aggregate corn yields as a function of average monthly 
rainfall and temperature in the Corn Belt, In general he obtained 
more satisfactory results for the states on the periphery of the Corn 
Belt than for the central Corn Belt states. He concluded that this 
^See Hannay (26). 
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was merely an indication of the obvious fact that com is grown in 
the Corn Belt because it is well adapted to the climate of the area. 
In peripheral areas, he reasoned, yields become more sensitive to 
weather changes, and the relationship may be more easily estimated. 
A third important study was published at about the same time by 
the statistician R, A. Fisher (18). This study differed from previous 
studies in two ways. First, Fisher considered yield and rainfall 
data for an experimental plot time-series rather than for aggregate 
production areas. The second innovation was the use of orthogonal 
polynomials to estimate annual yield as a continuous function of 
rainfall at time t, as t goes from the beginning to the end of the 
growing season. By such an analysis, the effect of an extra inch of 
rainfall at any time during the season may be approximated. The 
estimation procedure is detailed in Fisher (18) and in Davis and 
Palleson (16). Though these three studies are among the most sig­
nificant of their era, they were by no means the only ones. Hannay 
(26) cites 2,324 studies of weather crop relationships published 
between 1900 and 1930. 
2. Small-plot investigations since 1930 
During the dust-bowl days of the 1930's. Cole, Mathews and 
Brown (10,11,58,59) investigated the yield effects of moisture under 
fallowing as compared to continuous cropping in the Great Plains. 
The crops studied included spring and winter wheat and grain sorghum, 
based on experimental plot data. Though the primary intent of these 
studies was to compare cropping practices, simple linear regressions 
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of yields on seasonal precipitation and soil moisture measurements 
explained as much as 88 percent of yield variations on some plots. 
In the early 1940's, Palleson and Davis and their associates 
published results of their studies of rainfall and yields of corn 
and wheat (15,16,71). In each of these studies they used the Fisher 
polynomial technique to determine the effect of rainfall received 
at various times during the season. Data were obtained from e:q)eri-
mental plots in Kansas, Nebraska, Colorado, Missouri, Illinois, Ohio, 
Pennsylvania, Maryland and North Dakota. Their results indicated 
that the critical rainfall period for winter wheat was during October 
and November, immediately after planting. For spring wheat the 
critical period was found to be 80 days after planting (late June 
and early July in North Dakota). July and August appeared to be 
the critical moisture period for corn. These results are consistent 
with those of other early studies. 
A surge of literature on the effects of weather on yields under 
various cropping practices appeared again in the late 1950's and into 
the 1960's (3,7,8,24,48,79,92). In one of the latest of these studies 
(48) Johnson provides a good review of earlier studies dealing with 
the effect of soil moisture and precipitation on experimental plot 
wheat yields. In regressing winter and spring wheat plot yields on 
seeding-time soil moisture, Johnson was able to explain a maximum of 
about 65 percent of the total variation in yields. The yield increase 
expected from an inch of soil moisture above average was estimated 
as 2,4 bushels per acre for spring vrtieat and 2,7 bushels per acre for 
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winter wheat. Army, Bond and Van Doren (3) regressed wheat yields 
for Texas plots on October to June rainfall and were able to explain 
about 60 percent of yield variations. Their study indicated that 
an inch of rain above average should add about two bushels per acre 
to yields. Thomas, Army and Cox (92) regressed spring wheat plot 
yields on both soil moisture and seasonal precipitation. Though 
coefficients of determination were not reported, an inch of soil 
moisture at the average was estimated to account for about one bushel 
per acre, while an inch of precipitation accounted for 1.5 to 2.5 
bushels per acre. 
In 1948 Co W. Thornthwaite, a meteorologist, published a work 
(97) which was to have a considerable impact on later crop-weather 
studies, including the present one. He noted that évapotranspiration 
(ET) is the opposite of precipitation, and that it is fully as important 
in plant growth. Thornthwaite's contribution was the development of a 
method of approximating potential évapotranspiration (the maximum ET 
which would occur under ideal water and vegetative conditions) as a 
function of regularly measured and reported meteorological data. 
Empirical evidence led him to the conclusion that the primary factors 
affecting ET are climate and soil moisture, along with the minor 
effects of plant cover and land management. After some experimenta­
tion, he found that potential évapotranspiration (PET) could be 
approximated by the formula PET = ct^, where c and a are parameters 
and t is temperature in Centigrade. He further found that by replacing 
t and a with empirically derived functions of monthly and annual mean 
47 
temperatures as well as current temperatures, the average areal PET 
for a particular area could be approximated. The charts and nomo­
graphs presented by Thornthwaite, and later by Palmer and Havens 
(74), show approximate monthly PET as a function of mean monthly 
temperature, day length and latitude. Experimental attempts to verify 
the accuracy of Thornthwaite's estimation procedure have indicated 
that it is quite accurate, despite its seemingly crude assumptions.^ 
The accuracy of the procedure was found to improve further as the 
period considered lengthened from days to a month. Apparently for 
periods of two weeks or more the estimates are accurate within at 
2 
most 15 percent, Thornthwaite further suggested that his estimates 
of PET might be incorporated into a water-balance bookkeeping system 
to chart moisture availability through time. It appeared to him 
that rainfall could be considered as income, ET as outgo and soil 
moisture as a stock. Thornthwaite himself, however, did not attempt 
to establish such an analysis. 
Van Bavel and Verlinden (108) adopted Thornthwaite's suggested 
bookkeeping system for areas in North Carolina, An arbitrary starting 
date in the spring was selected so as to insure that soils were at 
field capacity. Daily balances were then computed each succeeding 
day by adding precipitation and subtracting estimated ET. ET was 
assumed to approach PET according to the ratio of computed soil 
moisture to field capacity moisture. In this particular study, each 
^See Thornthwaite (97,98), Sanderson (83) and Van Bavel (108,109), 
^See Van Bavel (108). 
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day in which the soil moisture was exhausted was recorded as a drouth 
day, and the number of drouth days in the season was used to character­
ize the intensity of drouth for the season. The authors made no 
attempt to evaluate the impact of this drouth measurement on yields. 
Palmer (72) refined this so-called hydrologie accounting procedure 
and computed soil moisture balances and drouth indices for most areas 
of the U.S. from 1930 to the present. His procedure will be discussed 
in detail later in this section. 
Parks and Kaetsdi (75) used a similar method to enumerate drouth 
days in each of four different sub-periods of the corn growing season 
in the Tennessee Valley. In a regression analysis of corn yields on 
48 plot-year observations, they found that the two-week tasseling 
period was the most critical of the four periods considered. The 
authors then used the predicted yields from this regression as an 
index of drouth which was in turn used in a regression analysis of 
fertilizer plot yields in western Tennessee. The resulting estimate 
of yield as a function of nitrogen application and drouth index was 
one of the first attempts to measure simultaneously the response of 
yield to both weather and technological inputs. 
An earlier attempt to simultaneously estimate the response of 
yields to fertilizer and weather was that reported by Orazem and 
Herring in 1958 (69). They fit production functions to sorghum data 
obtained from cooperating farmers in southwest Kansas during the 
years 1951-1956. The variables included were soil moisture at seeding 
time, inches of rainfall during the growing season, nitrogen application 
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per acre and phosphate application per acre. They obtained coeffi­
cients of determination of .60 to .65, with significant coefficients 
for all variables. They concluded that the best positive relation 
among the variables was that between yield and soil moisture at 
seeding time. 
Bauer, Young and Ozbun (5) have reported results of a very 
similar study of spring wheat and barley yields in North Dakota, but 
they did not attempt to estimate a response surface as did Orazem 
and Herring. They did, however, present tables of average yields 
for various ^combinations of rainfall, soil moisture and nitrogen 
application rates. Their results indicate an interaction between 
moisture availability and fertilizer application as well as signifi­
cant yield responses to the two inputs considered separately. 
Dale (12) has reported results of a corn yield study similar 
in approach to that of Parks and Rnetsch. His study was more 
comprehensive in that it considered the yield effects of weather, 
fertility, genetic improvements and plant population. His data 
were drawn from a 30 year crop rotation experiment conducted at Ames, 
In order to correct for changes in hybrids, an index of relative 
hybrid productivity was used to adjust yields to that of a base 
hybrid. Plant population varied from about 5,000 per acre in 1935 
to about 18,600 in 1961, The weather variable used was the number 
of non-stress days during the six weeks before and three weeks after 
the average silking date. The non-stress day concept is derived from 
previous work by Dale and Shaw (13), The determination of a non-stress 
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day is based on detailed measurements of several meteorological var­
iables and soil characteristics, but is defined as a day in which 
available soil moisture exceeds the minimum soil moisture required 
to present plant turgor loss. Regressions of yield on time, stand 
and non-stress days yielded significant coefficients for time and 
non-stress days, and explained 72 to 83 percent of yield variations. 
Separate regressions were run for each fertility level, so that 
fertility effects and fertility-moisture interaction effects were 
not estimated. Dale also regressed Iowa average yields on time and 
Ames non-stress days and was able to explain 74 percent of the 
variation in state yields over the 30 year period. While these 
results are very promising, non-stress day data are not yet avail­
able over widespread geographical areas. 
The abundance of research on small-plot yields has produced 
some conflicting results, but in general has served to indicate that 
a large portion of crop yield variation can be explained by moisture 
availability, particularly as it occurs at critical times in the 
season. This seems to be more true in the Great Plains area than 
in more humid climates. For purposes of agricultural policy^ the 
aggregate effects of weather on large geographical areas are of more 
immediate interest. Though the results of small-plot studies are no 
doubt relevant, their quantitative implications for aggregate areas 
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are not clear. We therefore now consider briefly some of the attempts 
to measure directly the aggregate effects of weather on crop yields. 
3. Aggregate investigations since 1930 
Weather and crop studies prior to the 1930"s had little need to 
take into account the effects of changes in technology, since these 
changes were slow. Rapid technological innovations since 1930 make 
it difficult to evaluate the relative yield contributions of tech­
nology and weather. Such an evaluation would seem to call for the 
simultaneous estimation of the effects of technology and weather. 
However, most weather-yield studies have assumed at some point that 
technological impacts have been linear through time, and that residual 
yield variations around this trend are due to weather. Insofar as 
the true effects of technological innovations have departed from a 
linear time trend, the weather contributions so derived are con­
founded with the technological effects. 
The investigations by Wallace (110), Mattice (60), RLncer (56), 
Hodges (34) and Pengra (76) are useful in indicating the relative 
importance of precipitation and soil moisture variables on corn, 
wheat and sorghum yields, but their studies did not cover the last 
two decades of rapid technological advance. Sanderson, in his 
authoritative book Methods of Crop Forecasting (82), critically 
reviewed these and other studies published through the 1940's. 
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He shows that in general the forecasting reliability of these studies 
has been poor. He attributes this to the fact that in their experi­
mentation with many variables and functional forms, the investigators 
obtained spurious response equations which did not represent the true 
relationships between weather and yields. 
a. Studies usina meteorological weather variables In a study 
not reported on by Sanderson, Pengra (76) considered the effect of 
precipitation on 1923-1947 spring wheat yields in 13 geographical 
areas in South Dakota. He was able to explain as much as 90 percent 
of yield variation using only two linear variables, preseasonal 
precipitation and seasonal precipitation. 
During 1962-1966, L, M. Thompson published results of his well-
known studies of aggregate wheat, grain sorghum, corn and soybean 
yields (93,94,95,96). Thompson initially.assumed that technological 
effects on yields could be adequately represented by a linear time 
trend. He later modified this assumption for his study of corn 
yields and introduced two subjective technology variables in an attempt 
to more adequately account for changes in technology. In terms of 
2 
historical fit, the results were excellent. The R for the Iowa corn 
regression for years 1930-1965 was .96. The results of t-tests of 
significance were not reported, but the F-test for the equation as a 
whole was significant at the 1 percent level. The apparent implica­
tions of the study were quite striking. Most of the corn yield 
increases of the last 15 years appeared to have been the result of 
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abnormally good weather. Two questions might be raised regarding 
the validity of his procedure. First, the introduction of arbitrary 
annual observations of two technology variables (in the case of corn 
studies) is a dubious procedure. The use of linear time trends for 
technological impacts on other crops is less objectionable, but in­
sofar as the true technological impacts have been non-linear, the 
yield effects imputed to weather will be exaggerated. Second, the 
use of a large number of weather variables, as many as 17, raises 
the possibility of obtaining spurious results, Thompson reports 
2 
that a test of his method by Shaw and Dale indicated that an R of 
,86 could be obtained with the same Iowa corn yield data using 
random variables instead of the observed weather variables. Thompson 
reported in his first paper (1963) that F-tests for each of his 
equations were significant at the .01 level, however. He did not 
report results of t-tests of the significance of individual coeffi­
cients, nor did he report either F-tests or t-tests in his second 
paper on corn and soybean yields (94). 
Bernard Dury (70) has compared the use of various meteorological 
aridity indices in explaining aggregate corn yields from 1890-1927 
and 1928-1956. He obtained quite good results using aridity indices 
proposed by De Martonne and Angstrom as compared to simple precipita-
2 
tion and temperature measurements. Though he obtained a maximum R 
of only ,75, the coefficients obtained were highly significant. 
^See Thompson (96, p. 80). 
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His use of a linear time trend is subject to the objections previously 
mentioned, 
b. Studies using phenological weather variables Phenological 
weather variables are so called because they presume to measure weather 
indirectly by observing its apparent effects on yield. An obvious 
question is — Is this not what we have been attempting to measure 
all along? The answer of course is yes, and it seems that once such 
an index is constructed, there is little need for further evaluation 
of the impact of weather. In the early studies using these indices, 
no further evaluation was attempted, but in later studies the index 
came to be used as a weather variable in "simultaneous" regression 
estimates of the effect of weather and technological variables. 
The basic method used in constructing the index is to assume a 
linear time trend to represent the effects of tedinological changes 
on small-plot yields (usually experimental check plots or varietal 
tests). The ratio of observed yields to trend yields for-a given 
year is then used as an index of the net impact of weather that year. 
Data from various plots within an area are then aggregated to obtain 
annual weather indices for a particular crop and area. 
The method was first used by G. L, Johnson in his study of burley 
tobacco yields (46) and was later used by Dale Hathaway in his study 
of the Michigan dry bean industry (27). James Stallings (87) then 
computed phenological weather indices by crop for many areas from the 
early 1900's to the 1950's. His indices were based on data obtained 
from experimental check plots in which at least one technological 
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input was held constant from year to year. These indices were utilized 
in aggregate production studies by several other researchers, 
Shaw and Durost constructed com weather indices for crop report­
ing districts in the Corn Belt from state hybrid test data in each 
district (85,86). These indices were aggregated to state levels and 
were then used in regressions of state corn yields on the index and 
three technological variables — hybrid seed adoption, fertilizer 
application and plant population. Such a regression accounted for 
93 percent of the variation in Iowa corn yields and 97 percent of 
the variation in Corn Belt yields for the 1929-1962 period. The 
coefficients obtained were highly significant. 
Auer derived phenological indices for a large number of crops 
in most of the major producing areas for his comprehensive study* 
His indices were based on data obtained from crop nursery variety 
tests and hybrid test plots. The aggregated indices were then used 
in a regression of state yields (adjusted for the effects of fertilizer 
application and varietal improvement) on acreage planted, weather and 
time. 
The phenological index approach can be criticised on several 
grounds. First, it is not clear that indices derived froa small 
plot data are any more satisfactory approximations of weather effects 
than would be indices similarly derived directly from aggregate yield 
data. Unless large numbers of plots are analyzed, randomly severe 
weather effects in the localized plot areas would introduce errors, 
perhaps large errors, in the estimation of weather effects in the region. 
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Second; the method seems sensitive either to details of computa­
tion or to method of aggregation. To cite an example, we may consider 
the Iowa corn weather indices derived by Shaw and Âuer« Both used 
the same plot data for the construction of an index series for about 
the same period of years. Their computations differed in method of 
aggregation and in that Shaw eliminated extreme observations, which 
Auer apparently did not do. Although their respective state indices 
are highly correlated, as they should be, differences for particular 
years ranged as high as 20 percent. 
A third objection is that in the construction of the index the 
assumption is once again made that a linear time trend adequately 
represents the impact of technological innovations over time. In­
sofar as the true effects depart from a simple linear trend, the 
resulting index of weather will be confounded with non-linear tech­
nology effects. For some uses, this may not be a particularly serious 
deficiency. It is particularly objectionable, however, when the 
index is intended for later use in an analysis which purports to 
untangle the effects of weather and technology. It would seem more 
desirable to use a method which simultaneously includes independent 
variables representing weather changes and technological changes, 
C, The Palmer Meteorological Weather Index 
We have noted that small plot weather-yield studies have been 
useful in indicating the critical weather periods for various crops 
and have given at least a qualitative indication of the extent to 
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which weather might be expected to explain aggregate yield variations, 
We have also noted that previous aggregate weather-yield studies have 
at some stage assumed a priori a linear impact of technology on yields 
over time (though many of the plots studied held one or more tech­
nological factors constant over time). 
It would seem that a reliable analysis of aggregate yields 
would require simultaneous estimation of the relative contributions 
of independently derived technology and weather variables. 
The weather variable selected for such an analysis should be 
simple. It should be readily available if possible. It should be 
aggregate in nature. Finally, it should be derived independently 
of (a) the yields which are to be analyzed and (b) any assumptions 
regarding technological impacts on yields. The weather variable 
we describe in this section meets these requirements. 
The weather variable to be used is a modification of the drouth 
index which has been developed by Wayne Palmer (72,73). It is simple 
in that a single variable incorporates several meteorological variables 
which are relevant to moisture stress. Conceptually, it is an 
approximation of the departure from normal moisture stress, measured 
in inches of water, in a given area. It is an aggregate variable 
in that it is measured as an average over a particular crop reporting 
district. It is also available. Palmer has computed monthly values 
for nearly all crop reporting districts east of the Rockies for all 
years since 1930, and current values are computed during the growing 
season. Further, since it is based on meteorological observations, 
it is measured independently of both crop yields and technology. 
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In attempting to quantify agricultural drouth from meteorological 
data, Palmer first developed a hydrologie accounting system as 
suggested by Thornthwaite. Inflow to the system consists of measured 
precipitation (P), Outflows consist of évapotranspiration (ET) and 
runoff (RO). Stocks of water in the system are measured as inches 
of plant-available water stored in the soil and are limited by the 
estimate of the available water capacity (A¥C) of the soil in the 
area. For computational purposes, the soil is divided into two 
layers, the upper layer of which is defined to be that depth of soil 
necessary to hold one inch of moisture at field capacity. 
Precipitation is measured as the average monthly precipitation 
of all weather reporting stations within the weather reporting 
districts. (Weather reporting districts are essentially contiguous 
with crop reporting districts.) The available water capacity of the 
soil in a district is assumed constant over time. Palmer has not 
published the source of his estimates for AWC by district, but has 
indicated the nature of his estimation procedure (72). Monthly runoff 
is assumed to occur to the extent to which precipitation exceeds 
évapotranspiration plus potential recharge capacity of the soil, given 
the stock of moisture in the soil at the beginning of the month. 
Palmer concedes that this approach to runoff measurement is somewhat 
crude, but indicates that the estimates so derived have not differed 
significantly from Geological Survey runoff estimates, at least in 
Iowa and Kansas (72, p. 8). 
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The primary outflow from the system, évapotranspiration, is 
measured inferentially. Potential évapotranspiration (PET) is 
computed from Thornthwaite's formula by means of the Palmer-Havens 
Diagram (74). As previously mentioned, the Thornthwaite procedure 
provides an approximation to moisture demand based on temperature 
measurements adjusted for season and latitude. The demand is 
expressed in inches of moisture which would be evaporated and 
transpired under ideal moisture and vegetative conditions. PET, 
then, provides an upper bound for actual evaporation which will occur 
during the period (the period being a month in our case). Actual 
monthly ET will be less than monthly PET due to the fact that the 
soil is not normally maintained at field capacity. Palmer has 
adopted the following empirical procedure to estimate the actual ET. 
. . in the moisture accounting it is assumed that évapo­
transpiration takes place at the potential rate from this 
surface layer until all the available moisture in the layer 
has been removed. Only then can moisture be removed from 
the underlying layer of soil. Likewise, it is assumed that 
there is no recharge to the underlying portion of the root 
zone until the surface layer has been brought to field 
capacity. The available capacity of the soil in the lower 
layer depends on the depth of the effective root zone and on 
the soil characteristics in the area under study. It is 
further assumed that the loss from the underlying layer 
depends on initial moisture content as well as on the 
computed potential évapotranspiration (PE) and the available 
capacity (ÂWC) of the soil system . . 
Further details regarding the procedures, as well as a statement of 
their limitations, can be found in Palmer (72). 
^Palmer (72, p. 6). 
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It should be clear that the Palmer procedure provides only 
approximations of PE, ET and soil moisture. It is appropriate to 
question the accuracy of the estimates and their relevance to crop 
yields. As indicated by Palmer, the empirically derived PE estimates 
can err considerably, particularly when the procedure is applied to 
individual days rather than to months as in his study. We have 
previously cited studies showing that the error is quite small for 
accounting periods of two weeks or more. In personal correspondence, 
Palmer has indicated that for most years his derived estimates of 
soil moisture for given dates have corresponded closely with estimates 
made from actual field measurements. It is true, however, that very 
heavy plant populations and fallow tillage practices over large areas 
will introduce errors in the estimates of PET based on Thornthwaite's 
"ideal conditions." 
The crucial test of Palmer's procedure is the ability of the 
derived weather variables to explain past variations in crop yields. 
The results of this test will be presented later in the study. 
As a first approximation to the severity of agricultural drouth, 
Palmer suggests the ratio of ET to PET. As this ratio approaches 
unity, moisture stress on plants would be nil, and in fact such a 
condition would indicate soil conditions were too wet for optimal 
plant growth. On the other hand, a ratio approaching zero would 
indicate that a lack of soil moisture had caused the actual évapo­
transpiration to fall far short of the potential évapotranspiration, 
thus indicating a rather high level of moisture deficiency or moisture 
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stress. Palmer noted, however, that such an index would not take 
into account climatic differences between areas. An index of .5 
might indicate a good moisture supply in Kansas but a poor moisture 
supply in Kentucky, relative to their respective averages. He 
therefore proceeded to derive estimates of ET which would represent 
the "normal" ET for the particular month and area, given the level 
of moisture demand PET which had actually obtained that month. This 
derived évapotranspiration, called CAFEC (climatically appropriate 
for existing conditions) évapotranspiration, is here designated as 
ET, and is computed as 
m: = Œ/PËT)PET 
where ET and PET are long-term averages of PET and ET for the particular 
month and for a particular crop reporting district. Thus ET may be 
described as the level of ET which would have been required to yield 
the average ratio of ET to PE, given the estimated value of PE. The 
departure of observed ET from ET then provides an index of departure 
from normal moisture stress, measured in inches of water. This index, 
ET-ET, will be used in this study to measure the "quantity" of weather 
applied to the crop production process. One would expect _a priori 
that for drier climates a positive value of the index would result 
in higher average yield,^while for wetter climates or months the 
opposite may be true. 
At least two other possible weather indices can be derived 
from the Palmer data. The first is the monthly estimate of stored 
soil moisture. The second is the estimate of the absolute level of 
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moisture deficiency, PE-ET, In some preliminary analyses, these 
alternatives were conpared with ET-EC as an index of weather, but 
were found to explain less yield variation. 
D, Cycles and Trends in Weather 
A ccmprehensive review of attempts to discover cycles and trends 
in weather is far beyond the scope of this study, A summary of a few 
such attempts may be found in Weather and Our Food Supply (45). 
Louis Bean, in this volume, indicates that he has had some 
success in the prediction of yields on the basis of persistent weather 
cycles. He does not detail the nature of his weather prediction 
procedure. 
J, M. Mitchell's paper (in the same volume) offers a critical 
appraisal of cycle-hunting procedures based on simple harmonic 
analysis. He shows the statistical superiority of the spectral-
analysis approach to the study of cycles in time-series, and he 
applies this method of analysis to several meteorological time-
series. His conclusion is that nothing more than biennial cycle 
in long-term weather patterns can be established at any significant 
level of probability, but that this cycle does not account for enough 
variance to be worth incorporation into routine procedures for 
prediction. One of the series analyzed by Mitchell was an 1838-
1960 series of the Palmer drouth index computed for St. Louis. A 
by-product of his spectral analysis is the estimation of a first-
order Markov process serial correlation coefficient of .44 for that 
series, which is evidently significant. 
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Based on the studies reported and cited by various authors in 
the book referred to above, it does seem possible that there are 20 
year cycles in drouths and crop yields in the Great Plains, (ki 
balance, however, it seems apparent from these same studies that the 
present understanding of basic atmospheric systems is inadequate to 
permit formulation of a method for predicting weather on the basis 
of established cycles. 
In this study we assume that weather is a random variable, but 
Mitchell's results suggest that the Palmer data used here might 
lead to serial correlation of the variables. Since it is further 
evident that weather in adjacent areas is not independent, tests of 
the correlation between aggregated weather variables for different 
areas are appropriate. Results of tests for serial and cross-sectional 
correlation of weather variables used in this study are presented in 
section VII. 
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IV. STATISTICAL ESTIMATION PROCEDURES 
A. Least-Squares Estimation of the Linear Model 
The theory of classical least-squares estimation of the general 
linear model is well known. A summary of the assumptions and results 
required for this study is presented here for later reference. More 
detailed derivations and proofs are available in many statistical 
texts, such as Johnston (49), 
We assume a stochastic linear functional relationship exists as 
Xi - X.P + 
where the subscript i refers to a particular observation on the popula­
tion, y^ is the dependent variable, is a 1 x k vector of independent 
variables, g is a k x 1 vector of the linear coefficients of the 
corresponding k independent variables and is a scalar disturbance 
term. We represent a set of n elements from the population as 
Y = X3 + e 
where Y is an n x 1 vector of the y^, X is an n x k matrix of the n 
vectors x^ and e is an n x 1 vector of the e^. 
If we assume that the are normally, identically and independently 
2 distributed with mean zero and variance that the vectors x^ consist 
of known, non-stochastic numbers; and that X has rank smaller than n, 
the model may be compactly expressed as 
Y = Xg t G 
(i) e ~ N(4,CgIa) (4.A.la) 
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(ii) X has rank k < n 
(iii) X is a matrix of known non-stochastic numbers. 
Given this model, the least-squares estimates are the best linear 
unbiased estimates of the parameters and they are also the maximum 
likelihood estimates. The estimator @ is found as 
; = (X'X)"^ X'Y (4.A. 2) 
and is normally distributed as 
3 ~ N(P,aJ(X'X)"b. (4.A.3) 
The distributions of the are independent of the distributions of 
the error terms e^. 
For most data with which economists are concerned, assumption 
(iii) above is unrealistic, for it is usually the case that the y's 
and the x's are themselves random, and in any case cannot be duplicated 
for repeated observations of size n, as is required by the theory 
underlying the derivation of Equations 4.A.2 and 4.A.3. However, if 
we assume, instead of model 4.A.la, that we have a conditional 
function such that 
f(Y|x) = X0 + e 
(i) G ~ N((j),a^I^) (4.A. lb) 
(ii) X has rank k < n 
then the least-squares estimator given by Equation 4.A.2 is still the 
best linear unbiased estimator of p. Furthermore, the moments of the 
estimator are as given in Equation 4,A.3, although the P are no longer 
normally distributed. The standard t-tests and F-tests associated 
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with classical least-squares are applicable.^ The production relation­
ships to be estimated in this study are assumed to conform to the 
model represented by Equation 4.A.lb. 
B. Choice of Specification 
The theory which underlies the statistical tests associated with 
the estimation of the classical linear model assumes that the algebraic 
specification of the model is known. This is seldom the case. At 
best the researcher may have strong evidence indicating which of the 
possible independent variables are most important, and he may also 
have some theoretical indications of the general characteristics of 
the relationship between the dependent and some of the independent 
variables. Still, a very large number of competing specifications 
may be compatible with this prior information, and some criteria, 
objective or otherwise must be adopted for choosing among these 
specifications. For the present study we assume that the true 
relationship between dependent and independent variables can be 
approximated with polynomials of second-degree or less. We will 
find it necessary to choose among specifications of this algebraic 
class which differ in one of two ways. They may differ by the 
addition or deletion of variables or by the substitution of new 
variables to represent an input. 
In the first case we are forced to choose between specification 
1, say, with variables Xj^, Xg . . x^, . . ., Xj^ and 
^See Graybill (23, Chapter 10) or Johnston (49, p. 25). 
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specification 2 with variables Xg, . . x^. The procedure to 
be followed in this study is to calculate the additional reduction 
in the sum of squares due to x^ ^ x^ and its mean square 82» 
Let be the residual mean square obtained from fitting the first 
specification. If F = Sg/s^ is significant, we accept the first 
specification, otherwise we accept the second. In the case of the 
addition or deletion of a single variable, the t test for 
B ., in specification 2 is equivalent to this F-test, In general, 
nrri 
the predicted y-values obtained by this procedure will be biased. 
Tables giving the values of the bias of the predictor are available 
(57) but are not utilized for this study. As pointed out by Bancroft,^ 
the procedure adopted here is a "middle of the road" approach in regard 
to both bias and variability of the predictor. 
In the second case, we must choose between specification 1 with 
variables x^, X2, . . ., x^, x^ and specification 2 with variables 
x,, x„, , . X , X , where x and x are alternative representations 
1 ^ m TO rx 
of an input. In this case there is no objective method of choosing 
between the specifications, nor of estimating the bias introduced in 
the predictor by comparing the results of fitting two such specifica­
tions to a single set of observations. Theil (90, p. 214) has shown 
that under certain conditions, the expected value of the adjusted 
The implications of this procedure are due to T. A. Bancroft, 
from a seminar given at the Iowa State University Statistical Laboratory 
on October 31, 1967. 
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coefficient of determination (calculated as R = 1 - (1-R )n/(n-k)) 
will be higher for the correct specification than for any alternative 
specification. However, one of the conditions required for this 
result is that the are known constants, so such a test is not 
appropriate for the present study. The dangers of indiscriminant 
testing of various specifications in the search for a high coeffi-
2 
cient of determination (R ) are intuitively apparent. If a sufficiently 
large number of specifications are fitted, the probability of obtaining 
a good fit by random chance becomes quite high, even though the 
particular specification might bear little resemblance to the true 
underlying relationship. Consequently, the specifications fitted in 
this study will be simple and few in number. If the coefficient of 
determination is significantly different between any two specifica­
tions, the specification yielding the higher one will be accepted. 
Otherwise the choice will be made subjectively. 
C. Linear Covariance Models 
A problem frequently encountered in estimation of economic 
models is that of multicollinearity. When some or all of the inde­
pendent variables are highly intercorrelated, it beccsnes impossible 
to make inferences regarding their relative effects on the dependent 
variable with any degree of precision. Though there is some dis­
agreement regarding the matter (see Chapter 8 of Johnston (49) for 
references), the primary consequence of multicollinearity seems to 
be the high standard error of the g estimates associated with the 
offending variables. 
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The traditional solution to the problem has been to introduce 
additional information into the model through so-called extraneous 
estimates. A classic example of the use of extraneous estimates is 
Stone's use of cross-section budget data to supplement time-series 
demand studies (88). A serious objection to the use of such esti­
mates, however, is that they are often too extraneous to be of much 
value in the estimation of the equations at hand (see Meyer and Ruh 
(61)). An example of the liberal use of extraneous estimates is 
Auer's study of aggregate crop yields (4). In his attempt to dis­
entangle the yield effects of fertilizer and genetic improvements, 
he deflated yields to correct for these effects using subjective and 
objective deflators, and regressed the adjusted yields on time, a 
weather index and an acreage index. 
This study will utilize a type of cross-sectional study in an 
attempt to reduce the impacts of multicollinearity. State production 
functions will be estimated utilizing a covariance model in which 
observations on the various crop reporting districts within the state 
will provide observations at various levels of technological inputs 
for a given year. Such a procedure will reduce the correlation 
between time and the technological variables if the levels of the 
technological variables differ among crop reporting districts. The 
covariance model also provides many more observations for a given 
number of years, allowing for a more precise estimate of the parameters. 
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The covariance model to be considered is identical to model 
4.A.lb except that the conditional function is replaced by 
for t = 1,2,...,n (4.C.1) 
i = 1,2,...,m 
where y^^ and are observations on the variables in year t, district 
i. The represents the district yield average for the i-th district 
and is the disturbance term. Designating the m x 1 vector of 
observations in year t as Y^, we see that 
(4.C.2) 
where 
1  0  . . .  0  
0  1  . . .  0  
0 0 
It 
'2t 
mt' 
(m) X (m+k) 
a = («1, a?2, . . -, O'J'' 
From Equation 4,A.2 we see that the least-squares estimates of a and 
3 are given by 
(X'X) a = DfY (4.C.3) 
where 
Y= (Yii, 721' ' ' )mli ^12' ^22' * ' 2*2 # 1 I 
I 
^It' ^Zt' ' ' '' W 
Equation 4.0.3 is not estimable because the matrix (X'2) is singular. 
m 
It may be estimated by imposing the restriction S a.=l. One of the 
i=l ^ 
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Qf^ may then be eliminated from the matrix and the remaining are 
deviations from the omitted 
In the event that multicollinearity persists, as evidenced by 
high standard errors of the estimates, one or more of the correlated 
variables will be omitted in order to obtain more precise estimates 
of the remaining parameters. It must be recognized that in such 
cases, the remaining variable serves as a proxy for the bundle of 
correlated variables, and the coefficients must be interpreted 
accordingly. Furthermore, predictions based on such estimates 
rest on the implied assumption that the correlations are expected 
to persist into the future. 
D, Forecasting and Forecasting Variances 
The ultimate use for the production functions estimated in this 
study is the prediction of yields. Based on known or estimated 
values of the independent variables, we wish to predict Y. We will 
refer to the function chosen to estimate a future yield as a predictor, 
while the particular numerical values obtained will be called fore­
casts. While the predictors we derive will be unbiased, the forecasts 
obtained will in general be in error. These errors derive from three 
sources: errors in the equations specified, errors in the estima­
tion of the parameters of the equations and errors resulting from the 
imperfect prediction of independent variables. The primary purpose 
of this section is to derive estimators of the variances of these 
errors. 
72 
We denote values of the variables associated with the predicted 
dependent variable by using the subscript zero. The best linear un­
biased predictor for Y^, given is the least-squares estimator 
Y = X B. We now derive estimators for the variances associated 
o o 
with this estimator, 
1. Errors in the equation 
We have specified a model with a randan error term in the equa­
tion. If the coefficient vector 0 were known, and if X^ were known, 
the predicted Y would be 
\ - V 
whereas the true observed value of Y^ is 
Thus the error of this forecast is 
2 
and the variance of the error is the variance of or a^. That is, 
E - (4-0-1) 
2. Errors in the parameter estimates 
The true values of the vector g are unknown, however, and are 
estimated as 
I = (X'X)"VY. 
The predicted value of Y^ is now 
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Assuming is known, we see that the error of the forecast is now 
v t -  V + % -  V  
- + % 
and 
= X B - X P = 0. 
o o 
The variance of the error is now 
Vaï (Viî - ^  
- E 
= E J[x^(9-|) + 
- E [[X„«-ê)(P-|)'X„']5+ E 
= x^E{ (p-p)0-i)'| x; + al 
Vat \y  - y \  = X„(X'X)"^X' <jI + a^. 
V . O O )  o  o e  e  
Thus the forecasting error variance, or forecasting variance as we 
shall call it, is the sum of the variance of the equation error and 
-1 ' 2 
another term, X^(X'X) X^ ct^, resulting from the error in estimating 
A 2 
P as p. We shall designate the quantity above as for forecasting 
variance. It is estimated as 
= X (X'X)'^' (4.D.2) 
f  o o e  e  
where the circumflex indicates an estimate. 
If the estimation model is a covariance model, it is readily 
seen from Equation 4,0.2 that the forecast for the state is 
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\ "io^o 
- %(#) 
— W Of "I" X P 
o o 
where W is the 1 x d vector of acreage weights v. , and X is the 
o 10' o 
1 X  k vector of the weighted averages of the independent variables. 
Consequently^ the forecasting variance for a forecast made from a 
covariance model may be estimated as 
= Gg(l + (Wo'i ! V') (4.D.3) 
3. Errors in predicting independent variables 
The above analysis of the forecasting variance assumes that the 
values of the independent variables associated with the predicted 
are knovm with certainty. If this is not the case, an additional 
error will be introduced into the forecast. Let us assume that the 
A 
vector X is predicted as X and 
o o 
*0 = Zo + To 
(i) E(v^) = (4.D.4) 
(ii) E(v^vy = V 
(iii) v^ is distributed independently of p and e^. 
We designate the variance of the forecast in this case by the symbol 
and derive it as 
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= E 
= E {(X„e-V + 
= E J(Xp(3-P) - v^g + e^)^j 
= Of + E [(-v^l)^^ 
To simplify the evaluation of the right-hand term, we let 
Ô = g-p 
so that the right-hand term may be written as 
E {(-VgP)^ = E {(-v^O+6))^ j 
= E + 2e{V^PÔ*V;] + E [v^ôô'v;^ 
= S P? var(v.) + 2 S Z g.g. cov(v.,v ) 
i ^ ^ i<j ^ ^ J 
2E + E 
From Equation 4.A.3, Ô is distributed with mean zero, and the third 
term on the right immediately above vanishes due to the independence 
of v^ and ô. Further, as v^ and Ô approach normal distributions, the 
right-most term also vanishes. The truth of the latter assertion is 
verified by an examination of the moment generating function for the 
bivariate normal distribution, where means of both variâtes are zero: 
m(t^,t^ = e^2^x^x ^x^y^xy y^ 
Thus the cumulant generating function in this case is 
K = "f + "f ' 
and by the properties of the cumulant generating function. 
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^11 '^xy 
2 
o X i^2- = ^  
and 
Po2 = 
u. =0 for all other values of m and n, 
mn 
2 2 
Therefore, E(x y ) = 0. 
Thus, we can approximate the variance of the forecasting error 
for this case as 
ov = Cf + Z var(v.) + 2 S S p p. cw(v.v.) (4.D.5) 
r r i 1 1 i<j 1 J ^ J 
4. Variances of aggregated forecasts 
In the course of this study it will be necessary to derive a 
forecast of aggregated yields based on a weighted sum of sub-aggregate 
yield predictions. The moments of the error term of such a forecast 
are now derived for the case of two regions, Notationally, the sub­
script o refers to variables associated with the prediction, as 
before, and the subscripts 1 and 2 refer to variables and parameters 
associated with the two regions. We assume that the disturbance 
terms for the two regions are not independent. Let the aggregated 
yield predictor be 
i = + "20^20 
where the w^ are acreage weights. The error of the forecast has mean 
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^ ^ + -Zoho - \oho -
• ^ + "10=10 + "2o^o«2-^2> + "20=20] 
= 0 
so that the estimator Y is unbiased for Y . The variance of the 
o o 
forecasting error is found as 
Var(ï^-ï^) = E |[(ï„-\) - E(Vï„)]^] 
•= E + Ei„) + "2o<^O<^2-®2> + =2o>^^] 
= "L °U + "L 4f + ^  "lo"2o c°v(Si,:2)-
Therefore, if we let be the correlation coefficient for the error 
terms for the two regions, the forecasting variance for the aggregated 
2 
forecast (a^g) is 
V " "10 "li + "L (WjOJ. 
This may readily be generalized to the case of m regions as 
m ^ 9 5  
= Z "qo 2 Plj "lo"jo Vj- (*-»'*) 
q=l ^ i<j 
We will also be interested in the generalized derivation of 
aggregated forecasting variance for the case of errors in the predic­
tion of dependent variables. For the case of m regions with 
variables subject to prediction errors in region r, we proceed as 
in section 4.3 above and find 
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m 
2 . „ J 
- /, "io "if + = 
1=1 
' m m  1  
i!i j=i "loVieiPjVjWjo) 
j/i 
"iori=j"jo 
/• m m 
+ E • S S _e^e'w 
.1=1 j=l 
k. k. 
2 m 2 2 mm i j 
"io "if + "lo"jo PilPjn 
j;''-
m m 
+ jSl "io"jo PtjVj 
jJ'i 
where and are associated with the j-th variable In the l-th 
district, and other variables are as defined previously. 
E. Aggregation Levels and Forecasting 
In the previous section we derived an estimator of the variance 
of the forecasting error when the variable to be forecast, is the 
weighted sum of sub-aggregate variables An alternative to this 
procedure is to estimate the aggregated production function directly 
from pooled sub-aggregate observations and to make forecasts from 
this estimate. The latter procedure is more desirable in that it 
is simple and because less detailed data are required. However, the 
additional effort and expense required for the former method may be 
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justified if the resulting forecasts are more precise. In this 
study the data are collected at the crop reporting district level 
of aggregation, but we are interested in comparing the precision of 
state yield forecasts based on production functions estimated at 
various higher levels of aggregation. The estimated forecasting 
variances alternative models provide a comparison of their precision. 
The three components of the forecasting variance associated with 
the state covariance estimation model are determined in Equations 
4.D.3 and 4.D.5. The resulting estimate of forecasting variance 
for this model is 
: V' + % Si 
+ 2 Z Z B c6v(v.,v.) (4.E.1) 
i<j J J 
2 
where a is the estimate of the variance of the equation error for 
G  
this model. 
The second type of model which will be considered is a pooled 
state model in which the weighted sum of crop reporting district 
observations provide annual observations on state yields and input 
variables. The forecasting variance associated with this model 
is, from Equations 4.D.2 and 4«D,5, 
c6v(v^,vj) (4.E.2) 
2 
where a denotes the estimated variance of the disturbance term 
G  
associated with the model 
Y =  3 #  +  G .  
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Finally, we will forecast state yields by aggregating forecasts 
frcsn two sub-state areas. The forecasting model is of the form 
where the estimation models for the two areas are the covariance models 
Yl . + .J 
and 
Yg = XgPg + ®2* 
The forecasting variance associated with the forecast for each area, 
^2 
"^cfi' determined as in Equation 4.E.1. The variance associated 
with the aggregated state forecast is, from Equation 4.0.7, 
' 4. \t\ + 4. °c£2 + "lo=2o W2 
3=1 1=1 
+ 912^^2] 
where is the correlation between the disturbance terms el and e2. 
F. Errors in Variables 
The variables studied in this analysis, yields, weather, 
fertilizer application, etc., contain errors of measurement. As a 
result the least-squares estimates are biased downward and are 
furthermore inconsistent -- the bias does not disappear with increas­
ing sample size. For a proof of this statement and a good discussion 
of the problem of errors in observations, see Chapter 6 of Johnston 
(49). Johnston points out that for the case of the stochastic linear 
model, such as we are dealing with, the ordinary least-squares 
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A 
predictor Y will also be biased but will be consistent, and is 
o ' 
A 
therefore appropriate for prediction purposes, even though the 
are neither unbiased nor consistent. No attempt will be made in 
this study to adjust predictions to account for errors in measure­
ment of the variables. 
Though we are primarily interested in prediction, we may also 
wish to know something about the reliability of the structural 
estimates which are derived in this study in view of the existence 
of measurement errors. What follows is the derivation of a method 
A 
of measuring the sensitivity of the structural estimates g with 
respect to errors of measurement, Johnston considers the model 
Ixk Ixk Ixk 
Y. = X.3 + u. 
where the subscript i refers to an observation, oç^is the vector of 
true values, X is the vector of observations, V the vector of observa­
tion errors and where the v^ are normally distributed with means zero 
and covariance matrix ÏÏ. He shows that the following maximum-likelihood 
estimate may be obtained 
Î = (X*X-Ï)"^X'Y 
where X is the matrix of observations and Y is the vector of observa-
A 
tions on the dependent variable. The similarity to g, the least-
squares estimator, is noted. We note that P is computed by first 
subtracting from the X'X matrix the variance-covariance matrix of the 
observation errors and then applying the normal least-squares estimation 
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procedure. Unfortunately, the matrix 2 is seldom known. However, 
it is possible to compute the marginal effect on ^  of a unit change 
in an element of ï (which is equivalent to a unit change in X'X). 
Letting X'X = S and s"^ = lls^^ll, we proceed as follows: 
_1 SS = I 
,-l 
|S_ s-i + s |§- = = 0 
as.. asij asij 
thus 
as'i _ „-i as -1 
> — - 5 o • 
asy asij 
Since 
then 
ag_ 
3:ij 
= |f^  
®ij 
x'y 
= -S"l S'^X'Y 
= tr # 
ij 
and 
3B_ 
s=ij 
= -[sllpj, jio kig- -, S Pj, * « S Pj] (4.F. 
since 
ï=<j>. 
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Equation 4.F.1 represents the change in the vector of least-
A 
squares estimates p required to adjust for a unit change in the 
matrix Ï, evaluated at y = (j). Suppose we wish to examine the 
marginal effect of the introduction of an error term in the measure­
ment of Xj, A unit change in s^^ is equivalent to the correction 
required to evaluate g with v^^ = 1, i.e., a variance of unity in 
the error of observations on x^. From Equation 4.F.1 we see that 
4 4 A 
the quantity -s evaluates the resulting correction in the least-
squares estimate Similarly, we can determine effects of the 
error in measuring x^ on the estimates of In other words, 
we can thus approximate the sensitivity of any estimate with 
respect to the variance of errors in measurement of any of the 
A 
Xj s. If we find that the are quite insensitive to measurement 
errors, then we may not be disturbed by the fact that observation 
errors are known to exist. On the other hand, if the estimates are 
found to be sensitive, and it is feared that the variances of the 
observation errors are quite large, then we will have less confidence 
in the least-squares estimates and may wish to seek additional informa­
tion which will allow for more accurate estimation. 
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V. ESTIMATION Œ DATA FOR THE STUDY 
A. Production Data 
The historical data required for this study are harvested crop 
acreage, yield per harvested acre, average fertilizer application 
rates per crop acre and percentages of crop acres planted and grown 
under various cropping practices, all by crop reporting districts. 
In addition, indices of crop genetic improvement (variety and hybrid 
indices) are required by state. Most of the data for crop acreage 
and yields by cropping practices were obtained from state crop 
reporting board publications.^ Some of the data were unavailable 
in published form and were obtained from U.S. Department of Agriculture 
2 3 
officials. ' Fertilizer estimates and variety-hybrid indices were 
derived from data available from various sources. 
B. Estimation of Fertilizer Data 
1. General procedure 
Estimates of fertilizer application rates by crop are not avail­
able, in general, for sub-state areas except for census year estimates 
made by the U.S. Department of Agriculture (36,37,99). The procedures 
developed for the estimation of the required data varied from state to 
^Sources of production data by state are: Kansas (51,52), 
Illinois (40,41), Iowa (43,44) and North Dakota (65,66,67,68). 
2 Johnson, Ralph, Lincoln, Nebraska. Nebraska wheat and sorghum 
production by cropping practices. Private communication. 1967. 
3 
Moats, Robert, Springfield, Illinois. Revised Illinois com 
acreage and production, 1961-1965. Private communication, 1967. 
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state, depending upon the information available. For all crops and 
states considered here, application rates prior to the early 1950's 
were negligible. Application rates prior to 1945 were not significantly 
different from zero and were ignored entirely. From 1954 onward the 
U.S. Department of Agriculture census year estimates of the percent 
of crop acres fertilized and of application rates per fertilized 
acre, by crop and by agricultural subregion, were used as benchmarks 
for the estimation of fertilizer application rates by crop reporting 
districts. The method of interpolation between and extrapolation 
beyond these benchmarks varied frcsa state to state, depending upon 
the type of additional data available. The U.S. Department of Agri­
culture census year estimates by agricultural subregion were converted 
to crop reporting district estimates by the simple transformation 
Cj. = R^.T^ (5.B.1) 
where is the 1x9 vector of application rate estimates by crop 
reporting district in year t, is the 1 x n vector of application 
rate estimates by the n agricultural subregions in the state and T^ 
is the n X 9 matrix ||tj^j|| where t^^ is the proportion of the j-th 
crop reporting district crop acres located in the i-th agricultural 
subregion in year t. 
The resulting estimates of fertilizer application rates by crop 
reporting districts are listed in the tables of the appendix. 
2. Illinois corn 
The only additional data available for Illinois were the U.S. 
Department of Agriculture estimates of total fertilizer sold in the 
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state, by nutrient, from 1945 to 1967 (104,105,106,107), While total 
nutrients used in the state were erratic from year to year, the per­
centage of nutrients used on com seemed to follow a more stable 
trend, judging from the census year data. Therefore, the percent of 
each nutrient which was applied to com in the state as a whole was 
interpolated between census years. The interpolated values were 
then multiplied by the total pounds of each nutrient used in the 
state for each year, yielding estimates of the pounds of each nutrient 
used on corn for each year from 1954 to 1964. The latter estimates 
were extended to 1965 and 1966 by extrapolating the 1959-1964 trend 
for percent of nutrients applied to com and multiplying these figures 
by the total nutrient consumed in the state for those two years. 
Estimates for years previous to 1954 were obtained by a similar 
extrapolation method. 
The estimates of average fertilizer application rates by crop 
reporting district, which were derived from the U.S. Department of 
Agriculture census year estimates by the use of transformation 5.B.1, 
were then interpolated between 1959 and 1964 with extrapolation to 
1966 and were interpolated between 1959 and 1954 with extrapolation 
back to 1945. The annual estimates by crop reporting district were 
then uniformly deflated or inflated for each nutrient in each year 
to correspond to the estimate of the total of each nutrient applied 
to corn in the state in that year. The resulting annual estimates 
of average application rates of nitrogen (N), potassium (Q and 
phosphorus (P) by crop reporting districts are shown in the appendix. 
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Iowa corn 
Considerably more detailed data were available for Iowa, and 
estimation procedures were altered to make the fullest possible use 
of all data. Annual estimates of the distribution of total fertilizer 
tonnage among crop reporting districts were available frœn the Iowa 
County Assessors' Annual Farm Census (43,44). These estimates were 
uniformly inflated or deflated across all districts each year to 
conform to the U.S, Department of Agriculture annual estimates of 
total fertilizer tonnage used in the state. Let TF^j represent this 
adjusted estimate of total fertilizer consumption in the j-th district 
in year t. The average analysis of the fertilizer used in each 
district in census years can be calculated using the U.S. Department 
of Agriculture census year estimates of nutrient distribution by 
district. Let A^^^ represent this estimated analysis, in percent of 
nutrient k, in the j-th district in year t. For census years, A^j^^ 
is calculated as 
*tjk • (5-»':) 
where TN. is the U.S. Department of Agriculture census year estimate 
tJK 
of total nutrient k used in the j-th district in year t, as derived 
from transformation 5.B. 1. From the same U.S. Department of Agriculture 
estimates, census year estimates of the percent of each nutrient, by 
district, which was used on corn were derived. These percentages are 
designated as Both and A^.were assumed to change at 
relatively stable rates over time and so were interpolated between 
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census years. The average application rate of nutrient k in the j-th 
district in year t was then calculated as 
\jk (^^tj jk*^tj k)/HAtj 
where HAj.j is the harvested acreage of corn in the j-th district in 
year t. 
Rates of application previous to 1954 were estimated as 
where.A^^ and represent the estimates of the 1954 average 
analysis, in percent of nutrient k, in district j and in the state, 
respectively. 
The estimation procedure for rates after 1964 made use of detailed 
data for 1966 Iowa fertilizer sales made available by the State Chemical 
Laboratory of the Iowa Department of Agriculture.^ From these data, 
actual amounts of nutrients sold in each crop reporting district 
were tabulated. Average rates of application for 1966 were ccsnputed 
by multiplying the total of each nutrient sold by the 1964 estimates 
of the percent of that nutrient applied to corn and dividing the 
product by total corn acres in the district. Rates for 1965 were 
interpolated from 1964 and 1966 rates and were then adjusted to con­
form to the U.S. Department of Agriculture estimates of the total 
1965 tonnage of each nutrient consumed in the state. 
^lowa State Chemical Laboratory, Des Moines, iOwa. Reports of 
fertilizer sales, 1966. Data on magnetic tape. 1967. 
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4. Kansas and Nebraska sorghum 
For Kansas and Nebraska sorghum, the U.S. Department of Agri­
culture census year estimates were available by agricultural sub-
regions only for 1959 and 1964, although state-wide estimates were 
available for 1954. The 1954 estimates by crop reporting district 
were derived as 
R R 
54,jk Sgg k *59,jk 
where R-, and Rg. ,, are the j-th district average application 
0^J J ^  J K 
rates of nutrient k per acre fertilized in 1954 and 1959, and where 
Sç/ 1, and S-Q , are the corresponding state estimates. The same 
procedure was used to estimate the percentage of acres in 
the j-th district receiving nutrient k in 1954, 
The procedure for interpolating between and extrapolating beyond 
census years was identical to the procedure described for Illinois 
corn, 
5. Kansas and Nebraska wheat 
U.S. Department of Agriculture estimates of the percentage of 
wheat acreage fertilized and rate per acre fertilized by agricultural 
subregion were transformed to crop reporting district estimates for 
the three census years 1954, 1959 and 1964. The procedure for estima­
tion of average rates of application was identical to the procedure 
described for Illinois corn. 
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6. North Dakota wheat 
Estimation procedures for North Dakota wheat fertilization 
differed from the procedures used for Kansas and Nebraska wheat. 
The agricultural subregions in North Dakota are quite large and 
do not correspond closely to crop reporting district boundaries, 
making the transformation of rates -from agricultural subregions to 
crop reporting districts by Equation 5.B.1 unrealistic. 
The percent of acres receiving fertilizer and the rate of appli­
cation per fertilized acre were estimated for census years utilizing 
both the U.S. Department of Agriculture census year estimates by 
agricultural subregion and Census of Agriculture data by census 
economic areas. The percent of acres fertilized was determined 
directly by aggregating county census data to crop reporting districts 
for each census year. Schaffner (84) provides estimates of application 
rates per fertilized acre by census economic area for 1964. Since 
each census economic area is a subset of a single agricultural sub-
region, 1954 and 1959 application rates for a given census economic 
area were assumed to differ from 1964 rates in the same proportion 
as the 1954 and 1959 agricultural subregion rates differed from 1964 
rates in the agricultural subregion of which the census economic area 
is a part. The resulting census economic area estimates for each 
nutrient for the three census years were then converted to crop report­
ing district estimates by means of the transformation 5.B.I. 
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Estimates for other years were then obtained using the procedures 
derived for Illinois corn fertilizer estimates, 
C. Estimation of Variety and Hybrid Indices 
The variety and hybrid indices used in this study are estimates 
of the productivity of currently grown varieties or hybrids as com­
pared to the productivity of varieties grown during the base period, 
when both sets are grown under similar conditions. This approach 
to the measurement of genetic improvements is due to Auer (4, Chapter 3), 
and this study basically uses the Auer data, extended to 1966. A 
detailed discussion of the derivation of these indices may be found 
in that study. The basic procedure is to first obtain estimates of 
the ratio of the yield of each widely grown variety to the yield of a 
selected check variety, based on experimental data. Auer estimated 
this ratio as 
1 " ^ ^iil 
""i (9^ ) (5'C.la) 
where the subscripts i, j and 1 represent varieties, years and loca­
tion of plot, and y.../y*^ represents the yield of variety i relative 
1 j ^ J J-
to the check variety at the 1-th location in year j. To obtain a 
state index of the yields of all varieties grown in year j relative to 
the check variety, the ratios for all varieties grown were weighted 
by their relative acreages, r\j, as 
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Vj = 2 (5.C.2) 
Since the relative change in productivity of new hybrids and varieties 
is assumed to be uniform over time, the annual values of Vj were 
regressed on time to yield the final index. All state crop indexes 
were made comparable by adjusting the series to a 1947-1949 base 
period value of 100. 
Only state-wide indices are used in this study, although some of 
the data were collected by crop reporting district. Early in the 
study an attempt was made to estimate indices of Iowa corn hybrid 
productivity by crop reporting district. Due to the fact that most 
crop reporting districts contained only one test location for a given 
year, year-to-year variations in the indices were large, and it was 
also noted that differences between indices for adjacent districts 
were unrealistically large. Since more testing locations were avail­
able for Iowa corn than for any other crop and state, the attempt to 
estimate indices by crop reporting districts was abandoned as un­
productive of reliable estimates, 
1. Wheat variety indices 
Annual wheat variety indices could be calculated only for census 
years, since estimates of acreage planted to various varieties were 
available only for those years. Auer made such census year estimates 
through 1959 for spring wheat in North Dakota, for winter wheat in 
Kansas and for winter wheat in Nebraska» His estimates for inter­
vening and later years were made by linear interpolation and 
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extrapolation, and the entire series was then adjusted to the base 
period. To bring these estimates up to 1966, the 1959 estimates were 
recomputed and estimates for 1964 were calculated, using additional 
data on yield ratios which have been made available since Auer's 
study. The results, combining Auer's estimates through 1954 and new 
estimates for 1959 and 1964, are presented in Tables 1, 2, 3 and 4. 
2. Corn hybrid indices 
The basic approach to the construction of hybrid corn indices 
is as outlined in the first paragraph of this section, but the 
procedure followed differs considerably from that used in the con­
struction of wheat variety indices. The analog of the check variety 
is the average of all open-pollinated varieties. We replace in 
Equation S.C.la with OPj^, the average yield of all open-pollinated 
varieties in year j at location 1. The ratio of the yield of check 
hybrid 1 to that of the average of open-pollinated varieties was 
determined as 
j ^ 
for all years in which open-pollinated varieties and check hybrid 1 
were grown together. Unfortunately, open-pollinated varieties have 
not generally been grown in hybrid test plots since the early 1940's, 
and testing of the original check hybrids ceased shortly afterward, 
making it necessary to make periodic changes of check hybrid. The 
procedure adopted by Auer (4, p. 37) and used in this study 
Table 1. Relative test yields and acreage distribution of winter wheat varieties, Kansas, 1929-
1964* 
Kansas test yields 
Number Percent Estimated percentage of acreage planted 
of of to specified varieties 
Variety tests Turkey 1929 1934 1939 1944 1949 1954 1959 1964 
Kanred 49 103 12.0 10.4 4.5 2.7 .2 
Turkey 124 100 48.0 44.3 28.9 14.7 1.7 .3 .3 
Blackhull 60 108 33.4 34.9 31.0 15.5 3.6 .5 .2 
Early Black 63 112 .6 1.6 9.0 4.6 .5 
Tenmarq 72 115 1.3 19.6 36.6 8.5 2.2 1.2 
Kawvale 17 119 .3 6.4 4.4 .7 .1 
Chiefkan 41 119 2.8 8.6 1.3 .5 
Red Chief 53 109 4.4 3.9 6.1 .2 
Pawnee 73 118 36.0 29.0 11.2 1.7 
Triumph 115 113 .1 6.4 7.4 14.8 18.0 
Comanche 121 118 .1 20.8 11.0 8.9 1.9 
Blue Jacket 23 113 .7 3.3 
Wichita 124 119 9.4 24.3 22.7 14.3 
Ponca 113 115 2.4 11.6 1.2 
Kiowa 44 120 8.1 13.8 3.6 
Bison 124 118 9.8 18.8 
Concho 89 123 2.0 .9 
Kaw 89 120 12.7 
Triumph 64 89 114 8.4 
Ottawa 85 126 8.2 
Rodeo 74 126 5.8 
Toscosa 59 116 .3 
Other 6.6 8.2 5.2 3.9 2.2 4.2 3.3 4.2 
^Sources: Auer (4, p. 323); Reitz (80, p. 20); Kansas Agricultural Experiment Station (53,54); 
and U.S. Department of Agriculture (100,101,102), 
Table 2, Relative test yields and acreage distribution of winter wheat varieties, Nebraska, 
1939-19648 
Nebraska test yields 
Number Percent Estimated percentage of acreage planted 
of of to specified varieties 
Variety tests Turkey 1929 1934 1939 1944 1949 1954 1959 1964 
Kanred 98 13.5 8.7 2.4 .8 .3 .2 
Blackball 99 .6 1.2 6.2 4.8 1.7 .2 
Nebraska 60 99 8.9 18.9 10.1 4.8 .7 .5 .2 
Turkey 134 100 68.2 59.5 58.0 43,4 7.8 2.7 1.0 .1 
Cheyenne 92 110 1.2 14.8 22.7 25.2 27.5 28.9 12.3 
Tenmarq 100 .2 2.8 1.4 .5 .2 
Nebred 121 109 .2 15.3 26.1 26.6 25.1 6.3 
Pawnee 74 114 .3 33.4 35.7 31.0 12.6 
Wichita 97 116 .2 1.5 1.4 3.3 
Ponca 53 113 .2 2.4 .4 
Bison 86 115 7.1 5.9 
Warrior 82 123 22.6 
Ottawa 91 129 17.4 
Omaha 107 118 14.0 
Triumph 77 106 .6 1.3 
Rodeo 77 128 1.3 
0th er^ 8.8 10.5 8.1 5.1 3.2 4.4 2.7 2.5 
^Sources: Auer (4, p. 327); Reitz (80, p. 26); U.S. Department of Agriculture (100,101,102). 
^Including spring wheat varieties. 
V, 
Table 3, Relative test yields and acreage distribution of spring wheat varieties. North Dakota, 
1929-1964® 
North Dakota test yields 
Number Percent Estimated percentage of acreage planted 
of of to specified varieties 
Variety tests Thatcher 1929 1934 1939 1944 1949 1954 1959 1964 
Marquis 76 83 52.6 39.4 3.0 .1 .2 .3 
Kubanka 36 108 23.1 12.4 10.1 3.2 2.4 .7 
Ceres 89 91 3.0 34.0 20.3 2.7 .6 .1 
Mindum 135 104 10.1 7.4 16.6 12.4 8.1 12.9 .5 
Renown 29 94 .6 4.5 .1 
Thatcher 209 100 41.6 26.4 13.9 10,9 2.0 .6 
Regent 24 101 9.8 2.3 .6 
Carleton 12 106 .2 4.5 .3 
Stewart 49 112 .4 10.6 2.6 
Rival 96 106 25.8 10.0 4.3 .1 
Mlda 136 106 .2 31.9 13.9 1.7 .6 
Pilot 64 107 7.0 1.8 .9 .2 
Cod et 36 103 5.1 2.9 .1 
Rescue 54 91 2.0 2.6 .4 .1 
Rushmore 62 102 10.4 2.0 .4 
Lee 107 106 31.-7 13.0 11.3 
Selkirk 104 114 .1 57.1 12.0 
Conley 30 95 5.8 .2 
Justin 43 107 26.8 
Pembina 52 108 8.6 
Canthatch 36 104 2.2 
Chinook 11 93 .7 
Crim 35 113 .4 
Nordman 19 105 .4 
Other 11.2 6.8 7.8 7.3 6.5 4.9 17.0 35.7 
^Sources: Auer (4, p. 328); Reitz (80, p. 30); U.S. Department of Agriculture (100,101,102). 
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Table 4. Annual wheat variety indices by states. 1929-1966, base 
period 1947-1949® 
Wheat variety indices, base 1947 -1949 
Ehnsas Nebraska North Dakota 
Year winter wheat winter wheat spring wheat 
1929 .90 .92 .88 
1930 .90 .92 .88 
1931 .90 .92 .88 
1932 .90 .92 .87 
1933 .90 .92 .87 
1934 .90 .92 .87 
1935 .91 .93 .89 
1936 .91 .93 .90 
1937 .92 .93 .92 
1938 .93 .94 .93 
1939 .93 .94 .95 
1940 .94 .94 .95 
1941 .95 .95 ,96 
1942 .95 .95 ,97 
1943 .96 .95 ,98 
1944 .96 .96 .98 
1945 .97 .97 .99 
1946 .98 .98 .99 
1947 .99 .99 1.00 
1948 1.00 1.00 1,00 
1949 1.01 1.01 1.00 
1950 1.01 1.01 1.00 
1951 1.01 1.01 1.00 
1952 1.01 1.01 1.00 
1953 1.01 1.02 1.00 
1954 1.01 1.02 1,00 
1955 1,01 1.02 1.01 
1956 1.01 1.02 1.02 
1957 1.01 1.02 1.04 
1958 1.01 1.02 1.05 
1959 1.02 1.02 1.06 
1960 1.04 1.04 1.06 
1961 1.05 1.05 1.05 
1962 1.07 1.07 1.04 
1963 1.08 1.08 1.04 
1964 1.10 1.10 1.03 
1965 1.11 1.12 1.02 
1966 1.13 1.13 1.02 
^Sources: Auer (4, p. 327); Tables 1; 2 and 3. 
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is as follows. A series of check hybrids were selected for each 
hybrid testing district, AH check hybrids were grown in the district 
for at least ten years, and successive check hybrids were grown con­
currently with the previous hybrid for at least four years. The 
ratio of the yield of check hybrid k to the yield of the preceding 
test hybrid k-1 was estimated as 
? ^ k-WJl 
where y^^^ is the average yield for hybrid k on all plots in district 
1 in year j. The ratio of the yield of all hybrids tested in year j, 
district 1, to the yield of the check hybrid k was estimated as 
where the average yield of all hybrids tested on all plots 
in district 1 in year j« The index of the yield of all hybrids 
tested to the yield of all open-pollinated varieties was then esti­
mated as 
Vji=-^ (5.C.5a) 
for years in which open-pollinated varieties were grown in the hybrid 
test plots, and as 
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for other years, where m through n are the subscripts of the check 
varieties grown in year j, district 1. The resulting time-series 
were then aggregated over all districts 1 for each year j, weight­
ing the index for each district according to its relative acreage. 
A linear regression line was then fitted, regressing the aggregated 
indices on time, on the assumption of a constant advance in corn 
hybrid yield improvement over time. Finally, the resulting estimates 
of state corn hybrid productivity index for each year were multiplied 
by the proportion of acres planted to hybrids, yielding state corn 
variety indices for each year comparable to the indices constructed 
for wheat. The resulting estimates of state corn hybrid indices and 
related data for Illinois and Iov7a are presented in Tables 5, 6 and 7. 
3. Grain sorghum variety indices 
Annual grain sorghum variety indices for Kansas and Nebraska 
were accepted as computed by Auer (4, p, 268) for years 1939-1956» 
The procedure used for this period was the same as that described 
for computing wheat variety indices. In 1957 hybrid sorghums 
began to be grown extensively. Auer treated all hybrids as a 
single variety, computing an index of their yield relative to 
the check variety, Martin, and incorporating this value into the 
sorghum variety index. Sufficient data have since become available 
to allow calculation of an index of hybrid grain sorghum yields 
similar to the hybrid corn indices computed for Iowa and Illinois, 
The check variety Martin has been grown side-by-side with hybrid 
Table 5, Corn yield comparisons of check hybrids and open-pollinated varieties, Illinois® 
Corn test districts 
North West Central East S. Central South 
Relative corn .30 .10 .15 .15 .20 .10 
acreage 
Check hybrid #1 
Hybrid 1 yield/ 
0-P yield 
111. 751 
120.6 
U.S. 44 
124.6 
111. 784 
120.6 
Funk G212 
123.9 
111. 784 
130.1 
111. 784 
127.4 
Check hybrid #2 
Hybrid 2 yield/ 
hybrid 1 yield 
111. 101 
97.8 
U.S. 13 
106.3 
U.S. 13 
101.4 
U.S. 13 
97.3 
Funk G80 
100.9 
Wise. 917 
115.3 
Check hybrid #3 
Hybrid 3 yield/ 
hybrid 2 yield 
111. 1091A 
105.2 
Pioneer 313 
105.9 
111. 21 
99.0 
Frey 645 
96.5 
U.S. 13 
99.3 
Pioneer 300 
112.2 
Check hybrid #4 
Hybrid 4 yield/ 
hybrid 3 yield 
Frey 410 
97.5 
Holmes 39 
99.3 
AES 805 
102.6 
Frey 644 
102.8 
Pioneer 302 
103.6 
Dekalb 925 
106.0 
Check hybrid #5 
Hybrid 5 yield/ 
hybrid 4 yield 
Sieben 8340 
101.6 
Null N-83 
104.2 
Frey 892 
105.0 
Frey 692 
99.8 
Producer 13-1 
113.7 
Whisnand 830 
99.9 
Check hybrid #6 
Hybrid 6 yield/ 
hybrid 5 yield 
Dekald 633 
109.9 
Tieman T-78 
97.3 
Whisnand 852 
107.7 
Frey 892 
102.4 
Pioneer 312A 
92.4 
^Sources : Auer (4, p. 343); Illinois Agricultural Experiment Station (38,39), 
Table 6. Corn yield comparisons of check hybrids and open-pollinated varieties, lowa^ 
Corn test districts 
Relative corn acreage 
Check hybrid #1 la, 931 
Hybrid 1 yield/ 
0-P yield 
Check hybrid #2 
Hybrid 2 yield/ 
hybrid 1 yield 
Check hybrid #3 
Hybrid 3 yield/ 
hybrid 2 yield 
Check hybrid #4 
Hybrid 4 yield/ 
hybrid 3 yield 
Check hybrid #5 
Hybrid 5 yield/ 
hybrid 4 yield 
Check hybrid #6 
Hybrid 6 yield/ 
hybrid 5 yield 
(Same for all districts) 
116.7 
Pioneer 353A 
105.0 
la. 4316 
107.8 
Pioneer 352 
102.8 
la. 5063 
102.0 
Minn. 417 
97.9 
la. 931 
121.8 
la. 4316 
110.1 
la. 4417 
106.0 
Pag. 277 
113.9 
la. 5063 
105.0 
Minn. 417 
104.1 
la. 931 
119.2 
la. 4316 
124.3 
Pag. 277 
99.6 
la. 4417 
81.6 
la. 939 
122.9 
la. 306 
103.4 
la. 939 
121.0 
Ace 395 
105.4 
Pag. 381 
110.8 
la. 4376 
104.2 
AES 704 
100.5 
la. 939 
114.5 
Ace 395 
108.0 
Pioneer 349 la. 4249 la. 4298 la. 4298 
104.5 106.2 107.7 108.8 
la. 4376 
105.6 
Pioneer 352 
102.6 
Minn. 417 
109.9 
^Sources: Auer (4, p. 346); Iowa Agricultural Experiment Station (42). 
Table 6. (Continued) 
Corn test districts^ 
10 11 12 
Relative corn acreage (Same for all districts) 
Check hybrid #1 
Hybrid 1 yield/ 
G-P yield 
Check hybrid #2 
Hybrid 2 yield/ 
hybrid I yield 
Check hybrid #3 
Hybrid 3 yield/ 
hybrid 2 yield 
Check hybrid #4 
Hybrid 4 yield/ 
hybrid 3 yield 
Check hybrid #5 
Hybrid 5 yield/ 
hybrid 4 yield 
Check hybrid #6 
Hybrid 6 yield/ 
hybrid 5 yield 
la. 939 
121.5 
Maygold 49 
105.3 
Olio C92 
106.1 
AES 801 
90.9 
la. 939 
113.8 
Maygold 49 
111.1 
Olio C92 
106.3 
AES 801 
102.1 
la. 939 
116.8 
Maygold 49 
112.1 
Ohio C92 
106.1 
Pioneer 345 
105.0 
AES 704 
102.5 
U.S. 13 
135.8 
Ohio C92 
101.1 
Maygold 59A 
100.9 
AES 704 
99.3 
la. 13 U.S. 44 
139.9 119.0 
U.S. 44 U.S. 13 
94.9 103.2 
U.S. 13 
105.5 
AES 801 
100.7 
Ohio C92 
103.1 
ilcES 801 
101.7 
^Test locations were assigned new district numbers after 1955. Locations are here reported 
according to the original assignment scheme for all years. 
Table 
Year 
1931 
1932 
1933 
1934 
1935 
1936 
1937 
1938 
1939 
1940 
1941 
1942 
1943 
1944 
1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
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Annual hybrid corn indices, Illinois and Iowa, 1930-1966 
Percent of acreage Apnual hybrid index 
planted to hybrids base 1947-1949 
Illinois Iowa Illinois Iowa 
(1) (2) (3) (4) 
0.0 0.0 
0.0 0.0 
0.6 0.7 
1.5 2.1 .82 .77 
4.1 6.0 .82 .77 
9.9 14.4 .82 .78 
25.2 30.7 .85 .81 
47.5 51.9 .88 .84 
65.5 73.4 .90 .88 
76.4 90.3 .92 .92 
86.9 96.9 .94 .94 
93.3 98.9 .96 .95 
96.0 99.5 .97 .96 
96.9 99.8 .97 .97 
98.1 100.0 .98 .98 
99.0 100.0 .99 .98 
99.5 100.0 .99 .99 
99.5 100.0 1.00 1.00 
100.0 100.0 1.00 1.01 
100.0 100.0 1.02 1.02 
100.0 100.0 1.02 1.03 
100.0 100.0 1.03 1.04 
100.0 100.0 1.03 1.05 
100.0 100.0 1.04 1.06 
100.0 100.0 1.05 1.07 
100.0 100.0 1.05 1.08 
100.0 100.0 1.06 1.08 
100.0 100.0 1.06 1.09 
100.0 100.0 1.07 1.10 
100.0 100.0 1.07 1.10 
100.0 100.0 1.08 1.11 
100.0 100.0 1.08 1.12 
100.0 100.0 1.09 1.12 
100.0 100.0 1.09 1.13 
100.0 100.0 1.10 1.14 
100.0 100.0 1.10 1.14 
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sorghums in Nebraska and Kansas hybrid sorghum performance test 
plots. The annual ratios of all hybrid yields to yields of Martin 
for the state were estimated by the ratio of state average hybrid 
yields to state average Martin yields for a given year, the averages 
being taken over all district test plots in which Martin and hybrids 
were grown concurrently. These ratios for relevant years are shown 
in column 2 of Tables 8 and 9. The 1957-1966 time-series of this 
ratio was regressed on time on the assumption that improvements in 
hybrids were gradual over time. The trend values derived from this 
regression were then weighted together with the open-pollinated 
variety index as derived by Auer to form a combined variety-hybrid 
index for the years 1957-1966 (column 5 of Tables 8 and 9). The 
entire 1939-1966 index for each of the states was then adjusted to 
the 1947-1949 base of 100. 
Table 8. Annual grain sorghum variety indices and related data, Kansas, 1939-1966 
Trend of 
Open-pollinated Hybrid yields hybrid yields Percent of Grain sorghum 
grain sorghum 
variety indices 
as percent as percent acreages planted variety indices, 
of Martinb of Martin^ to hybrids^ base 1947-1949 
Year (1) (2) (3) (4) (5) 
1939 96 105 
1940 96 104 
1941 94 102 
1942 93 101 
1943 92 100 
1944 92 100 
1945 91 99 
1946 91 99 
1947 92 100 
1948 92 100 
1949 92 100 
1950 93 101 
1951 94 102 
1952 96 104 
^Source ; Auer (4, p. 268, 288). 
^Source : Derived from Kansas Agricultural Experiment Station publications (50). 
"^From regression of column (2) on time. 
Table 
Year 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
(Continued) 
Open-pollinat ed 
grain sorghum 
variety indices® 
(1) 
Hybrid yields 
as percent 
of Martin^ 
(2) 
Trend of 
hybrid yields 
as percent 
of Martin^ 
(3) 
Percent of 
acreages planted 
to hybrids® 
(4) 
Grain sorghum 
variety indices, 
base 1947-1949 
(5) 
96 105 
97 106 
97 106 
98 107 
98 128.5 122.2 12 110 
99 121.2 122.4 47 120 
98 117.7 122.7 82 128 
95 126.2 122.9 94 132 
95 115.0 123.1 97 134 
121.3 123.3 100 134 
128.3 123.4 100 134 
126.7 123.7 100 135 
122.6 123.9 100 135 
124.8 124.1 100 135 
Table 9. Annual grain sorghum variety indices and related data, Nebraska, 1939-1966 
Trend of 
Open-pollinated Hybrid yields hybrid yields Percent of Grain sorghum 
grain sorghum as percent as percent acreages planted variety indices. 
variety indices® of Martin^ of Martin^ to hybrids® base 1947-1949 
Year (1) <2) (3) (4) (5) 
1939 105 105 
1940 105 105 
1941 104 104 
1942 105 105 
1943 105 105 
1944 105 105 
1945 104 104 
1946 104 104 
1947 100 100 
1948 100 100 
1949 100 100 
1950 100 100 
1951 99 98 
1952 99 98 
^Source ; Auer (4, p. 268, 289). 
^Source : Derived from Nebraska Agricultural Experiment Station data (64). 
^From regression of column (2) on time. 
Table 
Year 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
(Continued) 
Open-pollinat ed 
grain sorghum 
variety indices® 
(1) 
Hybrid yields 
as percent 
of Martin^ 
(2) 
Trend of 
hybrid yields 
as percent 
of Martin^ 
(3) 
Percent of 
acreages planted 
to hybrids® 
(4) 
Grain sorghum 
variety indices, 
base 1947-1949 
(5) 
99 .98 
98 .98 
98 .98 
98 .98 
98 117.8 24 1.03 
98 117.4 118.3 54 1.07 
98 120.8 118.8 77 1.12 
98 120.8 119.3 89 1.15 
98 118.8 119.8 95 1.16 
120.3 100 1.18 
117.8 120.8 100 1.18 
125.0 121.3 100 1.19 
113.3 121.8 100 1.19 
128.8 122.3 100 1.20 
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VI. ESTIM&TES OF PRODUCTION FUNCTIONS 
The results of the estimates made of the various state yield 
production functions are recorded in the tables of this chapter. 
Yields are measured in bushels per harvested acre. The specifica­
tions and models estimated were chosen according to the procedures 
outlined previously (see part A of section II), Covariance estima­
tion models were used first, starting with the simplest algebraic 
specification consistent with a priori information and subsequently 
adding or substituting alternative but plausible variables. Of these 
specifications, one is chosen, according to the criteria suggested 
previously (part B of section IV), to represent the production process 
in the state. This specification is then fitted to a pooled yield 
model for the state as a whole and to two covariance models, each 
representing a somewhat homogeneous half of the state. The fore­
casting variances associated with forecasts made from the state 
covariance model, the pooled state model and from the two sub-state 
covariance models are then compared as an indication of the appropriate 
level of aggregation for the analysis of state crop yields. 
A. Illinois and Iowa Corn Yield Functions 
Of the variables discussed in part A of section II, weather, 
fertilizer and genetic improvements are factors expected to measurably 
influence corn yields in Iowa and Illinois. The Palmer ET-ET weather 
data (discussed in part C of section III) are available by month in 
these states, providing an index of departures from normal moisture 
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stress in each crop reporting district. Two previous studies of the 
effect of rainfall on Iowa yields indicate that above-normal rainfall 
in July and August increases yield as might be expected, but that 
above-normal June rainfall decreases yields to some extent. Thompson's 
study (94,96) attributed the greatest marginal productivity to July 
rainfall, while the Davis-Harrell data (15) indicated that August 
rainfall increased yields the most at the margin. The studies of 
Dale in Iowa (12,13), Robins and Domingo in Washington (81), Howe 
and Rhoades in Nebraska (33) and Parks and Kietsdi in the Tennessee 
Valley (75) all support the hypothesis that the silking to tasseling 
period is the most critical stage of corn growth as regards moisture 
stress damage. This corresponds roughly to July and early August in 
Iowa and Illinois. Dale's study indicated that an earlier period, 
about the last week of June in Iowa, is also critical. Given these 
previous results, the simplest representation of weather is the sum 
of the observations on July and August ET-ET. We will also represent 
weather with June, July and August ET-A as three separate variables. 
We will further consider the square of the July plus August term to 
test the hypothesis of changing marginal product of moisture avail­
ability. 
Estimates of average nitrogen (N), phosphorus (P) and potassium 
(K) application rates by crop reporting district have been made (see 
part B of section V). Perhaps the simplest measure of fertilizer 
application is the nitrogen rate alone or the sum of the N, P and K 
rates. We might further hypothesize that quadratic and interaction 
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effects are significant among the three elements, and in fact experi­
mental data (6,9,77) have supported this hypothesis for a wide 
range of Iowa conditions. The experimental data required to estimate 
such effects on the aggregate level, however, must be extensive in 
order to provide a range of observations for one of the inputs for 
each of many combinations of the other two. Clearly the average 
application rates of N, P and K in the Corn Belt are highly correlated 
through time, and it seems unlikely that interaction effects could be 
estimated. Some preliminary results with the Iowa com data, not 
reported here, were completely unsuccessful in estimating interaction 
effects. Although it was argued in section II of this study that 
aggregate response to the fertilizer variable can be expected to be 
linear (given the concurrent changes in non-specified technological 
variables), it is appropriate to consider the hypothesis of diminish­
ing marginal productivity. The alternative variables vdiich we shall 
use to measure fertilizer application are nitrogen application, 
nitrogen application squared and the sum of N, P and K application 
rates. 
Two variables representing genetic improvement will be con­
sidered, adoption of hybrid seed and the index of hybrid productivity. 
The variables included in the estimation equations are explained 
in Table 10, and results are shown in Tables 11 and 12. In the 
initial specification for both states, time, July-August weather 
and district effects were included. In both states the subsequent 
addition of the nitrogen application variable significantly reduced 
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16 
17 
18 
19 
20 
21 
22 
23 
112 
List of variables in equations fitted to Illinois and 
Iowa corn yield data 
Variable 
name Description 
CRDl 
CRD2 
CRD3 
CRD4 
CRD4a 
CRD5 
CRD6 
CRDSa 
CRD7 
CR08 
CRD9 
t 
N 
sl-5 
IH-Pt-K 
GENXl 
GENX2 
JA 
JN 
JLY 
AUG 
JJA 
JA^ 
NJA 
Dummy ( I  variable for crop reporting district 1 2 
3 
(Iowa only) 
11 II 
II 4a 
(Illinois only) 
II II 2 
(Iowa only) 
II II 6 
" V 6a 
(Illinois only) 
I I  I I  y 
V V 8 
(Iowa only) 
II II 9 
Time in years, 1931=1 
Average nitrogen application rate, in pounds 
of element per acre 
The square of variable 11 
Variable 11 raised to the power 1.5 
The sum of per acre application rates of 
elemental nitrogen, phosphorus and 
potassium 
Index of hybrid corn adoption in the state as 
a whole 
Annual hybrid corn index ^ 
The sum of July aW August ET-ET 
June weather, ET-]^ 
July weather, ET-A 
August weather, ET-ÈÏ 
The sum of June, July and August ET-^ 
The square of variable 17 
Interaction term for nitrogen and July-
August weather 
Table 11, Characteristics of covariance model equations fitted to Illinois state corn yield data, 
1931-1966 
Variable number 
and name 
Coefficients for specification number 
1 2 3 4 5 6 
Intercept 52.99 40.50 42.55 42.38 36.15 40,46 
1 CHDl 2.66 3.40 3.77* 3.71* 2.17 3,43* 
3 CRD3 -2.20 -2.27 -2.30 -2.34 -2.67 -2.37 
4 CRD4 -2.86 -2.18 -1.88 -1.91 -3.35 -2,20 
4a CBD4a -7.24** -7.58** -7.73** -7.72** -7.71** -7,58** 
6 CRD6 -2.56 -2.80 - 2.86. -2,87 -3.03 _ -2,90 
6a CBD6a -11.83 -12.13** -12.12** -12,16** -12.30** -12,24** 
7 CRD7 -21.65 -22.03** -21.89** -21,98** -22.10** -22,09** 
9 CRD9 -21.64 -22.07** -21.93** -22,02** -22,10** -22.21** 
10 t 1.33** ,89** .63** ,65** 1,34** .88** 
11 N2 .25** .63** ,76** .25** 
12 Nl.5 -.0039** 
13 N -.049** 
14 NPK -0,0016* 
15 GENXl 
16 GENX2 
17 JA 2.50** 3.15** 3.20** 3,20** 3,30** 
18 JN 
19 JLY 
20 AUG 
21 JJA 
22 JA^ ,05 
23 NJA 
a! .907 .925 ,930 ,927 ,909 ,925 
R2 .904 .922 .927 ,925 .905 ,922 
Std, error 8.16 7.38 7.17 7.26 8,11 7.39 
F 145.8 168.3 164.8 160.1 134,3 153.9 
*Tested significantly different from zero at the 5 percent level of significance. 
**Tested significantly different from zero at the 1 percent level of significance. 
Table 11. (Continued) 
Variable number 
and name 
Coefficients for specification number 
8 10 11 
Intercept 
1 
3 
4 
4a 
6 
6a 
7 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
Std, error 
F 
CRDl 
CRD3 
CRD4 
CRD4a 
CRD6 
CRD6a 
CBD7 
CRD9 
NPK 
GENXl 
GENX2 
JA 
JN 
JLY 
AUG 
JJA 
JA^ 
NJA 
40.70 
3.39 
-2.30 
-2.15 
-7.59** 
-2 .81  
-12.18*"* 
-22.08** 
-22.14** 
.87** 
.26** 
2.76** 
.926 
.923 
7.35 
169.7 
41.10 
3.36 
-2.29 
-2.07 
-7.66** 
-2.73 
-12.12** 
-22.03** 
-22.10** 
.84** 
.27** 
.41 
4.48** 
1.90** 
.927 
.924 
7.32 
144.9 
40.56 
3.43* 
-2.29 
-2.11 
-7.61** 
-2.82 
•12.19** 
•22.10** 
•22.15** 
.82** 
.27** 
1.33 
2.73** 
.926 
.923 
7.36 
155.3 
52.99 
3.47* 
-2.27 
-2.09 
-7.62** 
-2.80 
-12.16** 
-22.06** 
-22.10** 
.62* 
.28** 
25.98 
3.07** 
.925 
.922 
7.37 
154.5 
40.8 
3,40* 
-2.58 
-2.27 
-7.76** 
-3.15.. 
-12.31** 
-22.05** 
-22.30# 
.86** 
.28** 
2.77** 
.053** 
.927 
.925 
7.28 
159.5 
Table 12. Characteristics of covariance model equations fitted to Iowa state corn yield data, 
1931-1966 
Variable number Coefficients for specification number 
and name 12 3 4 
Intercept 38.27 43.48 44.58 53.64 44.52 43.44 
1 CRDl -6.53** -6.37** — 6.60** -6.37* -5.82** -6.36** 
2 CRD2 -3.06 -2.67 -2.95 -2.67 -4.90** -2.66 . 
3 CBD3 -4.11* -3.26 -3.56* -3.26 -5.87** -3.24 
4 CRD4 -7.22** -7.61** -7.53** -7.61* -5.82** -7.63** 
6 CBD6 3.34 , 3.89* 3.50* 3.90 1.22 3.92* 
7 CRD7 -10.41** -10.43** -10.44** —10.44** — 8.26** -10.48** 
8 CBD8 -14.16** -13.38** -13.45** -13.38** -12.23** -13.42** 
9 CRD9 -5.62** -5.26** -5.12** -5.26 -4.25* -5.29** 
10 t 1.10** .58** .47** .58** .41** .58** 
11 .37** .58** -7.4 .37** 
12 NJ -.0025* 
13 4.9 
14 NPK .21** 
15 GENXl 
16 GENX2 
17 JA 4.28** 4.74** 4.80** 4.74** 4.95** 4.82** 
18 JN 
19 JLY 
20 AUG 
21 
22 
JJA 
JA': .026 
23 
0 
NJA 
h 
Std. error 
F 
.868 
.864 
8.69 
95.94 
.909 
.906 
7.30 
135.3 
.911 
.907 
7.25 
126.1 
.668 
.655 
13.07 
20.9 
.905 
.902 
7.44 
129.1 
.908 
.905 
7.34 
133.8 
*Tested significantly different from zero at the 5 percent level of significance. 
**Tested significantly different from zero at the 1 percent level of significance. 
Table 12, (Continued) 
Variable number 
and name 
Coefficients for specification number 
7 8 9 10 11 
Intercept 43.70 43.37 40.47 63.23 43.58 
1 CRDl -6.37** -6.31** — 6.48** -5.55** -6.53** 
2 CED2 -2.75 -2.69 -2.97 .13 -2.81 
3 CKD3 -3.22 -3.15 -4.07* -2.82 -3.36 
4 CKD4 -7.62** -7.56** -7.21** -6.29** -7.63** 
6 CKD6 3.95* 4.06* 3.35 4. 76* 3.84* 
7 CRD7 -10.42** -10.34** -10.41** -9.29** -10.38** 
8 CKD8 -13.36** -13.28** -14.15** -12.45** -13.37** 
9 CRD9 -5.23** -5.08** -5.60** -6.32** -5.30** 
10 t .56** .58** 1.26** 1.41** .58** 
11 .37** .37** .38** 
12 
13 N1.5 
14 NPK 
15 GENXl -6.59** 
16 GENX2 -24.67* 
17 JA 4.68** 4.50** 4.87** 
18 JN 1.32 
19 JLY 5.18** 
20 AUG 4.05** 
21 JJA 3.92** 
22 JA^ -.03 
23 NJA 
.910 .908 .873 .871 .910 
R2 
.907 .905 .868 .867 .906 
Std. error 7.29 7.34 8.56 .866 7.30 
F 115.2 133.8 90.6 88.9 124.1 
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the residual sum of squares at the 1 percent level of significance, 
and thus the second specification is accepted in accordance with the 
choice criterion described in part B of section IV. Selection 3 adds 
a squared term in N, and again the reduction in unexplained sum of 
squares is significant for both states. The results present an un­
expected problem, however. For the estimated Illinois coefficients, 
the maximum yield with respect to N fertilization occurs at a rate 
of application of about 80 pounds per acre. For Iowa, the comparable 
figure is about 113 pounds of N per acre. On a, priori grounds, these 
maxima are unacceptable. Average application of N in Illinois 
presently exceeds 80 pounds, and average rates of application in some 
districts of Iowa are approaching 100 pounds. Clearly farmers will 
not apply nitrogen in excess of that amount required for maximum 
yields, and it seems improbable that the average rates of application 
should approach the point of maximum physical product. Furthermore, 
ejqperimental plot data for Corn Belt areas have indicated that maximum 
physical productivity occurs at a nitrogen application rate in excess 
of 200 pounds per acre (7,9,29,77). As discussed by Heady (29, 
Chapter 5), a "1.5" response function of the fom ¥=a?t'bH+cN^*^ forces 
a flatter response curve than the quadratic function, and he obtained 
better fits using such a function. Specification 4 substitutes the 
15 2 
variable N * for N , and though the point of estimated maximum 
physical product increased from 80 pounds to 100 pounds for Illinois, 
this improvement is slight, and the results for Iowa are unsatisfactory 
both in terms of response characteristics and statistical tests. 
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Despite the statistical significance of the power variables in N, 
these specifications must be rejected as inferior to the linear 
representation on the grounds that the estimates are inconpatible 
with J priori expectations^ based on both theoretical considerations 
and past physical investigations. In specification 5, substitution 
of the linear sum of N, P and K for N alone fails to reduce the 
residual sum of squares and is therefore also rejected in favor of 
specification 2 utilizing only the N variable for fertilizer effects. 
In specification 6, the addition of the square of the weather 
variable JA did not explain a significant portion of the residual 
sum of squares for either state. Hence, the variable was dropped. 
The next two specifications substitute alternative variables to repre­
sent weather. Neither specification, June, July and August ET-& 
or June plus July plus August ET-A, significantly reduced the 
residual sum of squares for either state. Therefore, the specifica­
tion using only July plus August ET-A is preferred for its simplicity 
over these specifications. Specification 7 does, however, offer 
some interesting evidence regarding the relative contributions of 
June, July and August moisture to corn yields. 
Specifications 9 and 10 add the index of hybrid corn adoption 
and the index of hybrid productivity, respectively. Since in all 
2 
cases the R is reduced, the variables are dropped. The fact that 
the coefficients of the time variable changed appreciably in three 
of the four cases indicates the possibility that collinearity between 
the time variable and the indices may have confounded the results. 
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Finally, specification 11 allows for interaction between weather 
and fertilizer application. The coefficient for Iowa is not signifi­
cantly different from zero, but that for Illinois is positive and 
significant at the 1 percent level. This specification is therefore 
selected for Illinois, but not for Iowa. 
Final selections for the two states are specification 11 for 
Illinois and specification 2 for Iowa. These equations account for 
about 91 percent of the variation in Iowa com yields^and" about 93 
percent of the variation in Illinois corn yields over the 
36 year period studied. 
One objective of this study is to compare the precision of 
alternative forecasts based on various aggregation levels. A measure 
of this precision is provided by the estimate of the forecasting 
variance calculated for each aggregation level. The state covariance 
model just discussed requires data collection by crop reporting 
districts, an expensive undertaking compared to data required for a 
model based on pooled state data. If the forecasting precision is 
increased, however, the extra effort may be worth while. To provide 
comparisons, we fit the specifications selected above to two alterna­
tive models. The pooled state model fits the selected equation for 
each state to state-wide average yields, weather and fertilizer 
application rates. The sub-state covariance model fits the selected 
equations to observations on crop reporting district yields, weather 
and fertilizer in each of two subregions of the state. State yield 
forecasts are derived from the latter model by weighting forecasts 
made from each of the two regions. 
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The procedures for estimating forecasting variances are dis­
cussed in detail in section IV. Equations 4.E.1, 4.E.2 and 4.E.3 
provide estimates of the forecasting variances associated with yield 
forecasts made from each of the three aggregation levels. The 
results for Illinois and Iowa are presented in Tables 13 and 14, 
respectively. The forecasting variances shown were calculated using 
1966 values of the time, fertilizer and acreage weights, and with 
A 
weather variables at zero (the expected value of the ET-ET variables 
is essentially zero). While the simple Illinois pooled state model 
appears to provide more efficient forecasts than the state covariance 
model, the aggregated north Illinois and south Illinois forecasts 
provide a considerable reduction in forecasting variance as compared 
to the pooled state model. The estimated standard error of such an 
aggregated forecast for the year 1966 is 6.64 bushels per acre. 
While the same relationships hold true for the Iowa forecasting 
models, the additional precision of the covariance forecast over^the 
pooled state model forecast seems relatively minor. The estimated 
standard error of forecast for the pooled state model is 9.34 bushels 
compared with 9.04 bushels for the aggregated substate model. On 
the other hand, the estimated standard error for a forecast based 
on the two substate covariance models is 7.71 bushels per acre. 
B. Kansas and Nebraska Grain Sorghum Yield Functions 
In addition to weather, fertilizer and genetic improvements, 
changes in the percent of crop acres under irrigation may be expected 
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Table 13. Comparison of state production function estimates based 
on equations fitted to Illinois corn yield data, 1931-
1966, at various levels of aggregation 
Coefficients for Illinois corn 
yield production functions based on 
Sub-state 
covariance 
State Pooled models 
Variable number covariance state North South 
and name model model 111.* Ill.b 
Intercept 40.80 36.43 38.76 23.17 
1 CSDl 3.40* 3.45** 
3 C8D3 -2.58. -2.13., 
4 CRD4 -2.27 -1.84 
4a CBD4a — 7•76** 13.90** 
6 CRD6 -3.15,. -2.56 
6a GSD6a -12.31** 9.60** 
7 C8D7 -22.05** 
9 CED9 -22.30** -.53 
10 t .86** .77** .95** .57** 
11 N ,28** .34** .28** .33** 
20 JA 2.77** 4.38** 4.71** 3.02 . 
22 NJA .053** 1.53 -.025 .14 
4 .927 .958 .936 .896 
r .925 .953 .933 .891 
Std, error 7.28 5.27 6.45 7.92 
F 159.5 87.0 150.5 79.4 
Estimates of forecasting 
variance^ attributed to: 
Error in equation 52.96 27.72 41.63 62.73 
Errors in coefficient estimates 2.73 13.33 3.62 7.41 
Weather variability 16.00 26.27 23.87 11.18 
Total 71.69 67.32 69.12 81.32 
d * Forecasting variance for aggregated 
north and south Illinois models 42.03 
^North Illinois consists of CRD's 1, 3, 4, 5 and 6, 
''south Illinois consists of CRD's 4a, 6a, 7 and 9. 
%rom Equations 4.E.1 and 4.E.2. 
^From Equation 4.E.3. 
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Table 14, Comparison of state production function estimates based 
on equations fitted to Iowa corn yield data, 1931-1966, 
at various levels of aggregation 
Coefficients for Iowa corn 
yield production functions based on 
Sub-.state 
Variable number 
and name 
State 
covariance 
model 
Pooled 
state 
model 
covariance 
models 
Westg East^ 
Iowa Iowa 
Intercept 43.48 39.89 36.29 43.17 
1 CRDl -6.37** 1.25 
2 CRD2 -2.67 4.94** 
3 CBD3 -3.26 -3.27 
4 CBD4 -7.61** 
6 CRD5 3.89* 3.89* 
7 CRD6 -10.43** -2.81 
8 CED7 -13.38** -13.39** 
9 CRD8 -5.26** -5.26** 
10 t .58# .51** .55** .60** 
11 N .37** .40** .38** .36** 
17 JA 4.74** 6.38** 4.67** 4.81** 
?2 .909 .935 .910 .908 
R .906 .929 .906 .904 
Std. error 7.30 6.06 7.18 7.46 
F 135.3 73.6 109.9 115.0 
Estimates of forecasting 
variance^ attributed to; 
Error in equation 53.30 36.72 51.48 55.59 
Errors ; in coefficient estimates 2.25 15.55 5.24 3.89 
Weather variability 39.10 41.92 42.73 36.63 
Total 94.65 94.19 99.45 96.11 
Forecasting variance for aggregated 
west and east Iowa models 59.38 
^est Iowa consists of CRD's 1, 2, 4 and 7. 
^East Iowa consists of CRD's 3, 5, 6, 8 and 9, 
^rcm Equations 4.E.1 and 4,E.2. 
'^From Equation 4.E.3. 
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to measurably influence grain sorghum yields in Kansas and Nebraska. 
Studies of sorghum yields by Orazem and Herring (69) on Kansas farms 
indicate a high correlation between seasonal rainfall and yields, 
a significant response to N and P applications and a significant 
positive interaction between rainfall and N application. The effects 
of distribution of rainfall during the season were not determined. 
Thcmpson's results with aggregate sorghum yields in Kansas and 
Nebraska (95) indicated a negative response of yields to above-
average June rainfall, very little if any response to July rainfall 
and a positive response to August rainfall. The t-values of the 
weather coefficients in his study were generally not significant at 
the 5 percent level of probability. Although studies by Pointer and 
Learner in New Mexico (78), and Orazem's study as well, revealed 
significant fertilizer response and fertilizer-moisture interaction, 
another study of Kansas experimental plot yields by Grimes and Musick 
(24) did not indicate either effect to be significant. 
In the face of such uncertain previous results, the initial 
specification chosen for grain sorghum yield response included only 
district effects, time and July plus August ET-A as independent 
variables. The second specification added average nitrogen applica­
tion rate, which significantly reduced residual variations in yield 
for both Kansas and Nebraska (see Tables 16 and 17). Specification 
3 added the grain sorghum variety index for each state, which also 
proved significant for both. The coefficients of the indices seem 
unrealistically large and the intercepts unrealistically small at 
la 
imb 
1 
2 
3 
4 
' 5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
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List of variables in equations fitted to Kansas and 
Nebraska grain sorghum yield data 
Variable 
name Description 
CRDl Dummy variable for crop reporting district 1 
CRD2 " " " " " " 2 
CRD3 " " " " " 3 
CRD4 " " " " " 4 
. (Kansas only) 
CRD5 " " " " " " 5 
CRD6 " " " " " " 6 
CRD7 " " " " " " 7 
CED8 V " " " " 8 
CRD 9 " " " " " " 9 
t Time in years, 1931=1. 
N Average nitrogen application rate, in pounds 
2 of element per acre 
N The square of variable 11 
NPK The sum of per acre application rates of 
elemental nitrogen, phosphorus and 
potassium 
GENX The state grain sorghum variety index 
IRR Percent of harvested grain sorghum acreage 
which was irrigated ^ 
JA The sum of July and August ET-ET 
JUN June ET-A 
JUL July ET-ÊC 
AUG August ET-ES: 
JJA The sum of June, July and August ET-ET 
JA^ The square of variable 16 
NJA Interaction term for nitrogen and JA weather 
NIRR Interaction term for nitrogen and irrigation 
JAIRR Interaction term for irrigation and JA 
weather 
Table 16, Characteristics of covariance model equations fitted to Kansas grain sorghum yields, 
1937-1966 
Variable number Coefficients for specification number 
and name 1 2 3 4 5 6 7 
Intercept -1.94 4.84 -31.73 5.93 -28.60 -32.08 -28.10 
1 CRDl -4.78** -4,64** -4.71** -4.89** —4.84** -4.84** -4.77** 
2 CRD2 .16 -.03 .06 -.02 .06 .05 .09 
3 CSD3 8.35** 6.47** 7.37** 6.73** 7.45** 7.39** 7.40** 
4 CBD4 -1.00 -.70 -.85 , -2.05 -1.59 -1.61 -1.62 
6 CRD6 6.22** 5.46** 5.82** 5.68** 5.92** 5.93** 5.52** 
7 CSD7 -.12 .17 .03 -1.59 -.93 -.96 -1.01 
8 CRD8 -.64 —. 63 -.64 -.68 -.67 - .68 -.67 
9 CRD9 1.84 1.63 1.73 1.83 1.84 1,83 1.46 
10 t 1.09** .66** .33** .60** .33** .33** .32** 
11 No .48** .25** .46** .25** .13 
12 .002 
13 NPK .22** 
14 ŒNX 40.05** 37.29** 40,62** 36.94** 
15 IRR .24** .13* .14* .16** 
16 JA 1.85** 1.90** 1.85** 1.84** 1.82** 1.82** 1.82** 
17 JUN 
18 JUL 
19 AUG 
20 JJA 
21 JA^ 
22 NJA 
23 NIRR 
24 JAIRR 
Kg .857 .900 .922 .906 .923 .924 .923 
.852 .896 .98 .902 .920 .919 .919 
Std. error 6.88 5.82 5.19 5.67 5.15 5.16 5.16 
F 71.6 100.5 121.1 98.2 113.9 105.7 113.7 
*Tested significantly different from zero at the 5 percent level of significance. 
**Tested significantly different from zero at the 1 percent level of significance. 
Table 16, (Continued) 
Variable number 
and name 
Coefficients for specification number 
8 9 10 11 12 13 14 
Intercept -29.01 -27.61 -29.17 -28.88 -32.71 -30.07 -32.50 
1 CRDl • -4.85** -4.77** —4.86** -4.83** -4.82** -4.74** -4.75** 
2 CRD2 .09 .01 .11 .04 .07 .04 ; .05 
3 CRD3 7.43** 7.52** 7.66** 7.50** 7.61** 7.46** 7.56** 
4 CRD4 -1.65 -1.53 -1.62 -1.65 -1.34 -1.46 -1.32,. 
6 CRD6 5.81** 6.10** 6.10** 5.92** 5.96** 5.88** 5.91** 
7 CRD7 -1.01 -.84 -1.00 -1.02 -.39 -.95 -.59 
8 CRD8 -.74 - .64 -.71 -.72 —. 63 - .66 - ,64 
9 GRD9 1.71 2,04 1.78 1.83 1.81 1.76 1.76 
10 t .31** .36** .32** .32** .33** .33** .33** 
11 No .25** .25** .26** .26** .20** .23** .20** 
12 N 
13 NPK 
14 GENX 38.00** 36.67** 37.73** 37.58** 41.13** 38.58** 40.87** 
15 IRR .14* .12 .14* .14* -.09 .21** .053. 
16 JA 1.82** 1.87** 1.85** 1.90** 1.91** 
17 JUN -.60 
18 JUL 1.81** 
19 AUG 2.13** 
20 JJA 1.36** 
21 JA^ .035 
22 NJA -.014 
23 NIRR .0098* .006 
24 JAIRR -.09** -,07* 
4 .924 .916 ,924 .924 .925 .926 ,926 r .920 .912 .919 .919 .921 .922 .922 
Std. error 5.15 5.39 5.16 5.16 5.12 5.09 5.09 
F 99.3 102.4 105.6 105.7 107.5 108.9 102,0 
Table 17. Characteristics of covariance model equations fitted to Nebraska grain sorghum yields, 
1938-1966 
Variable number Coefficients for specification number 
and name 1 2 3 4 5 
Intercept 2.65 7.31 -75.19 6.97 -75.12 -58.5 
1 CRDl — 8.0 9** -5.18** -6.92** -4.58** -6.91** -6.33** 
2 CRD2 -5.13* -3.85* -4.61** -2.93 -4.59* -4.46* 
3 CRD3 1.63 1.38 1.52 2.48 1.55 1.57 
6 CRD6 6.51** 6.18** 6.37** 6.81** 6.39** 6.44** 
7 CRD7 -6.09** -5.18** -5.72** -4.31* -5.70** -5.67** 
8 CRD8 .76 .76 .76 1.20 .77 .75 
9 CRD9 4.86* 4.53* 4.72** 5.21** 4.74** 4.77** 
10 t 1.07** .61** .63** .58** .63** .57** 
11 .44** .18** .41** .18* .42* 
12 -.0026 
13 NPK 
14 GENX 79.61** 79.53** 64.08** 
15 IRR .16 .004 -.004 
16 JA 1.46** 1.49** 1.44** 1.50** 1.44** 1.46** 
17 
18 
19 
20 
21 
22 
23 
24 
JUN 
JUL 
AUG 
JJA 
NJA 
NIRR 
JAIRR 
Std, error 
F 
.820 
.814 
9.82 
63.3 
.883 
.879 
8.06 
98.1 
.904 
.900 
7.36 
112.1 
.884 
.879 
8.05 
89,7 
.904 
.900 
7.37 
102.4 
.905 
.900 
7.36 
95.16 
-76.01 
•" 7 . 00^^ 
-4.63* 
1.57 
6.38** 
-5.70** 
.79 
4.74** 
.64** 
.16** 
80.38** 
.010 
1.44** 
.904 
.899 
7.39 
101.9 
*Tested significantly different from zero at the 5 percent level of significance. 
**Tested significantly different from zero at the 1 percent level of significance. 
Table 17. (Continued) 
Variable number Coefficients for specification number 
and name 8 9 10 11 12 13 
Intercept -76.34 -75.85 -75.12 -76.62 -68.64 -70.07 
1 CRDl -7.01** -7.25** -6.97** -6,77** -6.80** —6.48** 
2 CRD2 -4.61** -4.65** — 4.64** -4.34* -4.68* -4.65* 
3 CKD3 1.49 1.49 1.50 1.62 1.27 2.18 
6 CBD6 6.43** 6.34** 6.37** 6.48** 6.32** 6.74** 
7 CRD7 -5,64** 5.74** -5.73** -5.53** -5.79** -5.18** 
8 CRD8 .76 .71 .78 .86 .73 .84 
9 CRD9 4.75** 4.68** 4.70** 5.08** 4.69** 5.32** 
10 t .63** .63** .63** .66** .60** .66** 
11 .18** .19** .18** .09 .26** .16** 
12 
13 NPK 
14 G£NX 80.79** 80.38** 79.6** 80.56** 78.65** 73.95** 
15 IRR .09 -.11 
16 JA 1.41** 1.32** 1.46** 1.19** 
17 JUN .82 . 
18 JUL .51 
19 AUG 2.32** 
20 JJA 1.16** 
21 JA^ -.013 
22 NJA .048 
23 NIRR -.004 
24 JAIRR .114** 
&2 .905 .903 .904 .905 .904 .909 
r .901 .899 .900 .901 .900 .905 
Std, error 7.34 7.39 7.37 7.33 7.36 7.19 
F 95.6 111.2 102.4 103.9 94.7 100.6 
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first glance, but this is due only to the fact that the variations 
in the index are small and that the index is not measured in devia­
tions from the average, (If the variable were replaced by its average, 
the intercepts would be increased by approximately the amount of the 
coefficients shown.) 
The addition of the irrigation variable (percent of harvested 
acres irrigated) provided a further significant reduction in residual 
sum of squares for Kansas, but not for Nebraska. The simultaneous 
inclusion of the genetic index and irrigation variable again sig­
nificantly reduced residual variations of Kansas yields canpared to 
either specification including the variables singly. In neither 
state does the addition of a squared nitrogen term or the substitu­
tion of NPK for N significantly reduce the residuals over the specifi­
cation including nitrogen alone. 
Specifications 8 through 13 add or substitute alternative weather 
and weather interaction variables. Although substitutions of June, 
July and August weather variables singly and in combination do reduce 
residuals slightly for both states, the reduction is so slight that 
the simpler representation of summer July and August weather seems 
preferable for forecasting. Of the interaction terms included, only 
the weather-irrigation term proved significant in both states, though 
the signs for the two states differed. A priori one would expect 
that the response of yields to calculated moisture changes should 
decrease as irrigation increases, thus requiring a negative coeffi­
cient as was obtained for Kansas. As the value of the t-test for the 
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Nebraska coefficient is 3 , 9 ,  well above the .01 significance level, 
and since the possibility of a positive value cannot be precluded, 
this specification, 13, is accepted for Nebraska as well as for 
Kansas. 
Tables 18 and 19 present the results of fitting specification 
13 to alternative aggregation level models. The pooled state model 
provides the smallest forecasting variance for both states. Although 
the signs and magnitudes of the coefficients for the pooled Kansas 
equation seem appropriate, the sign of the Nebraska fertilizer 
coefficient is wrong, though it is not significantly different from 
zero. 
C. Kansas and Nebraska Winter Wheat Yield Functions 
Estimates of winter wheat yield production functions in Kansas 
and Nebraska are based on shorter time-series (1948-1966 and 1946-1966, 
respectively) than were available for other crops. This can be ex­
pected to reduce the precision of the coefficient estimates, since 
the range of observations on the independent variables will likely 
be smaller and of course there will be fewer observations as well. 
Weather and wheat yield data are available by crop reporting district 
for earlier years, but data on fallowing and irrigation practices, 
which are expected to have measurable impacts on crop yields, have 
not been obtained for these years, thus precluding their use. 
There is considerable empirical as well as theoretical evidence 
that winter wheat crops planted on land which has lain in fallow the 
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Table 18. Comparison of state production function estimates based 
on equations fitted to Kansas grain sorghum yields, 
1931-1966, at various levels of aggregation 
Variable number 
and name 
Coefficients for Kansas sorghum 
yield production functions based on 
Sub-state 
covariance 
State Pooled models 
covariance state West ^ East ^ 
model model Kansas Kansas 
Intercept -30.07 -1.72 -18.35 -36,95 
1 CBDl -4.74** 4.87** 
2 GRD2 .04.. -6,33** 
3 CBD3 7.46** 1,69 
4 GRD4 -1.46 -2.16* 
6 CRD5 5.88** 
7 CBD7 -.95, -1.84 
8 CBD8 -.66 -.70 
9 CBD9 1.76 -4.16** 
10 t .33** ,39** .36** .31** 
11 N .23** .34** ,20** .19* 
14 GENX 38.58** 10.31** 27.75** 50.72** 
15 IBR .21** .86** .33** .0002 
16 JA 1.90** 1.78** 1.82** 1.87** 
24 JAIRR -,09** -,06 - ,09'^ .38 
Rg ,926 ,972 ,949 ,909 
r .922 ,966 ,945 ,901 
Std. error 5.09 3,66 3,81 6,15 
F 108.9 82,79 125.32 58.0 
Estimates of forecasting 
variance^ attributed to: 
Error in equation 25.94 13.39 14.52 37,77 
Errors in coefficient estimates 2.16 3.41 14.52 5.57 
Error in forecasting weather 20.40 6.69 25.95 16.17 
Total 48.00 23.49 55.99 59.51 
Forecasting variance^ for aggregated 
west and east Kansas models 32.08 
^est Kansas consists of CRD*s 1, 4, 5, 7 and 8. 
^East Kansas consists of CRD's 2, 3, 6 and 9. 
'rrom Equations 4.E.1 and 4,E«2, 
^rcffli Equation 4,E.3, 
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Table 19, Comparison of state production function estimates based on 
equations fitted to Nebraska grain sorghum yields, 1931-
1966, at various levels of aggregation 
Coefficients for Nebraska sorghum 
yield production functions based on 
Sub-state 
Variable number 
and name 
State 
covariance 
model 
Pooled 
state 
model 
covariance 
models 
West East, 
Nebr. Nebr. 
Intercept -70.07 - 94.96 -42.80 -142.66 
1 CRDl -6.48** -6.33** 
2 CRD2 -4.05* -3.20*. 
3 CRD3 2.18 -5.10** 
6 CRD6 6.74** 
7 CRD7 -5.18** -4.32** 
8 CRD8 .84. -5.88** 
9 CRD9 5.32** -1.44._ 
10 t .66** .78** .47** 1.05** 
11 N .16** -.10 . .06. -.04 
14 GENX 73.95** 97.37** 50.96** 144.42** 
15 IRR -.11 .26 .07 . -0.32 , 
16 JA 1.19** 1.22** .87** 1.07** 
24 JAIRR .14** .40** .15** .16** 
?2 .909 .975 .909 .939 
R .905 .970 .903 .935 
Std. error 7.19 4.45 5.24 6.99 
F 100.6 91.7 70.7 111.25 
Estimates of forecasting 
variance^ attributed to: 
Error in equation 51.71 19.82 27.48 48.85 
Errors in coefficient estimates 26.34 14.00 12.90 10.84 
Error in forecasting weather 6.15 6.57 3.81 6.57 
Total 84.20 40.39 44.19 66.26 
Forecasting variance for aggregated 
west and east Nebraska models 47.18 
®West Nebraska consists of CRD's 1, 2, 5 and 7. 
^East Nebraska consists of CRD's 3, 6, 8 and 9. 
^rom Equations 4.E.1 and 4.E.2. 
^rom Equation 4.E.3, 
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previous year yield better than wheat planted on land isrtiich has been 
cropped. Comparisons made by Mathews (58,59) and Falleson and Laude 
(71), based on experimental plot yields in Kansas and Nebraska over a 
number of years, showed yield increases of from 137 to 200 percent 
for wheat on fallow. Texas data analyzed by Army, Bond and Van 
Doren (3) indicate an increase of yields of about 160 percent on 
the average. Since the percent of all winter wheat acreage planted 
on fallow has increased considerably during the period covered by 
this study (from 20 to 50 percent in Kansas and frcan 29 to 77 percent 
in Nebraska), significant coefficients for the fallowing variable 
are expected. Although irregation of wheat is not extensive in 
/ 
these states, it is also expected to have positive effects on yields. 
Studies of the effects of the distribution of rainfall in 
Falleson and Laude's study showed yield increases of 2 and 1/2 to 
3 bushels per acre in response to an inch of rainfall above normal 
during October and November. February through April rainfall had 
little if any effect, but May rainfall increased yields by about 1 
bushel per acre per inch above normal. Hence, we expect the coeffi-
cients of October, November and May EI-ET to be significant. 
Fertilizer application to wheat has been low in Kansas and 
Nebraska, averaging in 1966 about 18 pounds of N per acre in Kansas 
and 11 pounds per acre in Nebraska. Increases in application rates 
have not been great since 1960. This provides some prima facie 
evidence that response of wheat yields to fertilizer is not great 
in these areas on the average. Johnson (48) argues that in the drier 
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parts of the Great Plains, fertilizer seldom limits wheat yields 
because of the lack of moisture v^ich in general is more limiting. 
Given these previous observations, we should anticipate positive 
and significant yield response to fallowing, to late fall and late 
spring rainfall and positive but likely insignificant yield response 
to fertilizer application and irrigation practices. 
The initial specification chosen includes district effects, 
time, October plus November ET-ET as a measure of autumn weather and 
A 
May plus June ET-EI as measure of spring weather (see Tables 21 and 
22), The coefficients of the time and ON variables were significantly 
different from zero in both states. The coefficient of the MJ weather 
variable was significant only for Kansas, A possible explanation of 
the lack of yield response to Nebraska spring moisture availability 
is the fact that the average value of the variable over the period 
considered (,39 inches) was considerably higher than the theoretically 
expected average value of zero. The possibility exists that additional 
moisture availability beyond this level does in fact increase yields 
very little given other limitations on yields. 
The addition of a fertilizer variable in the form of either N 
application or total nutrient application did not significantly reduce 
unexplained variations in either state (specifications 2 and 3), 
A 
The substitution of October, November, May and June ET-ET as 
separate variables provides an estimate of the distribution effects 
of moisture shortages. This specification results in an increase in 
explained yield variations of about 1 percent for Kansas but results 
la 
imb 
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List of variables in equations fitted to Kansas and 
Nebraska winter wheat yield data 
Variable 
name Description 
CRDl 
crd2 
CRD3 
CBD4 
CBD5 
CE56 
CRD7 
CRD8 
CRD9 
t 
N 
N^ 
NPK 
GENX 
FLW 
IRR 
0 
N 
M 
J 
ON 
MJ 
ION 
IMJ 
FON 
FMJ 
Dummy variable for crop reporting district 1 
(Kansas only) 
5 
6 
7 
8 
9 
Time in years, 1931=1. 
Average nitrogen application rate, in pounds 
of element per acre 
The square of variable 11 
The sum of per acre application rates of 
elemental nitrogen, phosphorus and 
potassium 
The state wheat variety index 
Percent of harvested wheat acreage fallowed 
the previous year 
Percent of harvested ^rfieat acreage irrigated 
October ET-H^ 
N ovemb er^ ET-K 
May ET-ET 
June ET-Û 
The sum of October and November ET-ET 
The sum of May and June ET-A 
Interaction term for percent irrigated and 
ON weather 
Interaction term for percent irrigated and 
MJ weather 
Interaction term for percent on fallow and 
ON weather 
Interaction term for percent on fallow and 
MJ weather 
Table 21. Characteristics of covariance model equations fitter to Kansas wheat yields, 1948-1966 
Variable number Coefficients for specification number 
and name 1 2 3 4 5 6 7 8 9 10 
Intercept 2.89 1.22 1.25 2.74 59.72 2.31 2.88 2.41 2.26 2.24 
1 CRDl -1.59 1.39 1.36 1.31 1.60 6.00** 1.59 1.59 6.72** 6.77** 
2 CBD2 .25 .33 .32 .36 ,22 .66 .25 .23 .76 .76 
3 CRD3 6.31** 7.08** 7.19** 6.04** 6.25** 4.97** 6.31** 6.24** 4.74** 4.71** 
4 CRD4 -1.04 -1.29 -1.31 -1.25 -1.08 3.66 -1.03 -.92 4.45* 4.40* 
6 CRD6 6.90** 7.66** 8.02** 6.68** 6.87** 5.60** 6.90** 6.85** 5.30** 5.28** 
7 CRD7 -1.76 -2.01 -2.03 -1.92 -1.79 1.98 -1.75 -1.78 2.56 2.03 
8 CRD8 .76 .80 .82 .69 .72 .58 .76 .67 .37 .33 
9 CBD9 5.29** 5.83** 6.23** 5.11** 5.22** 3.96** 5.29** 5.17** 3,52* 3.50* 
10 t .57** .65** .65** .59** .98** .64** .57** .59** .66** .66** 
11 N. -.07 
12 
13 NPK -.05 
14 GENX -65.14** 
15 FLW —.06** -.07** -.07** 
16 IRR -.001 -.13 -.01 _ 
17 0 2.02** 
18 N 5.74** 
19 M 2.05** 
20 J .74* 
21 m 2.14** 2.10** 2.09** 1.82** 1.89** 2.14** 1.72** 1.53* 1.42 
22 MJ 1.18** 1.18** 1.18** 1.13** 1.24** 1.78** 1.02** .52 .57 
23 ION .38* .24 
24 IMJ .19** .14 
25 FON .006 .006 
26 FMJ .011* .008 
4 .758 .759 .759 .767 .780 .775 .758 .771 .783 .790 
.741 .741 .741 .748 .762 .758 .740 .750 .763 .767 
Std, error 4.45 4.45 4.45 4.40 4.29 4.32 4.46 4.39 4.28 4.26 
F 19.5 17.9 17.9 17.2 20.3 19.8 17.8 16.3 17.6 14.9 
*Testëi significantly different from zero at the 5 percent level of significance. 
*ivxested significantly different from zero at the 1 percent level of significance. 
Table 22, Characteristics of covariance model equations fitted to Nebraska winter wheat yields, 
1946-1966 
Variable number Coefficients for specification number 
and name 1 2 3 4 5 6 7 8 9 10 
Intercept 9.43 10.95 11.57 9.38 53.43 11.56 8.73 8.79 9.13 10.55 
1 CRDl 3.20 3.89* 4.15* 3.14 3.17 -.70 4.56* 4.61** 4.76** 1.39 
2 CRD2 -3.95* -3.37 -3.15 -3.96* -3.94* -2.91 -2.23 -2.23 -2.02 -1.85 
3 CSD3 1.33 1.07 .97 1.30 1.33 3.75 3.05 -3.06 3.24 4.47* 
6 CRD6 3.79* 3.54* 3.44* 3.77* 3.79* 5.73** 5.01** 5.02** 5.34** 6.19** 
7 CRD7 2.03 2.42 2.55 2.04 2.02 -1.5 3.35 3.35 3.55* .40 
8 CRD8 .57 .58 .58 .56 .55 -.68 1.75 1.76 1.85 .55 
9 CRD9 .97 .73 .63 .96 1.02 2.81 2.30 2.30 2.57 3.37* 
10 t .41** .33** .29* .41** .71** .23 .37** .37** .35** .24 
11 .13 
12 
13 NPK .14 
14 ŒNX -50.08* 
15 FLW .07* .05 
16 IRR 1.67* 1.66** 1.93* 1.27 
17 0 4.12** 
18 N 2.62 -
19 M .23 
20 J .006 
21 CM 4.09** 4.02** 3.99 4.20* 4.07** 4.30** 4.33** 3.66** 4.27** 
22 MJ .06 .003 -.007 .09 .07 .09 
23 ION 2.44 
4 
.593 .595 .598 .593 .608 .607 .608 .607 .613 .614 
.568 .567 .570 .562 .581 .579 .580 .583 .587 .587 
Std. error 5.47 5.47 5.46 5.50 5.41 5.42 5.41 5.40 5.38 5.38 
F 8.5 7.8 7.9 7.0 8.3 8.3 8.3 9.2 8.6 8.6 
^Tested significantly different from zero at the 5 percent level of significance. 
**Tested significantly different from zero at the 1 percent level of significance. 
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in no increase for Nebraska. The small improvement of fit for Kansas 
does not seem to warrant the additional complexity of an equation 
including the four separate variables for weather as opposed to two. 
The additional yield variation explained by the introduction of 
the genetic index is statistically significant for both states. But 
the sign of the coefficient is contrary to expectations and is clearly 
unacceptable. Apparently the high correlation between the time 
variable and the genetic index variable (correlations of .89 for 
Kansas and .90 for Nebraska) is sufficiently high to confound the 
imputation of yield changes to the two variables. It is notable 
that for each state the coefficient of the time variable increased 
markedly with the introduction of the genetic index variable. Con­
sequently, the variable for genetic improvement is omitted; allowing 
the time variable to represent such improvements. 
The introduction of both the irrigation variable and the fallow 
variable increased explained Nebraska yield variations significantly 
at the 1 percent level of significance, though neither coefficient 
is significant when both are included simultaneously. Since a com­
parison of specifications 6 and 7 shows that the addition of the 
irrigation variable explains slightly more of the yield variations, 
it is accepted rather than the fallowing variable. As the coeffi­
cient of the (BÎ-irrigation interaction term is not significantly 
different from zero, the final specification selected for Nebraska 
wheat yields is number 8, including district effects, time, percent 
A 2 
of crop irrigated and October plus November ET-ET. The low R of .607 
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indicates that factors other than those accounted for in this specifi­
cation cause a large portion of wheat yield variations in Nebraska. 
Two possible explanations are that diseases such as rust have had a 
major impact on yield variations or that the Palmer weather variables 
are not an adequate measure of the effects of moisture availability 
on wheat yields in Nebraska. 
The results of the introduction of fallow and Irrigation var­
iables into the Kansas yield model again present a paradox. The 
negative signs of the coefficients indicate that fallowing practices 
reduce yields. But it is highly improbable that yields on either 
irrigated wheat or Wieat planted on fallow average less than yields 
on unirrigated wheat planted on continuously cropped land. On the 
other hand, the coefficient associated with the fallow variable is 
statistically significant at the 1 percent level. The introduction 
of interaction terms result in some statistically significant coeffi­
cients, but again the signs are the opposite of those e:q)ected. 
Theoretically, irrigated wheat or wheat planted on fallow should 
be less sensitive to average moisture stress for the area, leading 
to an expected negative interaction coefficient. In view of these 
contradictions, the irrigation and fallowing variables are omitted 
from the final Kansas selection, and specification 1, including only 
time, ON and MJ, is accepted for forecasting purposes* 
Tables 23 and 24 present the results of fitting the selected 
specifications to the pooled state model and the sub-state area 
covariance models. Forecasts made from the Kansas pooled state 
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Table 23. Comparison of state production function estimates based on 
equations fitted to Kansas wheat yields, 1948-1966 , at 
various levels of aggregation 
Coefficients for Kansas wheat 
yield production functions based on 
Sub-state 
covariance 
State Pooled models 
Variable number covariance state West g East jj 
and name model model Kansas Kansas 
Intercept 2.89 4.20 3.21 9.83 
1 CRDl -1.59 1.57 
2 CRD2 .25 .31 
3 CBD3 6.31** -.50 
4 CRD4 -1.04, -.95 
6 CHD6 6.90** 
7 CBD7 -1.76. -1.69 
8 CRD8 .75 .83 
9 CRD9 5.29** -2.19 
10 t .57** .56** .56** .58 
21 ON 2.14** 2.84, 2.85** -. 10 
22 MJ 1.18** 1.11* 1.23** -1.02 
.758 .816 .734 .641 
R .741 .781 .714 .607 
Std. error 4.45 3.21 4.44 4.22 
F 19.5 10.0 15.3 7.1 
Estimates of forecasting 
variance^ attributed to; 
Error in equation 19.77 10.30 19.74 17.81 
Errors in coefficient estimates .41 1.72 .52 .89 
Error in forecasting weather 8.76 5.53 8.88 .26 
Total 28.94 17.55 29.14 18.96 
Forecasting variance^ for aggregated 
west and east Kansas models 23.61 
®West Kansas consists of CRD' s 1, 2, k, 5, 1 and 8. 
^East Kansas consists of CBD' s 3, 6 and 9. 
^rom Equations 4.E.1 and 4,E .2. 
^From Equation 4.E.3. 
141 
Table 24. Comparison of state production function estimates based on 
equations fitted to Nebraska wheat yields, 1946-1966, at 
various levels of aggregation 
Coefficients for Nebraska wheat 
yield production functions based on 
Sub-state 
covariarice 
State Pooled models 
Variable number covariance state West East , 
and name model model Nebr. Nebr. 
Intercept 8.79 13.86 10.47 13.25 
1 CRDl 4.61** 4.25* 
2 CBS2 -2.23.. -2.65 
3 CED3 3.06 -1.21 
6 CKD6 5.02** 
7 CED7 3.35 2.98 
8 CBD8 1.76 -3.28 
9 CRD9 2.30 -2.54 
10 t .37** .31 .32** .36** 
16 IRR 1.66** 7.27 1.24,. 4.19 
21 m 4.33** 3.25 4.59** 4.39** 
.607 .665 .671 .549 
r .583 .609 .646 .515 
Std. error 5.40 4.19 4.99 5.79 
F 9.2 4.5 10.5 5.5 
Estimates of forecasting 
variance^ attributed to; 
Error in equation 29.12 17.58 24.93 33.53 
Errors in coefficient estimates .77 2.70 1.03 1.33 
Error in forecasting weather 4.41 1.63 3.10 5.92 
Total 34.30 21.91 29.06 40.78 
Forecasting variance^ for aggregated 
west and east Nebraska models 17.53 
^est Nebraska consists of CRD's 1, 2, 5 and 7. 
^East Nebraska consists of CBD's 3, 6, 8 and 9. 
^rom Equations 4.E.1 and 4.E.2. 
^From Equation 4.E.3, 
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model are subject to considerably @mailer variance than are those 
made from either of the disaggregated models^ iidiich do not differ 
substantially. On the other hand, forecasts made from the west and 
east Nebraska covariance models result in more precise predictions 
than do forecasts made from the two models which estimate a single 
state production function. We therefore select the Kansas pooled 
state model and the Nebraska sub-state covariance models for predict­
ing wheat yields. 
D, North Dakota Spring Wheat Yield Functions 
Factors which may be expected to measurably affect North Dakota 
spring wheat yields are time, fertilizer application, weather and 
fallowing practices. As was the case for winter wheat in Kansas and 
Nebraska, fertilizer application to North Dakota Wieat is low and 
has not increased substantially in recent years, indicating that 
response of wheat yields to fertilizer has not been found to be great. 
Again, moisture shortages seem likely to be limiting rather than 
fertilizer. Bauer, Young and Ozbun (5), in their analysis of the 
effects of weather and fertilizer on North Dakota cooperating farmers* 
wheat yields, found some evidence of response to fertilizer at normal 
rainfall levels and found a greater response under above-normal 
rainfall conditions. At the average level of fertilizer presently 
applied to the crop, however, it is doubtful that the effects of 
fertilizer can be isolated in the present study. 
Davis and Palleson analyzed the effects of the distribution of 
rainfall on North Dakota experimental plot wheat yields in a 1940 
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study (16), Their results indicated a high positive response to 
additional rainfall in April (prior to planting) and in June, with a 
low positive response in May and a negative response In late July 
(after heading). Other studies of the effects of rainfall and soil 
moisture on yields have indicated a very high correlation between 
these weather variables and yields (10,48,76,92). Consequently, we 
A 
should esqpect significant positive coefficients for the ET-ET observa­
tions for each of the months from April to June, and possibly for 
July also. Previous studies also indicate that yields of wheat 
following fallow exceed those of wheat following a crop. 
Since the Davis and Palleson study indicated the greatest yield 
response to April and June rainfall, the first specification shown 
A 
in Table 26 includes district effects, time, April ET-ET and June 
A 
ET-ET, which accounted for about 82 percent of the variation in state 
yields during the 1931-1966 period. The addition of May and July 
ET-HC in specification 2 indicates a negligible May effect but a 
positive July effect, significant at the 1 percent level. 
The addition of either N or NPK accounts for a significant 
portion of the residual variation, with the reduction due to NPK 
slightly greater than that due to N alone. The quadratic term in 
N (specification 7) is also significant, and together the variables 
2 N and N account for slightly more variation than does KPK. The 
results of specification 7 imply a maximum yield with respect to 
nitrogen application occurring at an application rate of six pounds 
per acre, clearly unrealistic. The NPK representation is therefore 
preferred. 
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Table 25. List of variables in equations fitted to North Dakota 
spring wheat yield data 
Variable Variable 
number name Description 
1 CRDl Dummy variable for crop reporting district 1 
2 CKD2 " " " •« " " 2 
3 CBD3 V V •• V 3 
4 C8D4 V '! " '! 4 
5 CSD5 V " " V 5 
6 CBD6 V " " V " 6 
7 CRD7 " " V\ V 7 
8 CRD8 V V " V " 8 
9 CRD9 V V V 9 
10 t Time in years, 1931=1, 
11 N Average nitrogen application rate, in pounds 
2 of element per acre 
12 N The square of variable 11 
13 NPK The sum of per acre application rates of 
elemental nitrogen, phosphorus and 
potassium 
14 GENX The state wheat variety index 
15 FLW Percent of harvested wheat acreage fallowed 
the previous year 
16 AP April ET^K 
17 My May ET-ET 
18 Jn June ET-â? 
19 J1 July ET-â: 
20 Ag August ET-A 
21 JJ The sum of June and July ET-A: ^ 
22 AJJA The sum of April, June, July and August ET-M 
Table 26, Characteristics of covariance model equations fitted to North Dakota spring wheat yields, 
• 1931-1966 
Variable number Coefficients for specification number 
and name 1 2 3 4 5 6 
Intercept 5.74 5.84 6.52 7.01 -. 27 5.48 
1 CRDl .80 .86 1.50 1.49 .87 1.07 
2 CRD2 .85 .91 1.37 1.30 .91 .98 
3 CRD3 4.28** 4.30** 3.95** 3.60** 4.30** 4.36** 
4 CRD4 .04 .15 .71 .61 .15 .20 
6 CRD6 4.21** 4.21** 3.56** 3.38** 4.21** 4.23** 
7 CBD7 -.54 -.52 -.16 -.30 -.53 - .46 
8 CBD8 -1.53 -1.49 -1.10 -1.07 -1.49 -1.62 
9 CRD9 -. 68 -.62 -.65 -.50 — .62 -.81 
10 t .40** .39** .31** .27** .35** .43** 
11 .70** 
12 
13 NPK .43** 
14 GENX 6.92 
15 FLW -.015 
16 AP 10.58** 11.35** 9.63** 8.70** 11.43** 11.46** 
17 MY -0.26 -0.14 -.11 -.30 -.29 
18 JN 2.70** 1.96** 2.13** 2.20** 1.93** 1.92** 
19 JL 1.02** 1.00** 1.03** 1.02** 1.00** 
20 AG , 
21 JJ 
23 AJJA 
Rg .815 .825 .835 .839 .825 .826 
.808 .818 .828 .832 .817 .818 
Std. error 3.94 3.86 3.76 3.72 3.86 3.86 
F 56.0 50.8 50.8 52.6 47.12 47.21 
*Tested significantly different from zero at the 5 percent level of significance. 
**Te8ted significantly different from zero at the 1 percent level of significance. 
Table 26. (Continued) 
Variable number 
and name 
Coefficients for specification number 
7 8 9 10 11 12 
Intercept 6.79 6.54 6.75 6.47 6.86 7.45 
1 CRDl 1.99* 1.50 1.56 1.51 1.71 1.71* 
2 CRD2 1.64 1.37 1.44 1.36 1.53 1.46 
3 CED3 3.99** 3.95** 4.04** 3.99** 4.03** 3.61** 
4 CRD4 1.11 .71 . .76 .75 .88.. .79 
6 CRD6 4.03** 3.55** 3.50** 3.60** 3.46** 3.24** 
7 CRD7 .01 -.16 -.12 -.15 -.05 . -.21 
8 CRD8 -.92 -1.11 -1.05 -1.10 -.99 -.94 
9 CRD9 -.60 -.65 -.67 -.59 - .63 - .46 
10 t .26** .31** .30** .32** .29** .24** 
11 1.95** .71** .76** .67** .82** 
12 -.16** 
13 NPK .51** 
14 GENX 
15 FLW 
16 AP 8.65** 9.30** 9.02** 9.95** 
17 MY -.19 
18 JN 2.22** 2.12** 1.57** 
19 JL 1.10** .96** .67** 
20 AG 1.12** 
21 JJ 1.40** 
23 AJJA 1.12** 1.16** 
Rg .841 .835 .844 .832 .835 .842 
r .832 .828 .837 .826 .829 .837 
Std, error 3.71 3.76 3.66 3.78 3.74 3.67 
F 49.4 54.9 54.8 58.29 65,4 69.2 
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Neither the addition of the genetic index nor the addition of 
the percent fallowed variable result in significant reductions of 
the residual sums of squares. 
/ \  
Specification 9 adds August ET-ET, ^ich significantly reduces 
the residual sum of squares compared to specification 8, indicating 
a significant response of yields to the weather variable for four 
different months. To simplify the resulting production equation, 
June and July ET-ET were summed for specification 10 and April, June, 
July and August were summed for specification 11. Though these 
2 — 2 
specifications result in a slight reduction of R and R , this loss 
seems minimal compared with the advantage, for forecasting purposes, 
of the simpler representations. The final specification (number 12) 
selected to represent North Dakota wheat yields, then. Includes 
district effects, time, the average NfPfK application rate and the 
A 
sum of April, June, July and August ET-ET. 
Table 27 presents the results of fitting this specification to 
alternative aggregation models. Apparently, state yield forecasts 
based on the west and east North Dakota production functions provide 
predictions subject to the smallest variance, 
E. Sensitivity of Coefficient Estimates 
to Observation Errors 
In section IV, we introduced a method of estimating the bias in 
any coefficient estimate resulting from a unit variance of the error 
in measuring any independent variable. Our primary purpose for 
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Table 27. Comparison of state production function estimates based on 
equations fitted to North Dakota spring wheat yields, 
1931-1966, at various levels of aggregation 
Coefficients for N.D. wheat 
yield production functions based on 
Sub-state 
Variable number 
and name 
State 
covariance 
model 
Pooled 
state 
model 
covariance 
models 
West East, 
N.D.® N.D. 
Intercept 4.70 .60 3.73 8.25 
1 CRDl 1.71* 2.21* 
2 CRD2 1.46 1.78* 
3 CRD3 3.61** .36 
4 CRD4 .79 , 1.17 
6 CRD6 3.24** 
7 CRD7 -.21 _ -.04 
8 CRD8 -.94 .60 
9 CRD9 - #46 -3,66** 
10 t .24** .29** .20** .17** 
13 NPK .51** 1.36 .86** .52** 
23 AJJA 1.16** 3.29 1.27** 1.01** 
Rg .842 .789 .830 .867 
R .837 .769 .824 .860 
Std. error 3.67 3.88 3.73 3.36 
F 69.2 17,5 57.4 61.5 
Estimates of forecasting 
variance^ attributed to: 
Error in equation 13.46 15.09 13,94 11.32 
Errors in coefficient estimates .21 28.04 ,20 ,63 
Error in forecasting weather 7.47 .96 10.01 4.39 
Total 21.14 44.09 24.15 16.34 
Forecasting variance^ for aggregated 
west and east North Dakota models 13.02 
^est North Dakota consists of CRD's 1, 2, 4, 5, 7 and 8. 
^East North Dakota consists of CRD's 3, 6 and 9» 
^rom Equations 4.E.1 and 4.E.2. 
"^rom Equation 4.E.3, 
149 
developing this procedure was to estimate the sensitivity of coeffi­
cient estimates to errors in measuring fertilizer application rates. 
Apparently, such errors are not serious in the equations we 
have estimated. The sensitivity estimates are not listed here because 
of their insignificant magnitudes. The coefficients of the west 
North Dakota wheat equations were found to be the most sensitive 
to errors in fertilizer rate estimates. In that case, errors with 
a variance of unity would result in a fertilizer coefficient bias 
of -,0017, a time coefficient bias of -,00033 and a weather coeffi­
cient bias of -.00031. This is the marginal bias as measured at 
an error variance of zero. If the marginal bias does not change 
rapidly as the variance of the observation error increases, these 
estimates indicated that a standard error of, say, five pounds per 
acre in observing NPK would result in a fertilizer coefficient bias 
of -25(.0017) = -.0425, This is a trivial bias, and since the 
coefficients of other state crop equations are even less sensitive, 
we need not be too disturbed by the fact that our fertilizer esti­
mates are subject to observation errors. 
150 
VII. STOCHASTIC YIELD FORECASTS 
For the purposes of the policy models developed in this study, 
only aggregated national yield forecasts are required. However, it 
is necessary in some cases to forecast state yields in the process 
of deriving national forecasts, and since the individual state yield 
forecasts may be of Interest for other types of policy models, state 
as well as aggregated national yield forecasts are presented. In 
this study, of course, "national" yields refer not to U.S. national 
yields, but to yields aggregated over the states included in this 
study. 
The predictors used are the production functions estimated in 
the previous section as 
A A A 
"t - I h\t 
A 
where is a vector of estimated coefficients and is a vector 
of predicted values of the independent variables for year t in area 
i. Weather variables are predicted as the expected value of multi­
variate normally distributed random variables whose parameters are 
estimated in this section. Other variables (time, fertilizer applica­
tion, genetic indices and irrigation practices) are assumed fixed at 
levels to be projected later in this section. Two fertilizer applica­
tion projections are made, resulting in alternative sets of yield 
predictions for those states and crops which include fertilizer as 
a variable in the production function. The geographical distribution 
of crop acreage is assumed fixed at the average 1965-1966 relative 
acreage levels. 
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Ae Prediction Equations 
A summary of the production functions used as predictors for 
each state and crop is shown in Table 28. These predictors are the 
production functions selected in the previous section^ adjusted for 
the average 1965-1966 acreage weights for covariance model predictors. 
B. Fertilizer Application Rate Projections 
The predictors selected for corn, grain sorghum and spring 
wheat yields include fertilizer application rates. As has been 
previously mentioned, there is very little information available 
for analyzing the structural parameters of the fertilizer market. 
Without such information, we must rely on past trends to predict 
future application rates. Two past trends are useful in this regard — 
the trend in the percent of acres receiving fertilizer and the trend 
in the average rate of fertilizer applied to those acres. The 
average rate of application per total crop acre is, of course, the 
product of these two figures. The projections presented in Table 29 
were derived by the independent extrapolation of these two trends 
using two extrapolation methods. The first method for the extrapola­
tion of each trend is a subjective extension of time-series plots, 
resulting in fertilizer application rate projection I for each state 
and crop. The second method of extrapolation is the extension of the 
simple regression of each series on time, yielding fertilizer applica­
tion rate projection II. The latter method resulted in rather 
Table 28, Production functions used for prediction of yields of various crops in specified states 
State Crop Production function^ 
North Illinois corn Y 38.37 + .95t + .28N + 4.71JA - .025NJA 
South Illinois corn Y 31.54 + .57t + .33N + 3.02JA + .14NJA 
West Iowa corn Y 37.17 + .55t + .38N + 4.67JA 
East Iowa corn Y 40.09 + .60t + .36N + 4.81JA 
Kansas grain sorghum Y -1.72 + .38t + .34N + 10.31GENX+ .86IRR + 1.78JA - .06JAIRR 
Nebraska grain sorghum Y -94.96 4 • .78t - .ION + 97.37GENX + .26IRR + 1.22JA + .40JAIRR 
Kansas winter wheat Y = 4.20 + . 56t + 2 :.840N + l.llMJ 
West Nebraska winter wheat Y = 13.78 + .32t + 1.24IRR + 4.590N 
East Nebraska winter wheat Y = 11.23 + .36t + 4.19IRR + 4.390N 
West North Dakota spring wheat Y = 8.37 + . 20t + . 86NPK+ 1.27AJJA 
East North Dakota spring wheat Y = 11.23 + .17t + .52NPK+ I.OIAJJA 
^For definition of variables, see Tables 10, 15,20 and 25. 
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Table 29. Historical and projected rates of fertilizer application 
for specified crops and states, 1954-1971 
Application to 
Illinois corn 
Application to 
Iowa corn 
Pounds N Pounds B 
Percent Pounds N per Percent Pounds N per 
of acres per acre total of acres per acre total 
receiv­ receiv­ crop receiv­ receiv­ crop 
ing N ing S acre ing N ing N acre 
Historical data 
for 1954® 58 25 14.5 47 26 12.2 
1959° 39.4 56 22.0 51.3 - 14.4 
1964Ç 84.3 73.4 61.9 77.7 65.8 51.2 
1965^ 90 85.9 77.3 86 65.2 56.1 
1966® 96 102.2 97.5 91 80.6 73.4 
Projection I^ 
for 1967 100 110 110 95 89 85 
1968 100 115 115 100 96 96 
1969 100 118 118 100 102 102 
1970 100 123 123 100 107 107 
1971 100 125 125 100 110 110 
Projection 11^ 
for 1967 100 115.8 115.8 91.3 78.0 71.1 
1968 100 121.5 121.5 95.2 82.6 78.8 
1969 100 127.3 127.3 99.0 87.2 86.4 
1970 100 133.0 133.0 100.0 91.8 91.8 
1971 100 138.8 138.8 100.0 96.4 96.4 
^Source: USDA (99). 
^Source: Ibach (37) 
• 
^Source: Ibach (36) 
• 
^Source: USDA (105) 
• 
^Source: USDA (106) 
Projection I is a subjectively determined extrapolation (see 
text). 
^Projection II is based on linear regressions of percent of 
acres receiving N on time and pounds per acre receiving N on time. 
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Table 29, (Continued) 
Application to Application to 
Kansas sorghum Nebraska sorghum 
Pounds N Pounds N 
Percent Pounds N per Percent Pounds N per 
of acres per acre total of acres per acre total 
receiv­ receiv­ crop receiv­ receiv­ crop 
ing N ing N acre ing N ing N acre 
Historical data 
for 1954® 6 20 1.2 7 28 2,0 
1959b 17.2 29 5.0 17.8 57 10.0 
1964^ 
1965* 
46.1 50.2 23.2 61.9 70.3 43.5 
— *  — *  —  *  —— sfr 
1966® — — «Ar 
—* — — îfr — — * 
Projection 
for 1967 64 64 41 78 80 62 
1968 70 67 47 84 84 71 
1969 75 71 54 90 86 77 
1970 80 74 60 95 88 84 
1971 85 77 65 100 91 91 
Projection II® 
for 1967 57.1 55.1 31.2 72.0 86.1 62.0 
1968 60.1 59.1 36.5 77.4 90.4 70.0 
1969 63.1 64.1 40.5 82.8 94.7 78.4 
1970 66.1 68.1 45.0 88.2 99.0 87.4 
1971 69.1 72.1 49.8 93.6 100.0 93.6 
*Not available. 
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Table 29. (Continued) 
Application to North Dakota wheat 
Pounds Pounds 
Percent KH-M-K IW-PJ-K 
of acres per acre per total 
receiving receiving crop 
N, P or K H, P or K acre 
Historical data 
for 1954* 10 13.4 1.3 
1959 42.1 15.5 6.5 
1964^ 52.2 16.4 8.6 
1965 56 16.9 9.5 
1966® 60 16.2 9.7 
Projection 
for 1967 63 17.0 10.7 
1968 67 17.0 11.4 
1969 71 17.0 12.1 
1970 74 17.0 12.6 
1971 78 17.0 13.2 
Projection II® 
for 1967 66.3 16.9 11.2 
1968 70.2 17.2 12.1 
1969 74.1 17.4 12.9 
1970 78.0 17.7 13.8 
1971 81.9 17.9 14.7 
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unrealistic rate projections for Iowa corn and Kansas grain sorghum. 
In both cases projection II projects substantially lower application 
rates for 1967 than were observed in 1966. 
Sub-state fertilizer application estimates for north and south 
Illinois, west and east Iowa and west and east North Dakota were 
derived from the state-wide projections. The 1964 ratio of sub-
state to state application rates was assumed to persist through 1971, 
and the sub-state rate projections were derived accordingly. 
Historical data used for the projection of all fertilizer rates 
were the U.S. Department of Agriculture estimates by states for 1954, 
1959, 1964, 1965 and 1966 (36,37,99,104,105:,106,107), 
C. Projections of Irrigation Practices 
and Variety Indices 
The prediction equations for grain sorghum yields require pro­
jections of the percent of sorghum acres under irrigation and pro­
jections of the state grain sorghum variety indices. The Nebraska 
wheat yield prediction equation also requires a projection of the* 
percent of vrfieat acres under Irrigation, althougli Irrigation of wheat 
in the state as a whole is minimal. 
The predicting equations for the projected grain sorghum variety 
index levels shown in Table 30 were estimated as described in section 
V of this study. 
Percentages of crop acres irrigated, also shown in Table 30, were 
projected as linear time trends. The estimating equations were derived 
Table 30. Projected values of variety indices and irrigation practices for selected crops and 
states, 1967-1971 
Projected values 
State Variable^ D Estimating equation 1967 1968 1969 1970 1971 
Kansas GENX (sorghum) GENX = 1.352 + .002t 1.354 1.356 1.358 1.360 1.362 
Kansas IRR (sorghum) IRR = 10.72 + .732t 11.45 12.18 12.91 13.64 14.37 
Nebraska GENX (sorghum) GENX = 1.200 + .005t 1.205 1.210 1.215 1.220 1.225 
Nebraska IRR (sorghum) IRR = 16.47 + 1.193t 17.66 18.85 20.04 21.23 22.42 
West Nebraska IRR (wheat) IRR = .286 - .046t 
CM 
.19 .15 .10 .06 
East Nebraska IRR (wheat) IRR = .50 + .002t .50 .50 .51 .51 .51 
®See Tables 10, 15,  20 and 25 for explanation of the variables. 
^The variable t is time in years, 1967 = 1. 
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for each of the states frcm the regression of 1957 to 1966 observed 
irrigation percentages on time. The percent of wheat acres irrigated 
in western Nebraska has trended downward during this period, while 
there has been little discernible trend in irrigated wheat acreage 
in eastern Nebraska. In both cases the percent of acres irrigated 
is quite small. On the other hand, there has been a substantial 
upward trend in the percent of grain sorghum acres irrigated in both 
Kansas and Nebraska. 
D. Weather Projections 
It has been previously mentioned that there is little valid 
evidence of the existence of either cycles or trends in weather, 
despite a good deal of investigation into the question. Spectral 
analyses of the Palmer ET variables by Mitchell^ have indicated the 
possibility of a significant first-order serial correlation in the 
variables, however. Consequently, we have tested the significance 
of the simple first-order serial correlation coefficients for all 
weather variables appearing in the prediction equations. The 
results are presented in Table 31. With the exception of July plus 
A 
August EI-ET in Kansas and Nebraska, none of the serial correlation 
coefficients tested significantly different from zero. The Kansas 
coefficient of .43 tested significant at the 1 percent level, while 
the Nebraska coefficient of .41 tested significant at the 5 percent level. 
^See Mitchell (45 , p. 217). 
Table 31. Weather variable statistics for observations on ET-ET in specific states 
Area Variable^ Mean 
Standard 
deviation 
Serial correlation 
coefficient 
p t-test 
North Illinois July + Aug. (ET-ET) .014 1.04 .046 .27 
South Illinois July + Aug. (ET-^) .012 1.11 -. 016 -.09 
West Iowa July + Aug. (ET-A) .059 1.40 .04 .25 
East Iowa July + Aug. (ET-ET) .097 1.26 .08 
00 
Kansas Oct. + Nov. (EE-ÉT) .039 0.50 .04 .17 
Kansas May + June (ET-ET) .088 1.45 -.12 -.51 
Kansas July + Aug. (ET-â:) .597 2.16 .43 2.78** 
West Nebraska Oct. + Nov. (ET-ET) .098 0.45 -.39 -1.82 
East Nebraska Oct. + Nov. (ET-ÉT) .058 .39 -.07 -.30 
Nebraska July + Aug. (ET-ET) .265 2.17 .41 2.61* 
West North Dakota Apr. + June + July 
+ Aug. (ET-ÉÏ) 
-.013 .32 .01 .01 
East North Dakota Apr. + June + July 
+ Aug. (ET-at) 
-.018 .34 .09 .55 
^The weather variable for each area is calculated as the weighted sum of the district observa­
tions. 
*Significant at the 5 percent fiducial level. 
**Significant at the 1 percent fiducial level. 
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Since significant serial correlation coefficients were the exception 
over the states and crops considered^ the effects of serial correla­
tion were not taken into account in the prediction of yields and in 
the estimation of forecasting variances, leather was projected at 
the average of past observations in all cases. 
The large positive 1966 observation on Nebraska July-August 
ET-Et (1.47 inches) would have resulted in higher yield forecasts 
had weather been predicted as a lagged function of 1966 weather rather 
as the theoretical expected value of zero* Also, as pointed out in 
section II.B of this study, the introduction of a positive serial 
correlation coefficient into the forecasting procedure for Kansas 
and Nebraska sorghum would have reduced the variability of future 
weather observations and would thus have reduced the estimated variance 
of future yields for that crop. 
It is notable that the average value of the July-August variable 
for Kansas is high, indicating an average of about .6 inches less 
moisture deficiency during 1938-1966 period than for 1931-1960 
(Palmer's base period), Nebraska July and August average ET-A 
indicates a comparable improvement of about ,3 inches for the more 
recent series. In other areas, average values of the weather var­
iable indicate little change between the 1931-1960 Palmer base period 
and the periods analyzed here. 
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E. Yield Forecasts and Forecasting Variances, 1967-1971 
Yield forecasts are derived from the prediction equations listed 
in Table 28 by inserting the projected levels of the input variables 
(the average level for weather) for each of the years from 1967 
through 1971. The forecasts are then aggregated to state and or 
regional levels using the average 1965-1966 acreages as weights. 
The resulting forecasts for all levels of aggregation are presented 
in Tables 32 and 33 for fertilizer rate projection I. The forecasts 
for fertilizer rate projection II are presented in Table 34 for those 
crops incorporating fertilizer rates in the prediction equation. 
Forecasts for fertilizer rate projection I only will be considered 
in the remainder of this study. Plots of these yield forecasts by 
state and crop are shown in Figures 3 through 8. 
The yield forecasts are to be interpreted as the estimated 
expected values of normally distributed randan variables.^ The 
forecasting variance estimates the true variability of yields plus 
the variability of yield forecasts due to errors in the estimation 
of the true production relationship. The forecasting variances shown 
in Tables 32 and 33 were calculated according to Equation 4.D.7 for 
the years 1966 and 1971 and were interpolated for intervening years. 
In about 2 years out of 3, the forecasted yield plus or minus the 
square root of the forecasting variance, can be expected to span the 
true observed yield. 
^See section II.B and section IV. 
Table 32. Feed grain yield forecasts and forecasting variances under fertilizer projection I, 
1967-1971 
Yield forecasts and forecasting variances®, 
in bushels per harvested acre 
State or area Crop 1967 1968 1969 1970 1971 
North Illinois corn 103.2 105.3 107.1 109.4 110.9 
South Illinois corn 91.9 94.1 95.7 98.2 99.5 
Illinois^ corn 99.6 101.8 103.5 105.9 107.3 
(42.90) (43.69) (44.49) (45.29) (46.24) 
West Iowa corn 89.8 94.6 97.4 99.8 101.5 
East Iowa corn 92.9 97.5 100.2 102.6 104.3 
lowa^ corn 91.3 96.0 98.7 101.1 102.8 
(60,37) (60.99) (61.62) (62.25) (62.88) 
Kansas grain 50.1 53.2 56.6 59.6 63.3 
sorghum (25.00) (26.42) (27.98) (29.48) (31.14) 
Nebraska grain 52.5 53.2 54.1 55.0 55.9 
s orghum (41.22) (41.99) (41.60) (43.56) (44.36) 
All feed grains^ 86.81 89.86 92.02 94.28 95.93 
(39.07) (39.15) (39.44) (39.56) (39.78) 
^Numbers in parentheses are estimated forecasting variances, calculated for 1966 and 1971 and 
interpolated for intervening years. 
^Derived as the weighted average of substate forecasts, using 1965-1966 average acreage weights 
^In bushels of corn equivalent per acre. One bushel of grain sorghum is considered equivalent 
to .95 bushels of corn. 
Table 33. Wheat yield forecasts and forecasting variances under fertilizer projection I, 1967-
1971 
Yield forecasts and forecasting variances^, 
in bushels per harvested acre 
State or area Crop 1967 1968 1969 1970 1971 
Kansas winter wheat 24.9 25.5 26.0 26.6 27.2 
(18.06) (18.49) (18.92) (19.36) (19.89) 
West Nebraska winter wheat 25.9 26.2 26.5 26.7 27.0 
East Nebraska winter wheat 26.6 27.0 27.4 27.8 28.1 
Nebraska^ winter wheat 26.2 26.6 26.9 27.2 27.5 
(17.64) (17.72) (17.89) (17.98) (18.15) 
West North Dakota spring wheat 21.5 22.1 22.7 23.2 23.7 
East North Dakota spring wheat 26.1 26.8 27.5 28.1 28.7 
North Dakota^ spring wheat 23.1 23.7 24.4 24.9 25.5 
(13.10) (13.10) (13.18) (13.25) (13.32) 
All wheat 24.56 25.14 25.66 26.17 26.73 
(7.18) (7.34) (7.45) (7.62) (7.73) 
^Numbers in parentheses are estimated forecasting variances, calculated for 1966 and 1971 and 
interpolated for intervening years. 
^Derived as the weighted average of substate forecasts, using 1965-1966 average acreage weights 
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Table 34. Yield forecasts under fertilizer projection II, 1967-1971 
Yield forecasts in bushels 
per harvested acre 
State or area Crop 1967 1968 1969 1970 1971 
North Illinois corn 104.6 106.9 109.6 112.2 114.8 
South Illinois com 93.9 96.4 99.0 101.9 104.4 
Illinois com 101.2 103.6 106.3 109.0 111.5 
West Iowa corn 84.5 90.0 92.1 94.1 96.2 
East Iowa corn 87.6 91.0 94.7 96.9 99.0 
Iowa corn 86.0 90.4 93.3 95.4 97.5 
Kansas grain sorghum 46.8 50.0 51.6 54.5 58.1 
Nebraska grain sorghum 52,5 53.1 54.0 54.7 54.6 
West North Dakota spring wheat 21.8 22.5 23.1 23.8 24.5 
East North Dakota spring wheat 26,4 27.3 28,1 29.2 29.9 
North Dakota spring wheat 23.4 24.2 24.9 25.7 26.4 
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Figure 2. Actual and forecasted Illinois corn yields, 1931-1971 
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Figure 3. Actual and forecasted Iowa corn yields, 1931-1971 
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Figure 4. Actual and forecasted Kansas grain sorghum yields, 1937-1971 
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Figure 5. Actual and forecasted Nebraska grain sorghum yields, 
1931-1971 
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Figure 6, Actual and forecasted Kansas winter wheat yields, 1938-1971 
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Figure 7. Actual and forecasted Nebraska winter wheat yields, 1936-1971 
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Figure 8. Actual and forecasted North Dakota spring wheat yields, 
1931-1971 
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The forecasting variance associated with weather variability 
and unspecified yield determinants is not expected to change over 
time. Errors in the estimates of the production function coefficients, 
however, will lead to larger forecasting variances as the levels of 
the inputs move farther frcaa their average values as observed during 
the time period covered in the estimation of the production functions. 
The increases in forecasting variances from 1967 to 1971 reflect 
these effects. Other factors, notably changes in the production 
functions and errors in the input projections for fertilizer and 
cropping practices, increase forecasting variances also but were 
not accounted for in the estimates derived in this study. 
It is also worthy of note that the forecasting variance of 
aggregated yields, such as the aggregated feed grain and wheat yield 
forecasts, declines as additional producing areas are included in 
the aggregation (assuming less than perfect correlation of yields 
among the areas). An extension of the present study to include 
other states would further reduce the forecasting variances. Hence, 
we may consider the aggregate forecasting variances presented here 
to be upper limits of the variances for U,S, yield forecasts. 
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VIII, EVALCJAÏIQS (F POLICY IMPLIC^IONS 
In section II of this study, two decision models were developed 
to utilize stochastic yield forecasts in making agricultural policy 
decisions. The present section will demonstrate the use of the 
previously derived forecasts in each of these decision models. Al­
though the areas included in this study account for only a fraction 
of total feed grain and wheat production in the U.S., their production 
estimates will be inflated to U.S. levels so that the models will 
simulate U.S. feed grain and wheat production and markets. The 
models will yield 1966 policy decisions given a planning horizon of 
five years. 
Policy model I as previously developed provides an operational 
approximation to the quantity of grain required to meet the contin­
gencies of future yield fluctuations. Policy model II, in addition 
to providing for these contingencies, simultaneously allows for the 
support of grain prices at specified levels through acreage diversion 
and open-market operations. 
A. Optimal Grain Carry-over Levels - Policy Model I 
Policy model I makes the following assumptions regarding the 
feed grain economy and wheat economy, respectively. 
io There exists one market for the grain considered, with zero 
transportation costs. 
ii. There is one quality of grain produced. 
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iii. Net export requirements for future years are assumed known 
and are incorporated into predetermined minimum desirable 
consumption levels. 
iv. Harvested crop acreage is fixed at average 1965-1966 levels. 
The minimum level of storage required to assure (with (lOO)a^ 
percent certainties) that future minimum grain requirements will be 
met was found to be 
" n 
C = S R. = S d. + K . a. - Y. (Z.C.lOa) 
t=2 c c=2 c ^ c c 
where represents the yield forecasted for year t, d^ represents 
the minimum desirable consumption level to be assured for year t and 
is a contingency reserve as defined previously, 
1. Estimation of coefficients required for model I 
The numerical values for Y^, expected crop yields in year t, 
and the square root of the yield forecasting variance for year 
t, were presented in the previous section. We arbitrarily establish 
probability levels for the years 1967-1971 at .99, .95, ,85, .75 and 
.60, respectively. That is, at decision time in 1966, we wish to 
assure with 99 percent probability that 1967 minimum requirements 
will be met, to assure with 95 percent probability that 1968 minimum 
requirements will be met and so on. It remains to evaluate d^ for 
all years in the planning horizon. 
The bases for future consumption requirements estimated here 
are the 1980 consumption estimates of the National Advisory Commission 
on Food and Fiber (30) and more recent estimates of 1970 consumption 
requirements by Leo V. Mayer.^ (The 1970 NACFF estimates shown in 
Table 35 were derived by linear interpolation between their 1980 
estimates and 1964-1965 actual levels.) Both sources of estimates 
are based on current trends in per capita consumption of wheat and 
livestock products. Trends in livestock feed conversion rates were 
used to obtain derived feed grain requirements. Although Mayer's 
1970 estimates are based on more detailed analyses of feed grain 
conversion rates and per capita consumption rates than those of the 
NACFF, the resulting estimates of total export and domestic feed 
grain requirements do not differ significantly. The projected 1970 
export levels indicated in the table are approximately the 1965-1966 
levels. 
Minimum 1966 and 1970 feed grain and wheat requirements are 
determined as 95 percent of the total requirements shoxra in Table 
35 (total 1970 wheat requirement is assumed to be 149 billion 
bushels). These minimum requirements are shown in the first row 
of Table 36, along with interpolated values for intervening years 
and an extrapolated value for 1971. The average 1965 and 1966 corn 
and grain sorghum acreage in the four states considered was 25.274 billion 
acres, which accounted for 37.8 percent of total U.S. feed grain 
^Mayer, Leo V» Ames, Iowa. Projected 1970 uses of wheat and 
feed grains. Private communication. 1968. 
Table 35. Estimated actual and potential U.S. feed grain and wheat requirements, 1966 and 1970 
Estimated 
1966 actual Estimated 1970 
requirements potential requirements 
Source of estimate Mayer® Mayer® NCAFF^ 
Feed grains (in rail, tons of corn equivalent) 
Feed requirement 117.6 120 124 
Required for other uses 19.9 22 
_15 
Total domestic requirement 137.5 142 139 
Export requirement 23.4 26® 29 
Total export and domestic requirement 160.9 168 168 
Total requirement expressed in mil. bu. 5,746 6,000 6,000 
Wheat (in million bushels) 
Domestic requirement 678.9 644® 637 
Export requirement 742.4 850® 850 
Total requirement 1,421.3 1,494 1,487 
^Source: Mayer, Leo V, Ames, Iowa. Projected 1970 uses of wheat and feed grains. Private 
communication. 1968. 
^Source: Derived from (30, pp. 31-35). 
^^1970 export figure is the lower of two estimates offered by Mayer. 
^Corresponds to NACFF export estimates under export projection level I. 
^Not including wheat used for feed. 
Table 36. Determination of optimal feed grain and wheat carry-over levels for 1966, using policy 
model I 
Feed grains^ Wheat 
1966 1967 1968 1969 1970 1971 1966 1967 1968 1969 1970 1971 
Minimum U.S. requirement 
(million bushels) 5,459 5,519 5,579 5,640 5,700 5,760 1,350 1,366 1,382 1,399 1,415 1,430 
Acreage^ (millions) 66.93 66.93 66.93 66.93 66.93 66.93 55.85 55.85 55.85 55.85 55.85 55.85 
Per acre min. require­
ment , dt 81.56 82.46 83.36 84.27 85.16 86.06 24.17 24.46 24.74 25.05 25.34 25.60 
Probability of assuring 
min. requirement, oft .99 .95 .85 .75 .60 .99 .95 .85 .75 .60 
Contingency reserve. 
(bu. per acre) 14.54 10.30 6.51 4.24 1.60 5.47 3.92 2.51 1.65 .63 
Expected yield, Y*. 86.81 89.86 92.02 94.28 95.93 24.56 25.14 25.66 26.17 26.73 
Rt = dt + Kat^t ~ ^t 10.19 3.80 0 0 0 5.37 3.52 1.90 .82 0 
Per acre carry-over 13.99 11.61 
Total carry-overc 26.2 :648 
Change in 1966 carry-over 
per 1% decrease in -3.2 -1.06 0 0 0 •36.0 -•12.0 -5.7 — 4.2 
^Feed grain quantities are expressed in bushels of corn equivalents. 
^Average 1965-1966 acreages in areas considered, multiplied by 2.648 (for feed grains) and 
2.823 (for wheat) to provide figures comparable to total U.S. production. 
^Expressed in million tons of feed grains (corn equivalent) and million bushels of wheat. 
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production (in tons of corn equivalent) for the two years. The 
average 1965 and 1966 wheat acreage in Kansas; Nebraska and North 
Dakota was 19,784 acres, which accounted for 35.4 percent of U.S. 
wheat production. The average acreage of each crop was divided 
by the corresponding percentage figure to adjust acreage in these 
areas to correspond to total U.S. production. The resulting 
acreage levels are shown in the second line of Table 36. 
2. Results from model I 
Given these probability levels and minimum requirements, the 
minimum necessary 1966 carry-over levels are 26.2 million tons of 
feed grains (about * 93 billion bushels of corn or equivalent) and 
648 million bushels of wheat. Total stocks of feed grains on hand 
at the beginning of the 1967 crop year (October 1) were 42 million 
tons, indicating a sufficient level of feed grain stocks to meet 
contigency requirements plus anticipated needs. The July 1, 1967, 
wheat stocks were at a low level of 426 million bushels, however, 
an amount insufficient to meet future domestic and export require­
ments at the established levels of probability. 
In his recent study, Waugh^ estimated the size of desirable 
reserve stocks as 550 to 650 million bushels of wheat and 35 to 45 
million bushels of feed grains. This study strongly supports his 
wheat reserve recommendations at the upper range. His feed grain 
^See Waugh (107;, pp. 36 and 52. 
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estimates are equivalent to from 33 to 42,5 million tons of corn or 
equivalent, based on 1966 feed grain ccanposition. The results of 
the present model indicate that his feed grain estimates are excessive, 
even given our relatively high projected rate of feed grain exports 
of 26-29 million tons (net exports for the 1967 were 21.5 million 
tons, down about 25 percent from 1966 levels). 
It would be interesting to determine the change in total stocks 
required as a result of a 1 percent change in the probability level 
Of J. or as a result of a change in minimum requirement d^. The marginal 
changes are easily determined for changes in as 
t^ 
n 
t 
and for changes in d^ as 
= 1 (8. A. 2) 8 
ad. 
n 
t 
Thus, frcsn Equation 8.A.2, an increase of 5 million tons in the esti­
mated requirement for 1968 feed grains would result in an additional 
5 million tons of 1966 carry-out required. In order to evaluate 
Equation 8,A.1, the quantity— may be approximated frcsn tabular 
values of the area under the normal curve. The results are presented 
in Table 36, As would be expected, decreases of 1 percent in the 
probabilities associated with 1967 and 1968 contingency reserves 
result in substantial reductions in carry-over requirements, while 
similar decreases for later years have only minor effects for wheat 
and none for corn. 
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B, Optimal Feed Grain Carry-over and Acreage Diversion 
Policy Model II 
The results of policy model I indicate optimal carry-over levels 
assuming constant crop acreages in the future. The model does not, 
however, indicate the decisions required to approach the optimal 
levels, nor does it analyze the costs associated with carry-over 
levels in excess of the minimum required. Policy model II provides 
an estimate of government costs and suggests government decisions 
necessary to approach optimal carry-over levels, subject to price 
support commitments. It also allows an analysis of the relative 
expected costs of acreage diversion programs and grain purchase 
programs as alternative methods of supporting grain prices. These 
advantages of policy model II are offset to a degree by the diffi­
culty of measuring some of the required parameters. The model is 
described in detail in section II.C. In addition to assumptions i 
through iiib, we assume; 
V. Through acreage diversion programs, the government can 
control harvested acreage in a given year. The percent 
of base acres diverted is required to be the same in all 
areas, 
vi. Per acre costs for acreage diversion are known and constant, 
vii. The per bushel cost of storage is a known constant. 
viii. The quantity of free grain stocks (qg) which corresponds to 
a market price equal to the support price (Pg) is known. 
ix. A price support policy requires the government to purchase 
all of the year t free stocks in excess of qg, so that the 
market price will equal or exceed the support price. The 
policy also allows the government to sell stored stocks at 
the support price. 
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1. Estimation of coefficients required for model II 
In addition to the estimates of minimum U.S. grain requirements 
previously derived, several other coefficient estimates are required 
for model II. A base acreage must be determined, approximating the 
number of acres of the crop which would be grown in the absence of 
government diversion programs. The U.S. Department of Agriculture 
1966 corn and grain sorghum base acreages were (103), in 1,000 acres: 
Illinois - 10,914.9; Iowa - 13,493.5; Kansas - 6,185.4; and Nebraska -
2,051.9. Actual Kansas sorghum acreage has never exceeded about 4 
million acres, hence the official base acreage of some 6 million 
acres seems high for purposes of this study. A base acreage of 4.8 
million acres is therefore used, derived as the actual 1966 harvested 
acreage plus 1966 acres receiving diversion payments at the grain 
sorghum rate. The total base acreage for corn and sorghum for the 
two sets of states is 31,250,000 acres and is assumed constant through 
1971. The base acreage as adjusted to correspond to national feed 
grain production levels is 82,672,750 acres. The resulting estimates 
of minimum U.S. requirement per base acre are shown in row one of 
Table 38. 
Government corn storage costs in 1965-1966 averaged 13.14 cents 
per bushel for the first year of storage and 12.045 cents per bushel 
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for subsequent storage.^ For this study, a storage cost of $.1205 
per bushel per year was assumed. 
Estimation of the historical average costs for wheat acreage 
diversion in the various states is apparently impossible. Average 
program costs per wheat acre diverted ranged from $26.60 in 1962 
to $535,00 in 1966 in Kansas and frcm $28.30 in 1962 to $354.50 in 
1966 in Nebraska. The methods of making payments to farmers under 
the wheat program have made it impossible to distinguish between 
payments made for the purpose of acreage diversion and payments made 
for the purpose of income support. Consequently, the attempt to 
apply model II to the ^ eat economy was abandoned. An alternative 
which might enable the use of the model would be to estimate the 
theoretical price vrfiich would be required to induce farmers to divert 
wheat acres, given empirical data on costs of production in the various 
areas. 
Benefits received by farmers participating in the feed grain 
programs have been of three types: diversion payments made for acres 
diverted; price support payments made on the basis of expected farm 
yields ; and non-recourse loans at the price support level. If we 
consider the first two government payments as compensation for 
acreage diversion, a fairly stable relationship is observable between 
diversion costs and feed grain acres diverted, as shown in Table 37. 
^Source: Durost, Donald D. Storage rates for com. Personal 
communication. Washington, D.C. 1968. 
Table 37. Costs and extent of feed grain acreage diversion wider the provisions of the voluntary 
feed grain program, 1963-1966® 
Total 
Feed Price payments 
grain Acres Diversion support Total per acre 
State Year base diverted payments payments payments diverted 
1,000 a. 1,000 a. $1,000 $1,000 $1,000 dollars 
Iowa 1963 13,517.0 2,399 49,715 80,598 130,313 54.32 
1964 13,562.7 3,558 129,836 62,933 192,769 54.18 
1965 13,594.4 3,459 126,172 90,803 216,975 62.73 
1966 13,607.9 3,406 80,513 114,848 195,361 57.36 
Illinois 1963 11,002.0 ' 1,534 36,099 50,793 86,892 56.64 
1964 11,007.3 1,695 63,802 35,140 98,942 58.37 
1965 11,005.1 1,713 64,128 52,090 116,218 67.84 
1966 11,015.3 1,602 37,006 56,716 93,722 58.50 
Kansas 1963 9,430.0 1,698 22,347 20,662 43,009 25.33 
1964 9,426.6 2,480 51,004 14,853 65,857 26.56 
1965 9,436.0 2,626 51,955 23,604 75,559 28.77 
1966 9,473.4 2,944 29,163 34,368 63,531 21.58 
Nebraska 1963 9,895.5 1,871 28,374 46,047 74,421 39.78 
1964 9,901.0 3,000 82,362 35,312 117,675 39.23 
1965 9,916.0 2,983 80,781 53,313 134,094 44.95 
1966 9,941.1 3,096 46,176 72,308 118,484 38.27 
Four-year 
average 
cost per 
diverted 
acre 
Weighted average 
57.15 
60.34 
25.56 
40.56 
54.29 
^Agricultural Stabilization and Conservation Service, op. cit. 
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The four-year average costs per diverted acre for each crop and state 
are wei^ted together using 1965-1966 acreage weights to give a per 
acre feed grain diversion cost of $54.29 for use in this model. 
The most formidable data requirement for model 11 is the esti­
mate of Qg, the level of feed grain stocks which result in a market 
price equal to the support price. Many estimates of feed grain 
demand functions have been made, most of them including livestock 
prices and/or livestock numbers as independent variables. Of course 
feed grain prices are closely related to livestock prices and numbers, 
but for purposes of this study a simpler estimate is necessary in 
order to avoid five-year projections of livestock numbers and prices. 
We assume that some relationship between feed grain prices and feed 
grain quantities, though crude, will provide an estimate of qg which 
is as reliable as projections made from more sophisticated demand 
relationships requiring projection of livestock numbers and prices. 
Model II divides carry-over feed grain stocks into two categories: 
government controlled (G^) and free (F^). We should like to discover 
a demand curve showing the relationship between average annual feed 
grain prices and total free stocks on hand at the beginning of the 
year (we consider total free stocks as consisting of free carry-in 
plub new crop). The present feed grain act extends back only to 1963, 
offering only a few years' evidence from \rfilch to make inferences. 
Prior to 1963, high loan rates ($1.20 per bushel for corn in 1961 and 
1962) and large government acquisitions resulted in a somewhat different 
market operation than has existed since that time. We shall find that 
some relationships have been quite stable over both periods, however. 
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A scatter diagram of 1959-1966 average annual weighted feed 
grain prices on total free stocks at the beginning of the year 
reveals very little relationship between the two variables. On the 
other hand, there is apparently a strong relationship between feed 
grain prices and total stocks on hand at the beginning of the year 
(free stocks plus government-controlled stocks). Figure 9 shows 
the plot of feed grain prices (weighted annual average of the four 
feed grains, in 1966 dollars per bushel of corn equivalent) on total 
carry-in plus new crop. Evidently the amount of feed grains in 
existence is a major determinant of prices, regardless of whether 
these stocks are in government or private control. There is, how­
ever, another relationship which offers some evidence of the effects 
of varying government stock acquisitions, given the total stocks 
available. Figure 10 plots feed grain prices on the total quantity 
of stocks on hand at the beginning of the year less the quantity 
placed under price support that year. The plot shows a fairly con­
sistent relationship except for 1962, when price was low relative 
to the quantity. There is no apparent explanation for the large 
aberration that year, although the record high 19.1 million tons of 
feed grains carried in under loan may have contributed to the low 
price. The relationship indicated has interesting implications. 
Apparently the movement of grain under government loan can to scaie 
extent offset the current price-depressing effects of large supplies 
on hand. However, these quantities will appear at the beginning of 
the following year as additional stocks, exerting downward pressure 
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on prices at that time unless the new crop and/or private carry-in 
are low. 
A modification of Equation 2.C.11 in model II to 
- S-1 - ^t-1 
will allow us to approximate the quantity of grain vrfiich the govern­
ment must purchase to maintain the support price, based on the 
relationship revealed in Figure 10. 
Unfortunately, feed grain prices have not recently fallen to 
levels near the current $1.05 corn loan rate, making any estimate 
of the corresponding quantity from Figure 10 especially tentative. 
Based on an "eye" extension of the relationship shown, we estimate 
that if total stocks less government acquisitions exceed 215 million 
tons, the market price will fall below $1.05 per bushel of com 
equivalent. In order to provide an alternative analysis, we estimate 
that a market price of $1.15 will be maintained if stocks minus 
government acquisitions do not exceed 205 million tons. Both tonnage 
estimates are low relative to the relationship exhibited by recent 
price-quantity plots, but are high relative to the 1960 observation. 
It is hardly necessary to again point out the tentative nature 
of the relationship as revealed in Figure 10 and the quantities which 
we have just estimated. However, an extended study of feed grain 
demand relationships is beyond the scope of this study and is not 
necessary in order to demonstrate the use of the model proposed. 
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2. Results from policy model II 
The model which was presented in Equation 2.C.14 yields those 
1966 government carry-out and 1966 acreage diversion levels which 
minimize 1966 government costs plus expected government costs for 
1967-1971, subject to the probabilistic future consumption restraints, 
current price support restraints and expected future price support 
restraints. 
Table^38 presents the restraint data necessary in addition to 
those presented in Table 36 and shows the solution values for the 
linear program under price supports of $1.15 and §1.05 per bushel. 
The 1966 solution values and costs are optimal government activity 
levels under the assumptions of the model. The 1967 through 1971 
values are expected solution values and expected costs. The distinc­
tion is important to recognize. If the study is updated for 1967 
as the decision year, the 1967 solution values will not be the same 
as the expected values shown even if all random variables realize 
their expected levels. This results from the effect of changing the 
1967 value of a from .99 to 1.00, the 1968 value of a from .95 to 
.99, the 1969 value from .85 to .95, etc. 
There was no feasible solution to the policy model (at either 
price support level) with the initially specified contingency probabil­
ities of .99 for 1967, .95 for 1968 and .85 for 1969. By introducing 
artificial variables (with arbitrarily high costs) into these three 
contingency reserve constraint inequalities, we find that they may 
be just satisfied if all three probabilities are set at .71. 
Table 38, Restraint data, 1966 solution values and expected 1967-1971 solution values for policy 
model ii, at support prices of $1,15 and $1.05 per bushel of corn equivalent 
1965 1966 1967 1968 1969 1970 1971 
Restraint data 
Minimum requirement^ 66,01 66,76 67,48 68.22 68,95 69,67 
Probability of assuring minimum 
requirement (a^) ,99* ,95* ,85* ,75 ,60 
Expected utilization ^ 6^9,54 70,27 71,03 71,81 72.58 73,34 
Actual 1965 government carry-out 10,54 
Actual 1965 free carry-out® 7,65 
1966 solution values and expected 1967-71 solution values 
Support price of $1,15 per bushel of corn equivalent 
Carry-out® 
Government 7,94 0 0 0 0 0 
Free 8,54 0 0 0 ,41 15,22 
Acreage diversion (fraction of base acreage) ,38 ,21 ,22 ,23 ,08 0 
Government cost (million dollars) 1,550 186 986 1,014 364 
Support price of $1,05 per bushel of corn equivalent 
Carry-out^ 
Government 3,53 0 0 0 0 0 
Free 12,95 0 0 0 0 0 
Acreage diversion (fraction of base acreage) ,38 ,21 ,22 ,23 ,04 0 
Government costs (million dollars) 1,144 635 985 1,014 162 
^Expressed in bushels per base feed grain acreage. 
*Original a values for 1967, 1968 and 1969 were infeaslble. The maximum feasible values for 
1967, 1968 and 1969 are approximately ,71 for all three years and for both price support levels. 
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The inconsistency is due to a basic weakness in the model as 
presented here. The expected utilization of grain in year t, u^, is 
constant with respect to the supply of grain, and thus also with 
respect to the price of grain. The model allows for no change in 
regardless of the action taken by the government. In fact, given 
this inflexibility, the amount of carry-out for the year 1966 is 
fixed at total 1966 production plus carry-in minus u^, or 16.48 
bushels per base acre. The model does, however, allocate this total 
storage between government and the private sector. For 1967 and 
later years, the model determines expected total carry-out through 
the choice of diversion level the previous year, and also allocates 
the carry-out between private and government sectors. Still, the 
limitation imposed by a fixed expected utilization, invariant with 
respect to prices and quantities available, is so unrealistic as to 
cast serious doubt on the usefulness of the solution values. 
Another weakness of policy model II, less obvious than the 
one just mentioned, is the fact that a good deal of efficiency may 
be lost by requiring that the model solve for all five years' 
decisions in 1966, even though in fact only the 1966 decisions must 
be made then, while other decisions may be postponed until more 
information is available. Theil (91, p. I23ff) shows that the current 
decisions, as well as decisions made for later years, are adversely 
affected by this approach. 
Given these limitations of the model, the results shown in 
Table 38 must be accepted with considerable reservations. Under either 
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price support level, the total carry-out from 1966 must be 16,48 bushels 
per base acre, or about 38.2 million tons total, as previously indicated. 
The solution indicates that 7.94 bushels of this amount (18.4 million 
tons) should be carried out by the government under a price support 
of $1,15 per bushel, or 3.53 bushels (8,2 million tons) under a price 
support of $1.05 per bushel. Actual 1966 government-controlled carry-
out was 18,3 million tons out of a total 37.0 million tons -- very 
close to the solution value obtained for a support price of $1.15. 
After 1966, the model balances supply with expected utilization 
through diversion of an appropriate fraction of base acreage. As 
expected yields rise faster than expected utilization, the expected 
fraction of base acres to be diverted rises from 21 percent in 1967 
to 23 percent in 1969, 
Under the limitations imposed by this model, government decisions 
under the alternative price support levels do not differ significantly. 
Total costs do vary, of course, due to differences in the cost of 
government market operations. 
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IX. CONCLUSIfflSS AND LIMHifflONS OF THE STUDY 
In this study we have presented the theoretical basis for esti­
mating the aggregate crop yield function as a simple polynonial in 
several variables representing weather, time and technological 
changes. We have derived estimators of the forecasting variance 
for yield forecasts based on such production functions. Historical 
data on yield and input variables were analyzed to obtain production 
functions for corn yields in Iowa and Illinois, grain sorghum yields 
in Kansas and Nebraska and wheat yields in Kansas, Nebraska and 
North Dakota. Yield forecasts through 1971 were derived from these 
production functions, and the associated forecasting variances were 
estimated. Finally, two decision models demonstrated the usefulness 
of such forecasts and associated variances in making decisions to 
meet specified farm policy goals. 
A. Stochastic Yield Forecasts 
The yield forecasts obtained in this study indicate a continued 
upward trend in aggregate yields. The projected trends of corn 
yields and wheat yields follow closely the trends that have been 
established since the mid-1950's. Grain sorghum yields in Kansas 
are predicted to rise more sharply than recent trends would indicate, 
while predicted Nebraska sorghum yields tend to be lower than would 
be anticipated by a linear yield extrapolation. Predicted Kansas 
yields rise sharply due to the large coefficients associated with 
fertilizer application and irrigation, coupled with substantial 
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projected Increases In these variables as derived fron past trends. 
On the other hand, the estimated Nebraska fertilizer coefficient is 
negative and the irrigation coefficient is small. Due to the negative 
coefficient for nitrogen application, this production equation must 
be considered unrealistic. Though the calculated forecasting variance 
for the pooled state model was considerably smaller than that for the 
state covariance model, one must suspect that the covariance model 
would lead to better forecasts with its positive fertilizer coeffi­
cient. Given the sonevrtiat erratic results from the three models for 
Kansas sorghum, perhaps the best estimate of future yields could be 
obtained from a simple regression of yields on time, weather and 
genetic index or hybrid adoption. 
While the variety indices for the various states may in fact 
approximate the yield increases due to genetic improvements, it is 
not surprising to find that in general the production coefficients 
were not significant, due to the high correlation of these indices 
with time. The significance of the grain sorghum index coefficients 
is no doubt due to the recent very rapid adoption of hybrids. Future 
studies could well dispense with hybrid and variety improvement 
indices, allowing these effects to be captured by a residual time 
variable or an index of hybrid adoption rates where appropriate. 
Due to the unavailability of the required time-series data on 
acreage planted, as opposed to acres harvested, for some of the 
crops, all yield functions were estimated for yields per harvested 
acre rather than yields per planted acre. Though the average percent 
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of corn acres abandoned is quite small, the calculated forecasting 
variances for wheat and sorghum undoubtedly underestimate the var­
iances of yields per planted acre. Predicted yields per planted 
acre will of course be lower than predicted yields per harvested 
acre. For agricultural policy purposes, estimates somewhere between 
these two extremes are appropriate, since the current policy of 
allowing over-planting of allotments compensates to some degree for 
acres which must, later be abandoned. Prediction of yields per 
planted acre will likely be the more appropriate of the two, how­
ever, and since planted acreage data are available at the state 
level, future studies should possibly restrict investigations to 
that level if necessary to estimate yield functions on a planted 
acre basis. 
Our estimates of forecasting variance are also biased downward 
by the fact that errors in the projection of fertilizer application 
rates and cropping practices were not accounted for. On the other 
hand, it may be argued that negative yields are impossible in reality 
so that the true probability distribution of yields is skewed rather 
than normal. Hence, we may have tended to overestimate the probability 
of low yields of any given level. 
The Palmer weather variable has proven to be a good index to 
represent weather as it affects crop production. The variable seems 
to have accounted for a large share of historical yield variations 
for each of the crops, and the signs and magnitudes of the coeffi­
cients were in accord with expectations. Though we had hypothesized 
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a curvilinear response to these variables, the failure to establish 
the quadratic effect may be attributed to the lack of a sufficient 
number of extreme observations to establish changes in marginal 
productivity. 
We would not expect the Palmer variable to be as useful where 
fallowing is practiced as for other areas. Â basic assumption under­
lying the Thornthwaite approach to potential évapotranspiration is 
that tillage and vegetative cover are only minor determinants of 
potential water loss. Fallowing practices, however, are based on 
the opposite assumption — that moisture can be conserved through 
appropriate tillage and vegetation control. Even so, the Palmer 
variables seem to be very useful in explaining dry land wheat yields 
in areas where fallowing is common. We did not find significant 
relationships between yields and fallowing practices, however. It 
is possible that errors in ET-ET estimates following fallow have 
confounded the relative imputation of yield changes between fallow­
ing practices and weather, thus explaining the lack of significant 
coefficients of the fallowing variables. On the other hand, perhaps 
fallowing has had a less favorable impact on yields than many have 
assumed. 
Estimates of forecasting variances have provided a basis for 
choosing appropriate levels of aggregation for yield prediction 
models. The estimation of two state production functions, one for 
each state subregion, in general provided much lower forecasting 
variances than did state-wide functions. In two of the three 
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exceptions to this observation^ Kansas wheat and Nebraska sorghum, 
production was concentrated in one of the two subregions, and indica­
tions are that these pooled state production functions are close 
approximations of the production function for the dominant region» 
Despite the apparent additional precision of sub-state estimates, 
one cannot conclude that this level of aggregation is appropriate 
for all yield prediction studies. Such a decision must be based on 
the usefulness of the additional precision in the particular study 
as compared to the additional cost required to collect the necessary 
data for estimation. 
B. Policy Implications of Yield Forecasts 
Two policy models were derived and employed to demonstrate the 
usefulness of stochastic yield forecasts in making policy decisions. 
One apparent limitation of the policy implications derived in this 
study is the limited area covered by the study. The areas Included 
only about a third of U.S. feed grain and wheat production, yet for 
policy implications these areas were assumed to represent the entire 
producing sectors. The validity of this assumption cannot be deter­
mined without an extension of the study to additional areas. 
Apart from the quantitative results of the application of the 
two models, the relationship between forecasted yields and expected 
needs is of considerable interest. The 1967-1971 predicted yields 
are expected to increase by about nine bushels for feed grains and 
two bushels for wheat, while domestic utilization is ejqpected to 
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increase only about four bushels and one bushel, respectively, during 
the same period. Hence, yields are advancing at about twice the rate 
necessary to keep up with domestic needs. Unless exports increase 
considerably above the levels assumed in this study, this implies 
either growing surpluses at low farm prices or steadily increasing 
government expenses to divert acres or otherwise dispose of the 
surpluses. 
The quantitative results of policy model I indicate that a feed 
grain reserve of about 26 million tons and a wheat reserve of about 
650 million bushels are necessary to assure minimum future needs 
given the calculated variability of yield forecasts. This feed 
1 
grain reserve level is lower than estimates suggested by others, 
reflecting perhaps the large increases in feed grain yields predicted 
here relative to expected requirements. The wheat reserve level 
corresponds more closely to the levels proposed by others. Either 
of these reserve levels may be inadequate, however, if exports 
increase above the levels assumed here, or if contingency reserves 
are to be expected to allow for contingencies other than yield 
variability. 
Policy model II yielded optimal 1966 levels of acreage diversion 
and government carry-out, subject to probabilistic restraints on 
future consumption, 1966 price support commitments and expected future 
price support commitments. The model was solved for two price support 
^See Waugh (111). 
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levels, $1.15 and $1.05 per bushel of corn equivalent. The total of 
government and free carry-out in 1966 was restrained to be 16.48 
bushels per base acre, or 38,2 million tons, due to the nature of 
the model. The government share of this carry-out varied between 
the two price-support levels assumed. 
We have previously noted two rather severe limitations of policy 
model II as it was derived and applied in this study. The first 
limitation was the rather tenuous nature of the relationship established 
between the quantity of feed grain stocks and feed grain prices. This 
is a limitation imposed by the over-simplification of the feed grain 
market, and by a lack of empirical data as well. A second serious 
limitation of model II is the invariance of expected future utiliza­
tion with respect to changes in quantities available, and therefore 
to changes in price. This is a limitation imposed by the conceptual 
model. It was made necessary in part by a lack of information 
regarding, again, the true relationship between feed grain prices 
and quantities. It seems likely that this limitation can be avoided, 
however, by appropriate changes in the model. The model need not 
solve for explicit values of future government policy variables. A 
solution for explicit values of current policy variables but for a 
decision strategy (a function of variables which will be observed by 
the time each decision must be made) for future policy variables 
could avoid the necessity for specifying future utilization explicitly. 
However, such refinements of the model call for considerably more 
sophisticated decision theory and are beyond the scope of the present 
study. 
196 
The results of policy model I and the general approach to policy 
decisions offered by model II demonstrate the usefulness of stochastic 
yield predictions in the context of agricultural policy decisions. 
Providing that refinements of such models can satisfactorily reduce 
their limitations, an extension of the yield forecasting procedures 
of this study to the major grain producing areas would be warranted. 
Other policy problems might also benefit from such objective yield 
forecasts as a supplement to the more subjective yield forecasts 
presently being utilized. 
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TABLE 39, ESTIMATED RATE OF APPLICATION OF NITROGEN TO ILLINOIS CORN, 1945-1966 
POUNDS OF ELEMENTAL NITROGEN PER TOTAL CORN 
ACRE IN CROP REPORTING DISTRICT 
YEAR 1 3 4 4A 5 6 6A 7 9 
1945 0.5 0.9 0.5 0.9 0.7 0.8 0.8 0.9 0.8 
1946 0.8 1.4 0.8 1.3 1.1 1.2 1*2 1.3 1*3 
1947 1.4 2.3 1.3 2.2 1.9 2.0 2il 2.1 2*1 
1943 1.7 2.8 1.5 2.6 2.2 2.4 2i5 2.6 2*5 
1949 2.0 3.4 1.9 3.2 2.7 2.9 3.0 3.1 3&1 
1950 2.2 3.7 2.1 3.5 3.0 3.1 3.3 3*4 313 
1951 3.5 5.9 3.3 5.5 4.7 5.0 5i3 5.5 5*3 
1952 5.5 9.1 5.1 8.6 7.4 7.8 8.2 8; 5 813 
1953 9.1 15.1 8.5 14.3 12.2 12.9 13.6 14.1 1318 
1954 11.1 18.3 10.3 17.3 14.8 15.8 16^6 17.1 16*8 
1959 9.5 16.4 8.5 14.1 12.0 12.8 13é7 14. 6 14i 1 
1956 10.1 17.3 9.0 15.1 12.8 13.6 14i6 15.5 1510 
1957 11.7 19.3 11.2 18.8 16.1 17.1 17i8 18; 3 1719 
1958 12.9 19.7 13.7 23.2 20.2 21.4 21*3 20.8 20*9 
1959 13.8 18.1 17.1 29.3 25.8 27.3 25i8 23.3 2413 
1960 11.4 15.6 15.1 27.2 23.8 25.1 23.4 20.5 21.7 
1961 23.3 29.2 26.5 40.8 36.8 38.5 37.6 35*7 3619 
1962 27.3 33.4 29.9 43.7 39.9 41.5 41.2 40.0 4111 
1963 43.6 50.7 43.5 55.6 52.3 53.9 55*9 57.8 5814 
1964 55.5 63.3 53.5 64.1 61.3 62.8 66i6 70L6 7110 
1965 63.0 71.9 60.7 72.9 69.6 71.3 75*6 80.3 80*6 
1966 81.7 93.2 78.7 94.5 90.2 92.4 98 iO 104*1 10415 
TABLE 40.r ESTIMATED RATE OF APPLICATION OF PHOSPHOROUS TO ILLINOIS CORN, 1945-1966 
POUNDS OF ELEMENTAL PHOSPHOROUS PER TOTAL CORN 
ACRE IN CROP REPORTING DISTRICT 
YEAR 1 3 4 4A 5 6 6A 7 9 
1945 1.2 1.7 1.0 1.6 1.2 1.2 li6 1.9 1-9 
1946 1.4 2.1 1-2 2.0 1.5 1.5 2i0 2.4 2*3 
1947 2.0 2.9 1.7 2-8 2.1 2.2 2i8 3.4 3*2 
1948 2.2 3.2 1.9 3.0 2.2 2.3 3i0 3.6 3*5 
1949 2.2 3.2 1.9 3.0 2.2 2.3 3i0 3-6 3*5 
1950 2.1 3.1 1.8 2.9 2.2 2.3 2.9 3.6 3*4 
1951 2.7 3.8 2.3 3.6 2.7 2-8 3i6 4.4 44 3 
1952 3.2 4.6 2.8 4.4 3.3 3.4 4*4 5*3 5*2 
1953 3.6 5.2 3.1 4.9 3.7 3.8 4i9 5.9 5i7 
1954 4.1 5.9 3.5 5.6 4.2 4.4 5.6 6-8 6*5 
195 S 3.9 5.6 3.3 5.3 4.1 4.3 5i5 6*6 6- 4 
1956 4.4 6.5 3.5 6.0 5.1 5.4 6.7 7-8 719 
1957 5.3 8.0 3.9 7.1 6.8 7.3 8w8 9.9 1044 
1958 5-6 8.8 3.8 7.5 8.1 8.8 10*4 11-4 124 3 
1959 5.6 9.1 3.2 7.4 9.2 10.1 lla6 12.3 13^8 
1960 5.6 9.1 3.2 7.4 9.2 10.1 11-6 12*3 1318 
1961 8.7 13.1 5.9 10.6 12.3 13.3 15i4 16.0 18*4 
1962 12.3 16-9 10.1 13.5 14.0 14.5 17*0 17-4 20-7 
1963 14.0 18.4 12.2 14.6 14.3 14.6 17i2 17.4 2161 
1964 18.7 23-2 17,5 18.2 16.1 15.9 19.1 18-8 23-7 
1965 22.1 27.4 20.7 21.5 19.1 18.8 22*5 22-2 2810 
1966 27.1 33.5 25.4 26.4 23.4 23.0 27Î6 27*2 34; 3 
1  
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1947 
1948 
1949 
1950 
1951 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
ESTIMATED RATE OF APPLICATION OF POTASSIUM TO ILLINOIS CORN, 1945-1966 
POUNDS OF ELEMENTAL POTASSIUM PER TOTAL CORN 
ACRE IN CROP REPORTING DISTRICT 
1 3 4 4A 5 6 6A 7 9 
1.2 1.7 l.G 1.7 1.2 1.3 2.2 2.8 3i0 
1.6 2.2 1.4 2.3 1.6 1.7 2.9 3.8 410 
1.8 2.5 1.6 2.6 1.8 1.9 342 4.2 4i4 
2.2 3.1 1.9 3.2 2.3 2.4 440 5.3 5»5 
2.9 4.0 2.5 4.2 2.9 3.0 5.2 6.8 7*1 
3.1 4-3 2.7 4.5 3.2 3.3 5;6 7.4 7*7 
4.7 6.5 4.1 6.8 4.7 4.9 8&4 IliO 11*5 
6.9 9.6 6.1 10.0 7.0 7.3 12 i 5 16. 2 1710 
8.1 11.3 7.1 11.8 8.-' t' - 14i6 19.1 2010 
9.4 13.1 8.3 13.6 9.e lO.O 17.0 22.1 23*2 
8.5 11.7 7.5 12.3 8 . 3 Si n 14^2 18.0 18*9 
9.0 12.4 7.9 13.0 8 y 1514 19*7 2017 
10.4 14.5 9.0 14.9 11. : i; .7 . 20i8 28.0 29*3 
10.4 14.6 8.9 14.8 12.2 12.9 2319 33.5 35i0 
9.3 13.2 7.8 13.0 12.3 13.0 25é6 37.4 3911 
8.4 12.5 6.6 11.8 11.3 12.0 25i5 37.9 4010 
10.7 16.0 8.5 15.1 14.5 15.3 32*5 48.2 5018 
14.3 18.6 12.8 19.5 18.2 19.0 32.4 45.5 46.5 
17.3 20.6 16.5 23.1 21.2 22.0 31.3 41*6 41*0 
22.3 24.4 22.5 29.3 26.5 27.3 31i6 3 8» 6 35*6 
28.2 30.9 28.5 37.1 33.5 34.5 39i9 48.7 4510 
36.1 39.6 36.5 47.5 43.0 44.2 51&2 62.5 5717 
TABLE 42J ESTIMATED RATE OF APPLICATION OF NITROGEN TO IOWA CORN, 1945-1966 
POUNDS OF ELEMENTAL NITROGEN PER TOTAL CORN 
ACRE IN CROP REPORTING DISTRICT 
YEAR 1 2 3 4 5 6 7 8 9 
1945 0.0 0.0 o.c 0.0 0.0 0.0 OiO 0.0 0*0 
1946 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 OiO 
1947 1.0 2,0 1.0 0.0 1.0 2.0 OiO 1.0 040 
1948 1.0 2.0 2.0 0.0 1.0 3.0 OiO 1*0 1*0 
1949 2.0 3.0 4.0 1.0 2.0 5.0 liO 2.0 liO 
1950 2.0 3.0 4.0 1.0 1.0 5.0 liO 2.0 110 
1951 3.0 5.0 5.0 1.0 3.0 6.0 1.0 3*0 340 
1952 5.0 7.0 7.0 4.0 5.0 8.0 3i0 4.0 44 0 
1953 7.0 9.0 10.0 5.0 7.0 11.0 5.0 6*0 640 
1954 16.0 14.0 13.0 16.0 12.0 15.0 1510 11*0 940 
1955 14.0 15.0 14.0 12.0 12.0 16.0 lO-iO 6.0 840 
1956 9.0 10.0 10.0 7.0 8.0 11.0 6*0 4.0 4*0 
1957 9.0 11.0 10.0 7.0 9.0 12.0 8i0 7.0 740 
1958 14.0 13.0 10.0 13.0 12.0 12.0 13i0 10.0 94 0 
1959 17.0 14.0 12.0 16.0 14.0 13.0 15&0 11.0 1040 
1960 20.0 16.0 14.0 20.0 15.0 15.0 IBiO 12*0 1210 
1961 31.0 24.0 21.0 32.0 24.0 23.0 31.0 22.0 2140 
1962 37.0 30.0 28.0 39.0 31.0 29.0 3740 29. 0 2840 
1963 47.0 39.0 36.0 49.0 40.0 37.0 4640 38.0 3840 
1964 43.0 53.0 43.0 64.0 64.0 43.0 56*0 51.0 684 0 
1965 55.0 58.0 46.0 75.0 72.0 47.0 67i0 56.0 7240 
1966 78.0 66.0 53.0 99.0 89.0 54.0 91iO 70.0 8740 
TABLE 43: ESTIMATED RATE OF APPLICATION OF PHOSPHOROUS TO IOWA CORN, 1945-1966 
POUNDS OF ELEMENTAL PHOSPHOROUS PER TOTAL CORN 
ACRE IN CROP REPORTING DISTRICT 
YEAR 1 2 3 4 5 6 7 8 
1945 0.0 0.0 0.0 0.0 0.0 0.0 0^0 0.0 04 
1946 4.0 10.0 11.0 1.0 6.0 13.0 liO 4.0 4; 
1947 5.0 11.0 12.0 2.0 6.0 14.0 2i0 4. 0 54 
1948 6.0 13.0 15.0 3.0 8.0 17.0 310 4&0 64 
1949 7.0 16.0 18.0 4.0 10.0 20.0 3;0 5.0 74 
1950 8.0 17.0 20.0 5.0 11.0 23.0 4.0 7.0 94 
1951 8.0 18.0 22.0 5.0 12.0 24.0 5.0 8.0 9i 
1952 9.0 19.0 22.0 5.0 13.0 24.0 5iO 7.0 94 
1953 13.0 22.0 24.0 9.0 16.0 26.0 7w0 84 0 114 
1954 18.0 23.0 25.0 15.0 18.0 27.0 13i0 12.0 144 
1955 18.0 28.0 30.0 13.0 20.0 32.0 lOiO 8.0 12. 
1956 16.0 27.0 28.0 10.0 18.0 30.0 740 7.0 104 
1957 14.0 25.0 29.0 9.0 17.0 31.0 7&0 9.0 114 
1958 17.0 27.0 29.0 12.0 19.0 31.0 1010 12i0 124 
1959 18.0 28.0 30.0 13.0 18.0 32.0 1140 12.0 124 
1960 19.0 27.0 28.0 14.0 19.0 30.0 12iO 11.0 114 
1961 26.0 33.0 32.0 21.0 25.0 35.0 19i0 18.0 164 
1962 30.0 36.0 33.0 25.0 28.0 36é0 23*0 22.0 194 
1963 34.0 38.0 35.0 29.0 33.0 37.0 26i0 264 0 244 
1964 40.0 52.0 36.0 35.0 38.0 29.0 224 0 29.0 344 
1965 44.0 52.0 37.0 39.0 42.0 31.0 25&0 34.0 364 
1966 56.0 56.0 41.0 48.0 52.0 37.0 3240 43. 0 424 
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YEAR 
1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
ESTIMATED RATE OF APPLICATION OF POTASSIUM TO IOWA CORN, 1945-1966 
POUNDS OF ELEMENTAL POTASSIUM PER TOTAL CORN 
ACRE IN CROP REPORTING DISTRICT 
1 2 3 4 5 6 7 8 9 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
1.0 4.0 6.0 0.0 1.0 7.0 OèO UO 1*0 
1.0 5.0 8.0 0.0 2.0 9.0 0.0 IbO liO 
1.0 6.0 9.0 0.0 2.0 10.0 OiO 1*0 140 
2.0 8.0 11.0 0.0 3.0 13.0 0.0 liO 210 
2.0 8.0 10.0 0.0 3.0 12.0 OiO 2-0 2*0 
2.0 9.0 13.0 0.0 4.0 15.0 OiO 2.0 3*0 
2.0 10.0 15.0 0.0 4.0 17.0 OiO 2.0 3i0 
4.0 14.0 19.0 1.0 6.0 21.0 OiO 3.0 5*0 
5.0 16.0 20.0 1.0 8.0 23.0 1*0 5.0 6i0 
6.0 20.0 26.0 2.0 10.0 29.0 léO . 4.0 6*0 
7.0 22.0 27.0 2.0 10.0 30.0 1.0 4.0 5*0 
6.0 21.0 28.0 2.0 9.0 31.0 1.0 6*0 6*0 
7.0 22.0 27.0 2.0 10.0 30.0 2.0 7.0 540 
7.0 22.0 27.0 2.0 10.0 30.0 2*0 8.0 5*0 
7.0 21.0 25.0 2.0 10.0 28.0 2.0 7.0 5*0 
10.0 24.0 27.0 4.0 14.0 30.0 3i0 9.0 8.0 
11.0 26.0 29.0 5.0 16.0 32.0 5è0 10.0 9Î0 
15.0 30.0 32.0 7.0 20.0 35.0 6i0 11.0 lliO 
15.0 45.0 35.0 11.0 25.0 19.0 4iO 9.0 18*0 
18.0 49.0 37.0 13.0 29.0 23.0 7.0 11.0 22*0 
24.0 53.0 40.0 17.0 36.0 28.0 1140 16.0 29*0 
45." 
YEAR 
1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
ESTIMATED RATE OF APPLICATION OF NITROGEN TO KANSAS GRAIN SORGHUM, 
POUNDS OF ELEMENTAL NITROGEN PER TOTAL GRAIN SORGHUM 
ACRE IN CROP REPORTING DISTRICT 
1 2 3 4 5 6 7 8 9 
c.o 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0*0 
0.0 0.0 0.0 0.0 0.0 0.0 OiO 0.0 o;o 
0.0 0.0 0.0 0.0 0.0 0.0 040 0.0 0*0 
0.0 0.0 0.0 0.0 0.0 0.0 OiO 0.0 OiO 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0*0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 Oi&O 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 OiC 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0*0 
0.2 0.2 ^  0.5 0.2 0.3 0.2 0.2 0.2 0i2 
0.8 0.7 1.5 0.8 0.8 1.1 0é8 0.7 017 
1.4 1.2 2.6 1.4 1.4 1.9 lé4 1.3 li3 
1.6 1.3 3.0 1.6 1.6 2.2 1.6 1*5 1*5 
2.2 1.9 4.2 2.3 2.2 3.0 2i3 2.1 2i0 
2.7 2.3 5.2 2.9 2.7 3.8 2i9 2.7 2i6 
4.9 4.1 9.2 5.1 4.9 6.7 5.1 4.7 4*5 
6.8 6.6 12.7 6.7 6.9 9.3 6i7 6.8 619 
9.6 10.6 18.4 9.4 10.3 13.6 9*4 10*2 10.8 
14.1 16.1 26.2 13.2 14.9 19.5 13 i 2 14.9 16.2 
19.1 22.6 35.6 17.6 20.4 26.6 17*6 20*4 22*7 
21.4 25.5 39.7 19.6 22.8 29.7 19i6 22.9 25*5 
24.5 29.3 45.5 22.5 26.2 34.1 22i5 25.3 2913 
35.8 42.7 66 . 4 32.8 38.2 49.7 32.8 38.3 42*7 
46 j 
YEAR 
1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952 
1953 
1954 
195S 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
ESTIMATED RATE OF APPLICATION OF PHOSPHOROUS TO KANSAS GRAIN SORGHUM, 1945-1966 
POUNDS OF ELEMENTAL PHOSPHOROUS PER TOTAL GRAIN SORGHUM 
ACRE IN CROP REPORTING DISTRICT 
1 2 3 4 5 6 7 8 9 
0.0 0.0 0.0 0.0 0.0 0.0 OiO 0.0 OiO 
0.0 0.0 0.0 0.0 0.0 0.0 OiO 0.0 OiO 
0.0 0.0 0.0 0.0 0.0 0.0 0«0 0.0 040 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 040 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 OiO 
0.0 0.0 0,0 0.0 0.0 0.0 OiO OiO OiO 
0.0 0.0 0.0 0.0 0.0 0.0 o;o 0.0 OiO 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 OiO 
0.0 0.1 0.6 0.0 0.8 O.I 0*0 0.2 0*7 
0.1 0.2 1.2 0.1 0.3 1.5 Oil 0.3 14 3 
0.1 0.3 1.5 0.1 0.4 1.9 Oil 0.4 li6 
0.2 0.4 1.8 0.2 0.5 2.2 0.2 0.5 li.9 
0.2 0.4 2.1 0.2 0.5 2.6 0*2 0.6 2i2 
0.2 0.4 2.1 0.2 0.6 2.6 0i2 0*6 2i3 
0.3 0.6 2.9 0.3 0.8 3.6 0.3 0.9 3il 
0.5 1.1 3.3 0.4 1.3 4.2 Oi4 1.3 3i7 
0.6 1.3 3.6 0.5 1.5 4.6 0i5 1.5 4il 
0.9 1.9 4.1 0.7 2.1 5.4 0i7 2.0 4*9 
1.3 2.8 5.0 1.0 3.1 6.8 léO 2.9 6.3 
1.5 3.4 5.6 1.2 3.7 7.6 1.2 3.4 7i2 
1.7 3.6 6.0 1.3 4.0 8.2 i;3 3.7 7*8 
2.1 4.6 7.5 1.7 5.0 10.3 1.7 4.7 9*7 
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YEAR 
1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
ESTIMATED RATE OF APPLICATION OF POTASSIUM TO KANSAS GRAIN SORGHUM, 1945-1966 
POUNDS OF ELEMENTAL POTASSIUM ,PER TOTAL GRAIN SORGHUM 
ACRE IN CROP REPORTING DISTRICT 
1 2 3 4 5 6 7 8 9 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 OiO 
0.0 0.0 o.c 0.0 0.0 0.0 0.0 0.0 OiO 
0.0 0.0 0.0 0.0 0.0 0.0 OiO 0.0 OiO 
0.0 0.0 o.c 0.0 0.0 0.0 0.0 0.0 OiO 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 OiO 
0.0 0.0 0.0 0.0 0.0 0.0 OiO 0.0 010 
0.0 0.0 o.c 0.0 0.0 0.0 0.0 0.0 OiO 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 OiO 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 OiO 
0.0 0.0 0.1 0.0 0.0 0.3 0.0 0.0 0i3 
0.0 0.0 0.2 0.0 0.0 0.4 0.0 0.0 0.4 
0.0 0.0 0.3 0.0 0.0 0.7 OiO 0.0 0.7 
0-0 0.0 0.3 0.0 0.0 0.8 0.0 0.0 018 
0.0 0.0 0.3 0.0 0.0 0.8 0.0 0.0 0i8 
0.0 0.0 0.6 0.0 0.0 1.4 0.0 0.0 li4 
0.0 0.0 0.6 0.0 0.0 1.8 0.0 0.0 1.7 
0.0 0.0 0.7 0.0 0.0 2.2 0.0 OkO 1.9 
0.0 0.0 0.7 0.0 0.0 2.4 0.0 0.0 2il 
0.0 0.0 0.8 0.1 0.0 2.9 0.1 0.0 2i4 
0.0 0.0 0.9 0.1 0.0 3.6 0.1 OiO 2.9 
0.1 0.0 1.0 0.1 0.0 3.9 Oil 0.0 3i2 
0.1 0.0 1.6 0.2 0.0 6.4 0i2 0.0 5i2 
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YEAR 
1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
ESTIMATED RATE OF APPLICATION OF NITROGEN TO NEBRASKA GRAIN SORGHUM,1945-1966 
POUNDS OF ELEMENTAL NITROGEN PER TOTAL GRAIN SORGHUM 
ACRE IN CROP REPORTING DISTRICT 
1 2 3 4 5 6 7 8 9 
0.0 0-0 0.0 0.0 0.0 0.0 0.0 0.0 OiO 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0*0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 OiO 
0.0 0.0 0.0 0.0 0.0 0.0 0*0 0.0 OiO 
0.0 0.0 0.0 0.0 0.0 0.0 OiO 0.0 o;o 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 OiO 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 OiO 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 OiO 
0.0 0.0 0.0 0.0 0.0 0.0 OiO 0.0 OiO 
0.7 1.0 1.9 c.o 2.2 1.9 li6 2.2 2iG 
0.9 1.4 2.6 0.0 3.0 2.6 2.3 3.0 2i7 
1.1 1.6 3.1 0.0 3.5 3.1 2.6 34.5 3*2 
1.5 2.3 4.3 0.0 5.0 4.3 3i7 5.0 4*5 
2.5 3.8 7.0 0.0 8.0 7.0 6.0 6.0 7*3 
3.7 5.5 10.0 0.0 11.5 10.1 8è7 11.5 10.5 
4.3 8.2 14.1 0.0 14.9 14.2 lli3 14.9 14.6 
6.3 16.3 26.2 0.0 25.0 26.7 19.1 25.0 26.8 
6.9 18.8 29.9 0.0 28.1 30.5 21i5 28.1 30*6 
8.6 25.7 40.2 0.0 36.7 41.2 28.2 36.7 41*0 
9.7 30.1 46.8 0.0 42.2 47.9 324.4 42.2 47*7 
12.2 37.8 58.8 0.0 53.0 60.2 40*7 53.0 59*8 
18.0 55.9 86.8 0.0 78.3 88.9 6Gèl 78. 3 88*3 
49. 
YEAR 
1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
196?. 
1963 
1964 
1965 
1966 
ESTIMATED RATE OF APPLICATION OF PHOSPHOROUS T O  NEBRASKA GRAIN SORGHUM,1945-1966 
POUNDS OF ELEMENTAL PHOSPHOROUS PER TOTAL GRAIN SORGHUM 
ACRE IN CROP REPORTING DISTRICT 
1 2 3 4 5 6 7 8 9 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 010 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0*0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0*0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 010 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 OiO 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 OiO 
0.0 0.0 O.G 0.0 0.0 0.0 0.0 0.0 OiC 
0.0 0.0 0.1 0.0 0.0 0,1 0.0 0.0 0,1 
0.1 0.1 0.2 0.0 0.2 0.2 0.1 0.2 0*2 
0.1 0.1 0.2 0.0 0.2 0.2 Gil Oh 2 0i2 
0.2 0.2 0.4 0.0 0.3 0.4 0i3 0.3 0*4 
0.2 0.2 0.4 0.0 0.4 0.4 0.3 0.4 014 
0.4 0.4 0.7 0.0 0.6 0.7 0.5 0.6 0.7 
0.5 0.6 0.9 0.0 0.7 0.9 0.7 0.7 049 
0.9 1.2 1.5 0.0 1.1 1.5 lél lo 1 1:5 
1.2 1.7 1.9 0.0 1.4 2.0 1.4 li.4 2*0 
1.6 2.4 2.5 0.0 1.9 2.7 1*8 1.9 2*7 
1.9 2.9 3.0 0.0 2.1 3.2 2.1 2.1 3il 
2.3 3.5 3.6 0.0 2.6 3.8 216 2fe6 348 
3.4 5.3 5.5 0.0 4.0 5.8 3i9 4. 0 5*7 
50. 
YEAR 
1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
ESTIMATED RATE OF APPLICATION OF POTASSIUM TO NEBRASKA GRAIN SORGHUM,1945-1966 
POUNDS OF ELEMENTAL POTASSIUM PER TOTAL GRAIN SORGHUM 
ACRE IN CROP REPORTING DISTRICT 
1 2 3 4 5 6 7 8 9 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 OiO 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 OiO 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 OiO 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 OiO 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 OtO 
0.0 0.0 0.0 0.0 0.0 0.0 OiO 0.0 OLO 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 OiO 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 OiO 
0.0 0,0 0.0 o.c 0.0 0.0 0*0 0.0 OîO 
0.0 0.0 0.1 0.0 0. 1 0.1 0;0 0. 1 0.1 
0.0 0.1 0.1 0.0 0.1 0.1 0.0 0.1 0.1 
0.1 0.1 0.2 0.0 0.2 0.2 0.1 0-2 0.2 
0.1 0.2 0.3 0.0 0.2 0.3 Oil 0.2 Oë3 
0.2 0.3 0.5 0.0 0.3 0.6 0.3 0. 3 0*5 
0.4 0.5 0.8 0.0 0.5 0.9 0.4 0.5 0. 9 
0.6 0.7 1.2 0.0 0.7 1.3 0.7 0.7 1.3 
0.9 1.2 2.0 0.0 1.2 2.1 1.1 1.2 2.1 
51. 
YEAR 
1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
ESTIMATED RATE OF APPLICATION OF NITROGEN TO KANSAS WHEAT, 1945-1966 
POUNDS OF ELEMENTAL NITROGEN PER TOTAL WHEAT 
ACRE IN CROP REPORTING DISTRICT 
1 2 3 4 5 6 7 8 9 
0.0 0.0 G . 3 0.0 0.0 0.0 OiO 0.0 OiO 
0.0 0.0 0.1 0.0 0.0 0.2 0.0 0.0 Oil 
0.0 0.1 0.8 0.0 0.1 0.9 0.0 0.1 0*6 
0.0 0.3 1.5 0.0 0.3 1.7 OiO 0.3 142 
0.0 0.3 1.5 0.0 0.3 1.7 OiO 0.3 1.2 
0.2 1.0 4.5 0.1 0.8 4.8 0.1 0.9 3i6 
0.3 1.2 5.6 0.2 1.0 6.0 0.2 1.2 4.5 
0.4 1.8 8.3 0.3 1.5 8.9 0.3 1.8 6.6 
0.6 2.7 11.9 0.4 2.2 12.7 0i4 2.5 9i5 
0.7 2.9 13.2 0.4 2.4 14.0 0.4 2. 8 10.5 
1.1 3.9 14.6 0.7 3.2 14.9 0.7 3.7 11.1 
0.8 3.1 13.4 0.5 2.6 14.2 0.5 3.0 10.6 
1.0 3.7 14.4 0.7 3. 1 14.8 0;7 345 11.0 
1.1 4.1 14.9 0.8 3.4 15.0 0i8 3.8 11.3 
2.4 7.3 19.9 1.8 6.1 18.0 1.8 6.8 13i7 
3.1 8.7 21.6 2.5 7.2 20.0 2.5 8.1 15.6 
4.4 11.1 24.6 3.5 9. 1 23.2 3i5 lOil 18.9 
6.0 14.0 28.3 4.9 11.4 27.2 4i9 12.8 23*0 
7.6 17.0 32.1 6.3 13.8 31.4 6^3 16.5 21*2 
7.6 17.0 32.1 6.3 13.8 31.4 6i3 15.5 21,2 
7.9 17.7 33.4 6.6 14.4 32.7 6ib 16.2 28.3 
1G.5 23.4 44.0 8.7 19.0 43.1 8.7 21.3 37i3 
52. 
YEAR 
1945 
1946 
1947 
194 8 
1949 
1950 
1951 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
ESTIMATED RATE OF APPLICATION OF PHOSPHOROUS TO KANSAS WHEAT, 1945-1966 
POUNDS OF ELEMENTAL PHOSPHOROUS PER TOTAL WHEAT 
ACRE IN CROP REPORTING DISTRICT 
1 2 3 4 5 6 7 8 9 
0.0 0.3 1.7 0.0 0.3 2.7 0.0 0*4 2i5 
0-0 0.3 1.5 0.0 0.2 2.3 0.0 0.3 2i2 
0.0 0.4 2.1 0.0 0.4 3.3 0.0 0.5 3il 
0.1 0.5 2.7 0.0 0.5 4.2 0.0 0.6 4iO 
0.1 0.6 3.1 0.0 0.5 4.8 0.0 0.7 4i5 
0.2 1.0 4.8 0.1 0.9 7.4 0.1 1. 1 7. 1 
0.2 1.2 5.7 0.1 1.0 8.8 0.1 1.3 8i4 
0.2 1.1 5.6 0.1 1.0 8.6 0.1 1.3 8.2 
0.2 1.4 6.8 0.1 1.2 10.4 0.1 1.5 9.9 
0.2 1.2 5.9 0.1 1.1 9.1 Oil 1.3 846 
C.2 1.3 6.2 0.1 1.1 9.4 0.1 1.4 9.1 
0.2 1.2 5.9 0.1 1.1 9.1 0.1 1.3 8*7 
0.2 1.2 5.9 0.1 1. 1 9.0 Gil 1.3 8*5 
0.1 1.1 5.1 0.0 0.9 8.2 0.0 1.1 7*1 
0.2 1.3 6.4 0.2 1.2 9.6 0i2 1.5 9.5 
0.5 1.8 7.0 0.3 1.7 10.0 0i3 2.2 9.9 
0.6 2.1 7.2 0.4 2.0 10.2 0;4 2i5 lOil 
0.8 2.7 7.9 0.6 2.6 10.6 0i6 3.3 10*6 
1.2 3.8 9.1 1.0 3.7 11.5 1.0 4.6 lli4 
1.5 4.4 9.7 1.2 4.3 11.9 1.2 5.4 11*8 
1.5 4.7 10.3 1.3 4.6 12.7 1.3 5.7 12i6 
1.9 5.8 12.7 1.6 5.7 15.6 1.6 7.1 1515 
53. 
YEAR 
1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
ESTIMATED RATE OF APPLICATION OF POTASSIUM TO KANSAS WHEAT, 1945-1966 
POUNDS OF ELEMENTAL POTASSIUM PER TOTAL WHEAT 
ACRE IN CROP REPORTING DISTRICT 
1 2 3 4 5 6 7 8 9 
0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.0 Oil 
0.0 0.0 0.0 0.0 0.0 0.2 0.0 0.0 0i2 
0.0 0.0 0.1 0.0 0.0 0.4 0*0 0.0 0i4 
0.0 0.0 0.1 0.0 0.0 0.5 0.0 0.0 0i5 
0.0 0.0 0.2 0.0 0.0 0.9 0.0 0.0 0i9 
0.0 0.0 0.1 0.0 0.0 0.5 0.0 0.0 0i5 
0.0 0.0 0.2 0.0 0.0 1.0 0.0 OiO liO 
0.0 0.0 0.3 0.0 0.0 1.3 0.0 OiO 1.3 
0.0 0.0 0.5 0.0 0.0 1.8 0.0 0.0 li8 
0.0 0.0 0.5 0.0 0.0 2.0 OiO 0.0 2.0 
0.0 0.0 ! 0.6 0.0 0.0 2. 1 0.0 0.0 2.1 
0.0 0.0 0.9 0.0 0.0 2.6 0.0 0.0 2.9 
0.0 0.0 0.9 0.0 0.0 2.6 0*0 0.0 3.0 
0.0 0.0 0.7 0.0 0.0 2.2 0.0 0.0 2.4 
0.0 0.0 1.3 0.0 0.0 3.3 0.0 0.0 4.0 
0.0 0.0 1.1 0.0 0.0 3.9 0.0 OiO 4. 6 
0.0 0.0 1.0 0.0 0.0 4.1 0.0 0.0 4i8 
0.0 0.0 1.1 0.0 0.0 3.8 OèO 0.0 4.5 
0.0 0.0 0.9 0.0 0.0 4.1 0.0 0.0 4.8 
0.0 0.0 0.8 0.0 0.0 4.4 OiO 0.0 5i0 
0.0 0.0 0.8 0.0 0.0 4.2 OiO 0.0 4i9 
0.0 0.0 1.1 0.0 0.0 6.0 0.0 OiO 7.0 
54. 
YEAR 
1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1969 
ESTIMATED RATE OF APPLICATION OF NITROGEN TO NEBRASKA WHEAT, 1945-1966 
POUNDS OF ELEMENTAL NITROGEN PER TOTAL WHEAT 
ACRE IN CROP REPORTING DISTRICT 
1 2 3 4 5 6 7 8 9 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
c.o 0.0 0.1 0.0 0.0 0.1 0.0 0.0 Oél 
0.0 0.0 0.2 0. 0  0.1 0.2 0.0 0.1 0*2 
0.0 0.0 0.4 0.0 0.2 0.4 G.l 0.2 0.4 
0.0 0.1 0.6 0.0 0.4 0.6 0.2 0.4 016 
0.0 0.1 0.8 0.0 0.5 0.8 0.2 0.5 048 
0.0 0.2 1.2 0.0 0.8 1.1 0.4 0. 8 lél 
0.1 0.2 1.6 0.0 1.0 1.5 0*5 1.0 1.5 
0.2 0.5 3.1 0.0 2.0 2.9 1^0 2.0 219 
0.3 0.8 5.1 0.0 3.2 4.7 1.7 3.2 4;8 
0.3 0.8 5.3 0.0 3.4 4.9 li8 3.4 510 
0.3 0.9 5.5 0.0 3.6 5.1 1.9 3.6 5*2 
0.4 0.9 5.8 0.0 3.8 5.4 2.0 3# 8 5^5 
0.6 1.4 8.3 0.0 6.0 8.1 3.0 6.0 7*9 
0.8 1.8 10.4 0.0 7.8 10.2 3.9 7;. 8 lOiO 
0.8 1.8 10.4 0.0 7.9 10.3 3i9 7.9 lOiO 
0.7 1.7 16.6 0.0 12.5 16.9 5.4 12.5 16.4 
0.7 1.7 14.5 0.0 10.9 14.7 4.9 10.9 14i3 
0.7 1.7 16.3 0.0 12.2 16.5 5è3 12.2 16. 1 
0.7 1.7 15.6 0.0 11.7 15.8 5él 11»7 15*4 
0.8 1.8 16.3 0.0 12.2 16.5 5i4 12.2 16.1 
1.0 2.2 20.4 0. 0  15.3 20.6 6.7 15.3 20* 1 
55* 
YEAR 
1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952  
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
ESTIMATED RATE OF APPLICATION OF PHOSPHOROUS TO NEBRASKA WHEAT» 1945-1966 
POUNDS OF ELEMENTAL PHOSPHOROUS PER TOTAL WHEAT 
ACRE IN CROP REPORTING DISTRICT 
1 2 3 4 5 6 7 8 9 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 o;o 
0.0 0.0 O.C 0.0 0.0 0.0 0.0 0.0 CiO 
0.0 0.0 0.1 0.0 0.0 0.1 0.0 0.0 Oil 
0.0 0.0 0.1 O.C 0.0 0.1 0.0 0.0 Oil 
0.0 0.0 0.2 0.0 0.1 0.2 0.0 0.1 0*2 
0.0 0.0 0.2 0.0 0.1 0.2 0.0 0.1 Gi2 
0.0 0.0 0.4 0.0 0.2 0.4 0.1 0.2 Oi4 
0.0 0.0 0.7 0.0 0.4 0.7 0.1 0. 4 0&7 
0.0 0.1 0.9 0.0 0,5 0.8 0i2 0.5 0;9 
0.0 0.1 1.4 0.0 0.7 1.2 0.3 0.7 lï3 
0.1 0.1 1.3 0.0 0.8 1.3 0.5 0.8 1.2 
0.3 0.1 1.1 0.0 1.2 1.6 1.0 1.2 li2 
0.1 0.1 1.3 0.0 0.9 1.4 0.6 0.9 li2 
0.1 0.1 1.2 0.0 1.0 1.4 0i7 1.0 li2 
0.1 0.1 1.3 0.0 0.8 1.3 0.4 0.8 1.2 
0.1 0.1 1.5 0.0 0.9 1.4 0.5 0i9 1*4 
0.1 0.3 2.3 0.0 1.5 2.3 0,9 1.5 2.2 
0.1 0.4 2.7 0.0 1.7 2.7 1*1 1.7 2.6 
0.2 0.5 3.3 0.0 2.2 3.4 1^5 2.2 3.2 
0.2 0.6 3.6 0.0 2.4 3.6 l;6 2.4 3i5 
0.2 0.6 4.0 0.0 2.6 4.0 li8 2.6 3i9 
0.3 0.9 5.6 0.0 3.8 5.7 2i6 3.8 5.5 
56. 
YEAR 
1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1 QC-f 
ESTIMATED RATE OF APPLICATION OF POTASSIUM TO NEBRASKA WHEATt 1945-1966 
POUNDS OF ELEMENTAL POTASSIUM PER TOTAL WHEAT 
ACRE IN CROP REPORTING DISTRICT 
1 2 3 4 5 6 7 8 9 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0*0 
0.0 0.0 0.0 0.0 0.0 0.0 OiO 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 OiO 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 OiO 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0*0 
0.0 0.0 c.o 0.0 0.0 0.0 0.0 0.0 OiO 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 OLO 
0.0 0.0 0.1 0.0 0.0 0.1 0.0 0.0 0.1 
0.0 0.0 0.1 0.0 0.1 0.1 0.0 0. 1 Oil 
0.0 0.0 0.0 0.0 0.4 0.1 0.0 0.4 0.1 
0.0 0.0 0.0 0.0 1.0 0.0 0.1 1.0 Oil 
0.0 0.0 0.0 0.0 0.7 0.0 0.1 0.7 0.1 
0.0 0.0 0.0 0.0 0.5 0.1 0.1 0.5 Oil 
0.0 0.0 0.1 0.0 0.1 0.1 0^0 0.1 0.1 
0.0 0.0 0.1 0.0 0.1 0.1 OiO 0. 1 0.1 
0.0 0.0 0.3 0.0 0.2 0.3 0.1 0.2 0.3 
0.0 0.0 0.3 0.0 0.2 0.3 0.1 0.2 0.3 
0.0 0.0 0.6 0.0 0.4 0.6 0.2 0.4 0*5 
0.0 0.1 0.8 0.0 0.5 0.9 0*3 0i5 0.8 
0.0 0.1 1.2 0.0 0.7 1.2 0.5 0.7 1.2 
0.0 0.2 1.8 0.0 1.1 1.8 0i8 1.1 1*8 
57. 
YEAR 
1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952 
1953 
1954 
1955 
1956 
1957 
1953 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
ESTIMATED RATE OF APPLICATION OF NITROGEN TO NORTH DAKOTA WHEAT, 1945-1966 
POUNDS OF ELEMENTAL NITROGEN PER TOTAL WHEAT 
ACRE IN CROP REPORTING DISTRICT 
1 2 3 4 5 6 7 8 9 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 OiO 
0 .0  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0*0  
0 .0  0.0 G . l  0. 0  0.0 0 .0  0.0 0.0 Oâ.0 
0.0 0.0 0.1 0 .0  0.0 0.1 0.0 0.0 OiO 
0.0 0.0 0.2 0 .0  0.0 0.1 OwO 0.0 0.0 
0.0 0.0 0.1 0.0 0.0 0.1 0.0 0.0 0*0 
0.0 0-0 0.1 0. 0  0.0 0.1 OiO 0 .  0 0,0 
0 .0  0.0 0 .4  o .c  0.0 0.2 0.0 0.0 0.0 
0.0 0.0 0.5 0.0 0.0 0 .3  0.0 0.0 OiO 
0.0 0.1 1. 0  0.0 0.1 0.6 0.0 0.0 0*1 
0.1 0.2 1.2 0.1 0.4 1.1 Oil 0.2 0.4 
0.1 0.4 1.5 0.1 0.8 1.5 01,3 0.5 0.6 
0 .2  0.6 1.8 0.3 1.3 2.3 0*5 0.9 1* 0  
0.4 1.0 2.6 0.6 2.3 3.6 0.9 1.7 1^8 
0,6 1.5 3.4 0.9 3.5 5.2 li5 2.6 2.7 
0.6 1.4 4.4 0.9 3.7 6.2 1.7 2.1 3i4 
0.5 1.4 5.8 0 .9  4.0 7.7 2.1 1.5 4i4 
0.5 1.4 5.8 0.9 4.0 7.7 2.1 1.5 4* 4 
0.6 1.4 5.2 0.9 3.8 7.0 2*0 1.8 3.9 
0.5 1.3 6.1 0 .9  4.0 8.0 2.2 1.4 4. 6 
0.6 1.5 6.6 1.0 4.4 8.7 2.4 1.5 5*0  
0.8 1.9 8.5 1.3 5.6 11.2 3.1 2.0 6*4 
58. 
YEAR 
1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
ESTIMATED RATE OF APPLICATION OF PHOSPHOROUS TO NORTH DAKOTA WHEAT, 1945-1966 
POUNDS OF ELEMENTAL PHOSPHOROUS PER TOTAL WHEAT 
ACRE IN CROP REPORTING DISTRICT 
1 2 3 4 5 6 7 8 9 
0.0 0.0 0.0 O.G O.G 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0*0 
0.0 0.0 0.3 0.0 0.0 0.2 0.0 0.0 0.0 
0 . 0 0.0 0.4 0.0 0.0 0.2 0.0 0.0 0.0 
0.0 0.0 0.5 0.0 0.0 0.3 0.0 0.0 0.0 
0.0 0.0 0.4 0.0 0.0 0.2 0.0 0.0 OiO 
0.1 0.2 1.3 0.0 0.1 0.7 0.1 0.0 0.0 
0.2 0.3 2.1 0.0 0.2 1.2 0.1 0.0 0.1 
0.3 0.5 2.8 0.1 0.3 1.6 0.2 0.0 0.1 
0.7 0.9 3.4 0.6 0.8 2.3 0.7 0. 6 0.5 
0.9 1.2 3.9 1.0 1.2 2.8 1.1 0.9 0.7 
1.3 1.7 4.4 1.5 1.7 3.5 1.6 1.5 1.0 
1.9 2.4 5.5 2.4 2.7 4.8 2.4 2.4 1^6 
2.5 3.3 6.6 3.4 3.7 6.1 3.4 3.4 2.2 
2.5 3.4 6.9 3.5 4.2 6.8 4^0 3.2 2. 8 
2.5 3.5 7.0 3.6 4.5 7.2 4.4 3.1 3.2 
2.5 3.6 7.1 3.6 4.7 7.6 4i7 3.0 3.6 
2.5 3.5 7.0 3.5 4.4 7.1 4.3 3.1 3,1 
2.5 3.8 7.5 3.8 5.4 8.5 5.6 2.6 4.5 
2.5 3.8 7.5 3.8 5.4 8.5 5.6 2.7 4.5 
2.9 4.4 8.7 4.4 6.3 9.9 6.5 3.1 5.2 
TABLE 59. ESTIMATED RATE OF APPLICATION OF POTASSIUM TO NORTH DAKOTA WHEAT, 1945-1966 
POUNDS OF ELEMENTAL POTASSIUM PER TOTAL WHEAT 
ACRE IN CROP REPORTING DISTRICT 
Y E A R  1 2 3  4 5  6 7 8 9  
1945 0. 0  0 . 0  0.0 0 .0  0 .0  0.0 0.0 0.0 0.0 
1946 0 . 0  0 . 0  0.0 0 . 0  0 . 0  0.0 OiO 0.0 OiO 
1947 0 . 0  0 . 0  0.0 0 . 0  0.0 0.0 0.0 0. 0  OiO 
1948 0 . 0  0 . 0  0  .  0  0 . 0  0 . 0  0.0 0.0 0 .0  OiO 
1949 0 . 0  0 . 0  c.o 0 . 0  0.0 0 . 0  0.0 0.0 OiO 
1950 0 . 0  0.0 0 .0  0 . 0  0 . 0  0 .0  0.0 0 .0  OiO 
1951 0 . 0  0 . 0  O.G 0.0 0.0 0.0 0.0 0 .0  OiO 
1952 0 . 0  0 . 0  0. 0  0 .0  0 . 0  0 . 0  q é o  0.0 OiO 
1953 0 . 0  0 . 0  c .o  0 . 0  0. 0  0.0 OiO 0 .0  0.0 
1954 0 . 0  0 . 0  0.0 0.0 0 . 0  0. 0  0.0 0.0 0.0 
1955 0 . 0  0. 0  c . o  0. 0  0 . 0  0 .0  0 . 0  0 .0  0 .0  
1956 0.0 0 . 0  0.1 0 . 0  0 . 0  0.0 0*0 0 .0  OiO 
1957 0 . 0  0 .0  0.1 0 . 0  0.0 0.1 0.0 0. 0  OiO 
1958 0 . 0  0 . 0  0.2 0.0 0 . 0  0.1 0.0 OiO OiO 
1959 0 . 0  0 .0  0 .3  0 . 0  0. 0  0 . 2  0.0 0 .0  0.0 
196C 0 . 0  0 . 0  0 . 3  0 . 0  0 . 0  0 . 2  0.0 0 .0  OiO 
1961 0 . 0  0 . 0  0 .2  0 . 0  0 .0  0 . 2  OiO 0 .0  OiO 
1962 0 . 0  0 . 0  0 . 3  0 .0  0.0 0.1 OiO 0.0 OiO 
1963 0 . 0  0 . 0  0.2 0. 0  0.0 0 .2  0.0 0 .0  OiO 
1964 0 . 0  0 . 0  0 . 2  0 . 0  0 . 0  0 . 2  OiO 0.0 OiO 
1965 0 . 0  0 . 0  0 . 2  0 . 0  0.0 0.3 OiO 0 .0  OiO 
1966 0 . 0  0 . 0  0 . 3  0.0 0.0 0.4 OiO 0 .0  Oil 
