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Abstract. In [1,2] we established and discussed the algebra of observables for
2+1 gravity at both the classical and quantum level. Here our treatment broadens
and extends previous results to any genus g with a systematic discussion of the
centre of the algebra. The reduction of the number of independent observables to
6g− 6(g > 1) is treated in detail with a precise classification for g = 1 and g = 2.
P.A.C.S. 04.60
1.Introduction
In previous articles [1,2] we analysed the algebra of quantum observables for
2+1 gravity on an initial data Riemann surface of genus g. The homotopy group
pi1(Σ) of the surface is defined by generators ti, i = 1 · · ·2g + 2 and presentation:
t1t2 · · · t2g+2 = 1 , t1t3 · · · t2g+1 = 1 , t2t4 · · · t2g+2 = 1 (1.1)
The integrated anti-De Sitter connection in the surface defines a represen-
tation S: pi1(Σ) → SL(2, R). The n(n − 1)/2 gauge invariant trace elements
αij = αji =
1
2
Tr(S(titi+1 · · · tj−1)) generate the abstract algebra K(n) where
n = 2g + 2, αii = 1 and i, j ∈ Zn, that is, endowed with an explicit cyclical sym-
metry of order n. The sequence 1 · · ·n is by convention anticlockwise, see figure.
Consider 4 anticlockwise points m, j, l, k. The corresponding quantum operators
aij and algebra A(n) are defined by the commutation relations:
(amk, ajl) = (amj, akl) = 0 (1.2)
(ajk, akm) =
(
1
K
− 1
)
(ajm − ajkakm) (1.3)
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(ajk, akl) =
(
1−
1
K
)
(ajl − aklajk) (1.4)
(ajk, alm) =
(
K −
1
K
)
(ajlakm − aklajm) (1.5)
where K = 4α−ih
4α+ih
= eiθ, Λ = − 1
3α2
is the cosmological constant and h is Planck’s
constant.
The classical limit K → 1, aih → αih of [1.2-5] are the Poisson brackets [,]
defined by
(A,B)
K − 1
→ [A,B]
The operators in (1.2-5) are ordered with the convention that s(aij) is in-
creasing from left to right where
s(aij) =
(i− 1)(2n− 2− i)
2
+ j − 1.
The algebra of observables of 2+1 classical gravity for an initial data surface
Σ of genus g can be identified with a particular factor algebra of K(2g + 2) as
explained in [2]. There exists a group D(n) of automorphisms on K(n) and A(n)
implemented through exponentiated canonical transformations and induced by
the mapping class group [3] as follows.
Let ajk =
cos(ψjk)
cos
(
θ
2
) . The algebra A(n) can be enlarged to B(n) by including
non-periodic functions of ψjk, D(n) is then an inner group of automorphisms in
B(n). Define:
F (ψjk) = exp
(
−
iψ2jk
2θ
)
(1.6)
then the induced transformations are:
B
Djk
−→ F (ψjk)BF (ψjk)
−1 where B ∈ B(n)
D(n) is generated by the maps Djk = Dkj . Here follows a table of images
under the map Djk.
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Element in A(n) Image
akl (1 +K)ajkakl −Kajl
akm amj
amj (1 +K)ajkamj −Kakm (1.7)
alj akl
alm alm − (1 +K)aklakm−
(K +K2)ajlajm + (1 +K
2)ajkaklamj
The elements apq not listed in the table and ajk are invariant under Djk.
Given χ ∈ D(n) we denote by D(W,χ) the image of W under the map χ.
The action of D(n) on K(n) follows from (1.7) in the classical limit K → 1,
aih → αih, i, h = 1 · · ·n.
In Section 2 we determine for each n a set of p linearly independent central
(i.e invariant under (1.7)) elements Anm, m = 1 · · ·p in K(n) where n = 2p
or n = 2p + 1. In Section 3 we analyse the trace identities which follow from
the presentation (1.1) of the homotopy group pi1(Σ) and a set of rank identities
with focus on g = 1, 2. These identities together generate an ideal I(n) ⊂ K(n).
Finally in Section 4 we discuss the quantum counterpart of I(n) and of the central
elements (Casimirs) Anm in B(n).
2.The centre of K(n).
Consider the n× n classical matrix C(β) with elements:
Cij = e
iβαij i > j
Cij = e
−iβαij i < j
Cii = cos(β)
(2.1)
where β is real and arbitrary. Note that
C(β) = − C(β + pi) = C(β)†
C(−β) = C(β)T
(2.2)
and that C
(
pi
2
)
= −C
(
pi
2
)T
so that DetC(β) is real, even in β and DetC(β+pi) =
(−1)nDetC(β). C(0) has at most rank 4 (See Section 3). The Fourier expansion
of DetC(β) is
3
DetC(β) = 21−n cos(nβ) +
p∑
m=1
cos((n− 2m)β)Anm (2.3)
where p = n2 or p =
n−1
2 .
Let Ω(γ) be the n× n matrix defined recursively by
Ω
([
η, γ
])
=
[
Ω(η), γ
]
−
[
Ω(γ), η
]
+Ω(η)Ω(γ)− Ω(γ)Ω(η) (2.4)
where η, γ ∈ K(n) and by the initial conditions
Ω(αi,i+1)km = 0 k 6= i, i+ 1 or m 6= i, i+ 1
Ω(αi,i+1)ii = αi,i+1 Ω(αi,i+1)i+1,i+1 = −αi,i+1
Ω(αi,i+1)i,i+1 = −1 Ω(αi,i+1)i+1,1 = 1
(2.5)
Let γ ∈ K(n) and [C(β), γ] the n× n matrix of elements [C(β)km, γ] then it
can be verified that
[C(β), αi,i+1] = Ω(αi,i+1)C(β) + C(β)Ω(αi,i+1)
T (2.6)
and by recursion that
[C(β), γ] = Ω(γ)C(β) + C(β)Ω(γ)T (2.7)
From the identity
[DetM, γ] = DetMTr(M−1
[
M, γ
]
) (2.8)
and (2.6) it follows that
[DetC(β), αi,i+1] = DetC(β)Tr(Ω(αi,i+1) + Ω(αi,i+1)
T ) = 0 (2.9)
But since the αi,i+1 generate K(n) through their Poisson brackets we obtain the
general result
[
DetC(β), γ
]
= 0 and therefore from (2.3)
[
Anm, γ
]
= 0.
Similarly let Y (λ) be the n× n matrix defined recursively by
Y (ηλ) = Y (η)Y (D(λ, η)), λ, η ∈ D(n)
and Y (Di,i+1)km = 0 if k 6= m and (k 6= i, i+ 1 or m 6= i, i+ 1)
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Y (Di,i+1)ii = 2αi,i+1 , Y (Di,i+1)i+1,i+1 = 0
Y (Di,i+1)i,i+1 = 1 , Y (Di,i+1)i+1,i = −1
Y (Di,i+1)kk = 1 if k 6= i, i+ 1
then
D(C(β), Di,i+1) = Y (Di,i+1)
TC(β)Y (Di,i+1) (2.10)
D(C(β), λ) = Y (λ)TC(β)Y (λ) (2.11)
Since DetY (λ) = 1, from (2.10-11) it follows that DetC(β) is invariant under the
action of D(n).
For n = 3 there is only one central element:
A31 =
3
4
− α212 − α
2
13 − α
2
23 + 2α12α23α31 (2.12)
whereas for g = 1 and n = 4 there are 2 independent central elements given by:
A41 =
1
2
(1− α212 − α
2
13 − α
2
14 − α
2
23 − α
2
24 − α
2
34)+
α12α23α31 + α12α24α41 + α13α34α41 + α23α34α42−
2α12α23α34α41
A42 = A41 −
1
8
+ Π21 (2.13)
where Π1 = α12α34 + α14α23 − α13α24 is also a central element.
Similarly we have a corresponding central element Πg of degree g + 1 in the
αjk for any genus g whose square is DetC
(
pi
2
)
. For g = 2, n = 6 this is
Π2 = α16α25α34 − α15α26α34 − α16α24α35 + α14α26α35 + α15α24α36
− α14α25α36 + α16α23α45 − α13α26α45 + α12α36α45 − α15α23α46
+ α13α25α46 − α12α35α46 + α14α23α56 − α13α24α56 + α12α34α56
(2.14)
whereas the remaining 2 Casimirs follow from (2.3).
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3.The ideal I(n).
3.1.Arbitrary genus.
Let dik = titi+1 · · · tk−1 represent the diagonal (see figure) from Pk to Pi with
dii = 1, dj,j+1 = tj , dikdkm = dim, dki = d
−1
ik .
Let q be a fixed but otherwise arbitrary point and write
αik =
1
2
Tr(S(diq)S(d
−1
kq )) i, k, q ∈ Zn. (3.1)
This definition is consistent only if we assume the first relator d1,n+1 = 1 in
(1.1), which fixes n = 2g + 2.
The set of generic real 2 × 2 matrices forms a linear space R4 with scalar
product
(u, v) =
1
2
(Tr(u) Tr(v)− Tr(u v)) (3.2)
which reduces to 1
2
Tr(uv−1) with (u, u) = 1 for u, v ∈ SL(2, R).
For u ∈ R4 the vector u˜ defined by
u˜ = −u+ Tr(u)1
reduces to u−1 for u ∈ SL(2, R). Given u, v, x, y ∈ R4 the alternating trace
T (u, v, x, y) = Tr[uv˜xy˜]− Tr[u˜vx˜y] (3.3)
is multilinear and completely antisymmetric in its arguments and therefore pro-
portional to the determinant of the 4 four-vectors u, v, x, y. T (u, v, x, y) = 0 is a
sufficent and necessary condition for the existence of a linear homogeneous relation
among u, v, x, y. Another useful identity is
Tr(uv˜x) + Tr(u˜vx˜) =
Tr(u˜v)Tr(x) + Tr(v˜x)Tr(u)− Tr(u˜x)Tr(v) (3.4)
Now consider n generic vectors vi ∈ R
4 where i = 1 · · ·n. The Gram matrix
with elements (vi, vk) is then of maximum rank 4. The matrix C(0) (2.1) with
vi = S(diq) is of this type. Given any n × n matrix M(β) of rank < n − q for
β = 0 then
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∂kDetM(β)
∂βk
∣∣∣∣
β=0
= 0, 0 ≤ k ≤ q
It follows that
∂kDetC(β)
∂βk
∣∣∣∣
β=0
= 0, 0 ≤ k ≤ q (3.5)
and in particular
Det(C(0)) = 2−2g−1 +
g+1∑
m=1
A2g+2,m = 0 (3.6)
for g > 1. (3.5) reduces the number of linearly independent Casimirs A2g+2,m
from g + 1 to 2.
Lowering the rank of an n × n symmetric matrix to n − k implies k(k+1)
2
independent algebraic conditions on the matrix elements. Here k = n−4 = 2g−2
and the number of independent traces αij is
n(n−1)
2
−
(n−4)(n−3)
2
= 6g. We call
these conditions rank identities.
A second class of identities follows from tracing the elements generated by
the remaining relators in (1.1). If R = 1 is a relator then Tr(S(tR) − S(t)) = 0
with t ∈ pi1(Σ) yields a trace relation. Since S(R) = 1 poses only 3 conditions we
obtain only 3 independent identities for each relator for a total of 6. This leads to
6g − 6 independent traces αik, the number of independent moduli on a Riemann
surface of genus g.
The ideal I(n) generated by the rank and trace identities is closed under
the Poisson brackets. K(n)/I(n) is then identified with the algebra of classical
observables.
3.2 The torus.
Here there is no rank identity but the relators imply that t3 = t
−1
1 , t4 = t
−1
2
and therefore t1t2 = t2t1. Thus from (3.3) we have T (1, t1, t2, t1t2) = 0. This
reduces the rank of C(0) to 3 so that anyway Det(C(0)) = 0.
The trace identities are then α12 − α34 = 0, α23 − α14 = 0 and α13 + α24 −
2α12α23 = 0. The number of independent traces is then reduced from 6 to 2. All
these conditions imply that A41 = −
1
2
, A42 =
3
8
, Π1 = 1.
I(n) = I(4) is isomorphic to K(3)/I where I is the ideal generated by the
single central element A31 +
1
4
with A31 given by (2.8).
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3.3 g = 2.
The relators t1t3t5 = 1, t2t4t6 = 1 can be rewritten as
d−112 d13d
−1
14 d15d
−1
16 = 1 d12d
−1
13 d14d
−1
15 d16 = 1
or as
d−112 d13d
−1
14 = d16d
−1
15 d12d
−1
13 d14 = d
−1
16 d15 (3.7)
Tracing both of (3.7) and taking the difference and using now (3.3) with
u = 1, v = d12, x = d13, y = d14 we see that there is a linear homogenous
relation in u, v, x, y and that the Gram determinant of these 4 vectors vanishes.
This is precisely the minor of C(0) restricted to αkm, k,m = 1 · · ·4. By applying
D(n) to this minor we find that any diagonal minor of C(0) of dimension 4 must
vanish. Therefore also all off-diagonal minors of C(0) of dimension 4 vanish and
the rank of C(0) reduces to 3. The lowering of the rank increases the number of
rank identities to 6 and reduces the number of independent traces to 9.
The sum of the traces in (3.7) together with (3.4) lead to the remaining 3
conditions which all follow from
Π1 − α56 = α12α34 + α14α23 − α13α24 − α56 = 0 (3.8)
and its images under D(n).
The ideal I(6) is then generated by 3 trace identities (3.8) and the 6 rank
identities reducing the number of independent traces from 15 to 6. Besides (3.8)
the ideal includes all its images by the action of D(6). By using I(6) we can
express αil for fixed l, i = 1 · · ·6 as polynomials in the αkm, k 6= 1, m 6= 1 and
show that Π2 = 1. We conjecture that Πg = 1 mod I(2g + 2).
Further, all the traces αkm can be expressed as polynomials or algebraic
functions involving square roots, in terms of the single trace αj5 for some fixed j
and the restricted set αkm, k,m = 1 · · ·4. However this restricted set satisfies the
condition that the minor of C(0) restricted to k,m = 1 · · · 4 vanishes. Therefore
the number of independent traces is precisely 6.
4.The quantum algebra.
There are quantum Casimirs (ordered as in Section 1) Qnm, Tg which have
Anm and Πg as classical limit but we have not been able to derive a generating
8
function for Qnm similar to DetC(β). By direct check we found the following
quantum Casimirs
Q31 =
3
4
− a212 − a
2
23 − a
2
13K
−2 +
1 +K
K
a12a13a23
Q41 =
1
2
(1− a212 − a
2
23 − a
2
34 − a
2
13K
−2 − a224K
−2 − a214K
−4
+
K + 1
K
(
a12a13a23 + a23a24a34 +K
−2a12a14a24 +K
−2a13a14a34
)
−
(1 +K)2
K3
a12a23a14a34)
(4.1)
T1 = a12a34 +K
−2a23a14 −K
−1a13a24
The above Casimirs are only given up to additive constants with zero classical
limits.
The quantum ideal for g = 1 can be generated by the elements
a12 − a34 , a14 − a23 , Ka24 + a13 − (K + 1)a12a23 (4.2)
which reduces the algebra A(4) to A(3).
The corresponding ideal for g = 2 is generated by
T1−(1+K
−2−K−1)a56 = a12a34+K
−2a23a14−K
−1a13a24−(1+K
−2−K−1)a56
(4.3)
and its images under the cyclical group on the indices 1 · · · 6.
5.Outlook.
The quantum analogue of the matrix C(β) and its transformations under
D(n) (1.7) will be discussed elsewhere [4]. We expect this quantum matrix to
be related to the quantum Casimirs found so far. The connection between the
algebra of observables and the space of moduli must be elucidated. Quantum
representations for this algebra will be constructed and the relation with quantum
groups, already understood for g = 1 [5] will be extended.
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