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 頭部の姿勢をセンシングするために、距離情報を取得可能な Depth センサを用いた















 本研究は、Intel が 2020 年に発売した RealSense L515 をセンサとして用いた。こ
の Depth カメラは LiDAR 技術を用いて、図(1-2)で示しているように物のエッジの部分
と角度急が変化している部分などで、Azure Kinect の ToF 方式より高い測定精度が実
現可能である[6][7]。 この角度変化耐性により、本研究で提案する事前変換を導入し
図 1-2  左：Kinect の ToF 式が角度により、精度が変わる。よって、頭の形が角度に
より、変わる。右：L515 の LiDAR 式は角度が変化しても、雑音が少ない。 
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 𝑅𝑧 = [
𝑐𝑜𝑠 (𝛾) 𝑠𝑖𝑛 (𝛾) 0
−𝑠𝑖𝑛 (𝛾) 𝑐𝑜𝑠 (𝛾) 0
0 0 1
]  𝑅𝑦 = [
𝑐𝑜𝑠 (𝜑) 0 −𝑠𝑖𝑛 (𝜑)
0 1 0
𝑠𝑖𝑛 (𝜑) 0 𝑐𝑜𝑠 (𝜑)
] 𝑅𝑥 = [
1 0 0
0 𝑐𝑜𝑠 (𝜌) 𝑠𝑖𝑛 (𝜌)
0 −𝑠𝑖𝑛 (𝜌) 𝑐𝑜𝑠 (𝜌)
] 










] =  𝑅𝑧 ∗ 𝑅𝑦 ∗ 𝑅𝑥               (式 2-2) 
 




𝑅𝑜𝑙𝑙 = 𝑎𝑟𝑐𝑡𝑎𝑛 (
𝑅21
𝑅11





)     𝑃𝑖𝑡𝑐ℎ = 𝑎𝑟𝑐𝑡𝑎𝑛 (
𝑅32
𝑅33
)  (式 2-3) 
次に、平行移動は三次元ベクトルで表示でき、[𝑡𝑥 𝑡𝑦 𝑡𝑧]𝑇で表せる。 
 簡略化するために、同次座標で前述の回転と平行移動を表示する。以下のようになる。 












) (式 2-4) 
本研究では、頭部姿勢のセンシングは、式(2-4)で表した同次座標の行列を求めることに
対応する。 













 𝛴2 = ∑ ‖𝑝𝑎𝑓𝑡 − 𝐻 ∗ 𝑝𝑏𝑒𝑓‖
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図 2-2 横に向くとランドマークが間違う。 




















図 2-4 ベクトルの例。 
図 2-5 鼻の頂点認識が間違った例。 
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図 2-6 ベクトル回転の例。 






イバーが眠気をもよおすと pitch が低くなることが測定できる。 
 そして、ドライバーが疲労している時、注意意識が低下し、周辺状況の確認回数が減少す
る。この現象を角度で表示すると、角度の変化の期間が長くなることに対応する。 




 𝜃 = 𝑎𝑟𝑐𝑐𝑜𝑠 (
𝑣𝑏𝑒𝑓∙𝑣𝑎𝑓𝑡
‖𝑣𝑏𝑒𝑓‖‖𝑣𝑎𝑓𝑡‖
) (式 2-8) 
で計算してもよい。 
 角度変化がない時間区間の長さの制限は、一つのタイマーで実現できる。本研究で設定し


















 Step 1．顔検出し、顔の画像から両目の画像を抜き出す。 
 Step 2．両目の画像で目の動点と定点の位置を検出する。 
 Step 3．二つの定点から動点までに引いたベクトルを作り、ベクトルを足し算する。 
 ステップ 1 では、第二章で述べた MTCNN を用いている。そして、目の位置を確定する







 ステップ 2 では、定点は目のインナーコーナーを使う。アウターコーナーより、インナー
図 3-1 角度修正。 
























 (式 3-2) 








∑ ||𝐼(𝑥, 𝑦) −
𝑦2
𝑦1




∑ ||𝐼(𝑥, 𝑦) − 𝐼𝑃𝐹ℎ(𝑦)||
𝑥2
𝑥1
 (式 3-4) 
図(3-3)で示した通り、垂直投影関数の微分を分析することで、黒目の仮中心を確定する
ことが可能である。具体的には、絶対値を取った微分関数の一番目と二番目のローカル最大



















図 3-4 積分投影関数が失敗した例。 
図 3-5 左:元画像。中:フィルタをかけた画像。右:修正した画像。 
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 𝐼𝑓𝑖𝑥(𝑥, 𝑦) = 𝑝 ∗ 𝐼(𝑥, 𝑦) + (1 − 𝑝) ∗ 𝐼
′(𝑥, 𝑦) (式 3-5) 
中で、pは[0: 1]範囲内の重みであり、以下の式で計算する。 





        𝑤ℎ𝑒𝑟𝑒  𝑑 = 𝐼(𝑥, 𝑦) − 𝐼′(𝑥, 𝑦) (式 3-6) 
𝛿は分散であり、大きければ大きいほど、元画像と近づく、修正した画像の輪郭がより分



























































本研究は 2.3 節の事前変換を実現する時、OpenMP を用いてマルチスレッドで実現して
いるため、４コア以上の CPU が必要となる。 
ソフトウェア 
言語 C++ 






CPU Intel Core i7-8700K 
Graphics Board GeForce GTX1050 
Camera Intel RealSense L515(図 4-1) 





 図(4-3)の中、赤い長方形で囲まれた部分は 2.1 節で説明した、三つの軸を中心とした回
転角、オイラー角と呼ばれている角度である。単位は度(°)である。デフォルトでは、上下
限は 90°と設定している。 
図 4-2 アプリケーショの様子 
図 4-3 オイラー角のグラフ 
図 4-4 ベクトル回転角 
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 図(4-4)の中、標記されたのは 2.3 節で紹介したベクトルの回転角である。回転の方向を
考えず、純粋な角度であり、単位も度(°)である。 







 𝑦𝑖𝑛 𝑔𝑟𝑎𝑝ℎ = 1 − 𝑒
−(𝐶𝑙𝑜𝑠𝑒𝑅𝑎𝑡𝑖𝑜−𝑡) (式 4-1) 
ここで、CloseRatioは式(3-6)で計算する。tは点の集中程度を制御している。大きければ大
きくほど、点が分散する。tが大き過ぎで、yin graphがマイナスになることもある。繰り返し
試した結果、t = 2の時が表示効果が一番良い。 






する。CloseRatio は 3.2 節の閉眼判定のしきい値を設定できる。このしきい値を超えた時、
目が閉じていると判定し、グラフで赤い点で表示する。本研究の検証では３0 を使っている。 
Eye は目線のベクトルの変化のしきい値である。目線のベクトルが移動した距離が、この
しきい値を超えた時、2.4 節のタイマーをリセットする。本研究の検証では 17 である。Time
はタイマーの初期値を設定できる。 




 図(4-7)の画面で ESC を押すと、測定に入る。 
 図(4-8)で示している通り、頭が左右に動くと Yaw がそれに応じて変化することがわかる。
人が完璧に左右に動くわけではないため、Pitch と Roll も微小な変化をした。また、Angle
の数値が Yaw に近づいているが、常にプラスとなる。これは、この角度が回転の方向を考
えていないためである。方向が図(2-6)の外積ｒにある。 
図 4-7 初期位置指定 
図 4-8 姿勢センシングの例 
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図 4-9 タイマーの例 
図 4-10 タイマーがリセットされた例 









図 4-12 閉眼時間比率 
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