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Abstract—Over the past decade, we have witnessed the In-
ternet becoming increasingly centralized in the hands of a
small number of giant technology firms, that control many
of the most popular applications and the content they host
on their platforms. In addition, in the majority of instances
today, access to the Internet is usually provided through local
internet service providers (ISPs) in each country. Governments
in different jurisdictions can exert pressure on these technology
firms and ISPs to enforce restrictions on Internet usage by
their citizens, such as the blocking access to certain sites and/or
content. In this paper, we present a promising new approach
to circumventing some of these issues. Our decentralized web
(DWeb) proposal makes use of a mesh network to connect
community based routers. In addition, objects on the DWeb are
indexed using blockchain technology, which allows for secure
storage of immutable object references, and integrity checking
of the data being served to users. Our DWeb design is also
capable of operating during network partitions, and is able to
quickly re-synchronize with the larger network once connectivity
has been restored.
Index Terms—Decentralized Internet, Blockchain, DLT, NDN,
Net Neutrality
I. RATIONALE FOR A DECENTRALIZED WEB
Access to the Internet on a 24/7 basis is an essential
component of personal, work related and leisure activity for
many people around the world today. However, the current
centralised nature of the world wide web can lead to impaired
access in certain circumstances. Governments can censor the
web, and also use the web as a surveillance tool. Increasingly,
we are seeing governments around the world periodically
shutting down or providing partial access to the Internet,
in order to prevent the free ow of information. Limiting or
completely blocking access to data networks, is one tool
governments can use to control both citizens and the narrative
around an event.
Between July 1, 2015 through June 30, 2016 there were 81
Internet disruptions in 19 countries worldwide. These included
22 in India and Iraq, 8 in parts of Syria, 6 in Pakistan, 3
in Turkey, and 2 each in Bangladesh, Brazil, North Korea,
amongst other places. Such Internet shutdowns cost at least
US$2.4 billion in GDP globally [1]. A total Internet shutdown
was introduced in Iran as an attempt to suppress fuel protests
in November 2019 [2]. Iranian Internet connectivity went as
low as 5% during this period of time. Information could not be
sent to the outside world from Iran, and the shutdown made it
dicult to monitor human rights violations within the country.
Having a centralised Internet infrastructure that uses internet
service providers (ISPs) to provide access, gives governments
the power to restrict Internet activity in their jurisdictions.
A second and more imperative reason for pursuing a decen-
tralized web is to promote net neutrality. The net neutrality
concept ensures ISPs treat all Internet communication equally
without any discrimination or tiered charges. It has been
observed that ISPs have processed Internet traffic differently
based on parameters like content types, platform, applications,
devices/communication type, source/destination of messages,
and protocol [3]. In 2017, the Federal Communication Com-
mission (FCC), USA voted in favor of repealing its own laws
on net neutrality. Since then the FCC has openly opposed the
idea of net neutrality and started neutralizing previous laws
which promote an open Internet [4].
This paper presents a new design for a decentralised web
(DWeb) that has no central control or point of failure. It
is designed to use mesh networks to provide peer-to-peer
(P2P) connections through DWeb routers, and a decentralized
blockchain for securely storing immutable object references.
The motivation behind this research is to create a protocol
that prevents physical attacks and shutdowns of the network
infrastructure, by providing more physical and logical security
to the network.
II. RELATED WORK
A decentralized web makes censorship more dicult as there
are no single points of failure such as ISPs, domain name
system (DNS) servers etc., that can be easily targeted by
individuals or state agencies. The decentralized web also
promotes net neutrality because there are no authoritative
restrictions on content by any one, apart from the original
publisher of the content.
There is already a large amount of research in the public
domain in the area of mesh networks combined with the
blockchain technology to realize such decentralized networks.
Two examples of such proposal are SmartMesh [5] and
RightMesh [6]. The proposed networks provide connectivity
in areas of limited infrastructure, where the blockchain is used
for buying or selling network access. These systems provide
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users with Internet access without the need for external
infrastructure. Unfortunately, they still provide a single point
of failure, as the mobile applications providing the access to
the network can be shut down by governments, and therefore
restrict user access.
Named data networking (NDN) is one of five projects
funded by the U.S. National Science Foundation under its
“Future Internet Architecture Program”. NDN has its roots in
an earlier project, content-centric networking (CCN), which
Van Jacobson first publicly presented in 2006 [7]. NDN seeks
to create a new network layer to replace the popular internet
protocol (IP). Today IP has exceeded all expectations for
facilitating ubiquitous inter-connectivity. The protocol was
originally designed for conversations between communica-
tions endpoints, but is overwhelmingly used for content distri-
bution. NDN aims to remove IP datagrams containing address
endpoints, and replaces them with a more general structure
that can name chunks of data in a hierarchical manner [8].
NDN is based on named content, which has no notion of a host
at its lowest level, and no source and destination addresses.
Because of this key feature, each content packet has a unique
name, and is forwarded by a lookup of its name [9].
Using NDN, a consumer can request content using interest
packets containing the name of the desired data. The user then
receives content through data packets containing the name of
the content and the actual content itself. A consumer puts the
name of a desired piece of data into an interest packet and
sends it to the network. Routers use this name to forward the
interest toward the data producer(s). Once the interest reaches
a node that has the requested data, the node will return a data
packet that contains both the name and the content, together
with a signature by the producers key which binds the two
[7].
NDN routers have a pending interest table (PIT), a for-
warding information base (FIB) and a content store (CS). The
PIT stores all the interests that a router has forwarded but
not yet satisfied [7]. A router remembers the interface from
which the request comes in, and then forwards the interest
packet by looking up the name in its FIB, which is populated
by a name-based routing protocol [8]. The router will cache
the data in the CS once it has been sent to a consumer, and
can serve the data from the CS directly when another interest
packet is received for the same data. It will also remove the
corresponding PIT entry once the interest has been satisfied.
The NDN project aims to be compatible with todays In-
ternet infrastructure, and it is designed in such a way that IP
can run over NDN and vice versa [8]. This inclusion of NDN
causes large overheads. In CCNx, which a software prototype
which implements NDN, the maximum payload of 4096 is
allowed in default packets and includes a 550 byte header
and the interest packet segment with sizes from 150 to 250
bytes. Thus, transmitting a NDN packet needs four Ethernet
frames, causing the total overhead to be about 23.6%. The
overhead is caused by the re-transmission of lost packets
which is more expensive in NDN, due to the large 4096
bytes chunk payload [9]. In NDN, names are longer and more
numerous than IP addresses, which makes NDN routing tables
much larger, which in turn results in inefficient lookups [9].
NDN makes use of a routing protocol based on unstructured-
flooding which does not guarantee discovery of contents, does
not ensure scalable routing tables, and cannot control update
message overhead [10].
Skywire [11] is a promising project which challenges the
centralized Internet by creating a community driven mesh
network. In this project, users own their own infrastructure
which enables them to enjoy fast, reliable and private Internet
access. The network is powered by various nodes which are
maintained by individual users. In this type of system, each
individual station will have hardware which can act as router
also. The hardware is used to access the information and can
act as an intermediate node to forward information to nearby
nodes. This setup gives greater power in the user but at the
same time makes routing complex. The number of routing
nodes increases manifold if all users participate in routing
and storing blockchain data.
The Althea project [12] allows users to set their mobile
nodes as decentralized and manageable community ISPs. In
this framework, a user’s private nodes and hardware infras-
tructure can act as a personal ISP which can be be allowed to
be used as a community router. The basic technology used in
this project includes routing protocol (known as firmware) and
hardware infrastructure. These routers can automate network
configuration and pay other routers for their bandwidth. These
community routers are connected to each other and serve as
a collective network. The Althea community network is then
connected with commercial Internet which serves as gateway
to the world wide web.
BlockMesh [13] is an anonymous P2P, decentralized
communication platform. BlockMesh is an integration of
blockchain technology and mesh networking primarily devel-
oped for Internet of Things (IoT) devices. The BlockMesh
framework is used to share files, send text messages and digital
transactions, and for making voice calls. Users with unlimited
Internet access can share their bandwidth with others who do
not have any Internet access, using mesh technology.
The Ammbr project [14] has been developed to provide
Internet access in the regions where connectivity infrastruc-
ture is lacking. This project uses mesh networking to ex-
tend Internet connectivity using Internet routers. The Ammbr
network consists of users who operates and manage nodes
using standardized technologies and protocols. Decentralized
Autonomous Organisation (DAO) ensures that its network and
all nodes work in compliance of local government regulations.
This project aims to trade Internet connectivity using wireless
mesh and blockchain technology. If a user wants to enjoy
Internet connectivity, they need to connect to an available
Ammbr Wifi signal, pay using tokens or other payment
methods, and can start using the Internet shared by fellow
users. In the same way, users are also allowed to sell their
network access and are free to set their own rates.
III. SYSTEM ARCHITECTURE
Blockchain technology has shown how we can move from
a centralized decision making network to a distributed, trans-
parent and more inclusive one. In our DWeb protocol we wish
to apply the same philosophy and create a decentralized web
infrastructure for static objects. Our system makes use of mesh
networks and point-to-point protocol (PPP) links, which aims
to prevent physical attacks to the network, and creates highly
replicated and immutable blockchain backed data stores. Such
data stores prevent logical attacks to access to information. A
high-level view of the system architecture can be found in
Figure 1.
Fig. 1. DWeb System Architecture
A. Network Topology
A typical DWeb network topology may, for example, con-
sist of a housing estate or an apartment block, where each
household has their own DWeb router which wirelessly con-
nects to a neighbouring DWeb router, which in turn connects
to another router etc. One or more routers in the estate will
act as the Gateway Router. Such routers may have a more
powerful “directed wireless antenna” to one or more other
DWeb gateway routers in the adjoining neighborhood. In this
way we are able to form a mesh network of DWeb gateways,
clustered around which there will be a number of users. Search
engines in the system design are publicly accessible entities
attached to DWeb gateways, to allow for efficient access to
objects. A consumer can query a Search Engine to look for
objects on the DWeb. A publisher will advertise its objects
via its nearest DWeb gateway, which can then satisfy requests
from consumers for that object.
B. Protocol Stack
DWeb routers run a protocol stack as shown in Figure
2. The stack consists of a new DWeb network layer which
replaces the existing IP layer, while the functionality of the
upper layers (Application and Transport) remains as before.
The DWeb protocol makes use of medium access control
(MAC) addresses and has a flat address space, as opposed
to the hierarchical address model that is used in IP. Commu-
nication links operate on a PPP basis using available wired
and wireless technologies.
Fig. 2. The DWeb Protocol Stack
C. Addressing and Routing
Each DWeb router is connected to at least one other DWeb
router in the system. When each router follows this rule,
a mesh network is created. The DWeb protocol uses MAC
addresses to replace IP to route packets via PPP links. Mesh
networks interconnect over IEEE 802.11s. This creates a
wireless local area network (WLAN) network [15]. 802.11s is
based on the 802.11 medium access control (MAC) protocol.
The 802.11 protocol uses link layer (i.e. MAC) addresses as
source and destination addresses.
Creating a local network using mesh networks and routing
via MAC addresses, removes the need for hierarchical IP
addresses and therefore DNS lookups. This in turn eliminates
the need for DNS servers to be hosted by ISPs. DNS servers
can be a single point of attack in a controlled shutdown of the
Internet. With mesh networks implementing a PPP protocol
and sending data directly from one router to another, there
is no requirement for ISPs to route the traffic. Removing
ISPs from the equation diminishes the ability of governments
to perform Internet shutdowns by instructing ISPs to stop
providing their service. DWeb gateways also maintain paths
to other popular gateways in the DWeb, by making use of
a time and space limited cache. Gateway routers maintain a
synchronized copy of the blockchain ledger which contains a
fingerprint of each object that has been uploaded to the DWeb.
Finally, each DWeb gateway has a publicly accessible
search engine attached to it which consists of transactions
extracted from the synchronised ledger, for quicker access to
objects on the DWeb. There are two types of edge nodes in
the system: publishers and consumers. A publisher is an edge
node that publishes web objects. A publisher sends a copy of
any new object to its default DWeb gateway to be included
in the blockchain. Publishers may have a direct or indirect
connection to a DWeb router. A consumer has knowledge of
gateways on the DWeb, and can query search engines to locate
objects and requests its default DWeb gateway to retrieve
objects.
IV. THE DWEB BLOCKCHAIN
A blockchain is used in the system for immutable data
indexing of objects. The DWeb blockchain is a permissioned
ledger to which blocks can only be added by authorized DWeb
gateways. The opportunity to add a new block is controlled in
a round robin fashion, thereby eliminating the need to perform
a computationally intensive proof-of-work (PoW) puzzle.
When a new object is created by a publisher, it sends a
copy of the object and its associated metadata to it’s default
gateway router. The router then creates a new blockchain
transaction and broadcasts it to the P2P network. A blockchain
transaction consists of the object’s metadata and a hash of the
concatenation of the “object” and its “metadata”, as shown in
Figure 3.
Fig. 3. Blockchain Transaction
The cryptographic hash acts as an integrity check, as well
as a unique object identifier (OID), and represents a flat name
space. Each new transaction must be digitally signed with
the secret-key of the DWeb gateway that originates it. The
signature can be verified by all other DWeb gateways, by
accessing the public-key certificate of the router that origi-
nated the transaction. Unsigned transactions are automatically
rejected by the network, and this prevents content pollution
by unauthorized publishers.
V. JOINING THE DWEB
A new gateway router joining the DWeb must download a
full copy of the blockchain. It indexes transactions from the
blockchain into its publicly accessible search engine according
to a known algorithm, so as to mirror other DWeb search
engines. Every new gateway router also obtains a public-
key certificate from a commercial certification authority (CA)
[17]. The certificate binds the MAC address of a DWeb
gateway to its public key and prevents MAC address spoofing
by malicious nodes. The certificate is broadcast to the P2P
network and locked into the blockchain as a transaction. It
can be accessed by all other DWeb gateway routers, who can
use it to verify that a transaction did in fact originate from an
authorized DWeb gateway router.
A. Adding a New Object
On receiving a new object from a publisher, a DWeb
gateway creates and broadcasts a new blockchain transaction
consisting of the OID and Metadata, along with the object
itself to the P2P network, for the transaction to be included in
the next block as seen in Figure 4. Once a transaction has been
verified by other nodes it is locked into the blockchain. Other
gateways can cache the address of the upstream router from
where the transaction originated. Gateway routers can add an
entry for the object into their search engine, and optionally
store a copy of the object in their local databases.
B. Object Retrieval
The easiest way to find an object is for a consumer to query
a DWeb search engine. The engine returns a set of results (i.e.
links) based on the search query, where each result consists
of an object identifier and associated metadata:
Link = (OID,Metadata)
Fig. 4. Adding a New Object to the DWeb
On clicking a Link, a request will be sent out to the default
router (possibly via one or more relay nodes) which will
retrieve the object. If an object is cached in the default router’s
search engine, the object can be served immediately. If not, a
request will be broadcast on the P2P network with the object’s
OID and router’s address. Each router along the path adds it’s
address prior to forwarding the request. A router that has the
specified object can satisfy the request by simply reversing the
path to get the object to the requesting consumer, as shown in
Figure 5. This is similar to the dynamic source routing (DSR)
[18] protocol. However, the addresses used in this projects
design are MAC addresses rather than IP addresses.
Fig. 5. Fetching a Non-Cached Object
In Figure 5, a consumer requests an object from the DWeb.
The request is broadcast to the P2P network as represented by
the red arrows. In this case the request is satisfied by router
R4 and the object is sent back by reversing the request path,
as represented by the green arrows. The consumer node is
able to compare the OID of the retrieved object with the
OID it was given by the search engine. It concatenates the
fetched object and with the metadata which is contained in the
Link and passes it through a hash algorithm. If the resulting
hash matches the OID in the Link then the consumer can be
confident that they have been served the correct object, and
that the object has not been modified in any way.
C. Network Partition
It is possible that parts of the network may lose connectivity
to the DWeb from time to time. A node may rejoin the network
at a later stage or never reconnect with the network. During
a network partition all updates to the ledger will be “local
to the routers in the sub-network. When connectivity is re-
established with the DWeb the sub-network nodes must use the
longest blockchain being advertised. The longest blockchain is
determined by the number of object storage transactions that
have taken place, not the number of nodes in the network.
The reconnected nodes broadcast any “local transactions to
the P2P network for them to be included in the longest chain.
In Figure 6, routers R4 and R5 become disconnected from the
main network.
Fig. 6. Network Partition
All updates to the ledger in routers R4 and R5 will be local
to their sub-network. When connectivity is re-established, the
longest blockchain is used. In this example this will be R1,
R2 and R3’s chain. Therefore the “local transactions from R4
and R5 will be advertised to be included in the longer chain.
Each router in the network will then have a synchronised copy
of the blockchain with all transactions that happened during
the partition.
VI. TRUST
DWeb gateway routers are trusted entities in the system.
Other nodes in the network rely on gateway nodes to operate
in a fair manner, by creating blockchain transactions on their
behalf, and correctly populating their search engines. This
trusted privilege is granted to gateway routers once they obtain
a public-key certificate form a trusted CA, and register the
certificate as a transaction on the blockchain.
However, this privilege can also be rescinded by the collec-
tive DWeb community, by revoking the public-key certificate
of a “blacklisted” gateway, if for example the trust score of
the router falls below a certain threshold. Certificate revocation
can be easily achieved on the DWeb by adding a “dummy”
certificate into the blockchain for the MAC address associated
with the erring router. This responsibility could be assigned to
one or more “super nodes” in the network. All nodes on the
network will then use the new public key certificate to verify
any new transactions that originate from the blacklisted router.
Since the blacklisted router will no longer have the correct
corresponding secret key, it will not be able to correctly sign
any new transactions, in order for them to be included in the
blockchain.
All other routers on the DWeb also have the ability to
become a gateway router by obtaining a public-key certificate
of their own from a trusted CA. Therefore, a publisher can
run their own gateway router and forward to it any object
references that it wishes to be added to the blockchain.
Similarly, a consumer can run a full gateway node and keep a
synchronized copy of the blockchain from which it can search
for objects on the DWeb. In this manner, a consumer or a
publisher no longer have to trust other network entities, while
retrieving or adding objects to the DWeb.
VII. FUTURE WORK
The initial framework of DWeb is proposed in this paper,
but there are still some core research problems that need
to be addressed in order to make this blueprint exhaustive.
These meaningful challenges include mobile consumers and
publishers, object storage, cache limitations, efficient routing
and superlative implementation.
The trust score can be used to find unreliable or biased
routers on the DWeb. Such routers should score less than their
counterparts, and their certificate can be revoked as mentioned
earlier. Efficient calculation of the trust score is an open-ended
research problem and needs comprehensive investigation.
In order to investigate the proposed DWeb architecture,
we are designing and implementing a simulation test bed
using ns-3 [19] and Multichain [20]. Comparative real-time
scenarios using ns-3 nodes, resembling physical routers will
be developed, in order to validate the DWeb architecture.
VIII. CONCLUSION
The Internet as we know it today is controlled by tech-
nology behemoths and ISPs. The primary motivation of these
organizations is to generate profits for their shareholders, and
in some cases they are beholden to the whims of the local
government agencies. The decentralized web (DWeb) is pro-
posed to circumvent some of the shortcomings of a centralized
Internet architecture, such as censorship of content or denial-
of-service. The DWeb uses the blockchain technology to store
immutable references to objects created by publishers, which
are shared by routers connected by mesh and point-to-point
protocol links. The routers are community owned and no one
entity directly controls their functionality. This ensures for the
neutral operation of the DWeb.
A consumer can efficiently search for objects by using
publicly available search engines on the DWeb. In the event
of network link failure, unlike the centralized web, all of
the disassociated networks continue to share objects. Once
the link is restored, the DWeb can update its entire ledger
through an effective ledger regeneration mechanism. The
DWeb has potential to alleviate the challenges caused by
today’s centralized web, and has the power to revolutionize
the way people use and perceive the Internet in the future.
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