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Resumo
O excesso de carga em redes WiFi causado por múltiplos utilizadores concorrentes leva a um
crescimento de colisões e a uma degradação substancial do desempenho da rede. De modo a
atenuar este fenómeno existem múltiplas técnicas, algumas das quais integradas no próprio pro-
tocolo IEEE 802.11 e outras baseadas em software que executa no lado das estações de acesso.
Uma solução deste último tipo, especificamente desenvolvida para equipas de robôs cooperantes,
é o protocolo Reconfigurable and Adaptive TDMA (RA-TDMA). Esta solução opera ao nível de
data link layer e é baseado numa autossincronização dos nodos envolvidos. Contudo, a versão
atual apenas permite enviar um pacote em cada ciclo o que é bastante limitativo para aplicações
com maiores necessidades de largura de banda. Nesta dissertação vamos estudar o problema da
degradação do serviço da rede WiFi em situações de sobrecarga e vamos adaptar o protocolo RA-
TDMA para permitir atenuar essa situação. No final apresentamos resultados experimentais para
validar a proposta efetuada.
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Abstract
Excess load on WiFi networks caused by multiple concurrent users leads to an increase of
collisions and substantial degradation of network performance. In order to mitigate this phenome-
non, there are multiple techniques, some of which are integrated into the IEEE 802.11 protocol
and others based on software that runs on the side of access stations. A solution of the latter type,
specifically designed for teams of cooperating robots is the Reconfigurable and Adaptive TDMA
(RA-TDMA) protocol. This solution operates at the level of data link layer and is based on a
self-synchronization of nodes involved. However, the current version only allows you sending a
packet in each cycle which is quite limiting for applications requiring more bandwidth. In this
dissertation we will address the problem of service degradation in WiFi networks under overload
and we will adapt the RA-TDMA protocol to allow attenuating such problem. At the end, we will
present experimental results to back up our proposal.
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Capítulo 1
Introdução
Neste documento apresentamos o trabalho efetuado na unidade curricular de Preparação da
Dissertação, a qual faz parte integrante do projeto de final de curso no âmbito do Mestrado Inte-
grado em Engenharia Eletrotécnica e de Computadores da Faculdade de Engenharia da Universi-
dade do Porto. Neste capítulo apresentamos o Enquadramento e Motivação (Secção 1.1) para o
desenvolvimento da presente dissertação e seguidamente, definimos o Âmbito e Objetivos (Secção
1.2) que se pretendem atingir. Por fim, apresentamos a Estrutura do presente documento (Secção
1.3).
1.1 Enquadramento e Motivação
A rede sem fio IEEE 802.11, mais conhecida por Wi-Fi, foi uma das grandes novidades tec-
nológicas da década de 90. O seu uso tornou-se cada vez mais comum e atualmente é o padrão
em conetividade sem fio para redes locais. Consequentemente a maioria dos computadores por-
táteis, tablets e smartphones hoje fabricados já vêm equipados com interfaces IEEE 802.11. Em
situações onde a rede entra em sobrecarga devido ao acesso por múltiplos utilizadores concor-
rentes, o seu desempenho é comprometido. Isto acontece por excesso de colisões que provocam
um fenómeno de thrashing (diminuição da capacidade efetiva da rede com o aumento de carga
submetida). Uma das soluções, apresentada mais à frente, visa solucionar este problema contro-
lando a transmissão de dados através do uso de software intermediário. Por levar à sincronização
das transmissões dos vários nodos, reduzindo drasticamente as colisões, a aplicação desta técnica
tem um elevado potencial para permitir melhorar a troca de dados entre dispositivos, nas situações
referidas, sem custos adicionais de hardware.
1.2 Âmbito e Objetivos
O âmbito desta dissertação é o protocolo Wi-Fi e o seu comportamento em situações de so-
brecarga provocada por uma frequência elevada de colisões resultante de múltiplos utilizadores
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concorrentes fazendo uso intensivo de largura de banda. Pretende-se, como objetivo da disserta-
ção, estudar o protocolo IEEE 802.11, nomeadamente os seus mecanismos de gestão de sobrecar-
gas e comparar qualitativamente o seu desempenho integrando ou não o mecanismo baseado em
RA-TDMA. Posteriormente, pretende-se desenvolver um interface genérico para este protocolo,
para que seja utilizado de forma transparente por aplicações genéricas, por exemplo, usando a tec-
nologia Tun/Tap, IP Tables ou Linux TC. Finalmente, os benefícios da abordagem proposta serão
validados experimentalmente, utilizando um demonstrador baseado na transmissão de múltiplos
streams de vídeo.
1.3 Estrutura da Dissertação
Este documento está estruturado em 6 capítulos. No capítulo 1 introduzimos o tema do pro-
jeto, o âmbito em que se insere, motivação e os objetivos que se pretende atingir. No segundo
capítulo será apresentado o estado da arte, estudando as tecnologias a adotar e algumas das suas
alternativas. No capítulo 3 será feita um estudo do comportamento da rede aplicando diferentes
níveis de carga. No capítulo 4 é apresentado o protocolo RA-TDMA, focando com mais detalhe
no seu princípio de funcionamento. Finalmente, no capítulo 5 serão apresentadas as conclusões
finais, comentários aos resultados e propor trabalhos futuros.
Capítulo 2
Revisão Bibliográfica
Este capítulo pretende introduzir o protocolo IEEE 802.11 focando no seu funcionamento
e nos mecanismos de gestão de sobrecarga associados. Também apresentamos um estudo do
mecanismo de controlo de transmissões baseado em RA-TDMA e da tecnologia Tun/Tap para a
criação de devices virtuais.
2.1 O protocolo Wi-Fi (IEEE 802.11)
Wi-Fi é um protocolo de comunicação sem fios via radiofrequência, cobrindo a primeira e
segunda camadas do modelo OSI, nomeadamente as camadas Física (Phisical Layer - PHY) e de
Ligação de Dados (Data Link Layer - DLL) respetivamente (Fig. 2.1). [9]
Figura 2.1: Localização do protocoloWi-Fi na modelo OSI [1].
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A camada data link é a responsável pela troca de dados entre nodos adjacentes. Ela providencia
meios funcionais de transmissão de dados e a deteção da possível ocorrência de erro. Esta camada
encontra-se dividida em duas subcamadas, logical link control (LLC) e medium access control
(MAC). A primeira dispõe de mecanismos básicos de controlo da transferência de informação tais
como confirmações e canais lógicos. Serve ainda de interface de comunicação entre a camada
network (camada 3 do modelo OSI) e a subcamada MAC. Esta última trata de endereçamento e
dispõe de mecanismos de controlo de acesso ao meio de comunicação, possibilitando a sua partilha
por diversos terminais ou nodos. [10]
2.1.1 Meio de comunicação
O protocolo Wi-Fi é um protocolo de comunicação sem fios, ou seja, wireless [11]. Desta
forma, a informação é transmitida na forma de ondas de rádio através do ar. Os dispositivos desta
rede estão equipados com uma placa de rede apropriada que contém um transmissor/recetor de
rádio que converte pulsos digitais em ondas eletromagnéticas e vice-versa. Essas ondas de rádio
são transmitidas em forma de broadcast numa dada frequência e qualquer dispositivo sintonizado
à aquela frequência, num raio útil, pode receber a mensagem transmitida.
2.1.2 Estrutura e tipos de pacotes
Todo o tráfego da rede é transmitido na forma de pacotes (Fig. 2.2), i.e., unidades elementares
de informação tratadas por uma rede. Existem três tipos de pacotes: de dados, de controlo e de
gestão da rede.
Figura 2.2: Estrutura dos pacotes 802.11 [2]
Toda a funcionalidade do protocolo é refletida nos headers destes pacotes (Fig. 2.3). É neles
que está contida toda a informação necessária para a coordenação da troca dos dados, a condição
da rede e a topologia da mesma. [12]
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Figura 2.3: MAC header [2]
Os pacotes de controlo são curtos e incluem RTS (request to send), CTS (clear to send) e ACK
(acknowledgement) utilizado no four way handshake (mecanismo de acesso ao meio). Os pacotes
de gestão de rede são utilizados para suportar autenticação, associação e sincronização.
2.1.3 Mecanismos de acesso ao meio
A subcamada MAC é a responsável pelo controlo do acesso ao meio, de maneira a que dois ou
mais nodos transmitam ordenadamente, evitando colisões [13]. Na Figura 2.4 podemos ver uma
taxonomia de mecanismos de MAC organizada de acordo com o tipo de transmissão e a forma
como dividem o canal.
Figura 2.4: Tipos de mecanismos de acesso ao meio
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As redesWi-Fi têm um protocolo MAC relativamente complexo, que combina vários métodos
distintos. Contudo, o protocolo mais utilizado é o DCF (Distributed Coordination Function) que
se baseia no método CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance). [14]
De acordo com este método, o nodo escuta o meio antes de iniciar a transmissão. Se o meio estiver
livre, transmite imediatamente. Se estiver ocupado, espera até que o meio se encontre novamente
livre, calcula um tempo de espera aleatório (backoff ) e tenta transmitir novamente (Fig. 2.5).
Figura 2.5: Algoritmo DCF com RTS/CTS [3]
Juntamente com CSMA/CA, é utilizado o DCF interframe space (DIFS) sincronizar os inter-
valos de back-off de várias estações que estejam à espera para aceder ao meio. Um nodo que esteja
a escutar o meio e ele estiver livre durante DIFS pode a seguir iniciar a contagem do intervalo de
back-off antes de iniciar a transmissão.. O short interframe space (SIFS) é usado como o tempo de
espera entre os pacotes de controlo do protocolo e o pacote de dados, nomeadamente RTS, CTS,
ACK e DATA. Como o intervalo SIFS é mais curto do que o DIFS, isso garante que os pacotes de
controlo têm prioridade sobre os pacotes de DATA no acesso ao meio, pois têm de esperar menos
tempo até poderem ser transmitidos. [3].
2.2 Mecanismos de gestão de sobrecarga
Quando uma rede de dados entra em sobrecarga, por exemplo por os seus clientes (nodos da
rede) estarem a tentar enviar mais informação do que a capacidade da rede, ocorre uma degradação
do serviço de comunicação. Esta degradação advém, no caso da rede Wi-Fi, de um excesso de
colisões no acesso ao meio que o mecanismo CSMA/CA não consegue evitar. Assim, nesta secção
abordamos métodos de controlo de carga enviada para a rede que permitem reduzir a possibilidade
de sobrecarga e permitem mesmo, nalguns casos, proporcionar diferenciação de qualidade de
serviço.
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2.2.1 Protocolos de rede
Os protocolos CSMA ou TDMA que iremos falar a seguir são protocolos de rede que fazem a
gestão do acesso à rede pelo vários nodos e nesse sentido têm impacto no comportamento da rede
em caso de sobrecarga.
2.2.1.1 CSMA-CA
O método CSMA-CA (Carrier Sense Multiple Access with Collision Avoidance) é o próprio
método de arbitragem nativo do protocolo IEEE 802.11 que já inclui algumas formas de mitigar
a sobrecarga de rede ao reduzir a pressão de retransmissão nas tentativas sucessivas de acesso ao
meio. [15]
Tal como referido na secção anterior, quando o meio está ocupado, um nodo que pretenda
efetuar uma transmissão espera até o meio ficar livre e posteriormente espera ainda um intervalo
de tempo DIFS com o meio livre. A partir desse instante (final do intervalo DIFS) é calculado
um intervalo aleatório, também designado por Random Backoff Time, inicialmente calculado entre
[0;W −1] slots, ondeW começa por ser 32.
Contudo, em situações de sobrecarga haverá vários nodos a tentar transmitir e logo a proba-
bilidade de colisão aumenta. Havendo uma colisão, o protocolo promove uma retransmissão mas
duplicando a janela do cálculo do backoff time que passará para [0;2W−1]. Havendo nova colisão,
essa janela irá sendo sucessivamente duplicada até ao intervalo máximo de [0; 32W-1]. O número
máximo de tentativas de retransmissões é 16, sendo o pacote descartado após esse número.
O método CSMA-CA pode ainda incluir uma técnica específica para combater o problema dos
nodos escondidos em wireless que também contribui para o bom funcionamento do protocolo em
sobrecarga. Esta técnica, designada por RTS/CTS, é particularmente relevante para a transmissão
de pacotes longos. Neste caso, o transmissor começa por enviar um pacote RTS anunciando a sua
intenção de transmitir e o tempo que essa transmissão deverá demorar. O recetor responde com
um pacote CTS com a mesma informação. Assim, os nodos no alcance do emissor e/ou recetor
não irão transmitir durante esse intervalo de tempo, reduzindo colisões. Após a receção do pacote
CTS, os dados são enviados para o recetor que confirma a receção com um pacote ACK tal como
representado na figura 2.5. Contudo, nas experiências realizadas no âmbito desta dissertação, este
mecanismo não foi utilizado.
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Figura 2.6: Algoritmo simplificado de CSMA-CA.
2.2.1.2 RA-TDMA
TDMA ou Time Division Multiple Access é um método de acesso múltiplo para redes partilha-
das que permite vários utilizadores partilhar o mesmo canal de frequência atribuindo a cada nodo
uma slot para uso exclusivo de acordo com uma lista circular. [16]
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Figura 2.7: Estrutura de um frame do protocolo TDMA [4]
Na Figura 2.7 podemos ver que o datastream é dividido em rondas, também designadas por
frames, e estes divididos em slots de tempo, de 1 a 4 na mesma figura. A cada nodo utilizador é
atribuído um destes slots para a suas comunicações incluindo a informação necessária para sincro-
nização [4]. Um aspeto relevante é a sincronização dos vários nodos para que não haja sobreposi-
ção dos slots. Assim, os protocolos TDMA comuns são normalmente baseados em sincronização
global de relógio e são tanto mais eficientes quanto mais preciso é o relógio global.
Reconfigurable and Adaptive TDMA é uma modificação de TDMA. A principal diferença
reside na capacidade de autoconfiguração da ronda TDMA em função de número de nodos ativos
em cada instante e na capacidade de autossincronização que não necessita de sincronização global
de relógio. [17]
A sincronização é feita utilizando o instante de receção das tramas. Para além disso, o proto-
colo é desenvolvido para lidar com acessos não controlados, ou seja, para coexistir com tráfego
enviado por nodos que não cumprem o protocolo. A reconfiguração automaticamente da ronda
TDMA de acordo com o número de utilizadores ativos permite minimizar o risco de colisão, au-
mentando assim o desempenho da rede.
O mecanismo RA-TDMA é proposto em [5] onde é utilizado para reduzir as colisões de acesso
ao meio entre os membros de uma equipa de robôs moveis. Neste caso, o período da ronda TDMA
é dividido pelo número de membros de equipa, gerando uma estrutura em slots iguais que são
atribuídas de forma exclusiva a cada membro. Se os membros da equipa transmitirem no inicio
do respetivo slot, as suas transmissões estarão o mais separadas possível (Fig. 2.8). Uma ronda
TDMA normal tem o período Ttup onde cada elemento k da rede tem a sua slot Txwin onde pode
transmitir a sua mensagemMk. Quando um elemento transmite uma mensagem num instante Tnow,
agenda a próxima transmissão para Tnow+Ttup.
Txwin =
Ttup
k
(2.1)
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Figura 2.8: Ronda TDMA [5]
Em casos normais, cada agente utilizará apenas uma pequena parte do seu período e o tempo
restante servirá como margem de manobra para admitir possíveis interferências. Quando um pe-
ríodo é iniciado, todas as transmissões programadas são colocadas num único pacote e enviadas. A
presença de interferência pode causar atrasos (δ ) na chegada dos pacotes. Cada agente utiliza essa
informação, (δ ), para calcular o instante da sua próxima transmissão, adaptando assim o período
da ronda TDMA.
Figura 2.9: Ronda do TDMA adaptativo [5]
Para determinar o atraso δk sofrido pela mensagemMk, cada nodo regista o tempo de chegada
das tramas dos restantes nodos e calcula a diferença entre o instante efetivo de chegada e o instante
previsto. Com base nesta informação, o cálculo do instante da sua próxima transmissão é corrigida
apenas pelo nodo com o ID 0. Os outros transmitem com um offset fixo relativamente ao instante
de receção da mensagem do nodo 0. Se este instante for T0, então o nodo k transmite em:
Tk = T0+ k ∗Txwin,k = 1..N−1 (2.2)
Se o nodo de referência não receber nada dos outros nodos durante uma ronda ou se o atraso
excede (∆), valor máximo de atraso permitido, então ele transmite após Ttup. O mesmo se aplica
às restantes nodos. Com este método quando o meio se encontra sobrecarregado, causando atrasos,
a pressão de transmissão é aliviada com o aumento do período da ronda e a eficácia é melhorada
com a diminuição de colisões.
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Para além da adaptação das rondas, o protocolo é também capaz de reconfigurar dinâmica-
mente as rondas. A reconfiguração vem explorar a situação em que alguns nodos estão inativos,
aproveitando o tempo das respetivas slots (Txwin) para aumentar as slots dos nodos ativos. Txwin
mais curtos permitem menores margens de manobra para acomodar a interferência, levando a um
aumento da probabilidade de dessincronização e de colisões entre os nodos. Daí a incorporação da
capacidade de auto-configuração para lidar com variações do número de nodos, onde a inserção e
a remoção de agentes é feita dinamicamente. O período total da ronda mantém-se, sendo dividido
pelo número de nodos ativos K, com K 6 N, maximizando o período entre transmissões Txwin.
O número de nodos ativos tem de ser consistente no sistema para que o número de slots que
o período Ttup é dividida seja o mesmo para todos os nodos. Por isso, é adicionado às frames que
cada um transmite, um vetor contendo informação da sua perceção em relação ao estado de todos
os nodos, chamada de vetor de grupo.
Outro aspeto a ter em conta é a identificação dos nodos e dos seus respetivos períodos de trans-
missão. Ao contrário do que se verificava anteriormente, onde cada nodo tinha uma identificação
única e essa correspondia ao identificador dos períodos de transmissão, devido à dinâmica de in-
serção e remoção de membros, os nodos no protocolo são identificados através de um ID dinâmico
que começa sempre em 0 e se estende até ao número de nodos ativos (K) menos um, ou seja, de 0 a
K−1.O ID dinâmico é atribuído por ordem dos IDs físicos dos nodos ativos, ou seja, o nodo ativo
com ID físico mais baixo recebe o ID lógico 0 e assim sucessivamente até ao nodo ativo com o ID
físico mais elevado que recebe o ID lógico K− 1. O processo de inserção e remoção dinâmica é
descrita pela máquina de estados abaixo apresentada.
Figura 2.10: Máquina de estados de captura do estado de outros agentes [5].
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Na figura 2.10, podemos ver que existem 4 estados em que se podem encontrar os nodos:
Running, Insert, Not running e Remove.
• Not running - Não está ao alcance do Acess Point.
• Insert - Ainda não foi detetado por todos os nodos ativos, embora já tenha começado a
transmitir fora de fase, pois ainda não lhe foi atribuído nenhuma slot de transmissão.
• Running - Já foi detetado por todos outros nodos. Já possui o respetivo slot de transmissão,
todos os outros nodos voltam a sincronizar com slots atualizados.
• Remove - Não está a transmitir ou a sua mensagem não foi recebida.
Quando surge um novo nodo, essa começa a transmitir informação sem estar sincronizado de
uma forma periódica. Neste estado , todos os membros mantêm a atualização do seu vetor de grupo
com as frames recebidas dos outros nodos. O estado do novo nodo é considerado como insert.
Porém o valor do período de transmissão mantém-se inalterado, já que ainda não foi alocado slot
de transmissão para o novo membro nem atribuída a identificação. No momento em que todos
os membros ativos tomam noção da existência do novo nodo, o número de nodos ativos K é
atualizado, assim como o a duração das slots de transmissão Txwin, os IDs reajustados e o estado
do novo nodo passa a running. A fase da slot do nodo com ID 0 é ajustada de acordo com a regra
da adaptação descrita no início desta secção, enquanto que e os restantes nodos adaptam-se à nova
fase do nodo 0. A partir do momento em que todos os nodos comecem a transmitir nas suas novas
slots então , estarão sincronizados de novo. O nodo 0 (dinâmico) serve de referência da ronda
TDMA para outros membros se sincronizarem.
Apesar da reconfiguração pertencer ao protocolo, ela não vai ser utilizada nos ensaios porque
o número de nodos utilizados é fixo.
2.2.2 Controlo de carga
Os algoritmos que iremos apresentar de seguida são métodos de gestão da carga submetida à
rede por cada nodo individualmente que, regra geral, podem ser aplicados em qualquer rede. Por
essa razão, embora sejam aqui referidos, não os vamos usar no trabalho experimental.
2.2.2.1 Stochastic Fairness Queuing
SFQ é um algoritmo de controlo de tráfego [18] que permite partilhar a largura de banda do
interface de rede de cada nodo sem definir prioridades, a atribuição da comunicação é aleatória e
nenhum pacote tem privilégio sobre outro. O objetivo deste algoritmo é garantir igualdade per-
mitindo a cada agente enviar o pacote de dados no seu turno, impedindo o domínio de uma única
conexão. O serviço é baseado na política first-come-first-served (FCFS). Os pacotes recebidos são
encaminhados para os buckets de acordo com uma função de codificação (hash function) onde
estes são armazenados numa espécie de filas de espera (Fig. 2.11). De seguida os buckets são
esvaziados através do método round-robin.
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Figura 2.11: Algoritmo SQF [6]
2.2.2.2 PFIFO_FAST
Pfifo_fast é o algoritmo utilizado por omissão na gestão de tráfego quando mais nenhum é
especificado, o que o torna no algoritmo maioritariamente usado nos sistemas Linux. Trata-se de
uma versão mais evoluída do FIFO normal, já que implementa três bandas em paralelo numeradas
0, 1 e 2. Essas bandas são esvaziadas sequencialmente, ou seja, a banda 1 não começa a ser es-
vaziada enquanto a 0 não se encontrar vazia e o mesmo se aplica à banda 2 (Fig. 2.12). Portanto
temos 3 níveis de prioridade no envio de pacotes, sendo possível diferenciar, em cada nodo, qual
o tráfego mais importante e que deve ser enviado primeiro para a rede.
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Figura 2.12: Algoritmo PFIFO_LAST [7]
2.2.2.3 Token Bucket Filter
TBF é um algoritmo utilizado nas redes de telecomunicações para garantir que a transmis-
são de dados / pacotes não ultrapassa limites pré-definidos para a largura de banda. Ao contrário
da SQF e da PFIFO_LAST esta técnica permite o controlo da largura de banda, o que pode ser
particularmente relevante para combater os efeitos de sobrecarga no acesso ao meio. O seu funci-
onamento é baseado em monitorizar o tráfego enviado para a rede utilizando tokens e um bucket.
Inicialmente, o bucket é carregado com um número de tokens correspondente à largura de banda
permitida. Por cada pacote enviado para a rede é consumido um número determinado de tokens.
Se não existirem tokens suficientes no bucket para o envio do pacote, o pacote fica à espera. No
final de um certo período pré-definido, também relacionado com a largura de banda desejada, é
reposto o número inicial de tokens no bucket (Fig. 2.13). A largura de banda permitida ao interface
de rede é então definida pela razão entre o número inicial de tokens e o período com que estes são
repostos no bucket.
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Figura 2.13: Algoritmo Token Bucket Filter [7]
2.3 Driver Tun/Tap
A tecnologia Tun/Tap permite a criação de interfaces de rede virtuais em Kernel-Space de
Linux. Trata-se de interfaces que fornecem uma plataforma genérica para envio e receção de
pacotes para aplicações em User-Space. Este processo é feito através de software, não requerendo
hardware adicional. [19, 20]
A tecnologia Tun/Tap possibilita a criação de dois tipos de dispositivos. O Tun que opera
na camada Network com os pacotes do tipo IP, e Tap que opera na camada de Data link, onde é
feito o controlo do acesso ao meio. Quando uma aplicação inicia uma interface Tun/Tap, é criado e
registado um dispositivo de rede virtual tunX ou tapX. Quando a aplicação termina a sua execução,
todos os dispositivos e caminhos de routing criados são automaticamente apagados. [21]
Esta técnica é utilizada em redes VPN (Virtual Private Networks), mas também pode ser usada
por qualquer aplicação que pretenda transmitir ou receber dados através de um protocolo diferente
do protocolo de rede nativo. [22]
No nosso caso, esta tecnologia tem o potencial de permitir criar um interface de comunicação
genérico ao nível do sistema operativo para o protocolo RA-TDMA, encaminhando por ele o
tráfego de aplicação genéricas, de forma transparente.
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2.4 Protocolo ICMP
O protocolo ICMP, sigla que representa Internet Control Message Protocol é um dos protoco-
los integrantes da camada Network do modelo OSI. É utilizado principalmente como um utilitário
de diagnóstico e relato de erros relacionados com problemas na rede, contrariamente aos protoco-
los de transporte como o TCP ou o UDP.
2.4.1 Cabeçalho ICMP
O cabeçalho ICMP tem o tamanho de 8 bytes, no qual 4 desses são fixos e contém o tipo, o
código e o checksum. As restantes 4 bytes depende do tipo e o código do pacote ICMP. A cada
conjunto tipo/código está associado a uma mensagem de controlo 2.4.2, enquanto que o checksum
serve para determinar a integridade da mensagem.
Figura 2.14: Cabeçalho ICMP [8]
2.4.2 Mensagens de controlo
Da figura 2.14, o campo Type fornece informação sobre o tipo de pacote e o campo Code dá
mais informações do respetivo tipo.
Figura 2.15: Tipos de pacotes ICMP [8]
Por exemplo, o tipo 3 indica que o destino não está ao alcance, neste caso o código dá mais
informação sobre a causa.
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Figura 2.16: Códigos associados ao tipo 3 dos pacotes ICMP [8]
2.4.3 Ping
O comando Ping é um utilitário de teste de conetividade entre equipamentos que se baseia no
protocolo ICMP. Consiste no envio de um pacote, mais especificamente pacotes do tipo 8 (echo
request), para o equipamento do destino e fica a escutar uma resposta (echo reply). Durante o
processo, é medido o tempo desde a transmissão até à receção que corresponde ao round trip time.
Os resultados sumariados do teste são impressos no fim, onde podemos encontrar o número de
pacotes perdidos, tempos mínimos, médios, máximos de round trip time e o respetivo desvio.
Figura 2.17: Exemplo de resultados da execução de um comando ping.
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Capítulo 3
Verificação do comportamento da rede
Neste capítulo pretende-se analisar o comportamento da rede quando esta está sujeita a dife-
rentes níveis de carga, apenas com o mecanismo nativo CSMA-CA. Esta análise servirá de base
à comparação com o protocolo RA-TDMA que iremos apresentar no capítulo seguinte. É então
apresentado o método utilizado para realizar os ensaios de maneira a testar várias gamas de carga,
a topologia de rede utilizada, como foram realizados esses ensaios, os resultados e a sua respetiva
análise.
3.1 Metodologia
Quando a largura de banda consumida é superior à capacidade de uma conexão, ou seja,
quando a largura de banda é sobrecarregada, originam-se efeitos não desejados no funcionamento
normal da rede. Efeitos esses que se manifestam geralmente sob a forma de atrasos na troca de
dados (latency) e/ou perdas de pacotes de informação. Uma forma de mitigar esse tipo de pro-
blemas é aplicar algoritmos de controlo de tráfego de modo a aumentar a performance através de
melhoramento da latência e/ou aumentando a largura de banda utilizável. Esse assunto será tratado
no capítulo seguinte (capítulo 4).
No nosso caso, para determinar o comportamento da rede sobre a carga de diferentes níveis
de interferência, iremos fazer uma experiência muito simples: enviar pacotes datagram através de
sockets de uma determinada máquina para outra. O método de endereçamento será unicast via
wireless - endereçamento do pacote a um único destino através de uma rede wireless. Em paralelo
estarão outros equipamentos a provocar interferência, com intensidade controlada, permitindo que
os ensaios sejam feitos com interferência variável, previamente estipulada.
O objetivo dos ensaios é adquirir informação relativamente a quantidade de pacotes perdidos
e o atraso sofrido pelos pacotes entregues até chegarem ao destino associados a cada um dos en-
saios. Processando a informação assim conseguida, subtraindo os pacotes recebidos aos enviados,
obteremos o número de pacotes perdidos. Por outro lado, ao guardarmos os instantes timestamps
de envio e de receção dos pacotes, podemos calcular posteriormente a latência de round-trip e
determinar se houve ou não atraso superior ao da respetiva transmissão.
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O protocolo de transporte de pacotes aplicado é o UDP em prol da pontualidade das transmis-
sões, já que este protocolo não insere atrasos adicionais causados por retransmissões e recupera-
ções de erros.
3.1.1 Topologia
Figura 3.1: Topologia utilizada.
Foram utilizados 5 computadores portáteis, todos eles ligados a um mesmo access point, onde
um deles funciona como servidor que irá receber informação dos outros quatro.
Na figura 3.1, O "S"corresponde ao servidor que recebe os pacotes transmitidas pelo "C"de
cliente, enquanto o servidor é carregado com interferências vindas dos nodos "P"sob a forma de
ping. É importante referir algumas opções do utilitário ping, tais como o ’-s’ e o ’- i’, já que estas
foram utilizadas para variar a interferência alterando o tamanho dos dados a enviar e a frequência
de envio, respetivamente.
3.1.2 Ensaios
Para recolher a informação desejada, são enviadas mensagens, do cliente para o servidor, con-
tendo o seguinte texto "pacote i", onde o ’i’ é uma variável do tipo inteiro que incrementa a cada
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iteração do período de transmissão do cliente. As mensagens têm um tamanho fixo de 10KB e
são enviados com o período variável. Ao mesmo tempo que o cliente envia pacotes ao servidor, as
três restantes máquinas estão a causar interferência na rede pelo meio do utilitário ping, gerando
padrões de carga periódicos, com pacotes de tamanho fixo de 50KB a um período variável.
Do lado do servidor é aberto um ficheiro de texto para cada ensaio e é guardado nele a sequên-
cia do pacote recebido, ou seja, o valor da variável ’i’ e o referente tempo de chegada. As gamas
de valores utilizados para o período da transmissão da mensagem do cliente e para o período dos
pings são as seguintes:
Tmsg = [0.01,0.02,0.05,0.1]ms (3.1)
Tping = [0.01,0.02,0.05,0.1,0.2,0.5,1]ms (3.2)
Os seguintes fluxogramas demonstram o funcionamento básico dos programas servidor e cliente.
Figura 3.2: Funcionamento do servidor.
O servidor recebe como parâmetros de entrada a porta de conexão, o número total de amostras
a capturar e o ficheiro texto onde serão registados os resultados pretendidos. A função de leitura
ocorre dentro de um ciclo, cuja condição de paragem é o valor do iterador ser maior ou igual
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à quantidade de amostras desejadas. Após cada leitura bem sucedida é escrita para o ficheiro
de texto o instante do tempo da receção e o respetivo número de sequência. No fim do ciclo é
incrementado o iterador.
Figura 3.3: Funcionamento do cliente.
O cliente recebe como parâmetros de entrada o endereço do destino, a porta de conexão e
o período de transmissão da mensagem. Num ciclo infinito é chamada a função de envio, con-
tendo uma string "pacote i". Após o envio é feita uma pausa com a duração igual ao período de
transmissão e incrementado o valor do inteiro i.
3.1.2.1 Automatização do processo de ensaio
Os ensaios são feitos com grande número de amostras (100K pacotes), o que faz com que
os ensaios demorem longas horas, especialmente para casos em que os períodos de transmissão
de pacotes são grandes. Consequentemente, para simplificar o processo de mudança de nível de
interferência e torna-lo reutilizável para ensaios futuros, decidiu-se automatizar o processo com
auxilio de um programa em shell script, linguagem interpretada pela linha de comandos do sistema
operativo utilizado - Unix.
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O programa desenvolvido corre do lado do servidor a partir do qual acede às restantes máqui-
nas através de acesso remoto (ssh), executando nelas as instruções desejadas. Dentro de um ciclo,
os valores do período de transmissão das mensagens e do período dos pings são atualizados para
toda a gama de teste, sendo passados como parâmetros. Na própria máquina é posto a correr o
programa do servidor e no fim do ensaio termina todos os processos iniciados passando à iteração
seguinte do ciclo.
As instruções de acesso remoto são feitas através de ethernet, ou seja, por cabo, eliminando a
sua interferência no ensaio, o qual é realizado todo ele em wireless.
De seguida apresentamos o fluxograma do programa de automatização:
Figura 3.4: Funcionamento do programa de automatização.
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3.1.3 Resultados
Os resultados são obtidos processando os ficheiros de texto que são guardados após cada en-
saio, retirando deles o número de pacotes perdidos e o tempo médio de chegada dos pacotes. À
parte dos pacotes que não chegam ao destino, há pacotes que chegam fora de ordem e outros que
são retransmitidos. Todos estes são contabilizados como pacotes perdidos. O tempo médio de
chegada dos pacotes é calculado fazendo o somatório das diferenças entre o tempo da chegada do
pacote atual e o tempo de chegada do pacote anterior.
Os resultados obtidos do tempo médio de chegada dos pacotes associados a cada um dos
ensaios é apresentado na tabela 3.1 e graficamente representado na figura 3.5.
Intervalo médio entre pacotes Período da mensagem (s)
recebidos consecutivos (us) 0.01 0.02 0.05 0.1
0.01 42386 39470 51348 102432
0.02 42593 38937 51286 102158
0.05 38745 37797 51288 102090
0.1 37197 37878 51102 102151
0.2 30543 32002 50911 100728
0.5 11490 20379 50467 100519
Nível de interferência
1 10891 20431 50439 100530
Tabela 3.1: Intervalo médio entre pacotes recebidos consecutivos
Figura 3.5: Gráfico do intervalo médio entre pacotes recebidos consecutivos.
Verifica-se que, para baixos níveis de interferência, o tempo médio de chegada dos pacotes
é relativamente próximo do período que foi imposto. Interferências mais elevadas têm um im-
pacto muito maior para velocidades de transmissão de mensagem do cliente baixas, demorando
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bastante mais tempo para o pacote chegar ao destino, enquanto que para velocidades altas o efeito
é quase desprezável. Podemos então concluir que para altos níveis de interferência, a rede entra
em sobrecarga e provoca atrasos elevados na comunicação.
Os resultados obtidos do número de pacotes perdidos associados a cada um dos ensaios é
apresentado na tabela 3.2 e graficamente representado na figura 3.6.
Período da mensagem (s)
Pacotes perdidos
0.01 0.02 0.05 0.1
0.01 2521 2325 2147 2085
0.02 2558 2317 2059 1884
0.05 2443 2243 2081 1836
0.1 2357 2027 1927 1827
0.2 1896 1234 675 484
0.5 1020 736 317 272
Nível de interferência (s)
1 1036 578 193 254
Tabela 3.2: Quantidade de pacotes perdidos
Figura 3.6: Gráfico da quantidade de pacotes perdidos.
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Figura 3.7: Taxa de transferência.
Ao contrário do que aconteceu nos resultados referentes ao tempo médio de transmissão dos
pacotes, para toda a gama de velocidades de transmissão dos pacotes, observou-se o mesmo tipo
de comportamento, embora em proporções diferentes. À medida que o nível de interferência sobe,
o número de pacotes perdidos aumenta quase exponencialmente até um certo ponto, aproximada-
mente para pings de 50KB a um período de 0.1 segundos no qual a perda de pacotes estabiliza.
Este fenómeno acontece devida à saturação da rede a partir daquele ponto. O que significa que
excedendo a capacidade de resposta da rede, todos os restantes pacotes ficam atrasados em fila.
Consequentemente, enviando o mesmo número de pacotes entre o cliente e o servidor, é de esperar
quantidades semelhantes de pacotes recebidos, mesmo que a rede sofra mais interferência.
Finalmente, a Fig 3.7 mostra a taxa de transferência conseguida em função da carga submetida
à rede. Como seria de esperar, a taxa baixa à medida que a carga aumenta devido ao aumento das
perdas, saturando a partir de um período de interferência de 0,1 segundos.
Capítulo 4
RA-TDMA versus CSMA-CA
Neste capítulo apresentamos uma comparação experimental entre a utilização simples do pro-
tocolo CSMA-CA nativo deWi-Fi (sem sincronização) e a versão com o protocolo RA-TDMA(com
sincronização). No final, com os resultados obtidos pretendemos mostrar, quantitativamente e qua-
litativamente, os benefícios que a utilização de RA-TDMA oferece em situações de sobrecarga.
Serão realizados ensaios ao protocolo onde iremos cobrir o método aplicado e a topologia.
4.1 Ensaios em laboratório
De acordo com o objetivo desta dissertação, pretende-se demonstrar através de testes práticos
o valor que esta abordagem acrescentará a combater a sobrecarga nas redes wireless. Vão ser
feitos dois tipos de ensaio, um sem sincronização e outro com sincronização, de maneira a que
os resultados obtidos salientem os benefícios da aplicação do protocolo em questão. De novo, os
ensaios serão realizados sobre diferentes níveis de carga. Neste caso o único parâmetro que varia
é o tamanho dos dados. É importante referir que os dois tipos de ensaios serão feitos no mesmo
ambiente e nas mesmas condições, com a exclusiva diferença de aplicar ou não o protocolo RA-
TDMA.
No fim, é de esperar que os atrasos e a perda de pacotes sejammitigados quando a comunicação
é sincronizada, levando a que a saturação da rede aconteça para cargas superiores.
4.1.1 Topologia
A topologia utilizada é comum em redes Wi-Fi comuns, com vários nodos em torno de um
Access Point.
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Figura 4.1: Topologia utilizada para ensaios RA-TDMA.
A máquina com o símbolo ’S’ inscrito é o servidor e as máquinas com ’I’ têm um programa
implementado, que envia pedidos do protocolo ICMP. No meio está o access point por onde pas-
sam as transmissões.
4.1.2 Metodologia
A funcionalidade do programa implementado nas quatro máquinas ’I’ é muito semelhante à
do utilitário ping, dado que ambas se baseiam no protocolo ICMP. São enviados pacotes ICMP do
tipo ’echo request’ ficando-se à espera de uma resposta. A resposta pode ser uma mensagem de
erro discriminando a razão da falha de envio, ou no caso de sucesso, uma mensagem do tipo ’echo
reply’.
No programa é também possível controlar a frequência das transmissões e o tamanho dos
pacotes. No nosso caso, todos os quatro nodos estarão a transmitir para o mesmo endereço destino,
originando uma situação de concorrência. Consequentemente, essa concorrência dará origem a
possíveis colisões entre as comunicações dos vários nodos, fazendo com que alguns pacotes se
percam, sem chegar ao destino.
No fim, serão analisados os dados recolhidos de todos os nodos, os quais, em princípio, serão
muito semelhantes, já que as suas transmissões se realizaram no mesmo ambiente com as mesmas
condições. Todavia, a sua análise tem o efeito de redundância, dando maior consistência aos
resultados.
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Resumidamente, o funcionamento do programa de envio de dados segue os seguintes passos:
Figura 4.2: Funcionamento do programa ICMP que envia N pedidos echo request.
O programa recebe como parâmetros de entrada os endereços IP da origem, IP do destino, o
tamanho dos dados, número de amostras e o ficheiro de texto alvo. Constrói o cabeçalho ICMP
com as devidas informações, define-se o tempo máximo para qual a função de receção espera
por um pacote e inicia o ciclo. A condição da terminação do ciclo é quando o iterador alcança o
valor do número de amostras. Dentro do ciclo, o programa envia um echo request para o IP do
destino contendo dados aleatórios com tamanho definido pelo parâmetro de entrada. Regista-se
o instante de envio. De seguida o programa fica à espera de receber um echo reply. Quando é
recebido, regista-se o instante de receção que juntamente com o instante de envio vai permitir
obter o tempo de transmissão. Caso os números de sequência dos pacotes enviado e recebido não
coincidir, contabiliza-se um pacote perdido e é chamada de novo a função de receção. No fim do
ciclo incrementa-se o iterador.
Este programa de envio e receção de pacotes será, posteriormente, integrado no protocolo
RA-TDMA, de modo a conseguir sincronizar as comunicações entre os quatro nodos. É possível
alterar as comunicações para não sincronizado, mudando um parâmetro de controlo do protocolo.
Tal como representado na Fig. 4.3, o modo de transmissão é definido no início, onde é feito
também a inicialização do período Ttup e o número máximo de nodos participantes. Dentro do
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ciclo Ttup é onde iremos fazer as comunicações através das funções de envio e receção.
Figura 4.3: Integração do programa em ICMP no protocolo RA-TDMA.
Posto isto, pretende-se realizar o mesmo número de ensaios para ambos os modos, variando o
tamanho do pacote em cada ensaio.
4.1.2.1 Parâmetros
Para que os resultados sejam consistentes, é conveniente que o número de amostras por ensaio
seja relativamente elevado. Considera-se 50000 amostras como razoável para o ensaio em questão,
já que a quantidade de ensaios a realizar é exaustiva. Vão ser feitos 6 ensaios para cada modo, ou
seja, 6 pontos que vão gerar o gráfico de resultados.
O período de cada ronda RA-TDMA está definido nos 100ms, o que equivale a 25ms para cada
nodo transmitir. Cada nodo irá transmitir, nesse intervalo de tempo, Packet_Size bytes de dados.
Os valores utilizados para os ensaios são selecionados de modo a cobrir zonas pré-saturação, zonas
de saturação e zonas pós-saturação.
A capacidade de transmissão máxima do access point utilizado é de 54Mbits/s, pois este equi-
pamento pertence à gama wireless G. Esse valor em bytes, de acordo com a equação 4.1, é:
54Mbit
8
= 6.75Mbytes (4.1)
Ou seja, para enviar 1 byte seria necessário 148 nano segundos (equação 4.2).
4.1 Ensaios em laboratório 31
1
6.75M
= 148ns (4.2)
Se em cada 148ns, a capacidade máxima é de 1 byte, queremos saber quantos bytes são preci-
sos num Txwin = 25ms para que a rede atinja a sua capacidade máxima (equação 4.3).
25ms∗1byte
148ns
≃ 169KB (4.3)
O resultado a que se chegou corresponde aos bytes totais que são trocados numa transmissão.
Esse valor terá que ser dividido em 4, correspondendo ao envio do echo request ao access point,
desse para o destino e o caminho inverso para o echo reply, tal como está representado na Fig. 4.4.
Figura 4.4: As quatro etapas de uma transmissão na rede.
Chega-se à conclusão que é necessário os 4 nodos transmitir 42KB para saturar a rede.
168919
4
≃ 42KB (4.4)
É de esperar que o valor para a saturação da rede seja inferior ao calculado, na medida em que
o valor pode ser afetado por vários fatores externos ao ensaio. Um dos fatores está relacionado
com overheads do protocolo Wi-Fi. Há mais bytes que são enviados para lá dos bytes de dados,
algumas partes dos pacotes Wi-Fi são transmitidas a velocidade mais baixa, existem intervalos de
inatividade entre pacotes consecutivos, etc. Também há overheads do protocolo de medida uma
vez que são enviados pequenos pacotes de informação. Existem também interferências externas
não contabilizadas. A própria capacidade do acess point pode não chegar aos valores declarados.
E haverá ainda vários outros que têm menor impacto, mas que juntos fazem alguma diferença.
Com isto em mente, a gama de valores selecionados para ensaiar têm, em média, metade de
tamanho do valor teórico (equação 4.5), uma vez que se verificou que com esta gama de valores já
se conseguia saturar a rede.
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Packet_Size= [5,10,15,20,25,30]KB (4.5)
4.2 Síncrono vs Assíncrono
Nesta secção será explicada brevemente a diferença entre a comunicação síncrona e assíncrona
no protocolo de sincronização utilizado, permitindo melhor entendimento e mais fácil interpreta-
ção dos resultados.
Na comunicação síncrona, o pacote ICMP é enviado e recebido em instantes de tempo bem
definidos e conhecidos tanto pelo emissor como pelo receptor, através da divisão do período. A
sincronização é alcançada através do envio de um pacote de informação e do lado do recetor essa
informação é gerida de forma a ajudar a manter a comunicação sincronizada. Esse pacote de
informação é um pacote multicast que é enviado antes de inicializar as comunicações principais,
contendo informação sobre o estado de todos os nodos.
Figura 4.5: Transmissões sincronizadas por divisão de tempo.
Na comunicação assíncrona, o protocolo não passa pela função de sincronização, os nodos
transmitem à sua própria frequência levando a um aumento de colisões. Essas colisões são causa-
das quando multíplos nodos tentam transmitir ao mesmo tempo.
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Figura 4.6: Possível transmissão assíncrona.
A Fig.4.6 mostra um possível estado de transmissão assíncrona, pois estas podem tomar varia-
das formas desde transmissões desfasadas até todas elas sobrepostas. O problema das transmissões
assíncronas é o aumento da probabilidade de colisão, desordem na chegada dos pacotes e acima
de tudo atrasos longos. A colisão acontece quando dois ou mais agentes transmitem ao mesmo
tempo (Fig. 4.7), originando perdas de pacote.
Figura 4.7: Situação de colisão.
Em situações de baixo tráfego, a diferença entre os dois modos pode não ser muito percetível.
Mas quando o nível de tráfego é elevado, a sincronização permite melhores fluxos de informação
levando a ummelhor desempenho da rede por diminuição de colisões. Esse fenómeno é justificado
pela transmissão sequencial dos nodos, impedindo múltiplos nodos de transmitir em simultâneo.
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4.3 Resultados
Os resultados são processados a partir do ficheiro de texto onde foram guardados os respetivos
tempos de transmissão, ou round-trip, e o número de pacotes perdidos associados a cada um dos
ensaios. O tempo de transmissão é calculado pela diferença entre o instante de envio e o instante de
receção. Para os pacotes perdidos são contabilizados os pacotes que efetivamente não chegam ao
destino e os pacotes em que o seu tempo de transmissão ultrapassa 90% do período de transmissão
Ttup. Para efeitos de apresentação de resultados será utilizado o tempo médio de transmissão, ou
seja, o valor médio do tempo de todas as transmissões dos pacotes considerados não perdidos.
No final, serão analisados esses resultados, quantificando, em percentagem, a contribuição da
sincronização com o protocolo RA-TDMA para a resolução do problema de sobrecargas das redes.
4.3.1 Resultados para transmissões síncronas
Nesta parte serão apresentados os resultados dos ensaios feitos com sincronização, relativa-
mente ao tempo de transmissão e à perda de pacotes. Tal como referido anteriormente, são feito
registos nas quatro estações - C1, C2, C3 e C4. Portanto, inclui-se nos gráficos as quatro linhas
associadas às respetivas estações.
Figura 4.8: Gráfico referente aos tempos de transmissão síncronas.
Observando o gráfico da Fig. 4.8, o tempo de transmissão das quatro estações para cada um
dos pontos ensaiados são muito semelhantes, pois estes encontram-se sincronizados. Como a cada
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estação é atribuído um tempo bem definido de transmissão, que e igual para todas elas, nenhuma
terá prioridade sobre outra. Em consequência, as retas aparecem sobrepostas umas nas outras,
porque os valores que a desenham são muito próximos. Pode-se reparar também que entre os
15KB e 20KB de tamnho de dados existe um acréscimo significante no tempo das transmissões,
suspeitando de que a saturação da rede se situe entre esses dois pontos.
Figura 4.9: Gráfico referente aos pacotes perdidos no modo síncrono.
No gráfico da Fig. 4.9 não é possível distinguir diferenças na perda de pacote entre os 5KB
e os 15KB, porque a quantidade de pacotes perdidos é pequena em comparação com os pontos
seguintes. Contudo, através da tabela presente na mesma figura, é possível conferir a existência
de um aumento leve de pacotes perdidos.
Novamente se verifica que os valores não divergem muito de umas estações para outras e que
o comportamento da rede se torna anómalo partir dos 15KB de dados. A perda de pacotes neste
intervalo sofre uma alteração significativa, o que significa que a rede se degrada bastante a partir
deste valor.
A mudança abrupta no comportamento no intervalo de carga entre 15KB e 20KB de dados
acontece porque o período da slot alocada para cada nodo é excedido. Com Txwin =
Ttup
4 = 25ms,
então para períodos superiores a Txwin, as transmissões irão se sobrepor, aumentando assim a pro-
babilidade de colisão.
Os gráficos são mantidos com a mesma escala para permitir uma comparação visual mais rá-
pida.
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4.3.2 Resultados para transmissões assíncronas
Figura 4.10: Gráfico referente aos tempos de transmissão assíncronas.
Contrariamente aos tempos de transmissão síncrona, o desvio entre os valores do tempo de
transmissão entre as quatro estações é mais notável neste caso. A linha referente à estação C2 está
bastante abaixo das outras, indicando que esta é menos afetada por atraso do que as outras, até aos
20KB de dados. Este fenómeno pode ser justificado com menor frequência de colisões entre esta
estação e as restantes. Visto que o número de pacotes perdidos nesta é a mais baixa nos pontos
10KB e 15KB segundo a Fig. 4.11, pontos esses responsáveis pela descida da linha no gráfico.
Embora a transição entre os pontos do gráfico seja mais suave do que na transmissão síncrona,
nota-se um aumento mais acentuado entre os 15KB e 20KB e tende a saturar após esse intervalo.
De acordo com os resultados obtidos, os tempos de transmissão são sempre superiores aos do
ensaio anterior, esse facto será analisado com mais detalhe na secção seguinte.
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Figura 4.11: Gráfico referente à perda de pacotes no modo assíncrono.
Relativamente à perda de pacotes, a partir dos 15KB de dados as linhas são monotonamente
crescentes, chegando a um máximo de aproximadamente 90% de perdas. O comportamento das
linhas é semelhante às do ensaio síncrono, contudo os valores envolvidos são, por comparação,
superiores aos anteriores.
Ao analisar os resultados das figuras 4.8, 4.9, 4.10 e 4.11, confirma-se a suposição anterior-
mente formada acerca da quantidade de dados necessários a transmitir por nodo para exceder a
largura de banda. O valor teórico situava-se perto dos 40KB de dados por nodo, mas os resultados
dos ensaios indicam que o valor se encontra compreendido entre os 15KB e 20KB. É nesse inter-
valo que os atrasos são muito mais significativos e as perdas de pacote aumentam bruscamente. O
que significa que a partir dessa quantidade de dados a transmitir, a rede se degrada dificultando a
gestão normal das transmissões.
4.3.3 Comparação dos resultados
Para avaliar comparativamente a diferença entre os resultados dos dois ensaios, esses serão
postos lado a lado de modo a que a sua análise seja a mais direta.
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Figura 4.12: Gráfico comparativo do tempo médio de transmissão.
Os valores utilizados para traçar as linhas correspondentes ao ensaio síncrono e o ensaio assín-
crono são o valor médio dos tempos de transmissão das quatro estações respetivamente. A partir
da Fig. 4.12 consegue-se observar claramente que, com a sincronização das transmissões obtemos
tempos de transmissões mais curtas, excetuando para níveis de tráfego muito baixos e para níveis
de tráfego muito elevados. No primeiro caso, como o tráfego é reduzido, a sincronização da trans-
missão não terá um efeito muito relevante, porque as transmissões assíncronas não serão muito
afetadas. No segundo caso, o tráfego já atingiu um nível tão elevado que a sincronização não é
suficiente para combater a degradação da rede.
Figura 4.13: Gráfico comparativo dos pacotes perdidos.
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Figura 4.14: Comparação entre as taxas de transferência dos dois ensaios.
Em valores absolutos não é perceptível no gráfico a diferença dos valores entre o ensaio sín-
crono e o assíncro. Todavia em valores percentuais, esses valores não são muito divergentes. Em-
bora, para os primeiros pontos, essa diferença não seja muito visível graficamente na Fig. 4.13,
não impede de verificar a redução de pacotes perdidos sofrida quando a transmissão é síncrona.
As taxas de transferência obtidas para os dois ensaios são representadas na Fig. 4.14 que
confirma o melhor desempenho do caso síncrono Uma forma mais objetiva e conclusiva de com-
parar os resultados obtidos em ambos os ensaios é quantificar, em percentagem, a melhoria que a
sincronização da comunicação oferece.
Tempo de transmissão
Tamanho do pacote Síncrono Assíncrono Melhoria (%)
5000 10073 12947 22.20
10000 15762 25315 37,74
15000 23064 36144 36,19
20000 67527 75351 10,38
25000 85827 90685 5,36
30000 92048 93715 1,78
Tabela 4.1: Melhoria no tempo de transmissão.
Os valores que constituem as tabelas 4.1 e 4.2 são os mesmo utilizados para traçar os gráficos
das figuras 4.12, 4.13 e 4.14. Onde, à frente de cada ponto ensaiado se encontra os valores médios
das quatro estações tanto para o ensaio síncrono como o assíncrono. Seguido dessas duas colunas
de valores, encontra-se a coluna final, medindo a percentagem do decréscimo que os valores do
ensaio síncrono têm face ao síncrono. Por outras palavras, esse valor corresponde à redução dos
atrasos ou a diminuição dos pacotes perdidos, em percentagem, que o protocolo de sincronização
traz.
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Perda de pacotes
Tamanho do pacote Síncrono Assíncrono Melhoria (%)
5000 408,5 513,75 20,49
10000 484,75 717,5 33,48
15000 711,75 664,75 -7,07
20000 7102 11446 41,90
25000 27705 29229,75 9,42
30000 31853 36703,5 16,78
Tabela 4.2: Melhoria na perda de pacotes.
Quantificando as tabelas num valor único, podemos afirmar que há 18.94% menos atrasos
e 19.17% menos pacotes perdidos utilizando o protocolo de sincronização RA-TDMA. Esses
valores são a média das percentagens todas para cada tabela.
4.3.4 Flutuação dos resultados
A consistência dos resultados é um fator fulcral para determinar o sucesso de qualquer expe-
riência ou teste. Com esta meta em mente, repartiu-se as 50K amostra em 5 intervalos de tempo,
cada um deles com 10K amostras e analisou-se o desvio que cada uma tem relativamente às res-
tantes.
A cada ensaio está associado um gráfico, semelhante aos anteriores mas relativo apenas ao
segmento de amostra respetivo. Os ensaios síncronos estarão lado a lado dos assíncronos, com
a mesma escala, para poder comparar diretamente a flutuação dos resultados em cada um dos
modos.
A escala vertical dos gráficos do tempo de transmissão correspondem ao tempo de transmissão
em micro segundos e número de pacotes para os gráficos de perda de pacotes.
Idealmente, as linhas dos gráficos deveriam ter todas o declive nulo e estarem sobrepostas
umas nas outras, não havendo deslocação vertical entre elas nem declive, pois as quatros estações
são iguais e uma amostra de 10000 seria igual à seguinte. Na prática isso não acontece, porque
cada conjunto de amostras pode ser influenciada por níveis de interferência diferentes, as estações
têm diferenças entre si, e a perda de pacotes acontece de uma forma inconstante.
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Figura 4.15: Flutuação do tempo de transmissão a 5KB.
Figura 4.16: Flutuação da perda de pacotes a 5KB.
Figura 4.17: Flutuação do tempo de transmissão a 10KB.
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Figura 4.18: Flutuação da perda de pacotes a 10KB.
Figura 4.19: Flutuação do tempo de transmissão a 15KB.
Figura 4.20: Flutuação da perda de pacotes a 15KB.
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Figura 4.21: Flutuação do tempo de transmissão a 20KB.
Figura 4.22: Flutuação da perda de pacotes a 20KB.
Figura 4.23: Flutuação do tempo de transmissão a 25KB.
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Figura 4.24: Flutuação da perda de pacotes a 25KB.
Figura 4.25: Flutuação do tempo de transmissão a 30KB.
Figura 4.26: Flutuação da perda de pacotes a 30KB.
Desde os 5KB de dados até aos 20KB de dados visível uma tendência para menor flutuação,
principalmente nos tempos de transmissão, nas transmissões síncronas relativamente às assín-
cronas. Os resultados das transmissões apresentam um comportamento quase constante entre o
conjunto de amostras e entre estações pouco varia, aproximando-se de uma reta horizontal para
valores de carga a baixo da saturação.. Em comparação, nos ensaios assíncronos, apesar de as
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linhas tenderem a declive nulo, entre as estações existe uma grande diferença na grandeza de
valores, principalmente nos tempos de transmissão.
Nos ensaios com 25KB de dados, a tempo de transmissão do lado assíncrono satura perto
dos 90ms, enquanto que no lado síncrono, alguns pontos estão saturados e outros abaixo desse
valor. No ensaio a 30KB de dados, ambos os modos apresentam o tempo de transmissão a saturar
após os 90ms. Referentemente à perda de pacotes, ambos os ensaios apresentam resultados muito
instáveis a nível de coerência tanto nos 25KB como nos 30KB, devido à forte saturação da rede.
É importante referir os valores dos ensaios com sincronização apresentam valores sempre mais
baixos que os ensaios sem sincronização, como já tinha concluído na subsecção anterior.
46 RA-TDMA versus CSMA-CA
Capítulo 5
Conclusões
Neste capítulo discutimos a satisfação dos objetivos, fazemos comentários gerais aos resul-
tados obtidos e concluímos sobre se a problemática inicial foi solucionada ou mitigada. Numa
secção posterior abordamos as melhorias e possíveis trabalhos futuros.
5.1 Satisfação dos Objetivos
De uma maneira geral, pensa-se que o objetivo principal desta dissertação foi alcançado. O
desafio inicial era melhorar o desempenho da rede em situações de sobrecarga causadas por múl-
tiplos utilizadores concorrentes. Para isso foi utilizado o protocolo RA-TDMA, adaptando-o para
o nosso caso, já que inicialmente ela tinha sido desenvolvido para equipas de robôs cooperantes.
Os resultados alcançados nos ensaios com esse protocolo foram bastante satisfatórios, traduzindo-
se numa melhoria no combate à degradação da rede de 19% com quatro utilizadores a transmitir
em simultâneo, melhorando substancialmente os atrasos e as perdas dos dados.
Apesar de ter iniciado o desenvolvimento da interface genérica que permitia ao protocolo ser
utilizado por aplicações genéricas, ela não foi concluída, em consequência não se realizou nenhum
teste relacionado.
Julga-se que os benefícios que o protocolo oferece não podem ser subestimados, devem ser
aproveitados e implementados em redes wireless mais complexas, adicionando aos mecanismos
de gestão de tráfego pré-definidos.
5.2 Trabalho Futuro
O próximo passo seria implementar o device tun/tap para dar transparência o protocolo, pos-
sibilitando o fluxo de todo o tipo de tráfego e fazer testes referentes. Também seria bom fazer
ensaios com mais estações de modo a avaliar melhor o desempenho do protocolo para um número
maior de utilizadores concorrentes.
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O mesmo protocolo já esta implementado em ad-hoc, sem recurso a um acess point. Por con-
seguinte seria interessante fazer o mesmo tipo de ensaios, mas agora para ad-hoc com a presença
de hidden nodes.
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