Abstract. A new Berry-Esseen bound for non-linear functionals of non-symmetric and non-homogeneous infinite Rademacher sequences is established. It is based on a discrete version of the Malliavin-Stein method and an analysis of the discrete Ornstein-Uhlenbeck semigroup. The result is applied to sub-graph counts and to the number of vertices having a prescribed degree in the Erdős-Renyi random graph. Further applications concern the zero sets of Gaussian analytic functions as special cases of point counts in a determinantal point process as well as a percolation problem on trees.
Introduction
The Malliavin-Stein method has become a versatile device for proving quantitative limit theorems. It combines the Malliavin calculus of variations with Stein's method. The results obtained this way typically fall into two categories. The first category consists of limit theorems for non-linear functionals defined on the Wiener space with notable applications to Gaussian random processes, especially the fractional Brownian motion [23, 25, 27] , random matrices [26] and random polynomials [1] . The other brand comprises limit theorems for functionals of Poisson random measures and their applications to stochastic geometry [7, 19, 21, 22, 33, 39] , U -statistics [5, 7, 20, 33, 37] , non-linear statistics of spherical Poisson fields [6] and the theory of Lévy processes [7, 21, 31] . On the other hand, the Malliavin-Stein method has left only few traces in that part of probability theory in which discrete random structures are investigated. One exception is the paper [29] , where Stein's method for normal approximation has been combined with tools from discrete stochastic analysis for symmetric Rademacher sequences to deduce quantitative central limit theorems with respect to probability distances based on smooth test functions. Here, by a symmetric Rademacher sequence we understand an infinite sequence of independent and identically distributed random variables taking the values ±1 with probability 1/2 each. This approach has been extended in [18] to deduce Berry-Esseen bounds, that is, estimates for the Kolmogorov distance in related central limit theorems. The applications considered in [18, 29] concern the number of two-runs, a quantitative version of a combinatorial central limit theorem as well as traces of powers of random Bernoulli matrices. While the previously mentioned papers were concerned with the symmetric case, we work with general non-linear functionals of non-symmetric and even non-homogeneous Rademacher sequences in order to bring a rich class of examples, that were not accessible before, within the reach of the Malliavin-Stein method. Moreover, we emphasize that some of the examples we present below are not within the reach of any of the traditional approaches using Stein's method.
One of the main tools of the Malliavin-Stein method on the Wiener or the Poisson space is the so-called multiplication formula for multiple stochastic integrals, cf. [32] for a general overview. The main difficulty in the discrete set-up is that no such multiplication formula for discrete multiple stochastic integrals based on non-symmetric or non-homogeneous Rademacher sequences is available. Consequently, a new type of abstract Berry-Esseen bound needs to be developed, which is getting along without this technical device. Such a result, namely Theorem 4.1 below, is one of our main contributions. It can be interpreted as a kind of 'second-order Poincaré inequality' and is the discrete analogue of corresponding results on the Wiener or the Poisson space, cf. [21, 28] . It relies on a generalization of the Malliavin-Stein bound established in [18] and on an analysis of the discrete Ornstein-Uhlenbeck semigroup. To make this approach work, we also have to develop further some facets of the discrete Malliavin calculus of variations. In particular, we present a generalization of the integrationby-parts formula, which is one of our crucial devices. The Berry-Esseen bound we obtain this way is particularly well suited for the study of discrete random structures. This is due to the fact that the chaotic decomposition of the functional at hand does not have to be specified. Instead, the impact of local perturbations on the functional measured by means of a certain difference operator (discrete Malliavin derivative) has to be evaluated. A sufficient condition for asymptotic normality is that moments of first-and second-order discrete Malliavin derivatives of the functional are sufficiently small.
To highlight the versatility of our general limit theorem we now present a couple of concrete applications. The first one deals with the triangle counting statistic associated with the Erdős-Renyi random graph. Introduced in [8] , the model has since then become one of the most popular models in discrete probability, cf. [13] for an exhaustive list of references. Informally, the random graph G(n, p) is a graph on n ∈ N vertices in which each edge between two vertices is included with probability p ∈ [0, 1], independently of the other edges (for a detailed construction see Section 5 below and see Figure 1 for simulations). In what follows we allow p also to depend on n, but for practical reasons we suppress this in our notation. The random variable in the focus of our attention is the number T = T (n, p) of triangles in G(n, p), i.e., the number of sub-graphs of G(n, p) that are isomorphic to the complete graph on 3 vertices. The first central limit theorem for the normalized random variable F := (T − E[T ])/ Var [T ] has been derived in [38] by the method of moments. In particular, it provides a necessary and sufficient condition on n and p, which ensures asymptotic Gaussianity for F . Namely, as n → ∞, one has that −→ indicates convergence in distribution. Using Stein's method for normal approximation, a rate of convergence in this central limit theorem measured by some sort of bounded Wasserstein distance has been established in [2] . If p ∈ (0, 1) is fixed,
where H is the class of bounded functions h : R → R with bounded first derivative and where · ∞ denotes the supremum norm. For the case that p = θn −α with α ∈ (0, 1) and θ ∈ (0, 1) the result in [2] delivers the bound
O n −3(1−α)/2 if 1 2 < α < 1 . Throughout this paper, we write a n = O(b n ) for two non-negative sequences (a n ) n∈N and (b n ) n∈N if there is a constant c ∈ (0, ∞) such that a n ≤ c b n for sufficiently large n. Applying a standard smoothing argument, one can show that the more prominent and more natural Kolmogorov distance d K (F, N ) := sup
between F and N is bounded by a constant multiple of the square-root of d 1 (F, N ), cf. [35, Proposition 2.4] . However, this typically leads to a suboptimal rate of convergence for the Kolmogorov distance d K (F, N ). For example, in the special case of a fixed p ∈ (0, 1) one expects that also d K (F, N ) is of order n −1 . Our main contribution in this context is the following Berry-Esseen bound, which in particular confirms that this is in fact true. We emphasize that we are not aware of any other technique, which could be used to provide bounds on the Kolmogorov distance of this quality, especially if p is of the form θn −α with α ∈ (0, 1) and θ ∈ (0, 1). In what follows, we treat both set-ups simultaneously and contribute thereby to a long standing problem in this area.
Theorem 1.1. Denote by N ∼ N (0, 1) a standard Gaussian random variable. Let p = θ n −α with α ∈ [0, 1) and θ ∈ (0, 1). Then
Now, we turn to the problem of counting general sub-graphs in the Erdős-Renyi random graph G(n, p) that are isomorphic to a given graph Γ. We assume that Γ has at least one edge and we also assume that the success probability p ∈ (0, 1) is fixed and does not depend on n. Formally, we denote by S = S(n, p) the number of copies of Γ in G(n, p) and by
the normalized sub-graph counting statistic. A first central limit theorem for F , as n → ∞, has been established in [38] and a rate of convergence measured by the d 1 -distance as introduced above has been shown in [2] . In our situation, the Theorem 2 in [2] says that
As in the special case of triangles treated above, it is a prominent conjecture that the d 1 -distance can be replaced by the Kolmogorov distance. Our next result confirms that this is indeed the case. To the best of our knowledge, this is the first Berry-Esseen bound for the general sub-graph counting problem, where this quality is reached. Theorem 1.2. Denote by N ∼ N (0, 1) a standard Gaussian random variable and fix p ∈ (0, 1).
for all graphs Γ having at least one edge. Figure 1 . Realizations of Erdős-Renyi random graphs with n = 50 vertices and p = 0.04 (left) and p = n −1/2 ≈ 0.14 (right). The graphics were produced by means of the freely available R-package igraph.
Besides the number of triangles or general sub-graphs, there are several other random variables associated with the Erdős-Renyi random graph that have found considerable attention in the literature. One statistic that has been object of much study is the number of vertices having a prescribed degree. For example, in [17] a central limit theorem for the number of isolated vertices was given, which for general degree is a result in [14] . A rate of convergence for the d 1 -distance as introduced above has been obtained in [2] . A technically highly sophisticated version of Stein's method was developed in [9] solely to deduce a corresponding Berry-Esseen bound in case that the success probability is p = θ/n. Using our general Berry-Esseen bound, we are able to present a quick and streamlined proof of an extended version of this quantitative central limit theorem. We denote for d ∈ {0, 1, 2, . . .} by V n,d the number of vertices of degree d in G(n, p) in case that the success probability satisfies p = θn −α for suitable α ∈ R and θ ∈ (0, 1). We finally define the normalized random variable
Theorem 1.3. Denote by N ∼ N (0, 1) a standard Gaussian random variable and fix d ∈ {0, 1, 2, . . .}. Let p = θn −α with α ∈ [1, 2) and θ ∈ (0, 1). Then
In particular, if α = 1,
The last example is concerned with the zeros of Gaussian analytic functions, see Figure 2 . More precisely, we consider for z ∈ C the random analytic functions
with independent and standard complex Gaussian coefficients (ξ j ) j∈N . It is known that f (z) has radius of convergence almost surely equal to 1 and that the set of zeros Z (f ) = {z ∈ D : f (z) = 0} of f forms a random point process in the complex unit disc D := {w ∈ C : |w| ≤ 1}. Moreover, g(z) is almost surely an entire analytic function and Z (g) forms a point process in C. According to Theorem 4.3.14 in [11] , Z (f ) is a determinantal point process in D with the Bergman kernel (z, w) → (π(1−zw)) −1 and with respect to the Lebesgue measure on D, where w indicates complex conjugation. Furthermore, Z (g) is a motion-invariant determinantal point process in C with kernel (z, w) → exp(zw) and with respect to the standard Gaussian measure on C, the so-called Ginibre point process, which has intensity 1/π. We emphasize that this point process also appears as the limiting point process of eigenvalues of random matrices with independent and standard complex Gaussian entries; we refer to Section 6 for more details on determinantal point processes. Let for r > 0, D r := {w ∈ C : |w| ≤ r} and denote by N r (f ) and N r (g) the number of zeros of f or g in D r , respectively. We further fix two real-valued sequences (r n ) n∈N and ( n ) n∈N such that 0 < r n < 1 and inf n∈N r n > 0, and n > 0. We now define for n ∈ N the normalized random variables
Central limit theorems for Z n (f ) or Z n (g), as r n → 1 or n → ∞, respectively, have found much attention in the literature, see [24, 34, 41, 42] . However, we are not aware of a rate of convergence and for this reason we shall provide a Berry-Esseen bound. We emphasize that the next result is only a special case of our much more comprehensive Theorem 6.1 below, which deals with the number of points of a general determinantal point process in an increasing sequence of domains. This in turn adds a Berry-Esseen bound to the central limit theorems in [4, 43] without analysing higher moments asymptotics of the random point processes and hence applies to a wide class of examples.
Theorem 1.4. Let N ∼ N (0, 1) be a standard Gaussian random variable. One has that
In particular, if r n = 1 − n −α and n = n α for some α > 0,
Our final application deals with the number of connected components arising from bond percolation on a tree. We recall that a rooted tree T is an undirected graph with one distinguished vertex, the root of the tree, in which any two vertices are connected by a unique self-avoiding path. We denote for n ∈ N by T n the sub-tree of T , which consists of all vertices of T that have graph-distance at most n from the root. By |T n | we denote the number of edges of T n .
In what follows, we assume that each vertex of T has degree bounded by D + 1 with D ∈ N and that T has infinitely many vertices. If the degree of the root is D and if the degree of each other vertex of T is D + 1 for some fixed D ∈ N, we say that T is a D-regular tree. Fix p ∈ (0, 1) and assign to each edge e of T , independently of the other edges, a Rademacher random variable X e such that P (X e = 1) = p and P (X e = −1) = 1 − p. We now remove from T all edges e for which X e = −1 and indicate by T (p) the resulting random graph, see Figure 3 for a simulation. Its restriction to T n is denoted by T n (p) and we let C n (p) be the number of connected components of T n (p). Here, by a connected component we understand a maximal connected sub-graph of T n (p) consisting of at least one edge; isolated vertices are not counted. Our next result is a Berry-Esseen bound for the normalized random variables
. This adds to the qualitative central limit theorem in [44] .
Theorem 1.5. Fix p ∈ (0, 1) and denote by N ∼ N (0, 1) a standard Gaussian random variable. Then
In particular, in case of a D-regular tree one has that
The rest of this paper is structured as follows. In Section 2 we collect some background material related to the discrete Malliavin calculus. An analysis of the discrete Ornstein-Uhlenbeck semigroup is the content of Section 3. This is used in Section 4 to derive our abstract BerryEsseen bound, which in turn is applied in Section 5 to the Erdős-Renyi random graph, in Section 6 to the zeros of Gaussian analytic functions and to more general determinantal point processes, and in Section 7 to the percolation problem on trees. These sections also contain the proofs of Theorem 1.1, Theorem 1.3, Theorem 1.4 and Theorem 1.5 presented above.
Preliminaries
2.1. Set-up. For each k ∈ N let 0 < p k < 1 and put q k := 1 − p k . We abbreviate the sequences (p k ) k∈N and (q k ) k∈N by p and q, respectively. By X := (X k ) k∈N we denote a Figure 3 . T 5 of a 2-regular tree T (left). Realization of T 5 (p) with p = 1/2 (right). The colour red means that the edge is included, while green indicates that the edge has been removed. The graphics were produced by means of the freely available R-package igraph.
sequence of independent random variables such that
This is what we call a (non-symmetric and non-homogeneous) sequence of independent Rademacher random variables. We construct them in the canonical way by taking (Ω, F, P ) as probability space, where Ω := {−1, +1} N , F := P({−1, +1}) ⊗ N and P := ∞ k=1 (p k δ +1 + q k δ −1 ), with P(M ) being the power set of a set M and δ ±1 being the unit-mass Dirac measure concentrated at ±1. We then put X k (ω) := ω k for each k ∈ N and ω := (ω k ) k∈N ∈ Ω. Note that X k has mean p k − q k and variance 4p k q k .
2.2.
Discrete multiple stochastic integrals. Denote by κ the counting measure on N and put 2 (N) ⊗n := L 2 (N n , P(N) ⊗n , κ ⊗n ) for n ∈ N. In the following, we refer to the elements of 2 (N) ⊗n as kernels. By 2 (N) •n we denote the class of symmetric kernels and 2 0 (N) •n stands for the sub-class of symmetric kernels vanishing on diagonals, i.e., vanishing on the complement of the set ∆ n := {(i 1 , . . . , i n ) ∈ N n : i k = i for k = }. We further put 2 (N) ⊗0 := R. For n ∈ N and a kernel f ∈ 2 0 (N) •n we define the discrete multiple stochastic integral of order n of f as
stands for the normalized sequence of independent Rademacher random variables as introduced above. We also put J 0 (c) = c for c ∈ R. The space spanned by the random variables of the form J n (f ) with f ∈ 2 0 (N) •n is called the Rademacher chaos of order n.
Discrete multiple stochastic integrals of different orders are mutually orthogonal and satisfy the isometry relation
for all n, m ∈ N and kernels f ∈ 2 0 (N) •n , g ∈ 2 0 (N) •m . Moreover, it is a classical fact that every F ∈ L 2 (Ω) (i.e., every square-integrable Rademacher functional) admits a chaotic decomposition
for uniquely determined kernels f n ∈ 2 0 (N) •n , where the series converges in L 2 (Ω), cf. [36, Proposition 6.7] . Together with the isometry relation for discrete multiple stochastic integrals this decomposition implies that the variance of F is given by
2.3. Malliavin calculus. In this section we introduce some basic notions from discrete Malliavin calculus and we refer to [36] for further details and background material. Let F ∈ L 2 (Ω). The discrete gradient of F in direction k ∈ N is given by
where
see [36, Proposition 7.8] . We remark that in contrast to classical Malliavin calculus (see [30] ), the product formula in the discrete set-up carries the additional term
which is not present in the continuous framework. A similar effect also happens on the Poisson space, cf. [31] and the references cited therein.
where we put D 0 k F := F . We now present a formula which allows to compute the kernels f n in a chaotic decomposition as in (2.2). In the framework of classical Malliavin calculus this is known as Stroock's formula. Since we have not found such a result for general Rademacher functionals in the literature, we provide the detailed arguments (for the special symmetric case see Lemma 2.2 in [18] and Section 2.4 in [29] ).
Proof. We start by proving (2.5) by induction.
It immediately follows from (2.
Therefore, by taking expectations on both sides of (2.7) and computing
which proves (2.5) for n = 1. Now, assume that (2.5) holds for some fixed n ∈ N and consider
. From the case n = 1 treated above it follows that
and since Y k n+1 behaves like a constant from the point of view of D n k 1 ,...,kn , our assumption leads to
which concludes the proof of (2.5). Identity (2.6) then immediately follows from (2.2).
For the rest of this
(Ω) for every k ∈ N, the discrete gradient also has a chaotic decomposition. Note that the kernels of this decomposition can be deduced from the chaotic decomposition of F using Stroock's formula. More precisely, the n'th kernel of the chaotic decomposition of
. . , k n , k) . Thus, the discrete gradient can be written as
where f n ( · , k) ∈ 2 0 (N) •n−1 denotes the kernel f n with one of its components fixed, thus acting as function in n−1 variables. For F ∈ L 2 (Ω) as above and m ∈ N, we say that
Next, we define the Ornstein-Uhlenbeck operator L and its (pseudo-)inverse
For F ∈ dom(L) we put
The discrete Ornstein-Uhlenbeck semigroup (P t ) t≥0 associated with L is defined as
The properties of this semigroup will be discussed in detail in Section 3 below. Moreover, for centred F ∈ L 2 (Ω) we put
and call L −1 the (pseudo-)inverse of the Ornstein-Uhlenbeck operator L. Furthermore, we introduce the discrete divergence operator δ and its domain dom(δ). For
For u ∈ dom(δ), the discrete divergence operator is defined as
Note that, for u ∈ dom(δ), (2.10) is equivalent to
As the adjoint of the discrete gradient, δ satisfies the integration-by-parts formula
The operators D, L and δ are related by the identity − δD = L . (2.12) In this paper, we make use of the following crucial consequence of (2.11) and (2.12). If
Indeed, using (2.11) and (2.12) we have that
Now, we present an analogue of the integration-by-parts formula (2.11) for functionals F ∈ L 2 (Ω) that do not necessarily belong to dom(D) (we refer to Lemma 2.2 in [21] for a related result on the Poisson space).
, it can be represented as
with kernels
Note that the last step in (2.16) is valid, since, for every n ∈ N, f n is symmetric and vanishes on diagonals. Since (D k F )u k ≥ 0 P -almost surely for every k ∈ N and by the isometry formula for discrete multiple stochastic integrals, we get
Note that the exchange of summation in the penultimate step of (2.17) is valid by Fubini's theorem, since a repeated application of the Cauchy-Schwarz inequality yields that
Comparing (2.16) and (2.17) completes the proof.
Finally, we recall the following Skorohod isometric formula for the discrete divergence operator. Namely, for all u ∈ dom(δ) it holds that
according to Proposition 9.3 in [36] .
The discrete Ornstein-Uhlenbeck semigroup
For real t ≥ 0 define the random sequence
where (X * k ) k∈N is an independent copy of the Rademacher sequence X = (X k ) k∈N and (Z k ) k∈N is a sequence of independent and exponentially distributed random variables with mean 1, independent of all other random variables. Our first result is a discrete analogue of Mehler's formula on the Wiener or Poisson chaos for which we refer to [25] and [21] , respectively. It expresses the discrete Ornstein-Uhlenbeck semigroup (P t ) t≥0 defined at (2.9) in terms of a conditional expectation. Note that this has already been shown in [36, Proposition 10.8] . Since Mehler's formula is a central device in our approach, we include an elementary and direct proof.
The process (X t ) t≥0 is the OrnsteinUhlenbeck process associated with (P t ) t≥0 by the relation
for all t ≥ 0.
Proof. We first notice that for each t ≥ 0, (X t k ) k∈N is a sequence of independent Rademacher random variables with the same distribution as the sequence (
where both decompositions share the same kernels f n ∈ 2 0 (N) •n , for n ∈ N, and where the sequence (
, is the normalization of the sequence (X t k ) k∈N . For the proof of Mehler's formula we first assume that F admits a finite chaotic decomposition only depending on the first d ∈ N Rademacher random variables X 1 , . . . , X d . For this, we consider the truncated kernels f
By recalling the definition of the sequence (X t k ) k∈N as well as the independence of the sequences (X k ) k∈N , (X * k ) k∈N and (Z k ) k∈N we have for k ∈ N and t ≥ 0 that
By similar computations we also find for k ∈ N and t ≥ 0 that
3)
Combining (3.2) and (3.3) as well as (3.4) and (3.5), respectively, we get
For F d only depending on the first d Rademacher random variables we compute by using the chaotic decomposition in (3.1) as well as linearity and independence,
The general case follows by the martingale convergence theorem, since, for n ∈ N, the sequence (
d∈N is a martingale with respect to the filtration ( [36] . Thus, both sides of (3.6) converge in L 2 (Ω), which concludes the proof.
As a next step, we derive an integral representation for the expression −D m L −1 F , i.e., the m-fold iterated discrete gradient applied to −L −1 F .
where we used that´∞ 0 ne −nt dt = 1. By continuity of D m k 1 ,...,km and L −1 on a fixed Rademacher chaos one has that
To show that the right hand side of (3.7) converges tô
We then apply Jensen's inequality, Fubini's theorem and the isometry property of discrete multiple stochastic integrals to conclude that
where we used that´∞ 0 e −(2n−1)t dt = (2n − 1) −1 ≤ 1. Since F ∈ dom(D m ), the latter expression is finite and converges to zero, as d → ∞. This concludes the proof.
Our next result combines the previous two propositions and is one of the key tools in the proof of our general Berry-Esseen bound in Section 4. Similar relations also hold on the Wiener and the Poisson space for which we refer to [28] and [21] , respectively. Although from a formal point of view the statement looks similar to these results, we emphasize that the proof as well as the meaning and the interpretation of the involved Malliavin operators in our discrete framework are different. 
Proof. According to Proposition 3.2, we have that
Then, using Proposition 3.1 together with Jensen's inequality, we deduce that
and complete the proof.
As a first application of Proposition 3.3 we now deduce the following discrete Poincaré-type inequality.
Proof. Choosing f in (2.13) as the identity map on R yields
Exchanging expectation and summation, and using the Cauchy-Schwarz inequality, we see that the latter expression is further bounded by
The proof is now concluded by applying Proposition 3.3 with m = 1 and α = 2.
as the difference operator introduced at (2.3).
A general Berry-Esseen bound
The main result of this section is a Berry-Esseen bound for square-integrable Rademacher functionals F . By such a result we mean an upper bound for the Kolmogorov distance between F and a standard Gaussian random variable, where we recall that the Kolmogorov distance between two random variables X and Y is defined as
A first result in this direction has been shown by the authors in [18] in the special symmetric case that the sequence p = (p k ) k∈N is constant and equal to 1/2. In the present situation, we need the following generalization to arbitrary sequences p. Since the proof follows straightforwardly along the lines of that of Theorem 3.1 in [18] , we omit the arguments. 
One disadvantage of the bound in Proposition 4.1 is that it involves the inverse of the discrete Ornstein-Uhlenbeck operator. In applications this means that the chaotic decomposition of the Rademacher functional F has to be computed explicitly in order to evaluate the expression −DL −1 F . A further analysis of the bound then requires a multiplication formula for discrete multiple stochastic integrals, which expresses a product of two discrete multiple stochastic integrals as linear combination of discrete multiple stochastic integrals. Unfortunately and in contrast to the situation on the Wiener or Poisson chaos, such a multiplication formula is known only in the symmetric case. For this reason, we need to transfer the bound of Proposition 4.1 into a form, which can be evaluated without using a multiplication formula. Our next result is a combination of Proposition 4.1 and Proposition 3.3, and provides an upper bound for d K (F, N ) in terms of the first-and second-order discrete gradient only. A result of this structure is what is called a 'second-order Poincaré inequality' in the literature, see [3, 21, 28] . The discrete Poincaré-type inequality in Proposition 3.4 says that a Rademacher functional F is concentrated around E[F ] in terms of the variance if the contribution of the first-order discrete gradient is small. Our discrete second-order Poincaré inequality additionally implies that if the contribution of the second-order discrete gradient is also small, then F is close to a standard Gaussian random variable. 
Let us comment on the second-order Poincaré inequality in Theorem 4.1. Its form differs from that in the Wiener or Poisson case treated in [21, 28] . The main difference is the fourth term, which involves the parameters r, s and t, and hence higher moments of F and D k F . In many applications one can choose r = 2 and s = t = 4, but there are situations in which the additional flexibility to choose r, s and t differently turns out to be crucial. We shall meet such an example in the proof of Theorem 1.1 on the triangle counting statistic in the Erdős-Renyi random graph. Next, let us bring Theorem 4.1 in line with the classical normal approximation of sums of independent random variables. The connection becomes apparent when one considers functionals belonging to the first Rademacher chaos, see also Remark 4.1. These are infinite series of weighted non-homogeneous Rademacher random variables. We emphasize that since we are dealing with an infinite series, this situation goes beyond of what is within the reach of traditional approaches of Stein's method, see [29] for a discussion of this point. The following result will be applied in Section 6. Here, we use the framework and the notation introduced in Section 2.
Further, let N ∼ N (0, 1) be a standard Gaussian random variable. Then
Proof. The assertion is an immediate consequence of Theorem 4.1 with r = 2 and s = t = 4, since 
is the (1, 1)-contraction of f n . Up to the constant C, the same bound for d K (F n , N ) can also be concluded from Proposition 4.1, see Theorem 4.2 in [18] . Denote by M n the symmetric (n × n)-matrix with entries f n (i, j), i, j ∈ {1, . . . , n}, and by µ 1 (n), . . . , µ n (n) its n eigenvalues. Then
which is the bound on the Kolmogorov distance for the normal approximation of quadratic forms in [10] . From [10, Remark 1] it is also known that the particular Rademacher functional
Since in this case max i∈{1,...,n} |µ i (n)| = 1/ √ n, we conclude that c max i∈{1,...,n}
This implies that the rate of convergence in Theorem 4.1 cannot be improved without further assumptions on the involved Rademacher functional.
Proof of Theorem 4.1. Our proof follows the general scheme to establish a second-order Poincaré inequality, which is used in the literature [3, 21, 28] . Namely, we build on Proposition 4.1 by further estimating each summand of the bound there. We start with the first summand, to which we apply the Cauchy-Schwarz inequality:
Taking f as the identity on R in (2.13) shows that
and an application of Proposition 3.4 (see also Remark 3.1) yields
where the exchange of D with the summation in the last step can be justified as follows. By using the Cauchy-Schwarz inequality and Proposition 3.3, we see that
so that DF, −DL −1 F 2 (N) is P -a.s. finite by our assumption that F ∈ dom(D). Thus,
as well as the path-wise representation of D ( DF, −DL −1 F 2 (N) ) as at (2.3) are P -a.s. finite for ∈ N. As a consequence, we see that
for ∈ N. Now, we further estimate the quantity
) using the product formula (2.4). This yields
Using this together with the Cauchy-Schwarz inequality, it follows from (4.1) that
where T 1 , T 2 and T 3 are given by
Each of these terms is now further estimated from above. Considering T 1 , an application of Proposition 3.2 and Proposition 3.1 as well as Jensen's inequality yields for ∈ N that
By virtue of the conditional dominated convergence theorem, we get for ∈ N that
Using Jensen's inequality again as well as the Cauchy-Schwarz inequality, we now conclude for ∈ N that
Thus, another application of the Cauchy-Schwarz inequality leads to the bound
Using similar arguments and Proposition 3.2 for m = 2, one shows that
and
Thus, combining (4.3), (4.4) and (4.5) with (4.2), we get
as an estimate for the first summand of the bound in Proposition 4.1.
For the second summand we obtain
by means of Hölder's inequality with Hölder conjugates 3 and 3/2, and Proposition 3.3. Applying a generalization of Hölder's inequality with Hölder conjugates r, s, t ∈ (1, ∞) with 
We now apply the integration-by-parts-formula (2.15) in order to bound the last term in Proposition 4.1. To this end we note that
we need to verify the summability condition in (2.14). The latter will be verified subsequent to the following calculation. Using the integration-by-parts-formula we obtain that
From the isometric formula (2.18) for the divergence operator it follows that
The term T 4 can easily be estimated by means of the Cauchy-Schwarz inequality and Proposition 3.3, which yields that
by using the Cauchy-Schwarz inequality as well as Proposition 3.3. This leads to
We now justify the validity of the summability condition (2.14). Assume that
). Then we obtain that
Thus, the summability condition (2.14) is verified, once condition (4.13) is satisfied. Since
, condition (4.13) is verified, once our error bound is finite. Otherwise, the error bound holds trivially. Combining (4.9), (4.10), (4.11) and (4.12) yields
This concludes the proof.
5. Application to the Erdős-Rényi random graph and proof of Theorems 1.1, 1.3 and 1.2
In this section we apply Theorem 4.1 to the triangle counting statistic associated with the Erdős-Rényi random graph and establish thereby Theorem 1.1 and Theorem 1.3. First, we formally introduce the model and fix some notation. For n ∈ N and a real number p ∈ (0, 1), let G be the set of all simple and undirected graphs with vertex set [n] := {1, . . . , n}. We consider the probability space (G, P(G), P), where P(G) is the power set of G and P is the probability measure given by
where for G ∈ G, e(G) denotes the number of edges of G. The identity map on G is called the Erdős-Rényi random graph and is usually abbreviated by G(n, p). We refer to the book [13] for a detailed account of the theory of random graphs. We are interested in the number T of triangles in G(n, p), that is the number of sub-graphs in G(n, p), which are isomorphic to the complete graph on 3 vertices. To analyse the asymptotic behaviour of this random variable, we typically allow p to depend on n. Following the literature and to simplify the notation we will often suppress the dependence on n of several (random) variables. In order to apply Theorem 4.1 to the normalized triangle counting statistic F :
, we first have to embed the model into the framework of Section 2 and Section 4. If one labels the n 2 edges of the complete graph on n vertices in a fixed but arbitrary way, G(n, p) can be regarded as an outcome of n 2 independent Bernoulli trials, with success probability equal to p. Here, success in the k'th Bernoulli trial means that the k'th edge is visible in G(n, p) . Hence, G(n, p) can be identified with the vector X 1 , . . . , X ( n 2 ) of independent Rademacher random variables with parameter p k ≡ p, where X k = 1 indicates that the edge with number k is visible in G(n, p) . From now on, we fix an arbitrary enumeration of the edges in the complete graph on the vertex set [n], write I := {1, . . . , n 2 } for the set of labels and denote by e k , k ∈ I, the k'th edge of the graph.
We write a n b n for two sequences (a n ) n∈N and (b n ) n∈N whenever a n /b n → 1, as n → ∞. Having introduced this notation, we recall from Lemma 3.5 in [13] that
where we recall that the success probability is given by p = θn −α with α ∈ [0, 1) and θ ∈ (0, 1).
Proof of Theorem 1.1. First, we notice that the assumptions of Theorem 4.1 are satisfied since F is normalized and only depends on finitely many Rademacher variables.
To evaluate the bound in Theorem 4.1, we have to control the random variables D k F and
and hence
Now, we notice that T + k equals the number of triangles in the random graph G(n, p) with e k visible, while T − k equals the number of triangles in the random graph G(n, p) when e k is not visible. Thus,
k is the number of triangles that have edge e k in common, which shows that the random variable T + k − T − k has a binomial distribution Bin(n − 2, p 2 ) with parameters n − 2 and p 2 . This is a consequence of the fact that there are n − 2 possible triangles being attached to the k'th edge and each of these triangles is a sub-graph of G(n, p) with probability p 2 , independently of all other triangles. Hence,
Next, we consider the second-order discrete gradient and obtain that
The random variable (T
− k counts the number of edges in G(n, k) adjacent to the k'th edge e k , conditioned on the event that the j'th edge e j is visible in G(n, p). Similarly,
− k counts the number of edges adjacent to e k when e j does not belong to G(n, p).
− k is the number of triangles with common edges e k and e j . The number of vertices shared by both edges e k and e j is |e k ∩ e j |. Then, if |e k ∩e j | ∈ {0, 2}, (T
− k = 0 and if |e k ∩e j | = 1, we have e k = {r, s} and e j = {r, t} for some r, s, t ∈ [n], s = t. In this case, (T
is either 1 or 0, depending on whether the edge {s, t} belongs to G(n, p) or not. Thus,
where Ber(p) = Bin(1, p) indicates a Bernoulli distribution with parameter p. Note that the random variables D D k F and D D j F are independent whenever k = j. Indeed, fix and let k = j, and suppose that |e k ∩ e | ∈ {0, 2} or |e j ∩ e | ∈ {0, 2}. Then D D k F and D D j F are independent, since at least one of them is equal to zero. Now, consider the case that |e k ∩ e | = 1 and |e j ∩ e | = 1. In this situation, the three edges e k , e j , e can have the following form. Either
or e k = {s, t} , e j = {u, t} , e = {v, t} ,
In the situation of (5.4), we have {s, u} = e a and {t, v} = e b for some a, b ∈ I, a = b and thus
which implies the independence of D D k F and D D j F in this case. In the situation of (5.5) we obtain {s, v} = e a and {u, v} = e b for some a, b ∈ I, a = b, and hence
which implies the independence of D D k F and D D j F in the second case. In view of (5.2) and the bound in Theorem 4.1 we need an expression for the fractional moments of a binomial random variable Z ∼ Bin(n, p) with n ∈ N and p ∈ [0, 1]. It is well known that
As a consequence, we deduce that for n ∈ {3, 4, . . .}, α ∈ [0, 1) and θ ∈ (0, 1), the binomial random variable Z ∼ Bin(n − 2, θ 2 n −2α ) satisfies
With (5.2), (5.3) and (5.6) at hand we are now prepared for the evaluation of the bound in Theorem 4.1. The following terms have to be considered:
where in A 4 , r, s, t ∈ (1, ∞) are such that 
We consider the two summands of the last estimate separately. Denote by µ 4 the fourth moment of a Bin(n − 2, p 2 )-distributed random variable. Using (5.2) and (5.3), we see that
For the second summand on the right hand side of (5.7) we obtain
Comparing (5.8) with (5.9) one can see that the second summand in (5.7) determines the asymptotic behaviour of A 1 , since p 1/2 n = θ 1/2 n 1−1/2α → ∞, as n → ∞. By use of (5.1) and (5.6) we obtain 
With the same arguments as above and by using the additional information on the asymptotics of the third moment of a Bin(n − 2, p 2 ) random variable from (5.6), we obtain the following bounds for A 2 , A 3 , A 5 , A 6 and A 7 :
12)
13)
(5.14)
To describe the asymptotic behaviour of
1/t with r, s, t ∈ (1, ∞) and
we use the following moment asymptotics, which is taken from the proof of [38, Theorem 2] . As n → ∞, it holds that
We will choose r in such a way that A 4 converges to zero at least as fast as all the other terms A 1 , . . . , A 7 that have already been computed. So, fix r > 2 and choose s, t ∈ (1, ∞) such that
For β ∈ [1, ∞) let µ β be the moment of order β of a Bin(n − 2, p 2 ) random variable. Using (5.2), we obtain
Resorting to (5.1) and (5.6) and using that , we obtain that for all r > 2,
, the bound in (5.18) does not depend on r and is of lower order compared to the bounds in (5.11)-(5.14). In the case 1 2 < α < 1 the term A 6 in (5.13) determines the leading-order asymptotics among the bounds in (5.11)-(5.14). We therefore choose r > 2 in such a way that
We now put r as the smallest integer larger or equal to max 2,
and conclude from (5.18) that 
where we also used (5.20) . Next, we consider the second-order discrete gradient
If |e k ∩ e | = 0, v − 4 further vertices are needed to build a copy of Γ containing the edges e k and e . Since there are n−4 v−4 choices for these vertices and because of (5.20) , one has that
Similarly, if |e k ∩ e | = 1 we find that
and if |e k ∩ e | = 2, we have k = and hence
We can now evaluate the terms arising in Theorem 4.1, which we denote by A 1 , . . . , A 7 . For A 1 we have that
Using the Cauchy-Schwarz inequality, we see that
and a distinction of the cases |e k ∩ e | = 0, |e k ∩ e | = 1 and |e k ∩ e | = 2 yields
by (5.21), (5.22) and (5.23). Similar considerations with r = 2 and s = t = 4 lead to
The case that Γ has exactly two vertices is covered by the classical Berry-Esseen theorem for a binomial distribution with parameters n 2 and p. If Γ has exactly three vertices, then Γ is either the complete graph on 3 vertices (as already covered by Theorem 1.1) or a graph with 1 or 2 edges, respectively. In these cases, instead of (5.21) one has that D D k F = 0 if |e k ∩ e | = 0 and d K (F, N ) = O(n −1 ). This completes the proof. Now, we turn to the proof of Theorem 1.3 for which we use the same set-up as above. In particular, we denote by I the set {1, . . . , n 2 } and recall that p = θn −α with suitable α ∈ R and θ ∈ (0, 1). We also put q := 1 − p. For d ∈ {0, 1, 2, . . .} we denote by V n,d the number of vertices of G(n, p) with degree d and put
]. Let us recall from Chapter 6.3 in [13] that 24) and for d ∈ N,
with a constant c(d, θ) ∈ (0, ∞) only depending on d and on θ. From Theorem 8 in [2] it is known that a central limit theorem for G n,0 holds if and only if n 2 p → ∞ and np−log n → −∞, as n → ∞. In our case that p = θn −α this is equivalent to α ∈ [1, 2). Moreover, [13, Theorem 6.36] says that for d ∈ N, G n,d satisfies a central limit theorem if and only if n d+1 p d → ∞ and np − log n − d log log n → −∞, as n → ∞. Again, in our case this is equivalent to α ∈ [1, 1 + 1/d), whence the conditions on α in (5.24) and (5.25).
Proof of Theorem 1.3. At first, we notice that adding or removing an edge from G(n, p) can change the number of vertices with degree equal to d ∈ {0, 1, 2, . . .} by at most 2. This implies that
is zero whenever the two corresponding edges e k and e are identical or do not share a common vertex. Resorting to the definition of the random variable G n,d , we thus conclude that
We can now evaluate the bound in Theorem 4.1. We start with the case d = 0. Since the computations are almost identical for each of the terms there, we restrict to the first term A 1 , which is given by
Using (5.26) and (5.27), we see that
Now, we use that p = θn −α as well as the variance asymptotics at (5.24). This allows us to conclude that A 1 = O(n −α/2 ). Denoting the other terms arising in Theorem 4.1 by A 2 , . . . , A 7 we conclude by similar computations and by taking r = 2, s = t = 4 that 
This completes the proof.
6. Application to zeros of Gaussian analytic functions, determinantal point processes and proof of Theorem 1.4
In this section we shall give a proof of Theorem 1.4 for the number of zeros of the Gaussian analytic functions
with standard complex Gaussian coefficients (ξ j ) j∈N . We shall see that Theorem 1.4 is a corollary of a more general theorem on the point counting statistics of determinantal point processes. To introduce the framework, we follow [11] and let X be a locally compact Polish space and µ be a Radon measure on X. We further let K : X × X → C be measurable and assume that det(K(x i , x j )) i,j∈{1,...,n} is locally integrable on X n as a function of x 1 , . . . , x n for all n ∈ N. By a determinantal point process η K on X with kernel K we understand a simple point process on X with n-point correlation function ρ n satisfying
see Chapter 4 in [11] . Now, suppose that K satisfies´C´C |K(x, y)| 2 µ(dy)µ(dx) < ∞ for all compact C ⊂ X. For such C ⊂ X we denote by (λ C j ) j≥1 the (possibly infinitely many) eigenvalues of the associated compact integral operator K C on L 2 (C, µ), which is given by K C f (x) =´X K(x, y)f (y) µ(dy) for µ-almost every x ∈ C and f ∈ L 2 (C, µ). In what follows we assume that (i) K is Hermitian in that K(x, y) = K(y, x) for µ 2 -almost all (x, y) ∈ X 2 , (ii) K is positive semi-definit, meaning that det(K(x i , x j )) i,j∈{1,...,n} ≥ 0 for µ n -almost all (x 1 , . . . , x n ) ∈ X n and n ∈ N, (iii) λ C j ∈ [0, 1] for all j and j≥1 λ C j < ∞ for all compact sets C ⊂ X. Under these assumptions the existence of a determinantal point process η K on X with kernel K is guaranteed by Theorem 4.5.5 in [11] and it is known that for compact C ⊂ X the total number of points η K (C) of η K in C has the same distribution as the sum j≥1 B j of (possibly infinitely many) independent Bernoulli random variables B j satisfying P (B j = 1) = λ C j and P (B j = 0) = 1 − λ C j , see Theorem 4.5.3 in [11] . Now, we let (C n ) n∈N be a sequence of compact subsets of X such that P (η K (C n ) < ∞) = 1 and Var[η K (C n )] ∈ (0, ∞) for all n ∈ N, and define the random variables
We notice that Z n is a Rademacher functional. In fact, we have that each of the Bernoulli random variables B j above can be re-written as
, where (X j ) j≥1 is a Rademacher sequence satisfying P (X j = +1) = P (B j = +1) = p j and P (X j = −1) = P (B j = 0) = q j . We are now prepared to present our Berry-Esseen bound for the counting statistic Z n . Note that our bound is valid even in cases in which the random variables Z n do not satisfy a central limit theorem, as n → ∞, see Remark 6.1.
Theorem 6.1. Let N ∼ N (0, 1) be a standard Gaussian random variable. Then, under the assumptions stated above, one has that
Proof. Note that
with the functions f n , n ∈ N, given by
and with p j = λ Remark 6.1. Assuming that Var[η K (C n )] → ∞, as n → ∞, Theorem 6.1 implies a central limit theorem for Z n . This condition is natural in view of the classical Lindeberg-Feller theorem for triangular arrays with infinitely long rows, see [16, Theorem 5.12] . We refer to [15] for examples of determinantal point processes violating this condition.
We can now deduce Theorem 1.4 as a special case from our general Theorem 6.1. The result for Z n (f ) now follows from Theorem 6.1. The claim for Z n (g) follows by putting X = C and µ as the standard Gaussian measure on C, and once we have recalled from Theorem 1.3 in [40] that a Ginibre point process η G in C satisfies 7. Application to percolation on trees and proof of Theorem 1.5
Let us recall some notation and embed the objects into the framework of Sections 2 and 4. We denote by T an infinite rooted tree such that each vertex has degree bounded by D + 1 with D ∈ N. By T n , n ∈ N, we indicate the finite sub-tree of T consisting of all vertices with graph-distance at most n from the root. We now embed T into the Euclidean plane by the following procedure, which is illustrated in Figure 4 . The root is mapped to the point with coordinates (1, 1) and the vertices adjacent to it are mapped to the points with coordinates (1, 2) , . . . , (N (1), 2) with N (1) ≤ D in an arbitrary order. Next, the vertices adjacent to these are mapped onto (1, 3) , . . . , (N (2), 3), where (from left to right) the first points in this list are adjacent to (1, 2) , the next points to (2, 2), etc. Continuing this way, the vertices with graph-distance n to the root are mapped onto (1, n + 1), . . . , (N (n), n + 1) with N (n) ≤ N (n − 1)D and the infinite tree T is embedded into the upper right quadrant of the Euclidean plane. A vertex of the embedded tree with coordinates (i, k) with k ∈ N and i ∈ {1, . . . , N (k)} receives the label 1 + N (1) + . . . + N (k − 1) + i and an edge of the embedded tree whose adjacent vertices have coordinates (i, k) and (j, k − 1) for k ∈ {2, 3, . . .}, i ∈ {1, . . . , N (k)} and j ∈ {1, . . . , N (k − 1)} finally receives the label of its endpoint minus one, i.e. N (1) + . . . + N (k − 1) + i, see Figure 4 . This numbering of vertices also corresponds to that in Figure 3 . This construction puts us in the position to interpret our percolation problem on T in terms of the framework of Theorem 4.1. Namely, for fixed p ∈ (0, 1) let (X k ) k∈N be a sequence of independent Rademacher random variables with P (X k = +1) = p and P (X k = −1) = 1 − p. For each k ∈ N, assign the random variable X k to the uniquely determined edge e k of the embedded tree with label k. The random graph T (p) consists of all edges e k of the embedded tree with label X k = +1 together with their two adjacent vertices. Thus, T (p) is described by the Rademacher sequence (X k ) k∈N and its restriction T n (p) to T n is described by a finite sub-sequence of (X k ) k∈N .
For n ∈ N, we denote by C n (p) the number of connected components of the random graph T n (p), where, as already discussed in the introduction, by a connected component we understand a maximal connected sub-graph with at least one edge. By H n (p) := (C n (p) − E[C n (p)])/ Var[C n (p)] we denote the normalized version of C n (p) and notice that C n (p) is a Rademacher functional.
Proof of Theorem 1.5. We start by investigating the first-and second-order discrete gradient applied to H n (p). By definition, we have that
where k ∈ {1, . . . , 1 + N (1) + . . . + N (n)}. Note that D k C n (p) is a local quantity since it depends only on the edges adjacent to k. Adding or removing the edge with label k can change the number of connected components by at most 1. Therefore, we have that
Var[C n (p)] (7.1) for all k ∈ {1, . . . , 1 + N (1) + . . . + N (n)}. Next, we consider for k, j ∈ {1, . . . , 1 + N (1) + . . . + N (n)} the second-order discrete gradient
For most choices of j and k, D k D j H n (p) is zero. A non-zero contribution only arises if the edges e j and e k with labels j and k, respectively, share precisely one common vertex. We indicate this situation by |e j ∩ e k | = 1 and write |e j ∩ e k | ∈ {0, 2} otherwise. Thus, we can use the triangle inequality and the estimate (7.1) to conclude that
if |e j ∩ e k | = 1 . 
