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SUMMARY
This thesis falls into three distinctly different parts, to 
each of which a chapter is devoted. The three topics examined aim for a 
further understanding of the electronic spectra of polyatomic molecules, 
particularly aromatic molecules.
The first chapter is mainly concerned with the rotational fine 
structure accompanying vibronic bands in a newly synthesized isomer of 
benzofuran, and contains a detailed interpretation of such a band within 
the rigid rotor approximation.
Chapter 2 represents the bulk of the experimental portion of 
the thesis, and, apart from two unrelated sorties, is an investigation of 
the electronic spectra of substituted azulenes. The goal of that study 
was a better understanding of the complex, solvent-sensitive vibronic 
effects in the second transition of azulene. Solution, vapour and mixed 
crystal spectra of four substituted azulenes were recorded to assist in 
the investigation. The two other investigations described in Chapter 2 
concern purine and dicyanoacetylene.
Chapter 3 investigates a simple, yet rather successful, method 
for the quantitative prediction of the extent to which symmetric and 
nontotally symmetric vibrations may couple one electronic state to higher 
states of the appropriate symmetry. The method is tested by application 
to a variety of molecules. This chapter has some links with Chapter 2, 
and in particular the gross effects in the spectrum of azulene, already 
referred to, are largely accounted for by the calculations.
Because of the disparate natures of the three studies, it will 
be convenient to offer separate discussions of each topic in the 
appropriate chapter.
All the frequencies recorded in this thesis are corrected to 
vacuum. Axes conventions throughout, are those recommended by Mulliken.
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CHAPTER 1
THE 3300 A ABSORPTION TRANSITION 
OF ISOBENZOFURAN
This chapter offers a rotational analysis of a hand contour in 
the lowest singlet-singlet absorption spectrum of isobenzofuran. The 
analysis fixes the assignment of the transition as B^+Ai (polarized 
along the shorter in-plane axis). The detailed structure of a typical 
hand is considered with the aid of Fortrat diagrams. The explanation of 
a common 'heating' effect in the intensity of the wings of rovihronic 
hands is presented. A vibrational analysis of this very regular spectrum 
is also given, and is discussed with the aid of an unrefined normal 
coordinate calculation. The shape of the molecule in its first excited 
electronic state is predicted, with results conforming to the observed 
changes in the moments of inertia.
1.1 INTRODUCTION
To the experimentalist, isobenzofuran (IBF) has been a
substance of interest for some time, since it eluded synthesis until 
quite recently [Warrener 1971]. The related compounds, isoindole, which 
has an N - H  group replacing the 0, and isobenzofulvene which has a C = CII2 
group there, are also highly unstable. Isoindole has very recently been 
isolated but the fulvene compound has not yet been synthesised. To the 
theorist, these compounds present an interesting comparison with the
'normal’ series of benzoluran-likc molecules, which are all quite stable. 
Molecular orbital calculations in the ^-electron approximation [Pople 
1953] yield resonance energies of compounds in the isomeric series which 
are considerably smaller than the energies of corresponding compounds in 
the normal series. This indicates very low aromaticity with a consequent 
high susceptibility to attack at the two carbons of the five-membered 
ring. These results are almost automatic consequences of the valence- 
bond method, since only one Kekule-type structure is possible for members 
of the isomeric series.
It was considered that the opportunity should be taken to 
examine the spectral properties of isobenzofuran, whose size and symmetry 
are such as to suggest that a reasonably thorough characterisation would 
be possible. Several molecules in the normal class have been examined at 
high resolution in the vapour [Hartford et at. 1970; Mani and Lombardi 
1969] but the analyses meet the problem of the lack of significant 
symmetry, which allows a more liberal set of selection rules than in 
molecules of isobenzofuran type (point group C2 v)* Other molecules in 
the series are 2,1,3-benzothiadiazole (BTD), 2,1,3-benzoselenadiozole 
(BSeD) and benzofurazan. These differ from IBF by having three hetero 
atoms in the five-membered ring. Hollas and Wright [1969] analysed the 
vibrational structure of the lowest singlet electronic absorption 
spectrum in each of these three molecules. Christoffersen, Hollas and 
Wright [1969] analysed the band contours of the 0 - 0  band of this system 
in BTD, and fixed the assignment of the transition as B2 <_A i (polarised 
along the shorter in-plane axis). A similar result was found for BSeD. 
Some bands with symmetry A\ are found in the spectrum of BTD and are 
analysed as b 2 vibrations. These bands derive their intensity by 
vibronic interaction with an intense overlapped Aj -*-Ai transition.
1.2 THE MOLECULAR ORBITALS OF ISOBENZOFURAN
The tt molecular orbitals calculated by the extended Hückel 
imethod (QCPE program 30) along with their energies and symmetries are 
depicted in Fig. 1.1. The five lowest n molecular orbitals are occupied 
in the ground state and the first singlet transition promotes an electron 
from the fifth into the sixth. The symmetry of the electronic excited
t Quantum Chemistry Program Exchange, University of Indiana.
3energy 
e V
-6
vj r t  ual 
occupied
M,B2 7 B
A
Fi g.  1 . 1 .  Hl ickel ,  tt-MOs of  I z obenz of ur a n .
4state as predicted by Lhis calculation is a2 x b ^ ~ B 2 . Calculations in a
less approximate vein, namely the CNDO and INDO methods (QCPE programs H 4  14 1till and Hf4) arrive at qualitatively the same orbital pattern. The 
separation between the first and second excited singlet states is 
calculated to be about 8000 c.m_1 in the INDO approximation, neglecting 
configuration interaction (Cl), and about 5000 cm-1 in the CNDO/CI 
approximation with 30 Cl states employed in the mixing. All of the 
calculations predict the first singlet state to be of symmetry B2 and to 
be well separated from the next state. The lowest singlet transition is 
computed in the CNDO/CI calculation to have frequency 32000 cm“1 with an 
oscillator strength of 0.145. The interaction of other configurations 
with the 4 - 5  configuration is computed to be uncommonly small (the 
weight of the 4 - 5  configuration is 99.0%). The results of these 
calculations are entirely consistent with the experimental spectra as 
will be revealed in the next section, and moreover are consistent with 
experimental findings for the closely related compounds BTD and BSeD, 
which were discussed above.
1.3 EXPERIMENTAL PROCEDURES
The major problem with the handling of IBF is the instability 
already alluded to. The synthesis is easily effected by a rapid two-step 
process with excellent yield [Warrener 1971; see also McCulloch 1969].
The first step is to prepare a relatively stable intermediate from the 
reaction at a suspension of 3,6-di(2’-pyridyl)-s-tetrazine with
&l>4-dihydro-l,4-endoxynaphthalene in dimethyl sulphoxide solution. This 
dihydropyridazine derivative is then pyrolysed under reduced pressure at 
120 °C to yield IBF, which is collected from the vapour on a cold finger 
at -80 °C as a white crystalline solid. This was stored in liquid 
nitrogen until required. Decomposition of the compound at 77 °K was slow 
but was complete within a few days. The purity of the product was quite 
high since the only other products of the pyrolysis are the nonvolatile 
dipyridyl pyridazine and polymeric compounds. The preparation of 
isoindole is rather similar, but was not attempted because the compound 
is even less stable.
The axis convention employed in Fig. 1.1 is that recommended by 
Milliken.
The author acknowledges the gift of these chemicals and the guiding 
help of R.N. Warrener and G. Priestley.
5Low resolution solution absorption and fluorescence spectra 
have already been published elsewhere [Warrener 1971] and show a mirror 
image relationship between the fluorescence and the whole of the first 
absorption region. A more detailed photoelectric absorption spectrum 
(Fig. 1.2) was obtained by introducing a small quantity of the cold 
crystalline solid into a 10 cm vapour cell and quickly recording the 
absorption on a Cary 14 spectrophotometer at room temperature. 
Polymerisation on the walls of the cell was not so rapid as to prevent 
the recording of a complete spectrum of the first transition and the 
onset of the next, though repetitions of the spectrum showed that the 
relative intensities at the extreme of the spectrum are in error by a 
few per cent.
Photographic spectra were recorded on a Jarrell-Ash 3.4 m 
spectrometer in the first, second and fourth orders, using appropriate 
optical filters, of a grating ruled with 15,000 lines/inch and blazed at 
4000 X, and in the eighth order of a grating ruled with 15,000 lines/inch
Oand blazed at 25,000 A. Slit widths of 20 y were used in all spectra, 
and exposure times ranged from 30 seconds to 10 minutes. The best high 
resolution spectra were recorded on Kodak B4 plates. The light source 
used was a Hanovia 450W Xenon arc; the beam was passed through a 10 cm 
water cell and then through a one metre vapour cell with a side arm 
containing crystalline IBF. The vapour pressure was regulated through 
the side arm temperature (-20° to 0 °C). Of all the bands recorded at 
the highest resolution, the vibronic band at ca. 858 cm"1 band from the 
origin was the best defined, and this band was chosen for a rotational 
analysis. Plates were calibrated against the lines of a 20 ma iron 
hollow cathode lamp and measured from traces taken at fiftyfold 
enlargement using a Joyce Loebl Mark IIIC double beam recording 
raicrodensitometer. The locations of weaker lines were verified by 
photographic enlargements exposed on paper mounted upon a base board 
which was designed to oscillate with an amplitude of a few mm in a 
horizontal plane in the direction of the slit images. This technique has 
the advantage of eliminating film grain, and gives much clearer 
reproductions.
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71.4 THE VIBRATIONAL ANALYSIS
OThe vapour absorption spectrum of the 3300 A system in IBF 
(Fig. 1.3) is vibrationally and rotationally sharp and admits of a 
particularly straightforward vibrational analysis. The low resolution 
spectrum in Fig. 1.2 suggests that the band group labelled 0 contains the 
0 - 0  band of the system, if it is electric dipole allowed. There are no 
parent bands to lower energy which cannot be described as hot bands built 
upon this band as an origin. There are no outstandingly prominent 
progressions in the spectrum and all parent bands appear to have almost 
identical rotational contours, indicating the absence of any vibronically 
induced bands of different polarization. The intensities of all the 
overtone and combination bands fit a Franck-Condon pattern. The large 
separation from the onset of the next transitions, which only reach 
comparable intensity at about 12,500 cm-1 to higher energy, is presumably 
responsible for the absence of vibronic activity corresponding to that 
found in the related spectrum of BTD. The oscillator strength of the 
transition, although not directly measured, is of the order of the 
computed value (0.145). Regular sequence structure to low wavenumber of 
the strongest peak in each parent band can be described in terms of eight 
main intervals. Some of the sequence structure built upon the 0 - 0  band, 
together with a labelling scheme employing the lettering a_ to _g_ is shown 
in Fig. 1.4. Identification of the vibrations responsible for these 
sequences cannot be made from the absorption spectrum alone. The 
spacings of the intervals in the c_ sequence of this band group are 
successively: 41.3, 41.0, 40.5 cm"1, the vibrations responsible thus
showing some degree of anharmonicity in either or both of the ground and 
excited states. The vibrational assignment of the whole transition is 
given in Table 1.1, where probable a^ fundamentals are labelled from 1 to 
11 and the intensities of the parent bands are given in a qualitative 
notation. Unassigned difference, and perhaps combination, bands are 
labelled A, B, C, ... .
1.5 NORMAL COORDINATE ANALYSIS
1.5.1 The Proposed Ground State Geometry
Calculations of the bond lengths of IBF in the ground state 
[Dewar 1970] by the Pople method yield values for the skeletal bonds 
which are given in Fig. 1.5. The bond angles in the rings are unknown,
0148 0 
1363
(30169  5 )
1866
1721
F i g .  1 . 3 .  D e n s i t o m e t e r  t r a c e  o f  t he  3300A vapour  
a b s o r p t i o n  sys tem o f  i s o b e n z o f u r a n ;  1m c e l l ,  20°C.
F i g .  1 . 4 .  Sequence s t r u c t u r e  i n  t he  o r i g i n  band group
o
i n  t he  3300A sys tem o f  i s ob enz o f u r a n  . See t e x t  f o r  
e x p l a n a t i o n  o f  symbo l s .
Table 1.1
Vibrational analysis of the vapour absorption spectrum of 
isobenzofuran. Frequencies in cm
Vobs
v -bobs
30169.5
Int. Assignment 3 Vcalc
Vobs
29257.5 -912.0 3°i aj -0.6
29273.5 -896.0
29281.4 -888.1 vvw 3?
29408.0 -761.5 0° o21 aj 0.0
29431.3 -738.2 vw 0°
29572.2 -597.3 ,0l l  a lc l -0.1
29588.3 -581.2 l°l a x -1.8
29596.3 -573.2 1°1 C! -0.9
29605.2 -564.3 11 b! 0.1
29612.5 -557.0 11 ai -0.9
29636.7 -532.8 vw I0J-l
29831.0 -338.5
29881.4 -288.1
29918.5 -251.0
29921.7 -247.8
29940.5 -229.0
29961.1 -208.4 v w E (unidentified)
30036.3 -133.2 o°0 gi
30046.8 -122.7 °0 c 3 -1.2
30049.9 -119.6 °0 a 5 3.1
30053.4 -116.1 0q ejcj -0.8
30059.1 -110.4 0°0 ajfj -1.9
30065.5 -104.0 n 00q 3-1^2 -1.9
30072.6 -96.9 0q a^i -2.0
30074.1 -95.4 0q a4 -2.2
30080.5 -89.0 o°o fi
30082.5 -87.0 0q a2ci -0.9
30087.3 -82.2 00 c2 -0.3
30094.0 -75.5 0°0 e]_
30095.4 -74.1 Oo blCl 1.4
30098.5 -71.0 0o a 3 1.1
30105.5 -64.0 n00q ajcj -0.6
Table 1.1 (cont'd)
Vobs
v -bobs
30169.5
Int. aAssignment Vcalc
Vobs
30109.7 -59.8 Oo aid! -0.4
30115.0 -54.0 0q ajbi -0.2
30122.7 -46.8 0q a2 0.2
30128.2 -41.3 O°0 cj
30132.6 -36.9 0°0 <*!
30138.1 -31.4 r—4.JQ
o
 o
 
O
30146.2 -23.3 n°o 0 a l
30169.5 0.0 VVS 0o (origin)
30217.6 48.1 A f 3 3.05
30246.1 76.6 A ajci -1.0
30255.5 86.0 A  ajb i -0.5
30266.6 97.1 A cj 1.8
30288.5 119.0 A aj -2.1
30309.7 140.2 VVW A
difference band?
30327.2 157.7
30344.3 174.8 B aj -0.3
30359.8 190.3
30367.3 197.8 VVW B
difference band?
30379.7 210.0
30384.0 214.5 C aj 0.8
30408.1 238.6 VVW C
difference band?
30446.4 276.9 D a 3 2.3
30463.7 294.2 D a^bj 0.2
30475.8 306.3 D cj 1.5
30486.4 316.9 D hi 0.8
30498.1 328.6 D ai -2.8
30518.6 349.1 W D
unidentified
30526.4 356.9
30567.0 397.5 , 110 a!C2 -1.4
T a b l e  1 . 1  ( c o a l ’ d)
Vobs
v -  b obs
30169.5
I n t . Assignment a Vc a lc
Vobs
30581.6 412.1 lo f l 0 .8
30584.9 415.9 lo a 2c 1 - 1 . 1
30589.0 419.5 lo c 2 - 0 . 1
30598.0 428.5 do b l c i 0 .8
30601.2 431.7
30607.4 437.9 lo a l c 1 - 0 . 5
30611.4 441.9 lo a l d l - 0 . 1
30625.1 455.6 lo a 2 0 .0
30629.9 460.4 lo Cl 0 .3
30632.2 462.7 lo d l 2.4
30639.8 470.3 do 11 0 .3
30649.3 479.8 lo a l - 1 . 1
30671.5 501.9 S lo
30774.4 604.9
30785.6 616.1
30795.0 625.5 2o e l a l - 1 . 0
30799.2 629.7
30802.5 633.0 do f i 1 .4
30805.9 636.4 2 0*e l a l - 0 . 7
30815.8 646.3 2 0 - 0 . 8
30817.9 648.4 2J0 e l - 0 . 6
30822.1 652.6 do a 3 - 0 . 9
30823.3 653.8
30826.1 656.6
30829.1 659.6 d0 a l c 1 - 0 . 8
30841.6 672.1
30844.5 675.0
30849.1 679.6 d0 C1 2.5
30860.3 690.8 2 q*c 1 2.5
30861.6 692.1 2o b l - 0 . 1
30867.0 697.5 2o*di 0.2
30870.3 700.8 20 a l - 0 . 7
30882.6 713.1 2o*a l - 1 . 8
Table 1.1 (cont’d)
vobs
v - bobs Int.
30169.5
aAssignment Vcalc
Vobs
30392 .9 723.4 VS
30904.1 734.6 S
30929 .5 760 .0
30930 .4 761.1
30937.6 768.1
30942 .7 773.2
30951.2 781.7
30957.2 787.7
30962.8 793.3
30980.8 811 .3
30984.9 815.4
30991.6 822 .1
31004.9 835 .8
31027.9 858 .3 VS
31067.9 898 .4
31070.1 900.6
30075 .9 906.4
30088.6 914 .1
30089.7 920.2
30096.7 927.2
30102.2 932.7
31114 .1 944.6
31119.7 950.2
31124 .3 954.8
31127.7 958 .2
31131 .6 962 .1
31136.9 967.4
31143 .3 973 .8
31150.7 981.2
31166 .0 990.5 s
31173 .8 1004.3 w
31256.1 1086.6
31260.0 1090.5
01
2 0
}  F . R . C
3 o 3  1G 1 - 1 .4
3 o f l 1 .2
3(j c  2 2 .6
3 o e l 1 .1
3 i
3*0
a 3 0 .8
a  l c  i 0 .5
3 o
3 *
a 2 0 . 5
C 1 1 .7
3 o d i - 0 .6
3 i a l - 0 .3
3 o
l o a  l c 2 - 0 .5
A* a l a l - 3 .0
Ao f l 1 . 0
Ao c  2 - 0 .2
120 c  2 1 . 0
Ao a 3 - 0 .6
Ao a  l c  1 - 0 .8
1 20 a l d l - 1 .0
Ao a 2 - 0 .3
Ao C 1 - 0 .4
l 20 a 2 - 0 .8
l 2o a l 0 .4
Ao b l - 2 .3
A i a l - 0 .6
l o a l - 0 .7
*0
120 - 0 .5
6 o e l - 3 .1
6o a3 - 1 . 3
T a b ic  1 .1  ( c o n t ’ d)
Vobs
v - bobs
30169.5
I n t .
a
Ass ignm ent Vc a lc
Vobs
31264.5 1095 .0 6 q ajC! - 0 . 5
31273.2 1103.7 6 q a j b i - 0 . 9
31287.4 1117.9 6 o C1 - 0 . 1
31297.4 1127.9 6 q b 1 - 0 . 2
31305.3 1135.8 , 16 0 a x 0 .0
31328.6 1159 .1 W do
31351.7 1182.2 VW A
31395.4 1225.9 W -^O2 0
31405.8 1236 .3 w w 8J, (? )
31509.3 1339.8 9 0 a l 0 .0
31532.6 1363 .1 vvs 9 o
31538.6 1369 .1 1 0 o  a \ f - 1 . 8
31552.0 1382 .5 10o - 1 . 7
31558.5 1389 .0 lOo f i 1 .6
31565.5 1396 .0 10o c 2 1 .1
31570.0 1400.5
31573.5 1404 .0 l o ’o 0 .1
31585.4 1415.9 10 q a j c j - 0 . 8
31602.4 1432.9 1 0 q a2 0 .2
31607.4 1437.9 10o c j 0 .5
31616.4 1446 .9 10o t>! 1 .4
31626.4 1456.9 10o a j - 0 . 5
31649.2 1479.7 w s 10o
31668.5 1499 .0 - 0 . 6
31695.1 1525 .6
31706.4 1536.9 vvw l l o  (?)
31717.7 1548.2
31728.8 1559.3 2 q 3 q ai - 0 . 9
31734.8 1565.3
31751.5 1582 .0 w AA - 0 . 3
31831.6 1642.1
31886.1 1716.6 VW 3o 0 .0
31890.1 1720.6 204 - 6 .7
T a b l e  1 . 1  ( c o n t ’ d)
Vobs
v - bo bs
3 0 169 .5
I n t . A ssignm ent a Vc a l c
Vobs
3 1 8 9 2 .0 1 7 2 2 .5
3 2 011 .2 1 8 4 1 .7
3 2 0 2 4 .5 1 8 5 5 .0
3 2 0 3 5 .8 1 8 6 6 .3 W i W o - 1 . 3
3 2 0 5 4 .3 1 8 8 4 .8
3 2 1 5 0 .7 1 9 8 1 .2 l o 1 0 0 0 . 4
3 2 1 7 0 .3 2 0 0 0 .8
3 2 1 8 6 .9 2 0 1 7 .4
3 2 2 4 9 .7 2 0 8 0 .2
3 2 2 5 6 .5 2 0 8 6 .0 MS 2o9o 0 . 5
3 2 2 9 0 .4 2 1 2 0 .9
3 2 3 0 2 .9 2 1 3 3 .4
3 2 3 3 8 .4 2 1 6 8 .9
3 2 3 6 9 .3 2 1 9 9 .8 S 2 o l 0 o 3 . 3
3 2 3 7 9 .3 2 2 0 9 .8
3 2 3 9 0 .8 2 2 2 1 .3 M 3 0 9 0 0 . 1
3 2 4 2 9 .7 2 2 6 0 .2
3 2 4 3 9 .1 2 2 6 9 .6
3 2 4 6 1 .8 2 2 9 2 .3
3 2 5 0 4 .0 2 3 3 4 .5 M 3 ^ 1 0 ^ 3 . 5
3 2 5 2 6 .2 2 3 5 6 .7 M ^ 0 ^ 0 2 . 9
3 2 5 6 2 .8 2 3 9 3 .3
3 2 6 4 0 .9 2 4 7 1 .4 W A o lO o 4 . 8
3 2 6 5 0 .0 2 4 8 0 .5 vvw l o i o j , 3 . 0
3 2 6 9 1 .6 2 5 2 2 .1 v w eWo 0 . 1
3 2 7 9 8 .9 2 6 2 0 .4
3 2 8 0 5 .3 2 6 3 5 .8 M 6 0 I O 0 3 . 0
3 2 8 7 9 .8 2 7 1 0 .3 M 9 o 5 . 9
3 2 9 2 4 .6 2 7 5 5 .1
33008 .7 2 8 3 9 .2 S 9olOo 3 . 5
3 3 1 1 1 .9 2 9 4 2 .4 M 10o 1 7 . 0
3 3248 .4
*
30 7 8 .9 T.T 4 . 1
3 3 3 7 0 .3 3 2 0 0 .8 w 2 o « o l 0 o - 1 . 8
Table 1.1 (cont’d)
Vobs
v — b obs
30169.5
Int.
a
Assignment Vcalc
Vobs
33417.2 3247.7
33505.7 3336.2
33521.9 3352.4
33619.5 3450.0 VW (br) 2o9o -0.4
33728.3 3558.8 M (br) 209&1O0 7.4
33785.3 3615.8
33848.2 3678.7 W (br) 2oi0o 4.1
See text for explanation of sequence indexing. The notation I11 m
indicates that in quanta of the fundamental I are excited in the ground 
and n quanta in the excited electronic state.
The actual band origin lies approximately 2.65 cm 1 to the low energy 
of the peaks, for all aj bands.
p  1 —■ 1This is a probable Fermi resonance; the unperturbed ~  728 cm
and were given values in the six-membered ring to be reasonably 
consistent with 120° hybridisation. The angles in the five-membered ring 
were taken from the published structure of furan [Bak et al. 1962] and
altered slightly to enable ring closure in the planar molecule. C - H
/
bond lengths were assumed to be benzene-like in the six-, and furan-like 
in the five-membered rings. The C - H  bonds were all assumed to be the 
external bisectors of the appropriate ring angles.
1.5.2 The Planar Force Field
The similarity between the bond lengths calculated for the 
furan ring in IBF, with those found in the furan molecule suggests that 
the force fields in the two are alike. A valence force field for all the 
vibrations of furan has been published by Scott [1971] and the force 
constants connecting the planar modes in the five-membered ring of TBF 
were taken from this. For the C - C  stretches in the six-membered ring,
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the force constants employed were obtained from computed bond lengths by 
an empirical relationship,
f = A exp(-xr)
advocated by Steele [1966]. Values for A and x were extracted from the 
C - C  stretching force constants of naphthalene [Kydd 1969]. The C - H  
stretching force constants were assumed to be benzene-like in the six- 
membered ring. All of the other force constants relative to the two 
rings were transferred from a general planar aromatic force field 
advocated by Kydd [1969]. No attempt was made to refine this force field.
1.5.3 Frequencies of the Normal Vibrations
The frequencies and symmetries of the planar normal modes of 
IBF derived from the force field above are listed in Table 1.2. Also 
listed are the frequencies observed in the vapour spectrum, in the upper 
(') and ground (") states. An attempt was made to correlate the two 
lists. This correlation proved to be quite reasonable apart from one 
observed band at 0 + 734.6 cm"1. The proximity of this band to the very 
strong 723.4 band indicates a possible Fermi resonance between the two, 
the former band being perhaps 0 + 2 x b£, which is expected to be at about 
704 cm-1 from the origin. The sequence structure upon both bands is 
similar to that on the origin band, indicating that if this is a Fermi 
resonance, then the vibrations responsible are not involved in the 
stronger sequence bands.
1.6 THE ROTATIONAL ANALYSIS 
1.6.1 Introduction
The principal objectives of a rotational band contour analysis 
are: (a) the identification of the nodal character of the excited state
wavefunction (the symmetry, if the molecule itself is symmetrical); and 
(b) the determination (or at least illumination) of the molecular 
geometry in the excited state.
The first objective is realized through the selection rules 
based upon the direction of the electronic transition moment relative to 
the principal inertial axes of the molecule. These selection rules 
govern the intensities of the many rotational transitions and impose a
18
a 1 118.0
a2 121.4
«3 120.6
3i 106.1
32 110.8
/3*3 106.2
rm 1.459
re 1.454
*1 1.462
r 2 1.353
r 3 1.355
r 4 1.382
r 5 1.075
r 6 1.080
Fig. 1.5: Proposed geometry of isobenzofuran in the ground state.
Table 1.2
Calculated and observed vibrational frequencies (cm"1) of isobenzofuran
No.
aj class 
Observed Frequencycalculated
b2
No.
class
Frequency
1 533",502’ 520 1 352
2 738",728’ 719 2 606
3 888",858' 880 3 931
4 996' 966 4 1121
5 975 5 1134
6 1159’ 1189 6 1213
7 1182’ 1223 7 1269
8 1236’ 1354 8 1388
9 1363' 1396 9 1552
10 1479’ 1422 10 1667
11 1537’? 1558 11 3061
12 3058 12 3081.
13 3085 13 3161
14 3164
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characteristic shape upon the vibronic band. The precise location of the 
moment direction may be determined if the molecule has sufficient 
symmetry to require the transition moment to coincide with the inertial 
axes. If this is not so* the moment direction may be rather uncertain, 
but still of value for comparison with calculations.
The extent to which the excited state geometry may be 
elucidated depends on the molecular size. For large molecules, the best 
that can be done is likely to be a comparison of the observed moments of 
inertia with theoretical models of the excited state.
In small polyatomic molecules, perturbations to the rotational 
transitions may be so severe that their identification can become the 
main task. In larger aromatics, the rigid rotor approximation serves 
fairly well, although it appears that perturbations will preclude the 
determination of a complete isotope-substitution geometry for pyrazine 
[Merritt and Innes 1967] and s-tetrazine, even though the latter has only 
four independent geometrical parameters [Innes, Kalantar, Khan and 
Durnick 1972],
In general only the lowest excited state has energy levels 
sufficiently sharp to permit such analysis, but there are exceptions to 
this rule, such as the second system in azulene [McHugh, Ramsay and Ross 
1968] and probably a number of Rydberg transitions: an analysis of a
•L
Rydberg band contour has been put forward in the case of pyrazine.
It can be said for band contour analysis that it is probably 
the most decisive method available of determining upper-state 
symmetries. It has established in fifteen years, more definite upper- 
state assignments than all the other methods put together. Thus, the 
assignment of the nontotally symmetric vibrations which are active in an 
electronic transition is often doubtful on the basis of a vibrational 
analysis alone. However, the different band contours induced by 
vibrations of different symmetry permit rigorous assignments.
Naphthalene [Craig, Hollas, Redies and Wait 1961] and pyrazine [Merritt 
and Innes 1960] are important early examples.
A third application of high resolution rotational analysis is 
to the expanding field of line broadening phenomena. Line widths in 
transitions may provide quantitative measures of the rates of relaxation 
into overlapping continue (or quaci-c.ontinua) [Herzberg 1967, p.455].
t Cf., Parkin and Innes [1965].
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Similar information may be obtained even when the individual lines of a 
band are not resolved, but are blended into a contour containing sharp 
peaks and edges. A recent very high resolution vapour study of the 
members of a vibrational progression in the lowest singlet state of 
benzene has shown, by the observation of rotational line broadening, the 
sudden onset of a rapid non-radiative relaxation process some 1000 times 
as fast as the intersystem crossing (channel 2) which occurs at lower 
energies [Callomon, Parkin and Lopez-Delgado 1972]. Finally, the 
perturbations in rotational levels due to Fermi resonances, Coriolis 
coupling [Christoffersen and Hollas 1969], and underlying electronic 
states [Innes, Kalantar, Khan and Durnick 1972] can be detected by 
analysis of irregularities in some or all of the rotational features.
Two comprehensive reviews on the subject of high-resolution 
electronic spectroscopy of large polyatomic molecules have recently been 
published [Ross 1971; Hollas 1973] and contain accounts of all the 
rotational analyses performed upon such molecules before 1973.
1.6.2 The Theory of Rigid Rotors
The energy of a rotating molecule can be attributed, to a good fapproximation, to separate electronic, vibrational and rotational 
motions. The rotational energy levels are then approximately described 
by the eigenvalues of a rigid-rotor Hamiltonian. Any interactions 
between the motions may subsequently be treated as small perturbations 
coupling the rotational to the vibrational and electronic motion. The 
theory of the rotational energy levels of both rigid and nonrigid rotors 
is well known and is summarised in standard texts [e.g. Allen and Cross 
1963; Townes and Schawlow 1955]. Only sufficient of the theory will be 
presented here to facilitate discussion in later sections.
Molecules are classified with reference to their principal 
moments of inertia, conventionally labelled with 1^< 1^ < I . From these, 
rotational constants A, B and C are defined in units of cm-1 by
A = h/87T2cI , and similar expressions for B and C. Symmetric top rotorsa
have two moments of inertia of equal size, and are prolate if the unique 
axis is the A axis and oblate if it is C. Asymmetric rotors have all 
three rotational constants unequal, but are described in terms of the
t See discussion in Chapter 3.
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symmetric rotor which they more closely resemble. The customary measure 
of the asymmetry of a rotor is
k = (2B- A- C)/(A~ C)
which has values running from -1 in the prolate limit to +1 in the 
oblate limit. The energy levels of both types of rigid symmetric rotors 
may be obtained exactly and are described in terms of two quantum numbers 
J and K:
E(J,K ) - BJ(J-M) + (A-B)K 2a a (prolate) (l.i)
E(J,Kc) = BJ(J + 1) - (B-C)K 2 (oblate) (1.2)
J quantizes the total angular momentum and the K Ts (=0, ±1, ±2, ..., ±J) 
quantize the component of J along the unique (figure) axis. Each level 
is doubly degenerate in K except for K=0. Selection rules for 
transitions between symmetric top energy levels distinguish between 
(a) transitions in which the electric moment oscillates along the top 
axis (parallel bands) and (b) those in which it oscillates at right 
angles to the top axis (perpendicular bands), and are summarised below
AJ = 0, 
AJ - ±1
±1,
j
AK = 0 
AK = 0
parallel
AJ = 0, ±1, AK = ±1 perpendicular
Asymmetric rotor wavefunctions may be defined in a basis of 
symmetric rotor wavefunctions. The energy matrix of the asymmetric top 
is still diagonal in J but loses the K degeneracy of the symmetric top 
(asymmetry splitting). States are labelled by J (K ,K ), using the Kcl C »
levels of both the prolate and oblate top states with which they 
correlate in the symmetric top limits. The energy levels are then 
expressed in terms of the asymmetry parameter k by
E(JKa Kc) = >,(A + C)J(J + 1) +«,(A-C)E'(J 8«) . (1.3)
The reduced rotor energies E' (J^ ;k ) are the energies of an
l\c l y C
asymmetric rotor with inertial constants 1, k and -1 respectively. The 
matrix E’ in the (Ka,Kc) basis is easily set up for each value of J.
22
This matrix has a simple tricliagonal form since the only nonzero entries
are of the form (K,K) and (K,K±2). This matrix may be immediately
decomposed into two submatrices E and 0. E involves only the elements
with even K, and 0 contains only those with odd K. A further symmetry
property allows the E and 0 matrices to be split further, yielding, in
all, four submatrices which may be labelled according to the four
irreducible representations of the group D2. Fig. 1.6 shows the values
of the energies obtained by diagonalising these submatrices for the case
J = 40 over the full range of asymmetry k . The concept of asymmetry in
the calculated levels may be best understood by examining the line AB of
Fig. 1.6. The intersections of the curves with this line represent the
energy levels of a prolate asymmetric top with k = -0.6. The lowest
energy level for this top is degenerate (or very nearly so) in K , the
oblate top quantum number. The two levels may be correlated with the
K = 0 and K = 1 levels of the prolate top. They are thus labelled a a
40 (0,40) and 40 (1,40). This degeneracy remains as we progress along AB
until we reach the levels in the vicinity of the 40 (10,30) and
40 (11,30) region. For the next few levels the splitting becomes more
and more apparent. By the time the levels 40 (14,26) is reached it now
completely split from its former degenerate partner 40 (15,26), which is
to higher energy, and has now become degenerate with the level
40 (14,25). These two levels are thus degenerate in the prolate top
quantum number K . Thus the region above the diagonal from lower left to a
upper right is called the prolate top domain and that below is the oblate 
domain. The diagonal is the region of asymmetry.
Much of the subtlety in the spectra of, for example, a prolate
asymmetric rotor occurs because of transitions between the lower levels
of the top which are degenerate in the oblate top domain. No regular
fine structure yet observed in a large molecule can be conclusively
assigned to transitions between levels in the asymmetric region of this
fcurve.
The selection rules applying to J for an asymmetric rotor are 
the same as those for the symmetric rotor, since the energy matrices are 
still diagonal in J. Those for K are relaxed. They are restricted 
merely to even or odd changes. The transitions with AK=0,±1 are still, 
however, by far the most intense for asymmetric tops. The strict
t See Sec. 1.6.11.2 for an example in IBF.
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F i g .  1 . 6 .  Reduced asymmet r i c  r o t o r  e n e r g i e s  f o r  t he 
case J=40,  and va l ues  o f  k between t he p r o l a t e  and 
o b l a t e  l i m i t s .  Every f i f t h  p a i r  o f  l e v e l s  i s  l a b e l l e d  
by Ka>Kc .
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selection rule is simply that the products of the representations of the
initial and final wavefunctions must contain that of the electric moment.
Table 1.3 gives the character table of the D2 group and Table 1.4 records
the permitted changes in representation for the components of the
electric moment along the three inertial axes. The symbol eo represents
even and odd changes in the quantum numbers K^ and respectively.
Transitions from one rotational level to another may be described by
symbols which identify AJ (member of a branch) and AK and AKa c
(subbranches). Thus in the usual p,q,r notation, ^rpe for example,
represents a transition in which AJ= 0, AK =-l, AK =+1 and the extraa c
superscript (usually omitted) indicates that J + K 4- K is even.a c
Table 1.5 gives the strong allowed (AK=0,±1) subbranches in both prolate
and oblate tops for the cases where the electric moment is parallel to
the a, b and c inertial axes (type A, B and C bands). The bracketed
transitions are degenerate in the limiting top case. This table was
obtained from Table 1.4 together with the condition that K + K  = J  fora c
even levels and K + K  = J  + 1 for odd levels. Thus in the subbranches in a c
a type B band of a prolate asymmetric top we should expect, for example, 
the r^P and ^ P  subbranches to be degenerate for low values of K^ (oblate 
region) thence to be split for a few values of K& and finally for the ^rP 
and ^ P  to become degenerate for all subsequently higher K^ values 
(prolate region). The symbol ^P (meaning^ or P^P,r^p as
appropriate) can be used for all values of J, except in the asymmetry 
region. Fig. 1.7a shows the energy dispositions of these subbranchc.s for 
a type B band of a prolate asymmetric rotor (k = -0.65). All the 
transitions have the same value of J". The ordinate is the value of Ka
in the lower state and the abscissa is a wavenumber scale expressed as
differences from the band origin. It is clear that the asymmetry
splitting is only effective for a few K levels (in the region ofa
K = 20 in this example) as predicted from Fig. 1.6. Figs. 1.8 and 1.7b
show the subbranch structure of the Q and R branches respectively, with
the same set of constants as was used in Fig. 1.7a. Fig. 1.8a gives only 
prthe Q subbranches and for clarity has a different energy scale from the 
others.
The intensity of a spectral line corresponding to the 
transition n" ~>n’ is given in Eq, (1.4).
Ngn„ exp(-En„/kT) |< nM |M|n")|2 (1.4)
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Table 1.3
Character table of the Dp (= V) group
Representation E C2 (a) C2 (b) —soCMo
ee A 1 1 1 1
eo Bi 1 1 -1 -1
oo b 2 1 -1 1 -1
oe b 3 1 -1 -1 1
Table 1.4
Asymmetric top selection rules
Initial Final representation,
representation for moment parallel to:
a b c
ee
eo
oo
oe
Parity change is in
eo oo oe
ee oe oo
oe ee eo
oo eo ee
K K K K c a c a
Table 1.5
The intense subbranches of an asymmetric rotor 
Prolate Oblate
Type B (prQe.prQ°),(rpQ V pQ°) (prQe,prQ°),(rpQe,rpQ0)
prR . (rrR,rpR) (prR,rrR) , rpR
rpP ,(PPP,PrP) (rpP,PPP) ,prP
Type C rqQ,pqQ . (rqQ»PqQ)
(rV , rqR°) (rqRe,rV )
/Pqpe pqpo. (pqpe,pV )
Type A (qrQ,qpQ) qrQ,qpQ
(qrRe,qrR°) (qrRe,qrR°)
(flPp^ qp,,0) (qPpe «IPpOj
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where n is a collective symbol for all the quantum numbers of a state,
E ,, is the energy of the lower state and g ,, its weight factor, described 
presently. N is effectively constant over a whole rovibrational band.
The exponential is the Boltzmann factor, which for a large molecule with 
inertial constants of the order of 0.1 cm 1 allows appreciable 
intensities in transitions with J" up to 100. The last factor is the 
line strength of the transition. Hie rotational part of the line 
strength is calculated from the eigenfunctions of the reduced energy 
matrices. In practice, only relative intensities of the transitions are 
computed, i.e. the constant N and the vibrational component of the 
Boltzmann factor are neglected.
The ground state nuclear statistical weight factor g^ ,, arises 
in molecules whose atoms have nonzero nuclear spin because of the 
requirement that the product space-spin rotational wavefunction must be 
antisymmetric to particle interchange. Symmetric space functions must be 
paired with antisymmetric spin functions and vice versa. For isobenzo- 
furan, for example, there are three pairs of hydrogen atoms which are 
related by a rotation about the symmetry axis (the a axis). The other 
atoms in the molecule (C,0) have nuclear spin zero, and play no part in 
these considerations. The number of symmetric spin functions which can 
be formed from the pairs of hydrogen atoms is,
r 3 ) ( 3 1II rJC* II (21. + 1 ) n (21,+D+i
<j~l 1 J k = i  1 J
where T_ is the nuclear spin of the equivalent atoms. The number of 
antisymmetric spin functions is
nanti
r 3 i t 3it nT II ( 2 1 . + 1 )k = i  x  J
II ( 2 I . + D - 1  
‘i=l 1 J
1^ for the hydrogen atom is % yielding the values of 36 and 28
respectively for n and n .. Table 1.3 shows that rotational levelssym anti
with spatial symmetry ee and eo are symmetric to rotation about the a 
axis. Similarly those with oo and oe symmetry are antisymmetric to the 
rotation. Thus the ee and eo levels must be paired with the 
antisymmetric spin functions, and the oo and eo levels with the
symmetric functions. Thus the ratio of the intensities of transitions
arising from levels with even K to those with odd K is 7/9.a a
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It is instructive to calculate the number of transitions 
expected in a single vibronic band of a large molecule which carry non- 
negligible intensity. Assume a maximum J of 120, and that only the 
strong AK=0,±1 transitions carry any intensity. Then the number of 
individual transitions is ~ 6 x (120)2 or exactly 87,120. These 
transitions typically all fall within a spectral interval of say 30 cm"1, 
producing on average one transition every 0.0001 cm"1. This separation 
is two orders of magnitude smaller than the Doppler width and of the same 
order as the natural lincwidth of the transition. Moreover only the 
strongest transitions were included in this reckoning. Thus the 
absorption spectrum is expected to be resolvable only to the extent of 
yielding a contour of intensity whose shape is dependent upon the 
selection rules operating for the band. The method of calculating such 
contours and of fitting them to observed contours is the subject of the 
next section.
1.6.3 The Method of Contour Analysis
The shape of the rotational contour of a vibronic band depends 
upon the intertial constants of the molecule in the ground and excited 
electronic states and of course upon the selection rules which connect 
the rotational levels in each state. It has emerged, in the short 
history of band contour calculations, that the shapes of the contours are 
much more sensitive to the changes of the inertial constants upon 
excitation, AA, AB and AC, than to their absolute magnitude. So it is not 
necessary to know the ground inertial constants to extreme precision for 
the computation of the confour accompanying a transition to an excited 
state.
Thus one assumes a set of upper state inertial constants in a 
calculation of all the transitions with intensities greater than a 
certain minimum. These lines may then be sorted into small frequency 
intervals, there to be broadened by a slit function corresponding to the 
experimental resolution. The contour achieved by this calculation is 
then compared with that observed in the spectrum and appropriate 
movements in AA, AB, AC space are performed in order to bring the two 
into close correspondence. Molecules which are planar in both electronic
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states have the computational advantage that the dimension of the above 
space is reduced to two.
The experimentalist with a contour to be simulated will be 
fortunate if he succeeds in doing so in the absence of further guidance. 
The weight of computation involved in a single contour calculation is 
impressive, as is the core size required. The guidance comes in the form 
of symmetric rotor approximations, and other useful approximations to the 
energy levels of rotors, which may be employed to yield a good first set 
of excited state inertial constants. These will be discussed in this 
work as they are used. The most impressive feature of the contours of 
many large molecules is that they often contain long series of regularly 
spaced line-like structure. These of course correspond to groups of 
near coincident transitions with a large number of individual levels 
present in each. It is the detailed matching of these line-like 
features which yield accurate estimates of the changes in the inertial 
constants. The matching of the intensities of the computed contours with 
those observed in the spectrum may be subject to some error. Kidd and 
King [1971] have discussed the sources of these errors and some possible 
remedies. Other factors which are significant in any match are the 
experimental conditions. High pressure spectra lead to a collision- 
broadened Lorentz line profile and low pressure spectra yield a Doppler- 
broadened line profile. The present spectra were taken under Doppler- 
broadened conditions.
1.6.4 Programs
Two programs for the computation of band contours were employed 
in the course of this work and the vital statistics of each are briefly 
given below. The difficulty, as alluded to in 1.6.3, in the full contour 
calculation is simply that the number of transitions to be considered for 
the complete calculation is gigantic. Inevitably some form of 
approximation must be used in a large molecule calculation to reduce core 
requirements (most of the core storage is required for the eigenvectors 
of the energy matrices, used for the line strengths, Eq. (1.4)) and 
computation time.
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Parkin [1965] developed a program in the age of small computers
(10 K words) which calculated exact frequencies and line strengths for
selected transitions only. This method subsequently employed a very
efficient interpolation approximation to these quantities for all the
other transitions. He employed the last quotient difference algorithm
[Bennett, Ross and Wells 1960] for the calculation of the eigenvalues of
the reduced energy matrices. These matrices are truncated at some
maximum value of K dictated by the core size, and the symmetric rotora
approximation was used for the higher levels. Such a truncation has
obvious computational savings and is based upon the general nature of
levels with high J values and high K values, which, owing toa
unfavourable Boltzmann factors often carry very little intensity. This 
procedure has been found, however, to cause appreciable errors in the 
fine structure of some calculated contours [Merer 1968] where the exact 
location of the high K levels is important to the contour shape. A
3
Gaussian line shape was used to smooth out the intensity of transitions 
to the experimental resolution.
The second program, in use by most workers in the field of 
contour calculations, is that of Pierce [1974]. This program 
incorporates a host of computer labour-saving techniques. The eigen­
values of the reduced energy matrices are calculated by an extremely 
fast exact diagonalisation procedure [Swalen 1961] based upon the 
continued fraction method in conjunction with a method of systematically 
generating a good first approximation to each eigenvalue. Matrix 
truncation is employed for all matrices with J greater than a parameter 
j2 > determined by core availability. In the calculations to be 
described in later sections, 54 K words of core on the machine used 
determined for j2 the value 127. As indicated before, it is the storage 
of the elements of the eigenvectors of the energy matrices that 
particularly tax computer storage facilities. For ji<J<j2> where ji 
(here equal to 91) is another core-determined parameter, the 
transformation matrices for states with total angular momentum J - l  are 
approximated by those for states with total angular momentum J. This 
allows a sizeably larger maximum value of J at the expense of small 
errors in the line strengths of transitions in the branches with nonzero 
AJ, for J values between the limits j i and j-.. The values of j j and j; 
used in the calculations to be described were varied over a considerable 
range and found to produce negligible differences to the computed
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contour. Core storage is also optimised by efficient word packing 
techniques for information storage. The intensity is distributed in 
small intervals by the same method as outlined for Parkin's program. 
Statistical weight factors and centrifugal distortion constants may be 
included in the input as data.
A complete survey of computer programs related to the 
asymmetric top calculation is given by Kidd and King [1971].
1.6.5 The Band Contours in the Spectrum of Isobenzofuran
OAll of the contours observed in the 3300 A transition of 
isobenzofuran, of which Fig. 1.9 is typical, appear to be of nearly 
identical type with few significant differences between different bands. 
The contour is dominated by an intense sharp central spike which is 
shaded to the red. This is flanked to the blue by a diverging series of 
about forty weak maxima with alternating intensity. This series extends 
about 15 cm-1 from the central peak, while the separations of the maxima 
increase smoothly from about 0.27 cm-1 to 0.39 cm-1. To the low wave- 
number side of the spike there are a few broadly spaced regular features 
which merge with a series of about eighty closely spaced maxima 
superimposed on a broad background hump. The spacings in these lines 
increase from 0.12 cm“1 at the beginning of the series to 0.26 cm“1 at 
the end. For experimental reasons the vibronic band 3* at 0 + 858.3 cm“1 
was chosen for the purposes of rotational contour analysis. There is no 
doubt that the origin band is very like it.
1.6.6 The R Branch
Comparison of the contour for the band illustrated in Fig. 1.9 
with that of the origin band of BTD [Christoffersen, Hollas and Wright 
1969] shows a close similarity in the gross features present in both the 
high and low wavenumber series. The transition in BTD is 1B2 which is 
the same as that predicted for IBF by the molecular orbital 
considerations of Section 1.2. Moreover, the alternation in the 
intensity of successive R branch features strongly suggests that these 
are groups of transitions each of which may be labelled by successive 
values of the (pseudo-) quantum number K". The intensity alternation iscl
governed by the nuclear spin considerations of Section 1.6.2
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(even K M : odd K" = 7:9). These maxima conform to the predicted energies
cl cl
of R subbranch transitions in a prolate symmetric top. From Eq. (1.1), 
and the appropriate selection rules,
AE = ABJ"(J" + 1) + 2B’(J" + 1) + A(A - B)K"2 + 2(A’ - B ’)K" + A' - B' , (1.5)
where A implies the difference between an excited and ground state 
quantity, and B = ^(B + C). Therefore
2ABJ + 2B' + B . (1.6)
Turning points in the function AE(J), which correspond to reversals in 
the R subbranches (subbranch heads), are achieved when
AB = 2Bf 2 J + 1v «/ (1.7)
and so AB must clearly be negative in the present case. The wavenumbers 
of the subbranch heads are given by Eq. (1.8), where
v = v0 + 2 (A* - B ?)k " + A(A-B)K" (1.8)a a
Vn is the wavenumber of the K " = 0 band. u a
The wavenumbers of the observed series were fitted by least 
squares to a quadratic which returned the coefficient of the squared 
term in Eq. (1.8); this coefficient is independent; of the numbering of 
the series members. The value obtained was 0.00195 cm-1. This figure 
should, if these bands are R subbranch heads, provide a reasonable trial 
value for the quantity A(A-B). The ground state infertial constants 
were calculated from the geometry illustrated in Fig. 1.5, so yielding a 
trial value for A ? - B f. The numbering of the series was then adjusted 
to force the coefficient of the linear term in Eq. (1.8) to the value of 
2 (A1 - B ’). This gave K =18 for the first observed band. (In BTD
cl
[Christoffersen 1969a] the first observed R head has K ~9.)a
1.6.7 The P Branch
The long series of line-like features to low wavenumber of the 
main peak was expected to result from the commonly occurring high J, low 
K structure [Mcllugh 196obj. ide kinds of molecules which show this type 
of structure have been reviewed by Ross [1971] and Brown [1969] and the
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reason for its formation is now outlined. Gora [1965] obtained a formula 
for the energy levels of an oblate top which have high J values and low 
K values. This is roughly the region to the right of the upward running 
diagonal in Fig. 1.6. Brown [1969] obtained similar expressions for 
prolate tops. For planar molecules, McHugh [1968b] showed that Gora’s 
equation may be considerably simplified to
E = C(n + 1)2 - S (1.9)
where
m = J - Kc
n = J + m = 2 J - K c
S = %U2(A-!-B) 
m 2 = 2m2 + 2m + 1 .
In terms of m and n the selection rules for the r^P and subbranches
of a type B band, which are degenerate in the oblate top region, become:
Am = AJ - AK = 0 c
An = -1
Applying these rules to Eq. (1.9) yields, for these transitions,
AE = ACn2 -- (2n + 1)C" - AS ,
where
AS = ^ 2 (a a + a b ) •
(1.10)
(1.11)
The value of AS, for a fixed value of n and various ra, is small in 
comparison with the nCM terms. So the transitions with the same value of 
n = 2J - are almost coincident in energy. For example, the transitions
75
74
73
1,75
2,73
3,71
■*- 76 
<- 75 
74
0,76 ; 
1,74 ; 
2,72 ’
0,75
1,73
732,71
76 
•*- 75 
74
1,76
2,74
3,72 etc.
are all very nearly coincident; the transitions with initial and final J 
values because they have the usual oblate top degeneracy for low K , and 
those with different sets of J values because they have the same n value.
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The members of the high wavenumber series were thus fitted by 
least squares to a quadratic, and yielded -0.000523 cm 1 for the 
coefficient of the squared term. This was equated with AC from Eq.
(1.11). Not all the series members were included in the fit, for the 
region towards the end of the band becomes irregular in both the spacing 
and the intensities of the peaks, as will be discussed in a later section.
1.6.8 Trial Contours
The results of Sections 1.6.6 and 1.6.7 have effectively
provided the excited state of IBF with a full complement of inertial
constants, if the reasonable assumption is made that the molecule is
planar in this state. A trial contour was computed using Pierce’s
program, with type B selection rules (and J = 127) . The lower state
inertial constants were obtained from the assumed geometry illustrated in
Fig. 1.5, and the upper state constants were obtained as described above.
The range of AK - AK was limited to 12. An intensity scale linear in a c
absorbance was chosen because this is a reasonable approximation to the 
intensities as recorded by microphotometer traces of plates [King 1971]; 
however, the weaker heads may not match well in intensity with the 
experimental features if the intensity comparison is based upon the 
height of the central spike. The resulting contour displayed an 
extremely close resemblance to the observed one, though with some 
differences at the end of the P branch. Also the strong central spike 
was misplaced. A much better fit required that it be located about 
0.2 cm-1 from its predicted position.
The validity of the 2J - approximation was checked for the 
computed band by calculation of the expected ’line’ positions from 
Eq. (1.9) and comparison with the positions of all the ’lines’ in the 
computed contour. The agreement was very good (to within 0.02 cm-1 for 
nearly all the features) and a least squares fit of the computed 
positions to a quadratic gave precisely the same value for AC as had been 
input as data. It was thus a source of concern that the observed 
contour, which also closely followed the calculated one for a great 
number of the 2J - features, deviated from regularity near the end of 
the series of P branch ’lines".
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1.6.9 Overlapping Sequence Band
As the above heading suggests, the irregular structure in the
Ytail of the P branch was thought to be due to the overlapping of R 
subbranch heads of the strong sequence band, which lies 23.0 cm""1 to low 
energy of the 3q band. The selection rules imposed upon the sequence 
band are the same as for the parent, yielding a similar contour. A minor 
difference in the gross contours of each band may arise due to the 
possible difference in the symmetries of the ground state levels
Yassociated with each. This may affect the intensities of the R sub­
branch heads by the possible reversal of the statistical weighting of
even and odd K" levels. The symmetry of the ground state vibration a
responsible for the sequence band is unknown, since insufficient hot 
bands were observed in the vapour absorption spectrum to locate the 
vibrations responsible for any of the sequences, and the published 
solution fluorescence spectrum is of little value for an accurate 
diagnosis. In any case, the slight intensity alternation is expected to 
have little effect upon the overall intensity pattern of the overlapped 
region.
A composite contour, incorporating a sequence band with the 
intensity of its central spike in the same ratio to that of the parent 
spike as that in the observed spectrum, was computed. For the reasons 
discussed above this was taken to be of exactly the same form as the main 
contour. The result was a significant improvement in the match of the 
intensity in the tail of the parent band to that in the experimentell 
contour, but there was little effect upon the spacing of the features. 
This mismatch, even after the refinement of the inertial constants, to be 
described, still remains unexplained. The possibility remains that the 
exact location and relative intensity of the sequence in the calculation 
may be critical to the interference it produces in the parent. Or again, 
there may be a perturbation operating on the high J levels of one or 
other of the vibronic states. Our view is that the disagreement between 
experiment and theory, though nagging, is not important enough to pursue 
and that the chance of finding an unambiguous explanation, given the 
nature of the data, is not very good. So we have gone no further into 
this particular matter.
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1.6.10 Refinement of the Ground State Constants
The second mismatch between the calculated and observed
contours concerned the location of the central spike with respect to the
rr prrotational origin. The use of Eq. (1.9) for degenerate R and R 
subbranches of a prolate top in the oblate region can be used [Hollas 
1973] to give an expression for the peak to origin separation, in type B 
bands, with negative values of AC. This is given in Eq. (1.12).
Av = C’ AC *y (1.12)
The accuracy of this formula was checked in the course of calculation of 
contours, and was found to be entirely satisfactory. Clearly, the effect 
of changing C f and keeping C constant (for that determines the spread of 
the 2J - features) is to adjust the peak-origin separation. Here, the 
value of C* was altered by the amount required to shift the position of 
the main peak by the required 0.2 cm"1. The following concurrent 
adjustments were also made: AC was kept constant by altering the value
of the ground state constant C". In order that the molecule should 
remain planar in both states, it is necessary also to adjust one or both 
of the other inertial constants, in both excited states. The adjustment 
in both states was taken in the B constants for the reason that a change 
in B causes a far smaller change in the value of A(A-B), which 
determines the spread of R subbranch heads, than does a change in the 
value of A. The new set of ground state inertial constants differs from 
the old by 4.5% in B" and 3.2% in C". These alterations are well within 
the error bounds of the assumed ground state geometry. It is thus 
apparent that good, if not precise, values of the ground state inertial 
constants of a molecule are necessary for an exact match, and the 
accuracy claimed in earlier analyses, for values of AA, AB, AC, are 
probably optimistic.
After adjustment of the ground state inertial constants, the 
computed contour closely resembled the observed one. Small adjustments 
in upper state constants were then made in order to improve the match in 
the locations of the R heads using the very useful property of the 
intensity alternation in these features to match with confidence the 
numbering. The final contour, with no overlapped sequence band, is 
illustrated in Fig. 1.10a, and that with an overlapped band as described 
in 1.6.9 appears in Fig. 1.10b. The final inertial parameters are listed 
in Table 1.6.
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Table 1.6
Rotational constants (cm-1) in the 3q (0 + 858 cm 1) band of 
the 3300 A system in isobenzofuran (Tq q = 31025.20 cm-1).
Ground state Excited state A
A 0.1320 0.1333 +0.0012(4)
B 0.0534 0.0521 -0.0012(2)
C 0.0380 0.0375 -0.0005(2)
K -0.67 -0.69 -0.02
Contours calculated for the same set of constants with type C and type A
selection rules are shown in Figs. 1.11a and 1.11b respectively. The
comparison of the observed and calculated type B contours is presented
in Table 1.10 at the end of this chapter. The accuracy of the values
quoted for the inertial constants is uncertain and may be as high as 10%
in the light of the former discussion and the method by which the ground
state constants were obtained. However, the differences between
constants in the ground and excited states (listed under the column A)
are certainly more accurate, though, in the light of our experience with
the effect of changing the ground state constants we cannot follow
Lombardi in quoting such values, without qualification, to 0.00001 cm-1.
In view of the similarity in appearance of the type A and B contours
(Figs. 1.11b and 1.10), the plates were re-examined in a search for any
xbands with no regular R heads and none were found. Certainly also no 
bands of type C were found. Thus it was concluded that all of the well- 
defined bands correspond to totally symmetric vibrations built on the 
1B2 electronic origin.
1.6.11 The Analysis of Bands in the 3300 A System
In order to explore the fine structure in the calculated 
contour, Pierce’s program was modified to output the information 
concerning the J" value and frequency of all transitions above a certain 
arbitrarily set Boltzmann weighted intensity into rapid access storage.
The transitions could also be sorted according to subbranch, branch and
so on. Then, Fortrat diagrams, which plot the J" value of a line against 
its frequency, were plotted above the contours [see McHugh, Ramsay and
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Ross 1968]. A sorting of the points before plotting was necessary to 
optimise pen movement. The Fortrat plots for R, Q and P branch lines 
above a certain intensity for the contour of Section 1.6.10 are given in 
Figs. 1.12, 1.13, 1.14 respectively.
1.6.11.1 The R Branch
The interpretation of the fine structure on the high wavenumber 
side of the spike is particularly clear. Fig. 1.12 shows the reversal of 
the R subbranches at about J = 50. The symmetric top formula for this 
reversal point, Eq. (1.7), gives a J" value of 51, in excellent 
agreement with that usually estimated from the diagram. The values of Ka
corresponding to the subbranches are indicated above each. The 
transitions do not cease at J" values greater than about 80: they simply
fall below the requisite intensity minimum. The J" number of the last 
transition in each subbranch is thus a sensitive indicator of the 
strength of the whole branch, and the intensity alternation between 
successive branches is strikingly apparent. Fig. 1.7b, Sec. 1.6.2, is 
a section in K -v space of the three-dimensional surface J - K  -v, and
3 3rrassists interpretation of the plot. The transitions marked R are the 
asymmetrically split components of the subbranch which alters its 
allegiance with increasing K . In the oblate region, i.e., K from 0 to
3 3rr prabout 15, the R and R subbranches are almost coincident for all J,
and are quite intense; the result is the clustering seen in the figure.
prWhen the transitions in the R subbranch, for given J, have reached the 
reversal point in K (this is 44, from Fig. 1.7b) their intensity has
3
dropped to a low value, and so no peaks are seen (to low wavenumber)
prwhich would correspond to heads in the R subbranches in - v space. 
Thus the central spike consists of near coincidences in transitions best 
described in the oblate top approximation.
1.6.11.2 The Q Branch
The Fortrat diagram of the Q branch of the type B bands found
in IBF is illustrated in Fig. 1.13. This diagram reveals the nature of
the broadly spaced features just to the red of the central spike. It
also provides a part explanation of the broad hump of intensity in the
low wavenumber region. The discussion will deal with the “‘Q and x Q
subbranches separately, since they do not overlap appreciably. The K"a
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values of r^Q transitions with the same J" value were plotted against
their frequency in Fig. 1.8b. This plot displays the region of
asymmetry in the r^Qe and r^Q° subbranches, also indicated in the Fortrat
diagram. In all the Fortrat plots the asymmetry region is usually
distinguishable by the sparseness of the transitions there, and the
proximity to a densely populated region. K -dependent subbranches may bea
immediately identified by their alternating intensity property and are 
labelled in the figure with values of K". The widely spaced maxima on 
the low wavenumber shoulder of the origin band, which are also present in 
the observed contour, are due to the piling up of the transitions 
recorded along near-vertical ’lines’ directly above each peak. This may 
best be seen by looking along the surface of the paper. These points are 
due to transitions in the oblate top domain of Fig. 1.6 and their 
locations may be calculated from Eq. (1.9). The selection rules in terms 
of n and m are:
Am = A ( J - K )  = 1 c
An = A (J + m) = 1 . (1.13)
Substituting Eq. (1.13) in Eq. (1.9), one gets
AE = AC(n + l)2 + (2n + 3)Cf - ( m + l ) ( A f + B ’) - AS . (1.14)
For the n value and wavenumber of the reversal points (DAE/3n = 0):
nrev
AErev C ’ 1
C^'
AC (n + 1) (A* + B ’) - (2m2 + 2m-H 1) (AA+ AB)
(1.15)
(1.16)
Each curve may be labelled by an m value as indicated in the figure. In 
the computed contour, the reversal frequencies for the m = 1 to m = 3  peaks 
are within a few tenths of a wavenumber of the values predicted from 
Eq. (1.16). For higher m values the agreement rapidly becomes poor: the
value of A A + AB in this particular contour is nearly zero (see Table 1.6) 
making the third term in Eq. (1.16) negligible even for values of m as 
large as 20. Thus the reversal frequencies for successive m values (less 
than 20) should be equally spaced. An inspection of the Fortrat diagram 
clearly shows this not to be so. The first term in Eq. (1.16) is simply 
the peak to origin spacing described in Section 1.6.10.
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One concludes from the discussion above that although these 
peaks are qualitatively accounted for by the 'high J-low K ’
cl
approximation, the precise location may only be computed by a full 
asymmetric rotor calculation.
r pTwo further features in the Q subbranch part of the Fortrat 
diagram merit discussion. These are labelled A and B, and are formed 
from heads of the transitions lying on the curves AC and BD respectively. 
Each point along AC represents the point of reversal (A* of Fig. 1.8b) of 
the asymmetrically split r^Q° subbranch. Similarly, each point along BDrp 0
corresponds to the point of reversal (BT of Fig. 1.8b) of the lQ 
subbranch. These are features arising from transitions in the purely 
asymmetric region of Fig. 1.6. The feature A is also prominent in the 
observed contour.
prLittle detailed information may be extracted from the Q 
subbranch Fortrat diagram, apart from the fact that it clearly 
contributes considerable intensity to the low wavenumber hump.
1.6.11.3 The P Branch
The Fortrat diagram of the P branch in the type B contours of
IBF is plotted in Fig. 1.14. This plot clearly illustrates the origin of
the 'high J-low K 1 structure mentioned in Section 1.6.7. Transitions a
with the same value of the index n (= 2 J - K ) are indicated on the plotc
and fall on a curve which is asymptotic to the vertical. These series 
are responsible for all of the closely spaced structure in the P branch. 
The intensity distribution, differences and second differences of the 
transitions in the n =90 series are given in Table 1.7. Intensities are 
given relative to the m = 0 member of the group. Eq. (1.9) is used to 
calculate the expected frequencies Av^. The other columns represent 
quantities which have been calculated by exact diagonalisation.
Comparison of the columns Av^ and Av shows the extent to which the 
’high J-low K ' frequencies deviate from the exactly calculated ones.
3.
The deviation is seen to increase with increasing m, as expected. The 
second difference column shows how nearly concident the first four 
transitions are, and the last column confirms that these are the most 
intense in the series. Thus the features due to these near coincidences 
are expected (and indeed found) to be quite sharp.
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Table 1.7
•kMembers of the n-90 series of isobenzofuran
m Avm Av AAv I
0 -10.0341 -10.0341 - 1.0000
1 -10.0344 -10.0345 -.0004 .5387
2 -10.0351 -10.0354 -.0013 .5003
3 -10.0361 -10.0371 -.0030 .4779
4 -10.0375 -10.0397 -.0056 .4554
5 -10.0391 -10.0434 -.0093 .4328
6 -10.0411 -10.0487 -.0146 .4100
7 -10.0435 -10.0559 -.0218 .3870
8 -10.0462 -10.0559 -.0315 .3637
9 -10.0492 -10.0784 -.443 .3401
10 -10.0525 -10.0952 -.0611 .3161
n = 2 J - K  , m = J - K  . All frequencies are in units of cm-1, c c
Intensities are given relative to the m = 0  member. The inertial 
constants used in this calculation were: A' - .133356, B1 = .05007 3,
C1 = .036404; A " =.132036, B" = .0510058, C" = .036820.
The above considerations, and the inspection of the Fortrat 
diagram, suggest that the section of the contour beyond about 17 cm"*1 
from the origin on the low frequency end will be in error due to the 
limit of 127 placed on J" in these calculations. The only intensity in 
that region is gained by 2 J - structure and the frequencies may, if
necessary for comparison, be accurately calculated by Eq. (1.9).
A curious feature of the calculated contours is the modulation 
of the intensity in the 2 J - features. This is not predicted by
Eq. (1.9), and is not seen in the experimental contour, although the 
region is undoubtedly obscured by the overlap of a sequence band. This 
modulation is also evident in both the experimental and computed contours 
of BID [Christoffersen, Hollas and Wright 1969], as far as may be 
gathered from the figures in that paper, though the authors did not 
comment on it. The reasons for its occurrence will be discussed in the
next section.
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1.6.12 'Beats' in the P Branch
Fig. 1.15 shows a small portion of the 2 J - structure from 
the region -6.0 cm-1 to -16.0 cm-1 from the origin. A Fortrat diagram is 
plotted above two contours. The upper contour has been computed with 
resolution 0.04 cm-1 and the lower with 0.01 cm-1 resolution. The 2J - Kc
structure appears in the upper part of the plot and is labelled by the 
value of n. Above this are the ^rQ transitions. The asymmetry splitting 
gives rise to S shaped ^ P  subbranches. The lower part are the 
degenerate ^rP and ^ P  subbranches. The regular bunching of points in 
these subbranches is due to the slow reversal of transition frequencies 
with increasing and the same value of J. This reversal was discussed 
earlier and is depicted in Fig. 1.7a. The region is of course the prolate 
top domain and may be described in the symmetric top approximation. 
Wavenumbers of the transition in this approximation are given by
Av = ABJ2 - (B' + B") J + A (A - B) K 2 - (2K -1)(A'-B') (1.17)cl 3
and reversal occurs when (9Av/3K^)=0, i.e. when
(K ) a rev
A' - B' 
A(A-B)
(1.18)
Eq. (1.18) predicts (K ) v =45, which is close to the value obtained
from Fig. 1.7a. This equation also predicts reversal in the ^rQ and *,rR 
subbranches at the same value of K . This may be seen in Figs. 1.8a and3
1.7b. The spacing S between consecutive heads is determined by
S = 2ABJ - (B’ + B") . (1.19)
It is primarily the 'interference' (which one may rather
•f*inaccurately describe as beating) between the weak features formed by 
these reversals and the 2J - structure which gives rise to the
modulation in the 0.04 cm“1 contour. In the lower contour individual
Conventional beats derive from a superposition of the kind
A cos (2ttx/A) + B cos (2ttx/A ')
Here, the more appropriate approximate representation is
A cos2 (2tt::/A) + B cos2 (2:r::/A')
and perhaps the result is better described as a Moire pattern.
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reversals are resolved in many instances and are distinguished by full 
lines connecting the peaks so formed to the Fortrat diagram. It might be 
expected that Q reversals, formed in the same way as those in the P 
branch may also ’beat* in this region with the other peaks. However, the 
intensity in these subbranc.hes (see Fig. 1.8a) is mainly distributed in 
the asymmetric region and there is simply not sufficient intensity in the 
region of the reversal to generate strong peaks. Some of the weaker 
peaks in the 0.01 cm” 1 contour are due to ^ Q reversals. The frequency 
displacement in the 2J - K features caused by the beating with the 
reversals can be as large as 0.03 cm-1.
The conclusions above were corroborated by examining lists of 
all the transitions in the region of interest. These were sorted in the 
computer into subbranches, and printed out. Intensities of individual 
transitions and whole subbranches were also printed.
1.7 THE STRUCTURE OF THE EXCITED STATE
An approach to the a priori calculation of the geometries of 
aromatic molecules in any electronic state was put forward by McCoy and 
Ross [1962] and was successfully applied to the ground states of benzene, 
naphthalene and anthracene. A similar approach by Coulson and Looyenga 
[1965] proved successful for the ground states of single-ring nitrogen 
heterocycles. An excited state geometry of naphthalene [Innes, Parkin, 
Ervin et at. 1965] and one in azulene and azulene-ds [McHugh and R.oss 
1968] were also predicted by the method, and the inertial constants 
conformed well with experiment. In this procedure bond lengths are 
computed from bond orders by the widely used empirical relation [Coulson 
1939],
r ______(s - d)______1 + 0. 765(1 - p)/p (1.20)
s = 1.540 A 
d = 1.330 A .
The quantities s and d are the best values of the carbon-carbon bond- 
lengths in ethane and ethylene respectively, and p is the bond order In 
applications to excited states, the geometry of a molecule in its ground 
electronic state is assumed to represent the strain-free structure in 
respect of angle deformations. Upon electronic excitation the bond
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lengths in the molecule change in accordance with the new bond orders, 
and the angles are assumed to change in order to minimize the strain 
imposed by the altered bond lengths. The potential energy change upon 
electronic excitation was assumed to have the simplest acceptable form:
dV = dö.2 + k ' 2 2  dO.0. , (1.21)i l l j
thwhere dö^ is the small change in the i bond angle and the double sum 
is over those adjacent angles sharing a bond common to two rings. McHugh 
and Ross [1962] found that the one adjustable parameter in the expression 
for dV, namely k ’/k adopted the value of 1-1.0 for the best fit to the 
ground state of azulene. In that work the geometry of the molecule 
obtained in a minimization of dV was relatively insensitive to k'/k, 
providing its value was between +3 and -3. (In three-ring compounds such 
as anthracene, this is not so.)
iThere are four conditions upon the geometry of IBF which must 
be met in any small distortion, assuming C ^  symmetry to be maintained. 
Two are angle redundancy conditions and are given in Eqs. (1.22) and 
(1.23), where the differentials indicate small changes.
d a j + d a 2 + da 3 = 0 (1.22)
d ß i + d ß 2 + ^ dß3 = 0 .
The other two conditions ensure ring closure:
r r m 0— ---- 2-- r 1 (cos aj - da2 sin a^) + r2 (cos 03 - da2 sin 03) = 0
rm
2 r 3 (cos ßi - dßi sin ß^) - r4
. ß 3 , ß 3  83"sin —  + cos 0 . (1.25)
The problem is thus to minimize dV subject to these four 
conditions, and find the resultant values of daj, da2 ..., etc. The 
method of Lagrangian undetermined multipliers results in a series of 
eight simultaneous nonlinear equations in the six variables (da^, dß_^ ,
Xj, A2). The A Ts are Lagrangian multipliers. These equations may be 
treated as linear by setting the small cross terms, such as Ajdoti,to zero 
in a first approximation. The values of A^ obtained in the solution may
t See Fig. 1.2.
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then be reinserted in the cross term for the next iteration, and so on, 
until convergence is achieved.
The CNDO/CI calculation for the first excited state of IBF, 
mentioned in an earlier section, predicted that the state could be 
described by an MO configuration which is almost entirely unmixed with 
other configurations. Bond orders in this configuration were obtained 
from the coefficients of the occupied MO's and converted to bond lengths 
by Eq. (1.20). These bond lengths, together with the ground state bond 
angles (a^ , 3^), were used in the calculation of angles, as described 
above. Convergence to the solution was attained within three iterations. 
Table 1.8 gives the results of calculations obtained with 1.5 for the 
value adjustable parameter k’/k.
Table 1.8
Calculated geometry of isobenzofuran in the ground and 
first excited singlet states
Bond lengths (Ä) Bond angles (degrees)
Bond^ Groundstate
Change on 
excitation Angle a
Ground
state
Change on 
excitation
ri 1.4620 -0.0226 <*1 118.00 +0.28
r 2 1.3530 +0.0432 a 2 121.39 +0.27
r 3 1.3544 +0.0244 <*3 120.61 -0.55
r 4 1.3818 +0.0271 3i 106.11 +0.57
rm 1.4590 -0.0090 32 110.77 -0.14
re 1.4540 -0.0386 33 106.24 -0.87
a See Fig. 1.5 for code to the labelling of bonds and angles.
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F i g .  1 . 1 6 :  The geometry change  accompanying t h e  B2 M  t r a n s i t i o n  of
i s o b e n z o f u r a n . Arrows a r e  q u a n t i t a t i v e  amounts by which th e  atoms 
move t o  a d j u s t  to th e  e x c i t e d  s t a t e  geom etry .  The s c a l e  by which 
th e y  a r e  e n l a r g e d  i s  15; an ar row t h e  l e n g t h  o f  t h e  c e n t r a l  bond 
r e p r e s e n t s  a d i s p l a c e m e n t  of  0 .0973 A.
The shape change a s s o c i a t e d  w i t h  t h e  e l e c t r o n i c  e x c i t a t i o n  i s
i l l u s t r a t e d  i n  F ig .  1 .1 6 .  As was found i n  a z u l e n e ,  t h e  r e s u l t s  a r e  no t
s e n s i t i v e  i n  any w o r th w h i le  way to  the  v a l u e  chosen  f o r  k ’ / k ,  so long  as
i t  l i e s  between +3 and - 3 .  Tab le  1 .9  g i v e s  t h e  changes  i n  th e  i n e r t i a l
f
c o n s t a n t s  from th e  ground to  t h e  e x c i t e d  s t a t e s  f o r  t h i s  c a l c u l a t i o n .
For the  e x c i t e d  s t a t e ,  a l l  CH b o n d le n g th s  i n  t h e  six-membered  r i n g  
c o n t r a c t  by 0 .01  A t o  1 .07  A,  as  in benzene [ C n r f o r t h ,  Jngold and 
P oo le  1948] .  A l l  CH bonds were assumed to be t h e  e x t e r n a l  b i s e c t o r s  
o f  the  a p p r o p r i a t e  r i n g  a n g l e s .
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Table 1.9
The change in the inertial constants in isobenzofuran 
upon electronic excitation to the lowest singlet state
Obs. Calc.
AA +0.0012(4) +0.0009(1)
AB -0.0012(2) -0.0009(6)
AC -0.0005(2) -0.0004(4)
For comparison the changes found from the band contour method are also 
presented. The agreement between the two sets of figures is surprisingly 
good. One notices particularly that the rather unusual positive change 
in the long axis inertial constant A, found from the band contour 
analysis, is predicted with about the correct magnitude. The positive 
value of AA indicates that the molecule is contracted about the long axis 
by electronic excitation. An examination of Fig. 1.16 indicates the 
rearrangement which the molecule undergoes upon electronic excitation. 
This primarily involves a contraction of the bonds and and 
expansion of r?, r3 and rit. The effect in the f.ive-membered ring is to 
elongate the whole ring and to reduce the COC angle.
When a molecule undergoes electronic excitation with a
consequent geometry distortion, then the vibrations which can best
accommodate it to the new molecular parameters will be most active in the
Franck-Condon way. For the purpose of determining which vibrations
should be active in IBF, the mass-weighted cartesian normal coordinates
of the totally symmetric modes of the molecule in its ground electronicfstate were computed and are plotted in Fig. 1.17. Table 1.8 indicates 
that the principal effect of electronic excitation is bond deformation 
rather than angle-deformation (judged by the yardstick of zero-point 
amplitudes). The vibration 11a± at 1422 cm-1 contains most of the 
elements of the excited state geometry, except that it clearly compresses 
the CO bonds instead of extending them, and opens the COC angle instead 
of closing It (little attention should be paid to the comparison of the
See Chapter 3 for details of Lhe method, and Sec. 1.5.2 for details 
of Lhe force field.
Fig. 1.17: Zero-point amplitudes of the ai normal modes of isobenzofuran.
The molecular geometry is that of Fig. 1.5. H and C displacements
1- J-are reduced by the factors (m^/m^)2 and (m^/m^) 2, respectively. All 
displacement vectors are enlarged by a factor of 80, thus a vector 
the length of the central bond represents a displacement of 
0.01824 Ä. The symbols beneath each figure represent in order: the
label, the molecule type and the frequency in cm-1. The three high 
frequency stretches are omitted.
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f /  ,
lfll IBP'. 520
2fll IBP.719
5 R1 IBP.975 4 R1 IBP.966
701 IBP,1223 6ft1 IBP.1189
901 IBP.1396 801 IBP.1354
1101 IBP.1558 1CR1 IBP.1422
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hydrogen atom motion in these figures). The other vibration which has
some of the elements of Fig. 1.16 is 10ai at 1396 cm *. The other modes
appear to have less in common with the distortions produced by the
electronic excitation, primarily because none of them simultaneously
compress r^ and expand r?_ by sufficiently large amounts. The strongest
two vibrational bands in IBF (see Table 1.1) are at 1479.7 cm-1 and
1353.1 cm-1 respectively. This is in excellent agreement with the
+qualitative findings above.
1.8 COMPARISON WITH RELATED MOLECULES
Since the calculations outlined in Sec. 1.7 are controlled.by 
the properties of the tr-electrons of the molecule, one might expect 
similar results for other molecules with the same o-quinonoid structure. 
The first singlet-singlet absorption systems of previously studied
kmolecules in this class show the following features: (a) B2 symmetry;
(b) contraction about the 1. molecular axis; and (c) one prominent 
progression in a totally symmetric angle-bending mode (ca. 500 cm-1; 
mode laj of Fig. 1.17).
The spectrum of IBF conforms in respect of (a) and (b), but its 
vibrational development is dominated by the strong origin band and the 
one-quantum levels of two high frequency stretching modes (at 1479 cm-1 
and 1363 cm 1).
It is tempting to surmise that the calculated geometry changes 
which appear to account for the changes in the rational constants of IBF 
should be applicable to the rather similar changes found for BTD and BSeD. 
However, on the evidence of the long progressions in la^ in these 
molecules, there are angle deformations of a magnitude not experienced by 
IBF. Possibly the sulphur (or selenium) atoms, with their d-orbitals, 
are more intrinsically involved in the excitation process than is the 
oxygen of IBF, but we have attempted no calculations. Incidentally,
X-ray crystallographic data show significant changes between the bond 
lengths in molecules of this series, BTD and BSeD being apparently more 
quinonoid than benzofurazan [Luzzati 1951].
t See the vibrational analysis.of Sec. 1.3.
See Gordon and Yang [1971] for a discussion.
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In contrast to the findings noted above, the vibrational 
development in the electronic spectra of compounds in the 'normal’ series 
(i.e., benzofurnn, benzothiazole, etc.) appears to be independent of the 
nature of the heteroatora.
Table 1.10
Computed and observed rotational features in the 3q (Of 858.3 cm"1) 
band of the 3300 A absorption transition of isobenzofuran.a 
Frequencies are differences in cm"1 from the rotational origin
at 31025. 20 cm 1.
Vobs Vcalc Vcalc-
Vobs
Assign Index Comment
17.26 17.27 0.01 rR head K" =52 a
bw
16.86 16.88 0.02 i t 51 s
16.50 16.49 -0.01 u 50 w
16.13 16.12 -0.01 n 49 s
15.75 15.72 -0.03 H 48 w
15.36 15.36 0.00 i i 47 s
14.97 14.98 0.01 i t 46 w
14.60 14.61 0.01 i i 45 s
14.24 14.24 0.00 i t 44 w
13.91 13.87 -0.04 i i 43 s
13.49 13.51 0.02 i i 42 w
13.12 13.15 0.03 t i 41 s
12.79 12.81 0.02 i i 40 w
12.44 12.45 0.03 i i 39 s
12.08 12.11 0.03 i i 38 w
11.74 11.76 0.02 i i 37 s
11.40 11.43 0.03 i i 36 w
11.07 11.11 0.04 i i 35 s
11.74 10.77 0.03 i i 34 w
10.43 10.45 0.02 i t 33 s
10.09 10.14 0.05 i i 32 w
9.79 9.82 0.03 i i 31 s
9.48 9.52 0.04 i i 30 w
9.16 9.2J 0.05 it 29 s
8.88 8.90 0.02 it 28 V
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Table 1.10 (cont’d)
Vobs Vcalc Vcalc- Assign Index Comment
Vobs
8.57 8.61 0.04 rR head K" - 27 a
bs
8.25 8.30 0.05 it 26 w
7.95 8.01 0.06 ti 25 s
7.68 7.73 0.05 ii 24 w
7.38 7.43 0.05 ii 23 s
7.09 7.15 0.06 1 1 22 w
6.84 6.88 0.04 I I 21 s
6.54 6.60 0.06 I I 20 w
6.28 6.33 0.05 I I 19 s
6.00 6.04 0.04 I I 18 w
5.72 5.77 0.05 I I 17 s
5.44 5.49 0.05 I I 16 w
5.21 5.23 0.02 I t 15 s
4.90 4.98 0.08 I I 14 w
4.64 4.69 0.05 I I 13 s
2.65 2.65 - head of prR,rrR very strong central
heads for low spike (oblate top
K"a region)
- 2.31 - J-K feature c m = 0 shoulder
- 2.12 - i i 1 shoulder
2.01 1.97 -0.04 i i 2
1.78 1.69 -0.09 3
1.54 1.51 -0.03 4
1.35 1.30 -0.05 5
1.10 1.08 -0.02 6
0.85 0.84 -0.01 7
0.62 0.62 0.00 head of lpQ° Sharp edge
reversals
0.34 0.33 0.01 head of rpQe
reversals
0.10 0.09 -0.01 J-K feature c m = 10
-0.20 -0.20 0.00 ii 11
-0.50 -0.55 -0.55 i i 12
-0.82 -0.82 0.00 it 13
GO
Table 1.10 (coat'd)
Vobs Vcalc
Vcalc-
Vobs
Assign Index Comment
-1.21 -1.27 -0.06 J-K feature c m =14
-1.58 -1.60 -0.02 it 15
-1.82 - - weak lines
-2.04 - -
-2.28 - -
-2.52 - -
-2.90 - -
- -3.71 - 2J-K feature c n = 38
0 o ro cv = -3.68 M
-3.82 -3,83 -0.01 ii 39 -3.80
-3.96 -3.93 0.03 ii 40 -3.92
-4.07 -4.07 0.00 it 41 -4.03
-4.21 -4.19 0.02 ii 42 -4.15
-4.30 -4.31 -0.01 ti 43 -4.27
-4.44 -4.43 0.01 ii 44 -4.40
-4.54 -4.56 -0.02 it 45 -4.52
-4.68 i CN 00 0.00 it 46 -4.64
-4.78 -4.79 -0.01 ii 47 -4.77
-4.93 -4.94 -0.01 ii 48 -4.89
-5.07 -5.05 0.02 n 49 -5.02
-5.18 -5.18 0.00 it 50 -5.15
-5.27 -5.31 -0.04 ii 51 -5.28
-5.42 -5.44 -0.02 it 52 -5.41
-5.60 -5.57 0.03 ii 53 -5.54
-5.71 -5.71 0.00 ii 54 -5.67
-5.83 -5.84 -0.01 ii 55 -5.80
-5.96 -5.97 -0.01 it 56 -5.94
-6.10 -6.12 -0.02 ii 57 -6.07
-6.23 -6.25 -0.02 ii 58 -6.21
-6.37 -6.37 0.00 it 59 -6.35
-6.52 -6.53 -0.01 ti 60 -6.48
-6.64 -6.65 -0.01 it 61 -6.62
‘ -6.80 -6.80 0.00 ii 62 -6. 76
-6.94 -6.95 -0.01 ii 63 -6.91
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Table 1.10 (coni'd)
Vobs Vcalc Vcalc- Assign Index Comment
Vobs
COor>.i -7.08 0.00 2J-K feature c n = 64 v?= "7.05 M
-7.23 -7.23 0.00 ti 65 -7.19
-7.34 -7.39 -0.05 n 66 -7.34
-7.50 -7.52 -0.02 ii 67 -7.48
-7.66 -7.66 0.00 ii 68 -7.63
-7.81 -7.81 0.00 i i 69 -7.78
-7.96 -7.95 0.01 i i 70 -7.93
-8.10 -8.11 -0.01 i i 71 -8.07
-8.24 -8.26 -0.02 i i 72 -8.23
-8.38 -8.42 -0.04 i i 73 -8.39
-8.53 -8.59 -0.06 i i 74 -8.53
-8.68 -8.73 -0.05 ti 75 -8.69
-8.84 -8.87 -0.03 ti 76 -8.84
-9.00 -9.03 -0.03 i i 77 -9.00
-9.16 -9.19 -0.03 i i 78 -9.15
-9.32 -9.35 -0.03 i i 79 -9.31
-9.52 -9.50 -0.02 it 80 -9.47
-9.68 -9.67 0.01 ti 81 -9.63
-9.84 -9.83 0.01 i i 82 -9.79
-9.93 -10.00 -0.07 i i 83 -9.96
-10.11 -10.17 -0.07 i i 84 -10.12
-10.27 -10.34 -0.07 i i 85 -10.28
-10.43 -10.51 -0.08 it 86 -10.45
-10.62 -10.67 -0.05 i i 87 -10.62
-10.78 -10.81 -0.03 i i 88 -10.78
-11.00 -10.97 0.03 it 89 -10.95
-11.15 i i 90 -11.12
-11.32 it 91 -11.29
-11.40 remaining observed
features
uncorrelated
-11.50 ti 52 o  . .  , ,
“11.60
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T a b le  1 .1 0  ( c o n t ’ d)
Vobs
Vc a l c -
c a l c  v ,ob s
A s s ig n In d e x Comment
- 1 1 . 7 5
- 1 1 . 6 8 2J-K  f e a t u r e  c n = 93
\ \  -  - 1 1 .6 4  M
- 1 1 . 9 7
- 1 1 .8 7 i i 94 - 1 1 . 8 1
- 1 2 . 1 6
- 1 2 . 0 4 i t 95 - 1 1 .9 9
- 1 2 .1 9 i i 96 - 1 2 .1 6
- 1 2 . 4 0
- 1 2 .3 6 i i 97 - 1 2 .3 4
- 1 2 . 6 3
- 1 2 . 5 4 i i 98 - 1 2 .5 2
- 1 2 . 8 1
- 1 2 .7 3 i i 99 - 1 2 . 7 0
- 1 3 . 0 3
- 1 2 .9 2 i i 100 - 1 2 .8 8
- 1 3 . 2 3
- 1 3 . 1 1 i i 101 - 1 3 .0 6
- 1 3 . 4 3
- 1 3 . 2 9 i i 102 - 1 3 .2 4
- 1 3 . 5 8
- 1 3 . 4 7 i i 103 - 1 3 .4 3
- 1 3 . 7 0
- 1 3 . 6 3 i i 104 - 1 3 .6 1
- 1 3 . 9 2
- 1 3 . 8 3 i i 105 - 1 3 . 8 0
- 1 4 . 1 4
- 1 4 .0 1 i i 106 - 1 3 . 9 8
- 1 4 . 3 3
- 1 4 , 2 2 i i 107 - 1 4 .1 7
- 1 4 .5 2
- 1 4 .4 2 i t 108 - 1 4 .3 6
- 1 4 . 6 0 i i 109 - 1 4 .5 5
- 1 4 .7 7 i i 110 - 1 4 .7 4
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Table 1.10 (contM)
Vobs
Vcalc~
calc v ,obs
Assign Index Comment
-14.80
-14.97 2J-K feature c n = 111 v,. = -14.93 M
-15.06
-15.15 i i 112 -15.12
-15.30
-15.35 t i 113 -15.32
-15.48
-15.66
-15.56 i t 114 -15.51
-15.75 1! 115 -15.71
--15.95 I t 116 -15.90
-16.00
-16.14 I I 117 -16.10
-16.25
-16.33 I I 118 -16.30
-16.50
-16.56 I I 119 -16.50
-16.70
-16.75 I I 120 -16.70
-16.95 I I 121 -16.91
-17.01
-17.16 I I 122 -17.11
-17.24
-17.35 I I 123 -17.31
-17.56 I t 124 -17.52
-17.78 I I 125 -17.73
-17.98 I I 126 -17.93
-18.19 I I 127 -18.14
The rotational constants used were that of Table 1.6.
w and s indicate the wcak/strong intensity alternation.
\KUf is the. frequency of the m = 0 member in the 2J-Kr series, as 
calculated by = z\Cnz - (2n+l)C" - -4(AA + AB) . This will be always a 
little higher wavenumber than the actual, peak (typically ~ 0.04 cm J).
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CHAPTER 2
STUDIES OF CRYSTAL SPECTRA
This chapter offers further evidence for the complex vibronic 
coupling in the second electronic transition in azulene by examining this 
system in four substituted azulenes. Severe perturbations in the spectra 
are correlated to those in the parent molecule and are related to the 
results of calculation.
Two further experimental investigations are also reported.
They deal with transitions in purine3 and in dicyanoacetylene; for both> 
the previously reported data is scant and warrants supplementation and 
interpretation.
2.1 INTRODUCTION
In the experimental aspect of this thesis, a diverse range of 
projects was initiated, particularly in the area of low temperature mixed 
crystal spectroscopy. None of these proved to be highly fruitful. From 
them, we select six compounds for which the recorded spectral information 
appears to be of value to report at this stage. Four of the compounds 
are derivatives of azulene and the other two are unrelated.
The spectroscopic scrutiny of the four substituted azulenes was 
originated in a search for a new line of access to the understanding of 
the spectra of the parent molecule, in which the complex vibronic 
structure had not, at that time, been interpreted by theory. In the 
event, our work was overtaken by a theoretical model of azulene, proposed 
by Lacey, McCoy and Ross [1973] (hereafter referred to as LMR), and so we 
present these results as a commentary upon that model.
The four azulene derivatives are 1-, 2- and 6-methyl azulene, 
and azulene-(1,3)-d2 (the numbering convention being that of the diagram).
Of these the most instructive proved to be the -d2 compound, partly
werebecause the spectral datapp^ so much clearer. Also, however, azulene-d? 
proved to have a spectrum of a character about midway between the spectra
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of azulene-dg and - d g ,  which show differences that are more profound than 
observed in any other isotopically related molecules of any size.
Fig. 2.1 illustrates this. The choice of the (l,3)-d2 compound was made 
simply because of its ease of preparation; the choice proved to be 
fortunate. The conclusion, that the molecule is especially sensitive to 
1,3-substitution, was supported by the results obtained for the mono­
methyl derivatives. 1-Methyl azulene shows spectral effects, similar to 
but more profound than those seen in the dideutero spectra, whereas the 
2- and 6-methyl substitutions do little to alter the gross vibrational 
structure.
The other unrelated compounds, the results for which are 
reported at the conclusion of the chapter, are purine and dicyano- 
acetylene.
2.2 THE 3500 Ä ABSORPTION TRANSITION OF AZULENE-(1,3)-d2 
2.2.1 Introduction
Azulene has been studied in this laboratory for twenty years, 
and the findings are mainly documented in a paper of Hunt and Ross [1962] 
and in theses of McCoy [1964] and Lacey [1972]. Studies in the 
rotational fine structure by McHugh [1967] have bearing on the first 
chapter of this thesis, but have no relevance to the present discussion.
The first four excited electronic states are all of concern to
Osome degree or other. I'iie transition to the first, at 7000 A, is weak,
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M polarized and fairly well behaved, though its vibronic activity is 
referred to in the next chapter. The second transition at 3500 Ä is 
L polarized and is the focus of interest in Sec. 3.5. It is very 
strongly perturbed by the fourth state, the transition to which is also 
L polarized. The third transition is M polarized; no significant 
spectral role is attributed to it other than its own absorption. A 
theory of vibronic coupling between states 2 and 4, advocated by LMR, 
proposed that the prominent active vibration has a "natural frequency" 
of ~ 1580 cm-1 (the strong band seen in fluorescence), but that there 
must be at least two lower frequency modes which are also coupled.
Because the 1580 cm-1 mode effects such strong coupling to state 4, all 
the modes are coupled together, resulting in a complex pattern of 
frequency shifts and intensity interchanges, which LMR suggested could be 
tuned by placing the molecule in different media in which the energy gap 
between the perturbing and perturbed state (henceforth denoted AE) was 
altered.
The essence of the theory of LMR is given in Fig. 2.2a, which 
depicts the diagonal elements (energy levels) and off-diagonal elements 
(vibronic coupling constants) of the molecular vibronic Hamiltonian, in a 
simple scheme based on crude adiabatic wavefunctions, involving two 
vibrations for which no more than two quanta of each are involved. The 
scheme is generalizable (and we have done so) at the expense of a rapid 
increase in the size of the matrix to be diagonalized.
AE + 2vb ____ 
AE + Va + Vb -----
AE<2va _
A E 4- v * _ _bA F 4- v~ a
ZA fc — 
2 v. -
a V 
!_ _
2a b %2 b
b
VU 4 Vl -a 2 v„.. Ia
Vi - J.b
Vo -a
o-
Fig. 2.2a: Vibronic coupling scheme for two vibrations, from Lacey,
McCoy and Ross [1973],
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2,2.2 Spectral Results and Interpretation
Azulene-(3., 3)-d2 was prepared by treatment of azulene with 
freshly prepared D3PO4, along the lines of the synthesis outlined by 
Bauder and Giinthard [1958], Hass spectrometric analysis (and our 
subsequent vapour and crystal spectra) showed that the only major 
impurity present, to the extent of < 10%, was a monodeutero derivative 
doubtless azulene-l-di.
The spectrophotometric spectra shown in Fig. 2.1 clearly 
demonstrate that increased deuteration has a remarkable effect upon the 
frequency and intensity distribution in the strong vibronic region 
(~ 3330 to 3370 Ä) at the second transition, which results in a complete 
transformation in the structure to high energy of these main peaks.
Fig. 2.2b documents the vapour spectra at higher resolution. The upper 
spectrum is a microdensitometer trace of the whole transition, 
photographically recorded using the first order of a 4000 A-blazed 
grating, and the lower spectrum records just the origin band group in the 
seventh order of a grating for 25000 X. The vapour cell employed was 3 m 
long and was maintained at a temperature of 43 °C. The vapour pressure 
was regulated by a sidearm containing the sample at 41 °C. Further 
details are the same as those given in Sec. 1.3.
In the upper trace, the parent bands have pronounced sequence 
structure to low energy, and as a result, their positions are identified 
by steep cliffs, and the frequencies shown are those at this intensity 
edge. There is abundant evidence of Fermi resonances throughout the 
spectrum (as in azulene—do)• The detailed spectrum of the origin and the 
associated sequence structure is sufficiently similar to that seen in the 
-do and -dg species to permit indexing on the same basis as that of McCoy 
[1964].
Fig. 2.2c shows the mixed crystal absorption spectrum in 
naphthalene, at 4.2 °K, for three polarization directions. The c’ 
polarization is the most important, since most of the intensity lies 
along that direction, and the b and a spectra (mainly crystal-induced, as 
in azulene-do) are of value in giving a reliable depiction of the 
relative intensity of the strong c’-polarized bands. Lines arising from
t A brief account of the experimental procedure required for recording 
such spectra will be given in Sec. 2.4.
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isotopic impurities are labelled (i) in both the vapour and crystal 
spectra. Beyond the origin, one lias little guidance as to where the 
bands of azulene-di might lie. For comparison, the c’-polarized spectrum 
of azulene-do in naphthalene of LMR is reproduced in Fig. 2.2d. The 
obvious difference between the two spectra is an upward shift of 
~ 100 cm"1 in azulene-d of the most intense absorption region, i.e., 
from ~ 930 to ~ 1030 cm-1. Also, comparing with the vapour spectrum of 
azulene-d2 there is observed a downward shift of the strongest absorption 
region of ~  90 cm 1 and a loss of intensity by the 1246 cm 1 band, with 
little effect upon its position or that of the 1369 cm * band. The 
intensity comparisons just cited were drawn from the b-polarized spectrum. 
The crystal spectra also show intense Fermi resonances similar to those 
in the -do spectra.
Fig. 2.2d: Absorption spectrum of azulene-do in naphthalene, 4 °K,
showing c' polarization mmk pMPt «0 0 k p 0 0 M 0 M M f r o m  Lacey, 
McCoy and Ross [1973J.
Fig. 2.2e shows the photoelectrically recorded fluorescence 
spectrum of a mixed crystal of azulene-d2 in naphthalene, taken from the 
be' face. The active frequencies are 1208, 1409 and 1581. The peak 
intensity of the last band appears unnaturally low in relation to all 
other recorded fluorescence spectra of azulene derivatives, though from 
the breadth of the whole region 1550 to 1650, it is clear that much of 
the intensity of the whole spectrum resides there.
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The explanation we make for these large deuteration effects 
assumes that the principal coupling vibration (1580 cm *) is much the 
same in azulene-do, -dp. and probably -dg, but that; deuteration 
considerably affects the vibronic coupling located in azulene-do around 
1050 cm 1. In particular, in azulene-d.2 the vibrational modes are 
sufficiently changed (cf., in next chapter, Figs. 3.5a and 3.5b) that the 
coupling in part moves downwards to, say, 850 era-1, and in part upwards 
to 1200 cm 1. This proposition receives the explicit support of the 
calculations outlined in Sec. 3.5.
Again one may model as LMR have done for azulene-do; we quote 
in Table 2.2a the results of two of their calculations. AE, the energy 
gap between the perturbed and perturbing states, is 8000 cm' 1 for the 
model of the vapour spectrum and is assumed to be 6000 cm"1 for that of 
the mixed crystal spectrum in naphthalene. These calculations, which 
model the spectral data quite well, show that in the -do compound the 
strong coupling regions in fluorescence are pushed downwards in the 
vapour and still further downwards in the crystal with an intensity
Table 2.2a
Model calculation of vibronic band positions and intensities in the 
Ai«-Ai (3500 Ä) transition of azulene-do» from LMR.
Unperturbed spectrum Perturbed spectrum
AE= 8000i cm * AE = 6000 cm" *
V f-value coupling V f-value v f-value
Vo" + 1580 0 1300 v q  + 1270 .0180 v q  + 1232 .0202
v0 -i 1050 0 400 v q  + 974 .0164 v q 4- 916 .0395
Frequency of the 0-0 band, also shifted by the perturbation.
accumulation in the lower region. We have performed similar calculations 
using four coupling levels with coupling modes and frequencies suggested 
from the fluorescence of azulene-d2 (Fig. 2.2e). We select one 
calculation, given in Table 2.2b, which semiquantitatively reproduces the 
effects we have described; namely, in vapour absorption (AE= 8000 cm-1) 
most of the intensity resides at 1129 cm-1 (spectrum shows 1114 o n "1) and 
the crystal matrix (AE = 6000 crn~1) pushes this down to 1030 cm"1
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Table 2.2b
Model calculation of vibronic band positions and intensities in the 
Aj < - A i  (3500 Ä) transition of azulene-(l,3)-d2« Frequencies in 
cm- 1.
Unperturbed spectrum Perturbed spectrum
AE = 8000 cm * AE = 6000 cm
V f-value coupling V f-value V f-value
vo+1580 0 1300 v o + 1429 .0017 V q "I 1429 .0017
v q + 1400 0 350 v o -1-1213 .0042 V q + 1207 .0015
vo 3-1200 0 100 v q  + 1129 .0270 v o + 1030 .0433
v q  + 850 0 100 V q + 843 .0010 vo I' 836 .0042
(c* spectrum shows ~  1000, 1026 cm 1). Also, the changed intensity of 
the band near 1246 cm-1 is predicted, and, particularly significantly, 
the 850 cm-1 vibration, even though coupled as strongly as the 1200 era’ 
vibration and much encroached upon by it, proves to be too far away to 
attract a great deal of intensity.
2.3 THE 3500 X  ABSORPTION TRANSITION OF 
SOME MONOMETHYL AZULENES’1'
Solution absorption spectra of 1-, 2- and 6-methyl azulene are 
shown in Fig. 2.3a. The most remarkable difference between the spectra 
lies in the strength of the origin band (not readily identifiable in the 
spectra of 2~ and 6-methyl azulene). Relative intensities of this band 
in azulene, 1-methyl, 2-methyl, and 6-methyl azulenes are approximately 
1 : 2 : 0 : 0.
Results of energy and intensity calculations (CND0/S, 30 
configurations) are given in Table 2.3a, along with available 
experimental data. AE represents the gap between the perturbed state (2) 
and the perturbing state (4).
The calculation reflects the observed situation rather well. 
Relative to azulene, the oscillator strength of the transition upon 
methylation in the 1-position, is greatly increased, whereas in the
*j* 1-Methyl azulene was obtained from the Aldrich Chemical Co. The other 
derivatives were gifts.
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Table 2,3a
Calculated properties of the second state (Aj) of azulene and 
1-, 2- and 6-methyl azulene. Frequencies in era 1 and 
experimental data in brackets.
azulene 1-methyl 2-methyl 6-methyl
V 28936 (28759) 27894 (28035) 28321 28826
f-value .0229 (~ .02) a .0443 b .0013 .0156
AE 10757 3000) 11258 10587 10097
Estimated allowed part of the intensity. 
96% L polarized.
6-position, it is reduced, and in the 2-position, it is almost 
extinguished. Also, the separation of the second and fourth states, 
which determines the amount of vibronic coupling, increases in the 
1-methyl, and decreases in the 2- and 6-methyl derivatives. Combined, 
these two effects should enhance the ratio of the allowed and vibronic 
intensities in 1-methyl azulene, and decrease it for the 2- and 6-methyl 
azulenes, which is precisely what Fig. 2.3a shows.
The 3500 Ä vapour absorption spectra of the 2-methyl and 
6-methyl derivatives are almost totally diffuse and shed little light 
upon the vibrational nature of the transition. That of 1-methyl azulene, 
however, shows detailed structure in the first two bands, and is 
reproduced in Fig. 2.3b. This spectrum also exhibits sharp sequence 
structure which runs to both high and low energies. The former is 
presumably due to vibrations involving methyl torsions. The principal 
vibronic activity is at ~ 1377 and 1594 cm”1 to high energy of the origin 
band; these spacings represent large shifts from those in the vapour 
spectrum of azulene (~ 994 and ~ 1300 cm”1).
The 3500 A absorption spectrum of mixed crystals in 
naphthalene (4 °K) of 1-methyl and 6-methyl azulene are shown, for three 
polarization directions, in Figs. 2.3c and 2.3d, respectively. A partial 
spectrum of 2-methyl azulene in naphthalene was also obtained but the low
Gas-liquid chromatography was used to separate most of the azulene 
impurity in the commercial sample; impurity peaks arc labelled (i).
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guest concentration in the crystal which was used, yielded a weak and 
uninformative spectrum.
The origin of the transition in 6-methyl azulene is evident in 
Fig. 2.3d and is clearly weaker (as judged from phonon intensities) than 
that of azulene (cf., Fig. 2.2d), but the vibrational development in the 
spectrum closely parallels that in the spectrum of azulene.
The vibroiric maxima in the 1-methyl azulene crystal spectrum 
(Fig. 2.3c) display the now familiar differences from the vapour 
absorption, which are similar to, but more drastic than, those discussed 
for azulene-(1,3)-d£. Two differently polarized site origins are also 
evident in the spectrum, and probably correspond to molecular 
orientations related by an L-axis rotation.
It is thus apparent that substitution in the 1 (or 3) positions 
of azulene can have quite remarkable effects upon the nature of the 
vibrations which are active in coupling the second state to higher nA^M 
states, whereas 6-methyl substitution (and apparently 2-methyl also) has 
a lesser effect. We have little doubt that these vibronic effects could 
be successfully modelled as in Sec. 3.5 but in the absence of useful 
vibrational information we have not attempted to do so.
2.4 THE SINGLET ELECTRONIC STATES OF PURINE 
2.4.1 Introduction
The related ring systems of pyrimidine and purine
L
A
VN
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are among the most widespread of all naturally occurring chemical systems. 
Purine is the chemical backbone of guanine and adenine which are major 
constituents of nucleic acids. The electronic excited states of these 
molecules are thus involved in the absorption of UV radiation by 
biological systems, and consequently are directly involved in many photo- 
biological and radiobiological phenomena. The electronic structure of 
pyrimidine has been extensively investigated [see Innes, Byrne and Ross 
1967]. By comparison, much less is known about the electronic states in 
purine, doubtless because of its particularly unfavourable physical 
properties. It has a high melting point, very low vapour pressure and is 
virtually insoluble in any solvent but water. The spectral properties 
have great potential interest, since as an aromatic polyaza compound it 
is expected to contain a crowded array of tt*  + ■ n and ir* 7r transitions.
This work was undertaken to clarify some of the properties of 
the lower electronic states of purine, through absorption and emission 
measurements on the crystal or on solid crystalline solutions, in 
parallel with calculations and comparison with related molecules 
(azaindenes) having fewer N atoms. Successful measurements proved, in 
the event, to be rather scant, but taken in conjunction with theoretical 
calculations we believe that the spectroscopy of purine can be put on an 
improved footing.
2.4.2 Previous Related Work
There have been two recent major studies of the electronic 
states of purine, in which most of the former studies are summarized. 
These are outlined below. In addition, a vapour spectrum using a 1-m 
cell at 160 °C has been measured by Byrne and Ross [1971]. This spectrum 
proved to be extremely diffuse, but showed the onset of a strong system 
(not the first) at about 37,810 cm-1.
2.4.3 Study of Chen and Clark
Chen and Clark [1969] measured the room temperature polarized 
reflection spectrum of the (100) face of crystalline purine. The 
reflection technique was employed because of the difficulty encountered 
with growing crystals sufficiently thin to penetrate with radiation in 
the first absorption region. The study is notable, in that it is one of 
the few in which the absorption spectrum has been obtained by a Kramers-
£2
Kronig transformation of the reflected spectrum. It is natural to regard
the absorption spectra so obtained as somewhat less reliable than
directly measured spectra. Spectra polarized along the b and c crystal
directions were plausibly resolved (by eye) into the five components
listed in Table 2.4a. The table also includes the estimated frequencies
of the commencement and of the intensity maxima of each transition,
•J*together with their oscillator strengths and polarizations.
Table 2,4a
The electronic transitions of purine, frequencies in thousands of cm-1.
Trans. v0 (approx.)
Pol.
f (soln.)Vmax b : c Trans.mom.
I 32 34 1:5 N ~  0.0035
II 34 38 a 22:1 L + M ~ 0.13
III 36 40 1:4 N -  0.026
X 7 44 L w w
IV 50 44:1 M > L
b [ ~  0.68V 7 53 1:3 N D -
This is probably the band seen by Byrne and Ross [1971].
The oscillator strength for this band deduced by back-calculation from 
the spectrum is ~ .19, which seems to be too large for a tt* -<- n 
transition.
2.4.4 Study of Drobnik and Augenstein
Drobnik and Augenstein [1966] made a comprehensive study of the 
absorption and emission spectra of purine dissolved in a variety of 
solvents. The authors found two strong peaks in the absorption spectrum 
at about 38,000 and 41,000 cm 1, and a long wavelength tail. The first 
peak they found to be a strong 7 T * * - 7 r  transition which is undoubtedly 
transition II of Table 2.4a. The second they found to be sensitive to 
solvent changes, though there was no obvious connection with the 
dielectric constant. The peak correlates with transition IIT of
In our reading of this paper the entry in their Table II for the b- 
componont of the oriented gas oscillator strength of the first 
transition, namely f, -0.015, must be a misprint for f =0.001.3.
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Table 2.4a and so must be a tt*  <- n transition. The long wavelength tail
of the spectrum was found to be blue-shifted in solvents of increasing
dielectric constant and so we attributed to a tt* n  transition, namely I 
osof the table. Phosphorescence from purine solutions, and the total 
emission from purine powders, were recorded at 77 °K. The 
phosphorescence was long lived and was assigned as 7 T * - > t t. This 
assignment is consistent with the out-of-plane polarizations of the 
phosphorescence observed by Cohen and Goodman [1965]. The emission from 
powders is predominantly the phosphorescence and is red-shifted by 
3000 cm 1 from solution.
2.4.5 Present Experimental Procedures
Single crystals of purine were made by rapid sublimation of a 
commercial sample (Fluka A.G., puriss grade, 99.5% pure). This is a 
somewhat tricky operation: the heating must border on violence. The
largest crystals had dimensions of about 0.01x l*5 mm (apparently the 
largest crystals so far grown) and showed uniform extinction. The large 
face was identified as the (100) face [see Chen and Clark 1969; Watson 
et at. 1965], with the c axis parallel to the longer dimension. For 
absorption measurements, crystals were glued over pinholes in a brass 
plate, which was directly suspended in liquid helium contained in a 
fused-quartz pyrex dewar. Spectra were recorded photographically using 
the Jarrell-Ash spectrograph, of Sec. 1.3.
Emission spectra were recorded from single crystals, mounted in 
the same way as for the absorption experiment and suspended in a cold 
helium flow tube. The temperature of the sample is measured by 
monitoring the resistance of a carbon resistor suspended next to it. 
Temperatures down to 6 °K were recorded. Illumination was provided by a 
150 V/ xenon lamp (Eimac Illuminator 150X8S), inclined at ~ 45° to the 
front crystal face, via a Bausch and bomb 0.25 m High Intensity Grating 
Monochromator. Spectra were photographed on Kodak Tri-X film, using a 
Spex 0.75 m Czerny-Turner spectrometer, in the first order of a grating 
blazed at 5000 Ä. Slit widths of 1000 y were used in all emission 
spectra. Exposure times in excess of 2 hr were necessary to record the 
emission from the small crystal face.
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2.4.6 The Crystal Structure
Watson, Sweet and Marsh [1969] have determined the crystal 
structure of purine by X-ray diffraction. The L, M and N molecular axes 
are almost parallel to the a, b and c crystal directions, respectively. 
This study incidentally resolved a long-standing doubt about the formula 
of purine: the H atom in the 5-membercd ring is attached at position 7.
2.4.7 The Absorption Spectrum
The polarized absorption spectrum at 4.2 °K of the (100) face 
of purine is given in Fig. 2.4a. The upper trace is the c-couiponent 
(~ N), and the lower trace is the b-component (~ M). The c-polarized 
spectrum shows only one strong band before the radiation is completely 
attenuated by the crystal. Absorption in the b-direction, however, is 
weaker and some tolerably sharp structure (8-10 cm-1) may be seen before 
the radiation is fully absorbed. The transition is thus much more 
strongly polarized in the c-direction, a clear confirmation of the tt* -e n 
assignment. The half-width of the absorption lines in the b-direction is 
in line with that seen in other crystal spectra (although some spectra 
show lines with half-widths less than 1 cm *) and calls for no 
explanation beyond that of broadening via phonon mechanisms. The onset 
of the transition is entirely conformable with the onset seen in Chen and 
and Clark’s transition I.
Thus the point is established that the first transition of 
purine is a conventionally sharp one, but we were unable to obtain enough 
data for a vibrational analysis.
2.4.8 The Emission Spectrum
The only report of phosphorescence from crystalline purine is 
that of Drobnik and Augenstein [1966], from the powder at 77 °K, for 
which the authors give a total emission (which has a higher frequency 
component) and a phosphorescence. They report a lifetime of 1.6 sec for 
the bulk of the phosphorescence and 1.3 sec for the high frequency 
component. The first strong peak is at 23750 and there are half a dozen 
other features with spacings of the order of 750 cm-1.
We observe a total emission spectrum with sharp lines, poorly 
resolved above a background of scattered light, and becoming broader and
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f r om p l a t e s  c e n t r e d  on d i f f e r e n t  w a v e l e n g t h s .  F r e q u e n c i e s  
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thus less well seen away from the onset. The spectrum is illustrated in 
Fig. 2.4b, and the frequencies of vibrational lines are recorded in 
Table 2.4b. The strongest line appears at 23370 cm-1 (all frequencies 
are given to the nearest 10 cm and seems, in a rather difficult 
attempt at correlation, to represent a prominent peak at 23750 cm 1 in 
the powder spectrum (though the 380 cm'”1 frequency difference is a large 
one). As Drobnik and Augenstein point out, there is a large liquid- 
solution to crystal shift (~ 3000 cm 1) for the phosphorescence and the 
peak intervals also shift. These effects are presumably associated with 
the formation of strong hydrogen bonds upon crystallization, which 
accounts for the high melting point of purine (213 °C).
Table 2.4b
The singlet crystal emission spectrum of purine at 7 °K. 
Frequencies in cm 1. Excitation at 3250 Ä.
Vobs Inf. a Assign. Vobs Int. Assign.
25320 m 23170 w phonon
25300 m
24870 w 22740 s^
24800 vw 22580 s_
24770 vw 22520 w (br) phonon
24730 vw 22460 vw (br) phonon
24650 vw 22420 vw (br) phonon
24540 w 22250 w (br)
24490 vw 22140 w (br)
24070 m 22.100 w (br)
24050 w 22070 in (br)
23750 vw (br) 21990 w (br)
23690 w (br) 21940 vw (br)
23370 vs 21820 vw (br)
23320 w (br) phonon 21780 vw (br)
23250 w (br) phonon 21720 vw (br)
a m E medium; w = weak and so on; (br) = broad line.
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The next best defined bands of the pure crystal spectrum at 
23370 - 635, 23370 - 789 cm 1 are not obviously seen against a strong 
rising background in the powder spectrum and there are no other 
worthwhile correlations. Nevertheless, the emission spectrum was 
observed witli more than one crystal and appears to be authentic.
2.4.9 Attempts to Attain Solid Solution Spectra
It was hoped that a complete absorption spectrum of the first 
TT*«-n transition may be observable in crystals of suitably transparent 
host substances doped with small amounts of purine. We thus attempted to 
prepare mixed crystals of purine in cyclododecane, p-xylcne, durene and 
benzimidazole but were unsuccessful.
2.4.10 The Excited States of Purine and Related Compounds
The goal of this section is to identify the 5 (or 6) observed 
states of purine by an examination of the states computed in the CNDO/S 
Cl approximation (30 configurations). To put comparisons between the 
calculated and observed excited state information of purine upon a 
sounder footing, we also calculated the singlet excited state properties 
of a variety of related molecules. A common geometry was assumed for all 
the calculations,which is based on the geometry of indene proposed by 
Hartford and Lombardi [1970], The results of these calculations are 
depicted in Fig. 2.4c, which shows the energy levels of purine at the 
convergence of two series of molecules starting from pyrimidine and the 
(unsynthesized) molecule 2 on the left and from indene, via molecules 
azasubstituted in the five-membered ring, on the right.
Observed states (o vapour, o condensed phases) are connected to 
the calculated levels to which they probably correspond, by vertical 
lines. In two cases, these lines terminate in ?, because the calculated 
state, though predicted as the lowest is definitely not, but there are no 
observational data beyond this fact. Some correlations between levels, 
where these are reasonable, are indicated.
States are labelled n, ti or o (= n,TT*; Tr , 7 r * ;  o , t t * ) ,  and the tt 
states carry superscripts s, m, w (for strong, medium and weak 
transitions) and subscripts L, M, N indicating the predomina/iu 
polarization direction.
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The only member of the molecules in the table for which more 
than one n,7r* state has been observed, is purine. In general, these 
transitions are quite weak and are expected to be buried under 7 T , i r *  
transitions. Our analysis of the table is as follows:
State I presents no difficulties in interpretation: it is 
obviously a pyrimidine-like n, tt* state.
State II, a tt state, is equally clearly an indene-like 7 T , 7 r *  
state. The set of states with which we correlate this state show 
variable polarization, which presumably is a consequence of the small 
transition moment —  comparatively small changes in the wavefunctions can 
considerably rotate the polarization vector.
State III, an n state, is more difficult to identify. Two n 
states are predicted, with similar energies, in this region. An 
inspection of their wavefunctions clearly suggests that they can be well 
labelled as pyrimidine-like (the lower one) or benzimidazole-like (the 
upper) and correlation lines have been drawn this way. The latter is 
predominantly a promotion of an electron from the ’lone pair’ on the N9 
atom to the 7T-system. The difficulty in the identification of this state 
is that no information exists concerning its location in the related 
molecules. Molecule 6 (indazole) was introduced to confirm the point 
about the uncertainties in n ,t t *  state energies: the calculated location
of the lowest of these is substantially in error. Thus the nature of 
state III, though very plausibly attributed to one or other of the two 
lower calculated levels, is anybody’s guess. It is unfortunate that a 
clear decision cannot be made, for this would present a route to the 
determination of the possible energies of the higher n,7T* states in 
simpler heterocyclics for which no experimental data have been gathered.
State X, an uncertain feature listed in Table 2.4a, if genuine, 
would appear to be the 7T,7r* transition at 5.3 eV, predominantly (90%) L- 
polarized. Its weakness in the crystal reflection spectrum might then be 
ascribed to the unfavourable polarization, since the L axis is almost 
perpendicular to the M face.
State IV presents a choice between an indene-like x,7t* (:r™)H
state and another tt , tt * state ( tt‘ ) which appears upon NH substitution atL
position 7. Despite an unfavourable energy discrepancy, using the first 
assignment (but the observed energy is that of a broad maximum), the
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polarization and the fact that the transition should be there would seem 
to favour it.
State V, as already noted, appears to be too intense for the 
n,7T* transition which its polarization (arrived at with some difficulty) 
suggests. Attribution to a 7t,tt* state appears to be more likely, but we 
shall not attempt further speculation by naming the state.
In summary: wc. suggest that state I of purine represents an
n ,rr* excitation strongly identifiable with the pyrimidine n,7r* state. 
States II and X are it, it* states similar to those observed at somewhat 
lower energies in indene. State III is an n,ir* state which is probably 
attributed to excitation in only one of the rings, but we can not say 
which. For state IV we also suggest an indene-lika tt, tt*  state and about 
state V we are unsure. Two further n,7T* states are predicted to lie in 
among observed states.
The lowest triplet state (tt,7t *) is presumably the counterpart
of II.
2.5 DICYANOACETYLENE 
2.5.1 Introduction
In dicyanoacetylene
N e C - C e C - C e N
(point group D^) > the 7T-type MOs are all of symmetry species tt and
alternate in parity: 7r , tt , it (filled) 7T , it , tt . The lowest excited7 U* g* u g* u* g
configuration is and, in almost any computational approximation,
produces singlet states X^ (dipole forbidden from the X^ ground state)
< A^ (forbidden) < X^ (allowed),
-fThe molecular vibrations in the ground state are 3a (vj, 2290;8+v2 , 2119 and V3 , 692 cm 1) and 2a (V4 , 2241 and v$, 1154 cm x) —  the 
five bond stretches —  plus the bending vibrations 2tt (v q , 504 and vy, 
263 cm-1) and 2tt^  (v q , 472 and Vg, 107 cm-1).
One quantum coupling of X^, with X^ requires vibrations of 
symmetries which are not available, and so it is a priori probable (and 
in the event confirmed) that X and gain intensity from a state,
via tt vibrations and V7.8
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The spectrum was described, at low resolution, by Miller and 
Hannan [1958], The first transition is sharp and very weak (e~l, 
assigned , but after ~ 1500 cm-1 is overtaken by a stronger transition
(to A ), which is rather broad and less informative. Resemblances to theu
lower transitions of benzene, not altogether accidental, provide a useful 
mnemonic.
G.D. Johnson, D.A. Ramsey and I.G. Ross have accumulated much 
high resolution data on tills spectrum, and of the spectrum of C415N2*
They have not been able to analyse it to their satisfaction, but a brief 
account of their conclusions is given below.
The interesting problems in the vapour spectrum reside
- +primarily in the lowest transition, for which the assignment as ,
by Miller and Hannan, appears to be firm. Johnson et al. find that the 
bands are double headed, and hence of perpendicular polarization, and the 
intensity derives from a n state. They are also degraded to the blue, 
which suggests that the molecule contracts by bending. However, 
following on a region of absorption, extending no further than 500 cm" 1 
from the origin, there is a clear span of 1000 cm-1 which contains no 
evidence of progressions in the bending frequencies. The explanation of 
the blue degradation may therefore be found in terms of large amplitude 
bending vibrations even in the zero-point level. Our experience with 
formaldehyde (Sec. 3.3.3) suggests that zero-point amplitudes can be 
quite large.
Probable locations for the origins of both transitions are 
established by the observation, in each, of an interval of 241 cm 1 
between prominent bands in the low frequency part of the spectrum. This 
is exactly the difference between vg" and V7" and these bands are 
identified as 7} and 6 .^ The origins are then at 35463 cm"1 and 
37801 cm 1. In the second transition, there are two corresponding bands 
to high energy, reasonably identified as 7q and 6q , from which, in that 
transition, we obtain Vß’ = 369 (cf. Vß” 504), vyf = 266 (vy" 263).
These figures prepare us for sizeable, though not prodigious changes in 
Vß and V7 in the first transition.
The structure near the origin in the first transition appears 
to have too many bands. Pig. 2.5a illustrates the non-overlapped part 
of this transition and the onset of the second. Prominent intervals
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Fig. 2.5a: Densitometer tracing of 2800 A system of dicyanoacetylene,
adapted from Miller and Hannan [1958].
from the origin are 418, 338, 220 and 85 cm“1. The hot bands below the 
origin show that vg is considerably more vibronically active than is V7. 
The problem then, is to identify vg and V7 among the frequencies just 
listed, and to explain the others, which may be hot bands.
We have measured the pure crystal absorption spectrum of C4N2 
at 4 °K, in the hope that it would prove possible to superimpose it in a 
unique way on the vapour spectrum and thus to identify the bands 
originating from the zero-point level of the ground state. In the event 
the results proved to be quite valuable for this purpose.
2.5.2 Experimental
Dicyanoacetylene was prepared by Dr. Johnson (by thermal 
dehydration of acetylene dicarboxamide, NH2.CO.C=C.CO.NH2). The compound 
is fairly unstable, especially in moist air; the absorption we sought to 
observe is weak and it was estimated that crystals of thickness in the 
range 0.1-5 mra would be required in order to see it. Sublimed crystals 
form in thin needles. Conventional single crystal techniques were thus 
assessed as unpromising, and it was decided to aim for a spectrum of the
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polycrystalline solid. Two tapered silica cells were made (by Mr. E. 
Bellantoni); two flat plates were fused together at one end, and the 
spacing at the top was 0.1 nra in one cell and 2 mm in the other; inlet 
and outlet tubes were also provided and the whole cell# was fabricated to 
the constrained geometry of the cryogenic (cold flow and immersion) 
dewars. The cell was connected to a vacuum line, filled by distillation, 
sealed, and kept, except during handling, in liquid nitrogen.
Our samples decomposed visibly after long irradiation but the 
absorption spectrum did not change. We did observe however that freshly 
prepared samples showed a long lived luminescence which deteriorated with 
age, and exposure to UV radiation. This luminescence could be a 
phosphorescence; we found it difficult to record and the spectrum 
obtained, of seven sharp lines (in cm-1; 23150 (m), 23.139 (ms), 23113
(vvw), 23096 (s), 23086 (vw), 23074 (w), 23028 (m)) on a broad background, 
is inconclusive. We do not know whether it belongs to C4N2 or a 
photolabile impurity. We do, however, have confidence in the absorption 
spectrum.
Spectra were obtained after searching the polycrystalline 
sample visually and spectrographically. Fairly clear regions of solid 
were employed for the experiment; thicknesses ranged from ~  .05- .5 mm.
2.5.3 Results and Discussion
The spectrum obtained consisted of a few sharp lines in front 
of and interspersed between regions of apparently continuous absorption. 
All the details, except the first six lines, are so faint, or else so 
broad, that reproduction is not justified. Table 2.5 lists the features 
of the spectrum, recorded from two samples which together show all the 
features observed in the spectrum. Lines tend to fall in pairs, which 
are bracketed, and the separation of the members is given to the left of 
the bracket.
The pairing of the stronger lines in the spectrum suggests a
splitting of 7T vibrations. Although Davydov splittings are also 8
possible, the estimated f-value of 2 x 10"5 makes them unlikely. The next 
column in the table lists the separations of lines from the very weak 
lowest energy line in the spectrum. If we assume that this line
respresents the crystal-induced origin (and hence it is weak), and 
superimpose the crystal and vapour spectra (cf. Fig. 2.5a) as follows,
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Table 2.5
Crystal absorption spectrum of dicyanoacetylene at 4 °K. 
Frequencies in cm 1.
V V-33912 Int.
33912 0 vvw sharp
' 34070 158 w
\sharp
54 * 34100 188 vvw sharp ■ V 7 1
k 34124 212 w sharp
34305 393 s sharp
16 I f34321 419 s sharp
~  34360 448 fairly sharp onset of stronger unsymmetrical
49 
47
50
continuous absorption, a ~ 1000 cm”1 wide
34405 493 1 probable: very broad lines superimposed on the
34454 542 j diffuse absorptior1
35968 2056 w fairly sharp | 158
 ^ +  Vo  *
36015 2103 w fairly sharp 212
36179 2267 w sharp 158
[ 212 136229 2317 w sharp
36373 2461 w broadish
36545 2633 w broad, overlapping the onset of a second 
region ~ 800 cm 1 wide
36661 2749 m broad
36707 2795 m broad
37574 3662 s broad
37648 3736 s broad
37734 3822 s broad
38000 onset of third continuous absorption region
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4 ! 8 33 8
419 393
220
212 150
85
vapour 
3 crystal 
0
then the 212 and 419 cm 1 crystal lines closely correspond to the vapour 
bands at 220 and 418 cm 1. We thus assign these as v-j* and V g ’; the 
lines at 158 and 393 may be the partners of these degenerate modes, split 
by the crystal field. The intensity ratio of the two pairs is 
qualitatively correct, relative to the hot bands in the vapour spectrum 
of the second transition. The proposed frequencies of V g ’ and \)y' are 
also reasonably in line with those in the second transition. The 
additional bands in the vapour spectrum of the first transition remain 
hard to assign, even though they now appear to be hot bands.
The next observed sharp band pairs in the crystal spectra,
2056, 2103 cm-1 and 2267, 2317 cm-1, may be plausibly assigned to one
quantum mode of o+ vibrations (in the second transition; V2U, 2119 era-1; 8
V!n, 2290, Vj’, 2192 cm-1), built upon the V7 vibronic origins (158 and 
212 cm-1). If this assignment is correct, the crystal frequencies of the 
o modes are ~ 1895 cm 1 (v2*) and ~ 2107 cm 1 (vj1), which are entirely
o
compatible with the values quoted above for the second transition.
Our crystal spectrum still leaves unsolved the bulk of the 
problem of assigning the vapour spectrum, but it seems to promote one 
plausible interpretation of some bands in the vapour spectrum, and thus 
provides a useful basis for the re-examination of this complex system.
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CHAPTER 3
VIBRONIC COUPLING IN MOLECULAR 
ELECTRONIC EXCITED STATES
This chapter explores a simple molecular orbital approach to 
the vibronic perturbations which are commonplace in the electronic 
spectra of large molecules. Calculations are performed in which the 
coupling abilities of individual vibrational modes are quantitatively 
evaluated. On the whole3 the comparison of the results with experiment 
is very encouraging 3 although in a few instances, it falls short of 
perfection. Vibronic coupling in singlet states of formaldehyde -do and 
-di, benzene, naphthalene -do and -dg3 azulene -do and -d.^ , p-benzo- 
quinone, pyrazine3 quinoxaline and l, 5-naphthyridine is examined by this 
method. A two-photon absorption spectrwn of naphthalene3 for which the 
experimental data have recently become o.vo,ilable3 is also treated.
3.1 INTRODUCTION
3.1.1 Adiabatic Wavefunctions and Previous Calculations
The quantitative calculation of vibronic activity in molecular 
spectra appears to be regarded, in general, as a rather intractable 
problem, despite the encouragement received from early calculations on 
benzene [Craig 1950; Murrell and Pople 1956; Albrecht 1960 ct seq] and on 
formaldehyde [Pople and Sidman 1957]. These treatments all had in common 
the Herzberg-Teller approximation, along with the explicit assumption 
that only the nearest possible states of the requisite symmetry 
contributed any intensity. Various further approximations were 
incorporated to facilitate calculations. Since then, little appeared in 
the way of quantitative calculation until two treatements, very much in 
the spirit of our treatment, were recently published. They were by Roche 
and Jaffe [1974] on benzene and formaldehyde, and by Ziegler and Albrecht 
[1974], also on benzene, and x^ ere both couched in a more general 
Herzberg-Teller framework than previous studies. Ue shall refer to these 
appropriately in later sections of this chapter.
9 7
The treatment which we shall follow might be deseiibed as truly 
adiabatic,' in the sense that the total vibronic wavefunction is assumed 
to be a single product of a nuclear-dependent electronic wavefunction and 
a vibrational wavefunction. The nuclei, in this approximation, arc bound 
by a potential which is determined by the total energy of the electrons 
in an unambiguously identifiable electronic state, and the electrons and 
nuclei are allowed to move in phase with each other. The approximation 
thus depends crucially upon the concept of an electronic potential energy 
surface.
The whole Born-Oppenheimer separation, and with it the
*adiabatic Herzberg-Teller approximation, has recently been the subject 
of intensive investigation [Nitzan and Jortner 1971; Breiland and Harris 
1972; Orlandi and Siebrand 1973; and references therein]. The terms in 
the nuclear momenta, which are neglected in the adiabatic (isolated 
state) approximation, couple vibrational motions in different electronic 
states, and destroy the concept of a static potential energy surface.
The severity with xdiich the adiabatic Born-Oppenheimer approximation 
breaks down will determine the extent to which electronic states will 
couple to each other via non-Herzberg-Teller mechanisms. Orlandi and 
Siebrand [1973] advanced arguments that such Born-Oppenheimer breakdown 
may in fact be a common coupling mechanism in electronic states and, in 
particular, in the lowest excited state of benzene. Ziegler and Albrecht 
[1974], in a calculation similar to ours, have probably refuted this 
argument in the case of benzene.
Our purpose is to approach a physical understanding of the 
vibronic coupling phenomenon through the medium of calculation, and to 
see whether we can illuminate the reasons why typically only one or two 
of a possible, say, ten vibrations are actually observed in experiment.
To this end, rather than restrict ourselves to a detailed examination of 
one spectrum, we decided to treat many different molecular electronic 
systems in less detail, in the hope that a general pattern may emerge.
For a valuable review of the various approximations to vibronic 
eigenfunctions see Ballhausen and Hansen [1972],
Nonadiabatic calculations on the spectra of aromatic dimers by 
Witkowski and Moffitt [1960] and Fulton and Gouterman [1961, 1964] 
were the first, for large molecules, in this area.
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WliaL has  emerged so f a r  i s  t h a t  the  c a l c u l a t i o n s  a r e  g e n e r a l l y  bu t  n o t  
a lways  s u c c e s s f u l ,  and t h a t  we have p e r c e i v e d  r e a s o n s  i n  p a r t i c u l a r  c a s e s ,  
b u t  a r e  n o t  y e t  ready  to  o f f e r  a g e n e r a l l y  a p p l i c a b l e  t h e s i s .
3 . 1 . 2  The H e r z b e r g - T e l l c r  A pprox im at ion
In t h e  a d i a b a t i c  a p p r o x i m a t i o n ,  t h e  t r a n s i t i o n  d i p o l e  moment 
c o n n e c t i n g  the  v i b r a t i o n a l  l e v e l  v o f  t h e  ground e l e c t r o n i c  s t a t e  0 w i th  
t h e  v i b r a t i o n a l  l e v e l  w o f  th e  e l e c t r o n i c  s t a t e  i  i s
<v|  ( 0 |R e l  + RnuC | i )  |w> , ( 3 . 1 . 1 )
where t h e  d i p o l e  has  been s e p a r a t e d  i n t o  e l e c t r o n i c  and n u c l e a r
componen ts .  Curved and ang led  b r a c k e t s  d e n o t e  i n t e g r a t i o n  ove r  e l e c t r o n
and n u c l e a r  c o o r d i n a t e s ,  r e s p e c t i v e l y .  The n u c l e a r  d i p o l e  has  z e ro
c o n t r i b u t i o n  b e c a u se  RnuC i s  in d e p e n d e n t  o f  th e  e l e c t r o n  c o o r d i n a t e s .
The c e n t r a l  i n t e g r a l  i s  th u s  t h e  e l e c t r o n i c  t r a n s i t i o n  moment, to  be
deno ted  , which  i s  p a r a m e t r i c a l l y  d ep e n d e n t  upon t h e  n u c l e a r
c o o r d i n a t e s  ( i . e . ,  a  . H a  . ( Q) ) .  A c o n v e n i e n t  s e t  o f  n u c l e a r  c o o r d i n a t e so i  o r
f o r  a m o le c u le  w i t h  N atoms i s  t h e  s e t  o f  3N--6 normal d i s p l a c e m e n t  
c o o r d i n a t e s  i n  t h e  ground s t a t e .  The p rob lem  o f  e v a l u a t i n g  t h e  r e m a in in g  
i n t e g r a l  ove r  t h e  n u c l e a r  c o o r d i n a t e s  v/as f i r s t  b roache d  by H erzbe rg  and 
T e l l e r ,  who p roposed  t h a t  th e  e l e c t r o n i c  e i g e n f u n c t i o n s  j i )  be expanded 
i n  a T a y lo r  s e r i e s  i n  t h e  n u c l e a r  d i s p l a c e m e n t s ,  g i v i n g ,  to  f i r s t  o r d e r  
i n  Q,
In = |D° + s |u)° qa ,
a
and s i m i l a r l y
|0 )  = 10 ) 0 + 2  J0 ' ) 0 Q , ( 3 . 1 . 2 )a a a
w here ,  f o r  example ,  | i ' )  -  3 j i ) / DO , and t h e  s u p e r s c r i p t  ze ro  r e f e r s  toa a
e v a l u a t i o n  a t  a s u i t a b l e  e q u i l i b r i u m  n u c l e a r  c o n f i g u r a t i o n .  For a
m o l e c u l a r  d i s t o r t i o n  produced  by a n o n t o t a l l y  symmetr ic  v i b r a t i o n ,  th e
i
o r i g i n  o f  t h e s e  n u c l e a r  c o o r d i n a t e s  must  be  t h e  same in  b o th  s t a t e s .
Thus,  to  f i r s t  o r d e r  i n  Q,
a . =  ^(0 J cx j i )  G + 2 { 0 (0 I a | i ’ ) 0 + 0 (0 ’ [ a | i )  0 } Q . ( 3 . 1 . 3 )o i  a a aa
For t o t a l l y  symmetr ic  v i b r a t i o n s ,  t h e  normal c o o r d i n a t e  o r i g i n s  i n  
each  s t a t e  in  g e n e r a l  a r e  d i f f e r e n t .  I n t e n s i t y  s t e a l i n g  by such  modes 
w i l l  be d i s c u s s e d  i n  Sec .  3 . 4 . 7 .
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This equation shows how the electronic transition moment may, in the 
Herzberg-Telier (liT) approximation, be split up into two parts, the lirst 
oi which is simply the allowed part while the second contains the 
explicit dependence upon the normal coordinates. Thus the total induced 
transition moment may be expressed as a sum of terms, one for each 
perturbing normal mode,
where
M il,d
0,1
<v|Qa |w> >
m' = 0 (0 I o I i ') +  0 (0' I a I i) 0 .
(3.1.4)
We may approximate the vibrational wavefunctions as products of 
harmonic oscillator functions
3N-6
|w> = II |Fia > . 
a
So, for a transition from the vibrationless ground state to the j-quantum 
level of Qi in the excited stat<
Intensities are proportional to
e, the induced moment is m 1.( F IQi1F ..>.1 oi oo1 11 rj
I. = (m ’ .) 2( F |q 1 |f . . X f ..|q 1|f )j~o or o o 1 1 1 rj oo
. . = (m1 .) 2< F . IQ! IF , X F  .|Qi |f . >o-j Ol l O 1 1 oj o j 1 11 io
0 .1.5)
If there is no shift of origin of the coordinate Qi on
excitation, then there is a parity selection rule j = odd. The total
induced intensity is obtained by summing over j , after which the matrix
*{•
product may be contracted [Albrecht 1960], to get for absorption
(X I . ) and emission (X I .):, 3-o • o-j
I . = (m' .)2<F |Qi2 |f > 1abs oi o o 1 1 oo
(3.1.6)
em io io
Nov; from simple harmonic oscillator theory,
(F I Qi 2 IF ) = hh/47i2vp ,
oo 1 1 oo
•j* The sum rule invoked here is valid even when the normal coordinates of 
the excited state are related to those in the ground state by a 
general rotation (the Duschinsky effect).
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where y is the oscillator mass. This is an inconvenient quantity to 
evaluate in polyatomic oscillators and we prefer to define the squared 
length < F0 0 IQl F ) in terms of the classical amplitude of the zero- oo
point motion, Qzpt’ 
Ezpt i^hv hk Q2 . zpt %47T2ir “zpt
(k is the oscillator force constant). Then
( F IQ!2 1F > = Q2 . (3.1.7)
Hence I ^ s is the oscillator strength calculated when the 
molecule is displaced from its ground state geometry by an amount equal
-hto 2 times its classical zero-point amplitude; and I is similarly 
calculated. The two quantities will'differ to the extent that the zero- 
point amplitudes differ.
The treatment we have pursued depends on the validity of the 
adiabatic approximation: if the electronic states are expressed as non-
adiabatic sums, 2 |i) |v>, then the transition moment (in the dipole 
approximation) in expression (3.1.1) contains extra terms in the nuclear 
kinetic energy operators. Orlandi and Sieb rand (1972) have pointed out 
that the HT terms in Eq. (3.1.3) emerge with a relative sign which is 
opposite to that found for the extra terms of similar form (Born- 
Oppenheimer breakdown terms, in their terminology) which appear in the 
full nonadiabatic approximation. These authors then note that if the 
breakdown of the adiabatic Born-Oppenheimer (B.O.) approximation is 
severe, the relative induced intensities computed within the HT 
approximation may be in error. Such strong B.O. coupling, they claim, 
may be detected from the comparison of the spectra of isotopically 
related species: the relative intensity of the vibronic origins in
isotopically substituted, e.g. perhydro (H) and perdeutero (D), compounds 
within the HT approximation is
HT. HT 
H /LD V VD (3.1.8)
and that arising purely from the breakdown of the adiabatic approximation 
is proportional to
(vh /vd)3 , (3.1.9)
where and v are the frequencies of the active mode in the two species.
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As we shall note in Sec. 3.3, Eq. (3.1.8) is not generally true in 
molecules which possess more than one mode in the appropriate symmetry 
class, and so the direct comparison of intensities and frequencies is of 
qualified utility in most cases. There seems little reason to doubt that 
the same criticism applies to Eq. (3.1.9).
3.1.3 The Calculation of Normal Coordinates
Although the theory required for the determination of the
normal coordinates of a molecule was formulated many years ago [Wilson,
Decius and Cross 1955], the practical methods involved have undergone
continuous change as the speed of computers increased. In the work to be
idescribed we employed a program of Overend (for partial descriptions see 
Overend and Scherer [I960]; Schacht^schneider and Snyder [1963]). The 
subtleties involved in the newer computation techniques are not available 
in any connected presentation and often are buried in the code of the 
programs.
We spent some months in determining the idiosyncracies and 
operating method of Overend’s program, and in converting the code and the 
input/output to the requirements of the Univac 1108 computer. In all 
such programs, considerable quantities of data have to be handled, for 
which there are no exhaustive consistency checks, and the likelihood of 
error in the source is always present. However, in the course of our 
calculation of the normal coordinates of naphthalene (Sec. 3.4.2) we 
reproduced the frequencies of Freeman and Ross [1960] to within 1 cm”1.
We take this as a comprehensive check on the correctness of the program 
and on the procedures for using it.
The vibronic coupling calculations require knowledge of the 
zero-point amplitudes of the normal coordinates. In view of the time- 
consuming procedures which are necessary to obtain these numbers, we have 
lodged our calculated data (as summarized in Table 3.1a) in the 
departmental library, where they will remain available on request. The 
calculation of the normal coordinate amplitudes corresponding to the 
zero-point vibration required a further program modification, the
We thank Professor J. Overend for his generosity in giving us a 
version of the program.
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Table 3.1a
Normal modes for which zero-point cartesian displacements
have been computed
Molecule , Out-of-planePlanar modes modes Force fielda
formaldehyde yes yes Hisatsune-Eggers
naphthalene-do yes - Freeman
naphthal.ene-do yes - Kydd
naphthalene-dg yes - Kydd
naphtha.lene-do - yes S c u 1 ly- Wh i f f en
benzene yes - Duinker-Mills
benzene - yes Kakiuti et at.
azulene-do yes - Whiffen-type
azulene-do yes - Duinker-Mills type
azulene-do yes - Kydd-type
azulene-(1,3)-d£ yes - Duinker-Mills type
p-benzoquinone - yes Anno-Sado
pyrazine - yes a
quinoxaline - yes a
1,5-naphthyridine - yes a
3 See the appropriate section for details.
correctness of which was verified by hand calculation (cf. Sec. 3.3.3). 
We did not use the program facility for refining any of the force-fields 
employed in the calculations.
The program yielded normal coordinates with amplitudes normalized to 
unity. For a zero-point displacement,
2V = Q2 X but v = (X/4p2)^
and Zpt
V = 2tt2c2üj2' Q2zpt
However the total energy T + V  = -ihcw in the zero-point level and thus
0 = (h/4Tr2cu)) ^ .zpt
Hence, unit normalized normal coordinates must be multiplied by 
/(33.7150/co (cm"1)) in units of amu'i Ä, in order to yield the classical 
zero-point amplitudes.
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3.1.4 The Molecular Orbital Method
The calculation of a , defined by Eq. (3.1.3) in Sec. 3.1.3,
was performed for each active mode by introducing the nuclear coordinates
of the molecule distorted by the zero-point amplitude of the mode, into
the CNDO/S program (QCPE No. tslt). The resultant moment was divided by
2 “ to obtain the value correctly scaled for comparison with experiment.
The program neglects differential overlap (i.e. matrix elements over
atomic orbitals of the kind (1)$ (1) j (e2/r12) | ^ (2)<f>^(2) ] are
neglected if a ^  b or c d) . All valence electrons (here His and C2s,2p)
are included. The MOs are self-consistent for the ground configuration.
Configuration interaction (Cl) is limited to singly excited
configurations; the extent of such Cl is at the user’s choice. The
ground state is not included in the Cl (i.e., in Eq. (3.1.3), the terms
°(0?|a|i)° Q are ignored). Transition moments therefore become sums of a a
matrix elements over the singly occupied MOs of the excited configuration. 
If these are MOs p and q, say, then the approximation is made that
(p |a^  I q) = S d . d . £ . ,1 1 j P] qj J
where the d’s are the AO coefficients in the MOs, £ is the transition
moment direction, and £. is the corresponding cartesian coordinates ofJ A-0.
the atom on which the jth^is centred. Transition moments normal to a 
molecular plane are not calculable in the standard CNDO/S program (but 
see Sec. 3.3.1), but since our goal was to calculate in-plane moments 
only, we did not attempt to remedy this deficiency. Therefore, in the 
tables, no figures are given for the calculated intensities of allowed 
it* <- n transitions.
3.2 VIBRONIC COUPLING IN THE *B AND XB
STATES OF BENZENE lu
3.2.1 Introduction
The forbidden UV transitions (*B0 1A- , 1B, -«-A, ) of benzene2u lg lu lg
provide model examples of the vibronic coupling between excited 
electronic states via the activity of non-t;otally symmetric nuclear 
motions, and have become the standard test case for calculations of 
vibronic activity. Craig [1350], Murrell and Pople [1936] and Albrecht 
[1960] followed the Herzberg-Teller formalism and only the nearest 
available excited state (1E^) was permitted to lend intensity.
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Very recently, two further calculations have appeared which are 
very similar in spirit to ours.
The first [Roche and Jaffe 1974] might be described as an 
intermediate calculation. The wavefunctions for unperturbed molecules 
were obtained by the CNDO/S method, but instead of recalculating them at 
displaced geometries, as we have done, they supposed in the first 
instance that the MO coefficients were unchanged but that the AOs 
followed the nuclei. Thus the approach is neither crude adiabatic (i.e., 
wavefunctions evaluated at a fixed geometry) nor properly adiabatic. To 
compensate for this, in part, the Cl coefficients (at displaced 
geometries) were recalculated by perturbation theory. Unless this was 
done the induced intensity was found to be far too small.
Given the approximations involved in defining the perturbing 
potential, this is neither a simple procedure nor one that is likely to 
be particularly exact (within the HT framework). Nevertheless, the 
results for benzene (B^u^Afg, A ) and formaldehyde were better
than Pople and Sidman’s.
Ziegler and Albrecht [1974] subsequently used normal 
coordinates supplied by Jaffe in a calculation very similar to ours. The 
only methodological difference of substance was an improvement to the 
CNDO/S program to permit the ground state to participate in the Cl.
Their conclusions concerning ground state influence in the Cl are of 
general importance to us, since we have neglected it. Table 3.2a cites
all their results for the e0 modes of benzene.2g
Intensities are proportional to M(total)2. The results show 
that the ground state interaction markedly -reduces the calculated 
intensity of the ^ u ^ ^ l g  trans^t:^ on (by 25%, for mode 4; by 50% for 
mode 2), though its effect is much less for the transition. The 
effect is thus important, though not greater than some other 
uncertainties in the CNDO/S calculations which we identify in some of our 
calculations, and is not great enough to obscure the role of the most 
active vibrations.
The actual f values calculated by Ziegler and Albrecht are 
larger than, and distinctly better than ours. Since we used the same 
basic CNDO/S procedure, and since their inclusion of ground state Cl
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Table 3.2a
Results of Ziegler and Albrecht [1974] for benzene, e2„ vibrations, 
Me = excited state component of the induced moment;"’ Mr, = ground 
state component, neglected throughout our calculations.
Moments in units of 10 2 A, frequencies in cm"1.
Mode V 2 Mg M(total) ^ M(total)2
lR2u" lAlg
1 3047 0.212 0.085 0.298 0.09
2 1595 2.607 -0.730 1.866 3.48
3 1177 0.350 0.273 0.624 0.39
4 606 2.818 -0.348 2.426 5.89
1B. + lA, lu lg
1 3047 2.250 0.240 2.486 6.2
2 1595 23.238 1.487 24.614 605.9
3 1177 6.796 0.613 7.431 55.2
4 606 12.215 0.118 12.366 152.9
1 M(total) is not exactly the sum of Me and Mg because the latter were 
calculated using a device required to circumvent the non­
orthonormality of the MOs for undisplaced and displaced geometries.
lowered their results, it is not obvious why the results differ. There 
are two possibilities that we see (a) Albrecht used Jaffe’s normal 
coordinates and there is an ambiguity in Jaffe’s exposition which makes 
it possible that his displacements are too large by a mass-weighting 
factor (b) the CNDO/S has convergence peculiarities in the SCF sub­
routine. These are evidenced, we suspect, in Albrecht’s case by non- 
linearities in the calculated values of M(Q) vs Q for an important 
(2e9 ) mode. This kind of calculation we also performed for naphthalene 
(Sec. 3.4), and for the same mode of benzene (cf., Sec. 3.2.4); we did 
not experience the non-linearity to anywhere near the same extent, but we 
had improved the convergence criteria.
Also the f~values which they give are not proportional to the 
frequency times the values of M(total)2 of Table 3.2a. We have 
written to Professor Albrecht. If the matter is resolved before this 
thesis is bound, further discussion will be added.
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3.2.2 The Low-Lying Electronic. States of Benzene
The observed and computed (CNDO/S, 30 configurations) 
properties of the low-lying singlet electronic states of benzene are 
listed in Table 3.2b.
Table 3.2b
Low-lying singlet states of benzene. Frequencies in cm
No. Symm. Type Vcalc Vobs ^calc ^obs
1 B 2 u 7T,7T* 37945 38086 0.0 0.0014
2 Blu TT,7T* 48392 49100 0.0 0.094
3 54350 0.0
4 54467 0.0
5 54585 0.0
6 Elu 7T,7T* 55037 55000 1.17 0.88
In this calculation the transitions to states 1 and 2 gain tintensity from state 6. Because the program is apparently parametrized 
to fit benzene, the properties calculated for states 1, 2 and 6 are 
rather good. However, in general, they will not be so good, and we shall 
from time to time refer to a correction factor, being the factor by which 
the calculated intensities should be multiplied to allow for (a) the 
proper intensity f of the lending transition, and (b) the correct gap 
between the perturbed and lending states. From perturbation theory,
Correction factor = ^ 0bs^ caj[^^obs^^calc^*"2 *
The validity of this kind of argument will depend critically on there
being a single lending state, correctly identified. For benzene, this is
clear, and the correction factors are in this instance close to unity:
for the transition to B,, , 0.75; for the transition to , 0.94.2u lu
t Fur a non-CI ground state; Ziegler and Albrecht may, or may not, have 
changed this parnmetrj.zation.
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3.2.3 Results of the Vibronic Calculations
Table 3.2c gives our computed results for vibronic intensities 
in benzene, and compares them with previous calculations.
Table 3.2c
Vibronic calculations for the e^g modes of benzene. RJ denotes 
results of Roche and Jaffe [±974]; ZA for those of Ziegler 
and Albrecht [1974], Oscillator strengths by 103, 
frequencies in cm 1.
Mode V Vcalc obs f - acalc f b fcalc RJ fZA fobs
<-*A2u
1 3070 0.002 0.003 0.008 0
2 1606 0.131C 0.114 C 0.248 0.01
3 1193 0.009 0.005 0.040 0
4 605 0.311 0.328 0.498 1.4
Total 0.453 0.450 0.9 0.794 1.4
1Blu lß
1 3070 0.564 0.564 0.66
2 1606 59.477 c 56.255 c 68.16 75
3 1193 2.526 2.555 5.88
4 605 3.219 2.355 16.28 19
Total 65.786 61.729 230. 90.98 94
Results for one of the degenerate partners x 2
Results for the other degenerate partner x 2
Entries computed with 9-figure accuracy (see the next section);
7-figure: results are: (down the columns and left to right) 0.080,
59.465, 0.232, 56.304.
It was surprising to us to find that our calculated f-values 
were throughout systematically smaller (and to that extent less good) 
than those of Ziegler and Albrecht. We have already noted the steps 
taken to reconcile those particular differences. Otherwise, the relative 
oscillator strengths have much the same virtues and differences as
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Albrecht's (e.g.,4e-; and 2.ea are clearly selected as the active modes,z S 28
but the intensity of the less active relative to the more active mode 
could be improved).
The calculations were carried out for each of two orthogonal 
components of the e9 modes. The particular choice in each instance was 
that generated by the normal coordinate program. These two calculations 
should have given identical f-values; mostly they did not. We believe 
this matter to be connected with the SCF part of the CNDO/S program, and 
that in this respect our calculations should be more reliable than 
Ziegler and Albrecht, even though these authors did not report important 
differences between f-values found for pairs of e,; components. The next 
section takes up this point.
3.2.4 The Linearity of the Induced Moment as a Function of Q
This is a matter of methodological importance. Most of the 
tests we made were on naphthalene, but following Ziegler and Albrecht's 
publication they were applied to the 2e^g mode of benzene as well.
Figs. 3.2a (naphthalene) and 3.2b (benzene) show plots of the 
induced transition moment (in benzene the total moment, in naphthalene 
the M-polarized component) as a function of Q for three modes in 
naphthalene and 2e^g of benzene.
The standard SCF subroutine of the CNDO/S program includes a 
convergence criterion on the MO coefficients (not on the total energies). 
This was initially modified to require energy convergence as well, to 
7-figure accuracy. Even then the computed results occasionally showed 
erratic behaviour (as exemplified in the figure) and the energy 
convergence was refined to the ultimate machine precision (in single 
precision arithmetic, 9 figures). This energy convergence, nevertheless, 
does not guarantee a result exact to 9 figures, since in the late stages 
of convergence the energies may oscillate. All the same, the calculated 
moments were then appreciably more consistent with respect to linearity 
in Q, but still, for one mode (3b„ ) of naphthalene, the results for a
^ o
certain closely defined range of Q remained anomalous (cf. Sec. 3.4.5). 
For 2e^^ of benzene the comparison with Albrecht's data shows that his 
results appear to be even more susceptible to convergence difficulties
Fig. 3.2: Plot of induced transition moment vs. normal coordinate
displacement (a) for the 3b^g, 6b^g and 8b^g modes in the 1B2u +-1 
transition of naphthalene (b) for the 2e^^ mode in the lß2u^"1^ lg 
transition of benzene; ZA denotes the published plot from Ziegler 
and Albrecht [1974],
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than ours. Our results were not, however, entirely indifferent (point r 
of Fig. 3.2b) to a 90° rotation of the molecule.
These considerations are disturbing, and it seems that, for 
further enlightenment, the details of the SCF procedure require scrutiny 
(see, for example, Gregory [1972]). Since this was not our object, we 
have based our calculations on the observation that genuinely erratic 
results arc infrequent, and the hope that such departures from linearity 
may tend to be of the same order as those shown in the figures, and which 
are tolerable when the absolute value of the transition moment is large. 
That is, calculated vibronic intensities may be distinctly in error, but 
the larger ones which are of greatest interest should not be.
3.3 VIBRONIC COUPLING IN THE LOWEST n,7T* TRANSITION 
OF FORMALDEHYDE AND DEUTEROFORMALDEHYDE
3.3.1 Introduction
The observed and computed (CNDO/S, 20 configurations) 
properties of the low-lying electronic states in formaldehyde are 
presented in Table 3.3a.
Table 3.3a
Electronic states of formaldehyde. Frequencies in cm
No. Type Vcalc Vobs ^calc ^obs Polll. C
1 n , 7 v * 25469 28188 0.0 0.00024 a F , A"(A2)
2 n , T T * 67225 - N > B1
3 n,o* 75757 57133 0.072 0.02 b M , A"(A2)
4 ir,a* 87133 - N > Bi
5 TTjTT* 88253 64264 0.279 (0.1- 0.5?) L > A1
This is all vibronically induced intensity. See Pople and Sidman 
[1957].
The value in the corresponding transition of acetone.
F E forbidden, L, M and N denote Long, Mediertv and Normal axes 
respectively. Bracketed symmetry species indicate that the upper 
state is bent; these are the symmetry species with which the states 
in C9_ symmetry correlate.
We are unsure whether the following remark is relevant. Tn our 
calculation, the matrix diagonalization routine in CNDO/S was replaced 
by a faster method which is accurate to machine precision.
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The. two states with which we shall be concerned are states 1 
and 3. In both relevant excited states the molecule is bent out of plane, 
and strictly may not be described by symmetry species of the ground state. 
The only non-trivial symmetry element retained by the molecule in this 
state is a plane of symmetry. Assuming an undistorted molecular geometry, 
coupling of the first (A2 ) with the third excited (B2) state may only be 
achieved by out-of-plane b| modes, of which formaldehyde has only one.
This is indeed responsible for most of the observed intensity in the 
lowest transition. When account is taken of the reduced molecular 
symmetry in the excited states then vibronic coupling via a^ (a’) modes 
also becomes allowed. In the calculations to be described no account was 
taken of this latter coupling. Also, the coupling of the A2 state with 
the next experimentally unobserved Bi state via b2 modes could also not 
be taken into account, since, as already noted, the CNDO/S program we 
have is unable to compute out-of-plane transition moments. (Ellis, 
Kuhnlenz and Jaffe [1972] recently have described a method of relaxing 
the ZDO approximation (while remaining essentially within the CNDO/S 
framework) in order to compute the transition moments for T f *  <- 0 type 
promotions.)
3.3.2 Previous Related Calculations
The only calculation of the intensity in the A2 <- Aj transition 
of formaldehyde which had been reported prior to our work was that of 
Pople and Sidman [1957]. The MOs were guessed. For the intensity 
stealing via the out-of-plane bj mode, these authors assumed that only 
the nearest B2 state contributed. They also made the assumption that the 
evaluation of the perturbing dipoles due to this out-of-plane mode may, 
by a suitable coordinate transformation, be restricted to the 
consideration of a motion of the hydrogen nuclei only. We see this 
procedure as arbitrary, and of questionable validity.
A calculation by Roche and Jaffe [1974] appeared after our work 
was complete. Their method has already been referred to (Sec. 3.2.1).
The published results quote only the total stolen intensity (both b \
and b2 modes).
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3.3.3 Normal Coordinates of II2 CO and D2 CO
The valence force field of Hisatsune and Eggers [1955] was used 
to evaluate the normal frequencies and coordinates of formaldehyde -do 
and -d2 « The six vibrations have symmetries 3aj+ 2b2+ b \. Cartesian 
displacements of the atoms for the bi modes in each isomer are listed in 
Table 3.3b.
Table 3.3b
—f;Cartesian displacements in CJI2O and CD2 O for 2 " times the 
zero-point amplitudes of the bi mode. Displacements 
from the A and B intertial axes are in X.
c h2o c d2o
H +0.07182 +0.05037
C -0.01748 -0.02451
0 +0.00407 +0.00570
v = 1176.4 cm" v = 939.3 cm“1
In order to verify that the cartesian displacements, computed 
from the L“1 matrix in the normal coordinate program, did indeed 
correspond to the zero-point energy of the mode, we evaluated the 
potential energy of the distorted molecule, using the force field 
employed in the normal coordinate calculations. The results were 
583.2 cm’’1 (-do) and 465.8 cm-1 (-d2 ). The differences between these 
energies and the values of half the frequencies are -5.0 and -3.8 cm"1 
respectively. For other vibrations, the discrepancies are smaller. They 
arise from the assumption that a linear transformation relates the 
cartesian and internal symmetry coordinates, which is only valid, for 
angular displacements, if the displacements are infinitesimal. It is 
hardly surprising that this assumption produces errors when the C1I out- 
of-plane amplitudes are ~ 10°. Nevertheless, even this error is clearly 
a very minor one in the present application, and the calculations do 
verify that all the normal coordinate calculations were correctly scaled.
113
3.3.4 Results and Discussion
The computed integrated intensities induced in the transition 
to the lowest n,iT* state, by the sole bi modes of CHpO and CDpO are 
listed in Table 3.3c, along with the observed value and that obtained in 
the previous two studies. Our results for CHpO compares well with that 
of Roche and Jaffe and is about half the experimental quantity. The 
'correction factor' (Sec. 3.2.2), assuming state 3 to be the sole source 
of intensity and its oscillator strength to be correct, is 0.83 and thus 
slightly worsens the comparison.
Table 3.3c
Intensity of the Ap*-Aj, n,n* transition of CHpO and CDpO
Species Vcalc
a
Vobs ^calc f b PS f C RJ ^obs
C H p O 1176 1167 0.000102 0.00027 0.00013 0.00024
C D p O 939 938 0.000082 - - -
From Hisatsune and Eggers [1955]. 
b Pople and Sidman [1957].
C Roche and Jaffe [1974]; total intensity of which the contribution by 
the bp modes is presumably small.
The calculation on CD20 is essentially a methodological check, 
since for a one-dimensional oscillator
Intensity « = hv/k ,
where k is the force constant, and is uninfluenced by deuteration. Hence
the vibronic intensity, in the HT model, is proportional to the frequency.
In Table 3.3c, the ratios of the values of v , and of f arecalc calc
identical (0.804).
This argument will hold for a frequency which is not the only one of 
its symmetry type only if the form of the vibration is essentially 
unaltered. This is not generally true and so, for example in 
naphthalene, our calculations predict that mode Iba^, a CH stretching 
mode, should have negligible vibronic activity (Table 3.4b). On 
deuteration, however, despite a large frequency decrease, the 
predicted vibronic activity -increaccG, because the CD motion is now 
coupled to a more active skeletal mode, 3b 3^ (Table 3.4o). However, 
if only one vibronic origin is seen in both the -Jq and --Ja compounds, 
then one might he justified in arguing on the onc-d{mensional basis.
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The value fp of Table 3.3c warrants further comment. The
assumption, mentioned earlier, that the perturbing dipole may be
considered to be localized upon the hydrogen atoms involves a
repositioning of the inertial axes. The Born-Oppenneimer separation
requires [Kiselev 1970] that the coordinates of all particles should be
so defined that the location of the centre of mass and the orientation of
the inertial axes be invariant (the Eckart conditions: 2 m  Ar =0;a a
2m  ru x Ar  =0). The FG matrix method used here in calculating the a a a
normal coordinates meets these conditions [Wilson, Decius and Cross 1955] 
and Pople and Sidman’s choice (in which only the II atoms move) does not. 
In their procedure the molecule is perturbed by dipoles resulting when 
the nuclei are displaced while the electronic wavefunctions remain 
stationary. The inclusion of perturbing dipoles on the carbon and oxygen 
atoms, as required by Table 3.3b, would unquestionably have a large 
effect on the calculated intensity (S.J. Strickler, in a personal 
communication, has carried out such a calculation and finds that the 
computed vibratonic intensity is thereby almost extinguished).
3.4 VIBRONIC COUPLING IN NAPHTHALENE 
3.4.1 Introduction
These calculations were, chronologically, the first of the 
series reported here, and consequently the investigation was more 
detailed, as is the discussion. Preliminary work by R. Southwood-Jones, 
S.J. Strickler and I.G. Ross was reported at the 9th Australian 
Spectroscopy Conference in August 1973.
In the lowest state of naphthalene, the active nontotally
181 u 9 M
N V B 2 y « L.
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symmetric vibrations are of b^ symmetry and couple with higher 1 
states. Experimental information concerning the lower states and the 
results of a CNDO/S (30 configurations) calculation are listed in 
Table 3.4a.
Table 3.4a
Low-lying singlet excited states of naphthalene. Frequency 
separations from the ground state are given in era'1.
No. Symm. Poln. a Type Vcalc Vobs ^calc ^obs
1 B2u L IT 33028 32020b 0.0044 -0.002 b
2 Blu M 7T 37615 34600 C 0.0723 -0.18 C
3 A f 7T 44662 0.0g d4 Blu M 71 45663 45400 0.9476 1.70
5 B3g f 7T 46333 0.0
6 B2g f Ö 47701 0.0
7 B,lu M 7T 48590 0.3416
a f = electric dipole forbidden from the ground ;state.
From Craig, Hollas, Redies and Wait [1961]. 
C From Klevens and Platt [1949].
Peak of the absorption band.
It was the recognition by Craig, Hollas, Redies and Wait [1961] 
of two types of band contours in vapour spectrum of the first system of 
naphthalene which led them to identify positively the vibronic activity 
of at least two nontotally symmetric modes which form strong false 
origins in the spectrum. Their subsequent rotational contour analysis, 
which disclosed the symmetry of the origin and vibronic origins in the 
spectrum, was the first of its kind. The two active modes are 7b^ and 
8b„ , with ground state frequencies 953 and 509 cm"*1 respectively. As
^ o
far as one can judge from the quantitative vapour absorption [Knight, 
Selinger and Ross 1973] and fluorescence [Stockburger 1973] spectra,
8 b ^  is about three times more effective than 7b^.
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3.4.2 Normal Coordinates for the 
Planar Modes of Naphthalene
The cartesian forms of the planar normal coordinates were
computed for two different modified valence force fields. The purpose,
rather obviously, was to assess the sensitivity of the results of the
vibronic calculation to the precise form of the normal coordinate used.
The first field is due to Freeman and Ross [1960] and the second is
iKydd’s [1969], which is based on a field developed for benzene by 
Duinker and Mills [1968]. The zero-point displacements of the b,. modes 
of each field are illustrated in Fig. 3.4a.
Table 3.4b contains a list of the results of M-polarized 
oscillator strength induced by all the b_ modes, for both force fields.
Table 3.4b
Vibronic intensities induced by bqg modes in the state
of naphthalene -hg. Frequencies in cm-1. Subscripts K 
and F denote results for Kydd’s and Freeman’s force 
fields, respectively.
Mode UK VF
a
Vobs 105 fK 105 fF 105 f , b obs
1 3063 3043 3055 N 0.1702 0.0001
2 3042 2980 2980 0.0252 0.2085
3 1644 1680 1636 1.4989 0.3919
4 1445 1466 1446 2.7572 3.9668
5 1239 1247 1240 0.0326 0.3357
6 1150 1065 1163 0.6649 1.3427
7 956 922 953 6.6159 9.5369 51.0
8 512 459 509 19.1807 15.4352 136.0
Total 30.9454 30.8258 187.0
From Kydd [1969], unless appended by N, when they derive from Neto, 
Scrocco and Califano [1966].
From the vapour spectrum of Knight, Selinger and Ross [1973].
Errors were found in the reported lists of interactions for each cf 
those fields. We acknowledge the help of Professor A. Bren in 
locating the omissions in the thesis of R. Kydd.
Fig. 3.4a: Zero-point amplitudes of the b^ modes of naphthalene. The
molecular geometry is from Cruickshank [1957]. H displacements are
hreduced by a factor (m^ /rn^ ,) 2 and all displacement vectors have been 
enlarged by a factor of 80; thus a vector whose magnitude is the 
length of the central bond corresponds to a weighted displacement of 
0.017625 X. The symbols beneath each mode denote in order: the
label, the molecule type (naphthalene -hg), the force field 
(F E Freeman and Ross; K = Kydd) and the computed frequency (in cm""1).
7B3G NP-H8.F 922 8B3G NP-H8.F 459 7B3G NP-H8.K 955 8B3G NP-H8.K 512
1B3G NP-H8.F 3043 1B3G NP-H8.K 3063 2B3G NP-H3.K 30422B3G NP-hO. F 2980
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The calculated oscillator strengths clearly indicate that the
8b,, mode should be by far the most effective vibronic origin, in 
3 o
excellent qualitative agreement with experiment. The next most effective 
inducing mode (7b^ ^ ) is calculated to be ~ 1/3 to 1/2 as strong as Sb^, 
which also agrees well with experiment. In both force fields there is 
calculated to be a small activity for 4b^ (~ 1450 era 1). Although other
weak (= b ^ * B^) bands were found in the vapour spectra by Craig,
Hollas, Redies and Wait [1961], none were positively attributed to 
fundamentals, and there appears to be little b^ activity in the 
0+ 1500 cm"1 region of the spectrum.
While the results are qualitatively remarkably satisfying, in 
that they predict the correct order and relative magnitude of the strong 
vibronic origins, they are not good quantitatively. The computed total 
of the stolen component of the intensity is only about 1/6 of that 
observed, but is reassuringly similar for both force fields, indicating 
that the major source of error does not stem from the arbitrariness of 
the force field.
The 'correction factor' (Sec. 3.2.2) appears to account for 
most of the discrepancy. Assuming state 2 to be the sole source of 
intensity (further considerations given later do not modify the essence 
of the argument), this correction factor is 7.9, and thus the major source 
of the error appears to lie in the computation of the transition 
frequencies and oscillator strengths for the equilibrium configuration, 
within the parameterization of the CNDO/S method. Presumably, though 
the computation of the relative intensities induced by different modes is 
largely unaffected by these considerations.
3.4.3 Comparison of the Results for the Two Force Fields
A comparison between the corresponding modes computed from the 
force fields of Kydd and Freeman (depicted in Fig. 3.4a) reveals a close 
similarity in their form, if allowance is made for the arbitrary phases 
with which each has emerged. Yet the results for modes 3 b ^  and 4b^, in 
which the Kydd coordinates are rather clearly mixtures of the Freeman 
coordinates for the same two modes (and of course, vice versa), show that 
one may expect instances in which the computed intensities for individual
modes may be rather unstable. A similar 
appears to be operating between 7 b ^  and
though Jess obvious, effect
81) , causing the different
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intensity distributions which are seen in Table 3.4b. The computed total 
of the intensities should of course be invariant to a general normal 
coordinate rotation, and indeed is found to be very nearly so.
3.4.4 Analysis of the Individual Vibronic
Contributions to the total Induced Moment
Having established that an all valence electron calculation can 
successfully account for the correct relative intensities of the 
transition moments induced by zero-point displacements in each 
appropriate vibrational mode, it remains to evaluate the source of these 
moments. Does each vibration derive intensity primarily from the lowest 
state, or do the mechanisms involved change with vibration type 
(CC stretch, CII bend etc.)? Do any patterns emerge which have any 
further predictive value?
To this end, we have toyed with the detailed computer output in 
various ways, seeking an understanding —  ideally, physical, or failing 
that, empirical —  of why it is that 8b ^  is the effective mode. We have 
not succeeded, though possibly an approach by Fischer-Hjalmars [1971], in 
a paper which we discovered only lately, may be applicable (it is a 
general discussion of vibronic intensities in terms of local transition 
densities).
Meanwhile, some insight is obtained by investigating the 
molecular orbitals and the configuration interaction coefficients. The 
most significant configurations in this particular problem are the four 
lowest. In the all valence electron calculation for naphthalene, the 
highest occupied MO is the 24^ (rr-type). The lowest excited 
configurations are drax-m to the left of Fig. 3.4b, and each has a large 
transition moment with the ground state (a single configuration, unmixed 
by Cl). After Cl, the configurations of like symmetry (particularly the 
B^u states) are strongly mixed and yield the levels on the right of the 
figure. The lox;est state of the system is nox-/ clearly B^ , in which the 
transition moments of the tTwo major contributing configurations almost 
cancel, so that the transition to that state from the ground state is 
very weak. This cancellation is not just accidental. Pariser [1956], 
in a treatment of aromatic hydrocarbons, introduced the notion of *+’ and 
states, the ground states being and an approximate selection
rule The Lx/o B0 states in this notation are and B* .
120
before Cl offer Cl
eV f poln.
B... (23,23) ~-
B2u (23,25) 
Bju (24,25)
0 •  X  O  w i w f  ■■■■ uwaataat
£M M anosaaorai
0.34 M
y n  9mssafis&t: • 1C//
0.40^
0.95 L
0.07 M
\ \ \
cw aM cm siirr—r tu a o a M W 0.004 L
Fig. 3.4b: Excited states of naphthalene in the CNDO/S approximation.
Bracketed numbers after the symmetry designation are the lower and 
upper singly occupied MOs in the excited configuration.
A similar, though less pronounced, effect also operates between the B 
configurations. bu
For the higher configurations of each symmetry type, the 
moments add after Cl, so that the transitions to them from the ground 
state are to higher energy, and are strong.
The intensity of the lowest transition is thus expected to be 
particularly sensitive to minor chemical perturbations, such as methyl 
substitution or even deuteration, and is computationally sensitive to the 
difference in the energy of the single configurations.
In considering the origin of the M axis induced moment in the 
lowest, L axis polarized transition, when naphthalene is distorted by a 
b3g hlüJe» lL 13 “Plural to attempt to describe the new molecular wave-
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functions in terms of the equilibrium ones. This procedure is not 
formally possible in a basis of valence orbitals, since the atomic 
centres are shifted and the atomic orbitals on the new centres cannot be 
expanded in terms of the incomplete set of equilibrium atomic orbitals.
We did however explore a simpler approach. The distortion 
reduces the molecular symmetry to and consequently imparts some M
axis character to all the L polarized sa-nSbe configurations (and
to all the M polarized ("B '') single configurations, some L character).
The mixing with the other "R9^m configurations (only) leaves a residual M 
moment. Is this the primary source of the induced moment? On the other 
hand, the. mixing of the lowest "B,u" state, which is predominantly M 
polarized, with the two states is now formally possible and also
imparts some M moment to it. Does the forbidden intensity mainly derive 
from this route?
We now attempt to resolve these issues with the aid of 
Table 3.4c, which shows the resolution of the total moment induced in the 
lowest 1^2 U state by each normal mode (Freeman's force, field) into 
contributions from each of the four major contributing configurations 
(other configurations in total contribute a very small amount to the 
induced moment, which for the purposes of this discussion is immaterial). 
M is the M-polarized transition moment for single configurations and a 
is the mixing coefficient in the lowest nB2 u" Cl state. The product of 
the two is the contribution which the configuration makes to the final 
vibronlc moment, whose sum for the two "B " configurations is Mj and for 
the two "B " configurations is M2. M  ^ is the sum Mj and M2.
The signs of M and a are determined arbitrarily in the 
computer, and were standardized as follows. For the "B^u" configurations, 
(24,25) and (23,26), M is naturally large and was therefore fixed in 
sign. For the " r0nfigurations, (24,26) and (23,25), the mixing 
coefficients are always large, and so the a are given fixed signs. The 
chosen sign convention also embodies consistent definitions of the large 
AO coefficients in the four relevant KOs, and of course has no effect 
upon the signs of the Ms.
The entries in the table related to 3b„ mode stand out as
38remarkable in two respects: (a) they have M values in the "forbidden"
configurations which are considerably greater than any of the others (and 
similarly the M ( values for the "allowed" configurations are smaller
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than any of the others) and (b) although the M^ and M2 entries are the 
largest of any in the table, they are of opposite sign and almost 
completely cancel each other, yielding a small total moment. It is the 
great sensitivity of the difference between these two large numbers, to 
slight changes in the single configuration energies, which makes the b 
mode the troublesome, one in Fig. 3.2a, Sec. 3.2.4.
3g
The 3b^w mode appears to be significant in that it is 
predominantly an "antisymmetric" (in the triatomic molecule sense — i.e., 
the motions of the adjacent bonds are out of phase) CC stretching 
vibration. It thus appears that pure CC stretches are capable, when the 
"B " configurations are mixed, of inducing large M axis moments (Mj). 
These, however, are cancelled by equally large contributions (M2 ) from 
the interaction with the "B^" configurations. This cancellation effect 
appears to be a common feature among the other modes, from which we may 
conclude that neither of the proposed mechanisms is definitive.
The major portion of the induced moment, 2 M , is derived 
from the vibrations 7b^ and 8b^, which both have large M2 and small .
This implies that most of the moment induced in the lower transition 
derives from mixing with "B " configurations, rather than by MO 
rearrangement —  this is the conventional explanation, but in the light of 
the numbers appearing for Mj and M2 for other vibrations, it seems that 
there is more to conventional wisdom than we yet understand.
We may also calculate the extent to which each of the dominant 
states is active in lending intensity to the lowest state. For
the 8b ^ mode we mix as follows (Table 3.4c, bottom line)
0.06012 (24,25) + 0.03095 (23,26) .
This may be re-expressed in terms of the distorted Cl wavefunctions for 
the two B^u states (not elsewhere quoted):
B (upper) = -.3406 (24,26) + .9248 (23,26)-!...
B (lower) =+.9316 (24,25) + .3532 (23,26) + ...
to show that the mixing coefficient of the lower B ^  state (0.067) is 
indeed much greather than the coefficient of the upper B ^  state (0.007).
However, the influence of the upper state is highly 
significant, because it carries a transition moment about twice that of 
the lower state, and the two moments are found to combine cubtvactive'hj.
125
The result is a reduction of the intensity clue to stealing from B 
(lower) alone by almost 40%. Had the interference operated in the other 
sense, the final computed intensity would have been more than doubled.
Indeed, the clearest trend in the table is that the (24,25) 
moment contribution is systematically much larger than that of (23,24) 
and of opposite sign (although these quantities are not specifically 
listed in the table, their relative magnitudes may be estimated from the 
relative magnitudes of the a’s, since the M do not vary much). Since 
the (24,25) configuration predominates in the lowest (lending) state, 
it follows that this state is for all inodes the principal donor of 
intensity to the first excited singlet state.
A table similar to Table 3.4c but constructed from calculations 
using Kydd’s force field shows the same trends as those here, though the 
size of the entries differs sufficiently to deter us from making further 
generalizations from Table 3.4c. For this reason it is also reproduced 
(Table 3.4d).
3.4.5 Results for Naphthalene ~dg
The normal coordinates of perdeutc.ronaphthalene were computed 
using Kydcl's force field and are illustrated in Fig. 3.4c.
The most obvious difference between the spectra (at 3200 a) of 
naphthalene -dg and -dg is in the activity of the mode equivalent to the
3g
7b„ vibration, which is considerably reduced upon deuteration. This 
mode can (by comparison of the Raman frequencies) be correlated to 6b 
of the deuterated compound, indicating that modes 6b ^ and 7bgw of 
naphthalene -dg are strongly mixed in naphthalene -dg. This normal mode 
mixing is thought to account for the relative weakness of the Gb^ 
vibronic origin in the perdeuterated spectrum [Craig and Hollas 1961J.
The 8b„ mode forms the strongest vibronic origin in the 
naphthalene -dg spectrum, with an intensity comparable to that in 
naphthalene -dg. Further unassigned bands are also evident, and are 
more plentiful than in the perprotonated spectrum: isotopic impurities
may be partly responsible. One such band, at 0 + 822.4 cm is of 
comparable intensity (judged from a quantitative spectrum of Mott [1973]) 
to the false origin 6b„ , at 0 + 857.4 cm we shall refer to this
O
later.
Fig. 3.4c: Zero-point amplitudes of the b modes of naphthalene -dg. D
displacements are weighted by See legend to Fig. 3.4a for
explanation of scaling.
1 o
7B3G NP-D8.K 825 8B3G NP-08.K 495
5B3G NP-08.K 1036 6B3G NP-D8.K 878
<— ~ -
383G NP-D8.K 1622 4B3G NP-D8.K 1334
2B3G1B3G NP-08.K 2277
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A quantitative intensity comparison between the equivalent 
bands in each spectra is difficult because (a) the origin of the 
transition built on it are strongly overlapped by the bands built on the 
stronger false origins and (b) the whole transition falls on the rising 
background of the next system.
Table 3.4e gives the results of the calculation of the 
intensities induced in the 1ß9^-e1Ag transition of naphthalene -dg by the 
b modes. The observed and computed (Kydd’s force field) normal 
frequencies of these inodes are also listed.
Table 3.4e
Vibronic intensities induced by r.m.s. displacements in the bgg 
modes in the 1B2U *Ag system of naphthalene -dg. 
Frequencies in cm 1.
Mode acalc
b
Vobs i°5 fK 105 f , c obs
1 2277 2276 N 0.5689
2 2263 2257 N 0.0002
3 1622 1605 0.8593
4 1334 1330 N 2.1556
5 1036 (967?), 1030 N 1.5495
6 878 884 3.6121 ~ 10.0
7 825 831 2.3397 < 10.0
8 495 494 18.5565 ~ 150.0
Total 30.6418 ~  170.0
From Kydd's force field.
Measurements of Kydd [1969] or Neto, Scrocco and Califauo [1.966] if 
appended by N. Uncertain assignments have ? attached.
From a photoelectric spectrum of Nott [1973].
The computed induced intensities agree well with the observed 
ones quantitatively, but for the same reason as outlined for naphthalene 
-dg, the quantitative comparison is in error by a factor of ~ 6. In 
particular, the intensity due to the 6b„ mode (which, we recall,
correlates with 7b in naphthalene -do) is considerably reduced: f
^ o
drops from 6.6* 10 to 3.6 x TO' 5. The relative intensity of 8b3g
remains about the same for both isotopes, in agreement with experiment
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The calculations predict that the normal mode mixing which 
occurs between 6b... and 7b should spill some intensity into the 7b„ 
vibronic origin, for which no band has been assigned in the vapour 
spectrum. As we noted before, however, there is a band at
0-1- 822.4 cm-1 in the spectrum, which is apparently somewhat weaker than
the 6 b ^  false origin at 0 + 857.4 cm""1. At the time of Craig and 
Hollas’s assignment of tills spectrum, the Raman frequency of 7b was
- ithought to be 784 cm . Since then, the ground state frequency has been
reassigned as ~ 831 cm""1 [Kydd 1969; Neto, Scrocco and Califano 1966 give
828 cm-1]. Thus, although there is no further evidence from the vapour 
spectrum, we tentatively assign the 0 + 822.4 cm-1 band as the 7b,, 
vibronic origin.
The comparison of the relative intensities of the vibronic 
origins in the spectra of the two isotopically related species (along the 
lines of that performed for formaldehyde, Sec. 3.3) is not possible, on 
account of the general normal coordinate mixing which we have already 
discussed. We do note, however, that the total induced intensity is 
about the same for both molecules.
3.4.6 Vibronic Activity of the Totally Symmetric 
Vibrations of Naphthalene
In allowed transitions, vibronic mixing by totally symmetric
vibrations is a demonstrated effect in, for example, azulene [Lacey,
9McCoy and Ross 1973] and phenanthrene [Craig and Small 196Ä], but there 
is a need for a wider appreciation of its incidence.
Our vibronic calculations have accordingly been extended to the
a modes of naphthalene, but some further theory is first required. The 8
exposition below, while embodying the methods formulated by Craig and 
Small, is concerned with vibronic effects on total intensities rather 
than with the intensities of individual progression members and the 
argument follows a different course, resulting in a differently expressed 
conclusion, to that of Craig and Small.
We assume that the ground and excited electronic states have 
geometries related by a displacement 6 along a totally symmetric 
coordinate Q. For such coordinates there is no obvious choice for the 
origin of 0, and so for definiteness we adopt the following definition. 
Let the electronic transition moment for the transition between the two
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states be a = a(Q) —  the same notation as in Sec. 3.1.3, though for 
simplicity we ignore state labels. We also write a.Q = a(Qfr) for the 
transition moment at the geometry of the upper state iind aQ = a(Qg) for - 
that at the geometry of the lower. Over the range of Q of practical 
interest ve assume that a varies linearly with Q, with slope
m 3 a 3aiq-j
Qo 3qJQtf
(3.4.1)
Now define the origin of Q as that of linearly extrapolated 
geometry for which a = 0. Fig. 3.4d illustrates this, and defines new 
coordinates
Q" = Q-QÖ (3.4.2)
Q’ = Q-Qo = Q - Qo ” 5 (3.4.3)
where
6 = Q ’ - Q" . (3.4.4)
Fig. 3.4d: Transition moment a as a function of totally symmetric
coordinates Q.
Note that since the sense of Q is arbitrary, we may always 
choose it such that the relative magnitude of the transition moments in 
the two equilibrium geometries is expressed through 6, which is positive 
if ctg >a", and negative if a' < a". Also defined in the figure is the 
mean transition moment
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a0 = ^ (aj+a'o') = mQ0 , (3.4.5)
where
Q0 « 3i(Qq - Qq) - = Q ’-%<5 . (3.4.6)
For transitions v ’ - On and O’ ~ v" (primes are added to keep 
track of the origins of the. respective vibrational wavefunctions), the 
vibronic transition moments are respectively
<v'|a|0"> = m<v ’ IQ10" > - (3.4.7)
( v"I a I 0T> - m(v"IQI 0’ ) . (3.4.8)
For coordinates Q, originating at the rest position of an 
harmonic oscillator
Q 10> = (2ß)”^|l> , (3.A.9)
where
3 = 47r2vy/h . (3.4.10)
So, using (3.4.7), the coordinate QM and in 
coordinate Q*, we get
(3.4.3) the
< v ’ | a | 0M ) - ct^v’|0n )+ (23”)"’^  ra<v* |l"> (3.4.11)
( v"|a|01 ) = aj<v"|0'>+ (23’)"^ m<vn |l’> (3.4.12)
Squaring, summing over v ’ or v" as appropriate, effecting closure and 
noting that (0[0> = < 1 j1> = 1 and ( 0 11> = 0 gives the total intensities 
(omitting constants) as
Iabs = (a,J)2 + m2/2ß" (3.4.13)
bluer = («5)2 + mz/2B’ • (3.4.14)
These equations may be recast with the aid of (3.4.5) and 
(3.4.6), to yield
Iab° = («ü+ ^ 2ö2+m2/23M) - ^ 0 (3.4.15)
Ifluor = ( S o + W ö Z  + H i ^ a ^ + m ö ä o  • (3.4.15)
For the present purpose we assume 3' - 3” - 3 (whence the term 
m6a0, produces the interference) and introduce
a* = 2 2 :n 0 # = (23)“'1m (3.4.17)zpt
I1/0 hßt2 . (3.4.18)
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Now aK, in a calculation, is the change of transition moment
evaluated at a displacement 2 ‘zpt from Qjj (or Q^) If/0 is the ratio
of the first to the zeroth progression members in a Franck-Condon 
progression. Where vibronic effects are suspected, the ratio should be 
determined (from a spectrum) using a progression built on a false origin 
(where vibronic effects due to other modes enter only in second order).
Using (3.4.17) and (3.4.13), v/e obtain
"abs
f luor
agjl+ (X1/0 i* 1)
( k\a* — ~ (x y2 I 6 I Ul/0; a*0*0- (3.4.19)
Calculations on naphthalene are now given in Table 3.4f. The 
most active vibration is 5a^; the total induced intensity is 20% of the 
intrinsic intensity.
Table 3.4f
Vibronically induced transition moments (in /\) due to totally 
symmetric vibrations, in naphthalene. The calculated 
value of qq is 0.1185. Frequencies in cm""1.
Mode Vcalc
a
Vobs l«*lb 103x(a*)2 |a*/a0|
1 3065 3058 0.0148 0.2193 0.1249
2 3041 3025 0.0045 0.0205 0.0382
3 1603 1579 0.0242 0.5856 0.2042
4 1468 1465 0.0124 0.1538 0.1046
5 1418 1380 0.0291 0.8491 0.2458
6 1160 1148 0.0047 0.0217 0.0393
7 1014 1021 0.0169 0.2856 0.1426
8 720 765 0.0172 0.2972 0.1454
9 484 514 0.0200 0.4000 0.1687
Total 2.8329 = 0.2016 c^ '2
a From Kydd [1969], 
b a*= \a (2-hQzpc)-«(Q0)|.
Mode 5a also appears to he the most: active vibration in the 8
Franck-Condon development of the spectrum, and in the vapour fluorescence
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[Stockburger 1973] one finds I ^ ^ = 0 . 6 ,  from a progression built on the 
strong false origin due to 8b_ .
'■'O
Since we do not know whether 6 is positive or negative (to do'
so, it would be necessary to compare progression lengths in absorption
and emission, as illustrated by Craig and Small [1968]), we use odj for
and from (3.4.19) find for the progression in 5a built on the origin8
abs
f luor
fluojr
\ b s
1 .097 + 0.380
1.097 - 0.380 -1-1.48 .
We conclude that vibronic activity due to mode 5a^ is likely to 
be detectable in naphthalene. Unfortunately, the observed span of the 
absorption spectrum is short (it is soon overlaid by a stronger 
transition) and most of the intensity derives from false origins. The 
fluorescence is clearer, but the origin is normally self absorbed and its 
intensity not easily measured. Hence naphthalene is not the molecule we 
would choose to pursue these issues.
In Sec. 3.5 we investigate another, much more spectacular case 
of vibronic interaction by totally symmetric interactions, in azulene, 
but there it appears that <5~0, whence I ^ q = 0. The interesting 
transition moment interference effects are therefore not significant in 
that case.
3.5 VIBRONIC COUPLING IN AZULENE 
3.5,1 Introduction
This section treats two transitions in azulene. Most attention 
is given to the 3500 X transition to the second excited state, assigned 
Aj -Ai, wdierein most of the intensity derives from a particularly strong 
interaction with a still higher Aj state; the a^ mode mainly responsible 
has frequency 1580 cm 1 (ground state value) but there are undoubtedly 
other vibronic origins, notably one near 1050 cm” 1.
Sec. 3.5.5 deals with the Bj-eAj (M-polarized) transition at 
7000 X, which has vibronically induced L-polarized intensity, recently 
documented by Small and Kusserow [1974].
In treating the 3500 X system, we note that Lacey, McCoy and 
Ross [1973] concluded that Franck-Condon active vibrations were not 
significantly active vibronically, and vice versa. This is unlikely to
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be true of the weak vibronic origins but it appears to be a reasonable 
working assumption for the stronger ones. Consequently the moment 
interference considerations introduced for naphthalene (a^ modes) have
been ignored; intrinsic and vibronic intensities are additive, and the
vib —-I otables quote values of f calculated from [ a(2 “ ) - °t(Qo) ] .
Table 3.5a lists the calculated (CNDO/S, 30 configurations) and 
observed properties of the low-lying singlet states of azulene.
Agreement between computed and observed quantities is acceptable apart 
from the computed frequency of the lowest transition, which is in error 
by ~  5000 cm 1. For the present discussion the most important states are 
2 and 4.
Table 3.5a
The low-lying excited singlet states of azulene. Frequencies in cm"1.
No. Syrnm. Poln. Type Vcalc
a
Vobs ^calc ^obs
1 b 2 M 7r,7T* 19052 14284 v 0.010 0.009
2 Ai L H 28936 28757 v 0.023 -0.015 b
3 b 2 M i 35473 32700 0.143 0.140
4 A i L i 39693 35400 1.012 0.86
5 Bi N o,ir* 44067 - -
6 b 2 M TT , T T * 45447 - 0.005
8 Al N TT , T T * 48927 - 0.010
v indicates a vapour frequency [McCoy 1964].
This is the intrinsic oscillator strength; vibronic coupling 
increases it to 0.06.
3.5.2 The Planar Normal Coordinates of 
Azulene -dg and Azulene-(1,3)-d2
Three different valence force fields were employed to 
calculate the in-plane normal coordinates of azulene. The first two, 
apart from minor modifications, were used by Steele [1966] (cf. also 
erratum in Steele [1967]) and arc derived from the benzene valence force 
fields of V/hiffen [1955], denoted W, and Duinker and Mills [1968J, 
denoted D. The third was one uc composed from a general aromatic force
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field due to Kydd [1969], which produced the poorest overall fit to 
experimental frequencies, and was thus not extensively used in the ' 
vibronic calculations.
Azulene has 17 a\ and 16 69 planar inodes. The cartesian forms 
of the ai modes of the -do species, derived from the W and D fields, are 
depicted in Fig. 3.5a, and the ai modes of the ~d£ species, computed from 
the I) field are in Fig. 3.5b. The high frequency CII stretching modes are 
omitted from the figures. The large number of modes in the frequency 
region 400 to 1700 cm”1 does not generally permit a direct comparison 
between those calculated in different force fields on the basis of 
frequency alone: some 'adjacent* modes in one field may be obtained from
those in the other by a small general rotation in Q-space. For example 
8a},W and 9a^ ,W appear to be nearly interchanged in D. Thus we must 
compare the sum of the oscillator strengths induced by these two modes 
when comparing the vibronic results calculated using the two force fields. 
Similar considerations may apply to other pairs of modes.
3.5.3 Results for the Ai transition in 
Azulene -do and Azulene-(1,3)-d2
Calculated vibrational frequencies and vibronically induced 
intensities for the two molecules are given in Table 3.5b.
Given that azulene has 12 possible active a modes (discounting 
the five CH stretches), it is remarkable that the calculation identifies 
the two most prominent modes essentially correctly. That is, by far the 
greatest vibronic activity is in the region of mode 7aj. The results for 
this frequency region are highly sensitive to the force field and the 
intensity concentrated on 7aj in the most satisfactory field (D) spills 
downwards into 8a! in the W field and upwards into 6aj in our K field.
The second principal focus of intensity is in the vicinity of 
modes l?.a\ and 13ai (1126 - 978 cm”1), with total intensity less than one 
tenth of that associated with the high frequency region (for the best (D) 
field). This is again in accord with the interpretation of Lacey, 2IcCoy 
and Ross.
The total vibronically induced intensity is of the correct 
order of magnitude.
Figs. 3.5a and 3.5b: Zero-point displacements in the a\ modes of (3.5a)
azulene-do and (3.5b) azulene-(1,3)-d2. The molecular geometry is 
from McHugh and Ross [1968]. H and D displacements are weighted by 
(m^ /m^ ,) and (m^/m^) respectively. Displacement vectors have been 
enlarged by a factor of 80 (60 for AZ,D); thus a vector whose 
magnitude is the length of the central bond corresponds to a weighted 
displacement of 0.018725 Ä (0.014044 A for AZ,D). Symbols beneath 
each mode denote in order: the label, molecule type, the force field
(D = Duinker-Mills; W=Whiffen) and the computed frequency (in cm- 1 ) . 
Solid arrowheads, where used, denote H atom displacements.
1 or,
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Dideutero substitution effects a slight mixing of the 
vibrations, and in particular causes vibronic intensity to flow from 7aj 
to Saj. This is precisely what is seen in the fluorescence spectrum of 
azulene-d2 (Sec. 2.2.2).
Almost the only inadequacy of the calculation, as gauged by the
less than comprehensive experimental data, is that 17a! is predicted to
have significant activity in any force field. This is certainly not so:
tthe frequency is very weak in all spectra.
The calculations which lead to large vibronic intensities show 
transition moments that: are not quite linear in displacement Q. The 
effect is not so large as to invalidate any of the conclusions, but is 
linked with the explanation of why 7a! is so prominent, as discussed 
below.
3.5.4 The Role of Mode 1sl\ in the hi+-ki Transition
The special role of mode 7ai appears to have a clear 
explanation as follows. The highest filled MO has serial number 24. The 
two excited k\ states derive from strong mixing between configurations
(23.25) and (24,26). Fig. 3.5c gives the essential details. The 
calculations reveal that the separation between the single configuration 
energies is so sensitive to the displacements along Q7 that a 
displacement Q7 = ® , in a particular phase, actually reverses the order 
of the two configurations. Since the small transition moment to the 
lower Ai state results from a near cancellation of nearly equal single 
configuration moments, the transition moment at this displacement lias 
passed through zero and is thus found to have changed sign.
The energy difference between configurations (23,25) and
(24.26) changes almost linearly in Q; the Cl matrix element is almost
constant; the single configuration transition moments change only by
about 10% between Qv = +Q and Q-. = -Q ; and no other configurations' zpt ' zpt
are significantly involved. The entire effect may thus be understood in 
terms of the eigenvectors of a simple 2 x 2 energy matrix in which the 
energy gap (proportional to Q) runs between say 0.1 and 0.7 times the 
off-diagonal matrix element.
The reason why ~ i is specifically involved may be understood 
from Table 3.5c. 7ai (Figs, 3.5a, 7A1,D) is largely a CC bond stretching 
i* Dr. A. Knight has very recently communicated to us the resonance 
fluorescence spec.Lrum of azulene vapour, which shows this mode, much 
stronger than in any other spectrum.
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before Cl
eV
after Cl
f f
4
(23.25)
(24.26)
0.40 / /
0.49 N\ \
0 .0?.
0(24,26) *
6(23,25) +•
6(24,26) -
•8(23,25)
3
Fig. 3.5c: The configurational scheme in the second excited state of
azulene (schematic).
mode of antisymmetric type, in the sense that adjacent bonds successively 
stretch and compress. The central bond is not greatly involved. The 
first row of the table names the bonds, and the second defines the nature 
of bond-length changes for an arbitrary phase choice (that in 7A1,D,
Fig. 3.5a). The remaining rows derive from the forms of the MOS 23 to 26, 
as shown in Fig. 3.5d; the entry is A if the MO in the particular bond 
is antibonding and B if it is bonding. If the character is less 
pronounced (as assessed by the product of the MO coefficients), small 
letters (a or b) are used.
Then, if a bond stretches, and an electron occupies an anti­
bonding MO, the effect is stabilizing. The conclusion is indicated in 
the table by an appended °. If it contracts, and the MO is bonding, the 
effect is also stabilizing, so again the symbol ° is attached. In the 
opposite situations (extension — bonding MO; contraction —  ancibonding 
MO), the effect is destabilizing, indicated by . The remarkable feature 
of the table is that all four MOs are consistently either destabilized or 
stabilized . Thus for this
kind of displacement the orbital energy of MOs 23 and 26 increase and 
those of 24 and 25 decrease. The energies of the configuration (24 
[vacant], 26 [occupied]) therefore increases and that of (23,2?) 
decreases.
For no other vibration is this consistent pattern observed.
Table 3.5c
Mode 7aj and the molecular orbitals principally Involved in the 
A\(2) and Aj(A) states of azulene.a
Bond (see Fig. 3.5d) 
i ii iii iv
Other CC bonds are not significantly involved in 7a}; ± means
stretch/compression; a,A - antibonding; b,B - bonding; 
x = destabilizing in Q7 defined in the first row, o = stabilizing.
Fig. 3.5d: The m-type molecular orbitals o£ azulene which are
principally involved in the Aj(2) and A^(^ ) states.
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Wo node that this kind of argument is very much in the spirit 
of the reasoning behind Walsh’s rules [A.D. Walsh in 1953; see Ilerzberg 
1967, p.316 et seq).
3.5.5 Vibronic Coupling in the 7000 Ä (*Bp«-*Ai)
System of Azulene-dg
Weak L-axis polarized intensity, due to coupling by nontotally 
symmetric bp modes, has been observed in the visible absorption system of 
azulene [Small and Kusserow 1974].
The results of vibronic calculations for all sixteen bp modes, 
along with the experimental data (from mixed crystal absorption in 
naphthalene host) are given in Table 3.5d. The agreement between the 
computed and observed f values for individual and total contributions is 
extremely poor, the computed values being too small by a factor of ~ 1Q0 
—  in fact, if state 2 (A^) is assumed to be the sole donor of intensity, 
this factor, when corrected (Sec. 3.2.2) is increased to ~  300.
We draw three conclusions from these results: (a) the
calculations are irrelevant to the effect which Small and Kusserow have 
measured, (b) it may be that Small and Kusserow are correct in 
suggesting that coupling to the ground state (which is as close as any 
other Ai state) is very important, and (c) almost all of the vibronic 
coupling is expressed in a band at 0 + 1756 cm 1, and we find it difficult 
to believe that so high a frequency is really a bp fundamental — if it is 
not, the entire spectrum may require interpretation in terms of crystal 
effects or higher order interactions.
3.6 VIBRONIC COUPLING IN THE LOWEST 
n,7r* STATES OF p-BENZOQUINONE
3.6.1 Introduction
The electronic states of p-benzoquinone (PBQ)
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Table 3.5d
Vibronic coupling by b? inodes in the 7000 X (1B2^'1A i) transition 
of azulene-dQ. Intensities are L-polarized components. 
Subscripts W and D indicate results computed with force fields 
of Whiffen and Duinker-Mills, respectively. Frequencies in 
cm 1.
Mode vir V n a v , v ’ b 103 f , C 103 f . bW D obs obs calc obs
1 3080 3074 — ~
2 3068 3071 - -
3 3040 3068 - -
4 1710 1661 1697 1756 (1724,1727,1677) 0.011 85
5 1549 1516 1586 1502 0.005 5
6 1450 1489 1480 1491, 1481, 1477 0.013 17
7 1401 1391 1423 0.004 4
8 1362 1356 ]
Y 1301
1362 0.062 10
9 1337 1284 1 1335 1.007 2
10 1275 -1247 1
f 1204
1218, 1214, 1212 0.206 23
11 1152 1200 J 0.017
12 1105 1146 0.083 ]i980 1072 Y 8
13 1047 1031 0.036 j
14 753 769 596? 0.054
15 467 478 480 500 0.060 3
16 446 368 331 0.006 3
Total 1.564 161
From sources quoted in Lacey [1972],
From mixed crystal spectrum in naphthalene of Small and Kusserow 
[1974].
From calculations using the Duinker-Mills force field.
have attracted a great deal of attention in the past, partly because in
cx Gibed
this simple, highly symmetric diketone the five lowestAstates are 
expected to fall within a few tenths of an electron volt of each other, 
which makes their experimental unravelling an interesting challenge.
Three of these states are triplets (two n, a;* and one n, ir*) which, because 
of their proximity, are expected to perturb each other. The orbital
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assignment of only one of these can now be considered to be settled 
[Attia, Loo and Francis 1973; and Veenvliet and Wiersma 1973a]. The two 
singlet states, and are both dipole-forbidden from the ground
state and are the analogues of the abovementioned triplet n,ir* states.
The origin of the transition to the lower of these, (B ) has been
J. ö
conclusively assigned from the vapour [Hollas 1964] and pure crystal
absorption spectra [Trommsdorff 1971]. However, the location of the
second singlet state (A^) is still in doubt. Trommsdorff [1971, 1972] in
a thorough analysis of some substituted quinones concludes that the
origin of the (^A ^A ) transition lies 255 cm-1 to high energy of the ^ 8
(*B < - 1 A  ) origin. An A polarized band only ~  3 cm-1 to high energy ofag 8 ^
the latter is, however, another possible location [Dunn and Francis 
1974b]; see also Veenvliet and Wiersma 1973b].
The B  ^state shows very strong vibronic coupling via out-of-
-'-o
plane a^ modes, which couple to the higher tt,7t* states. Nearly all
the intensity seen in the vapour absorption spectrum [Hollas 1964] is 
attributed to a false origin formed by an mode (ground state frequency 
969 cm-1, excited state 946 cm"1).
The experimental and computed (CNDO/S, 20 configurations) data 
for the lower singlet states of PBQ are given in Table 3.6a.
Table 3.6a
The lower singlet states of p-benzoquinone. Frequencies in cm*"1.
No. Type Symm. Jcalc Vobs ^calc f obs log emax
1 n , 7 r * B-,Ig 18843 20030 
20033 ) ?
0.0 0.002 1.2
2 n , 7 T * Au 20128 20285 / * 0.0
3 ir , t t * B„3g 38827 33000 0.0 - - 2.0?
4 IT ,71 * lu 42921 41300 0.456 ~ 0.15 4.29
11 7T , 7 T * »1U 60363 - 0.705 -
12 7f , 7 T * B2 u 60396 - 0.099 -
a Trommsdorff [1972].
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3.6.2 Normal Coordinates of the Out-of-Plane 
Modes of p-Benzoquinone
The out-of-plane normal modes of PBQ have symmetries
b, + 3b„ + 2a + 3b„ . A valence force field, derived from a benzene-like lg 2g u 3u
field V7as proposed by Anno and Sadd [1958] with which the frequencies of 
the normal modes were computed in tolerable agreement with experiment.
We experienced considerable difficulty in reproducing the frequencies of 
Anno and Sado in this calculation, because of a problem connected with 
the definition of the relative phases of the torsional and wagging 
coordinates. The results of the FG matrix diagonalization are quite 
different if the relative phasing chosen between each group is not that 
of the authors, a point which is not adequately specified in the paper.
3.6.3 Results and Discussion
The results of the vibronic and normal coordinate calculations, 
along with available experimental data are presented in Table 3.6b.
The computed results for the B^ state are reassuring. The
strongest false origin is unequivocally predicted to be formed by the la^
mode (at 959 cm *), with an intensity in good agreement with experiment.
The activity of the other out-of-plane modes is predicted to be
considerably smaller, which also agrees with experiment, save that the
relative activity of the 2b„ and 3b„ modes is reversed from that seen3u 3u
in the crystal spectra.
Unfortunately, the calculations do not shed much light on the 
assignment of the A^ origin. For the band which Dunn and Francis assign 
as a vibronic mode in the A^ state we predict a stolen intensity 
which is rather smaller than that for two of the b? f modes, and they are 
not seen. On the other hand, in Trommsdorff’s assignment of the origin, 
only one interval p b ^ ,  ~ 244 cm 1 in the ground state) can be looked 
for, before the strong 0 + 945 cm"1 vibronic origin of the first 
transition. We discern no band which might be so assigned.
A further encouragement from the calculations is that the B
-J-O
state is predicted to be more capable of stealing intensity by all the 
out-of-plane modes than the A state: the calculated ratio of the total 
intensities is — 2.5, in qualitative agreement with experiment. That 
this factor should be even larger (and consequently give better 
quantitative agreement with experiment) may be concluded from the
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calculated location of the B., <- A origin in the undistorted molecule:IS g
it is ~ 1200 cm * to low energy of the observed origin (i.e,, caoay from 
lending states).
3.7 VIBROMIC COUPLING IN THE LOWEST
EXCITED SINGLET n,n* STATE OF PYRAZINE
3.7.1 Introduction
The calculated lowest excited states of pyrazine are shown 
schematically below. The n,ir* states are benzene-like and benzene
z(a?) B1U 1
f
— —ZU
! .0
{ >3 j r .) B  j y  oracKEtta .145
.10
1 .012 3  oU  J j )
M T U  11 ll.l .
symmetry labels B^, > E^^ are included in brackets. The assignment
of the lowest of these (n,7r*) is very secure [Innes, Simmons and Tilford 
1963]. It is allowed, N polarized, but there is also vibronic activity 
in a frequency 383 cm-1 (upper state), 919 cm-1 (ground state). This 
remarkable frequency decrease on excitation appears to be based on sound 
assignments. The resulting vibronic bands have been analysed as type A 
bands of a quasi-syrnmetric top [Innes and Parkin 1966], and if the a
inertial axis is the MM axis,
vibration must be B_ -< IL = b3u lg
derived is either the lower 1
then the symmetry of the ground state
0f, and the state from which intensity is
B, state or else the remote Ml. state, lu in
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Hochstrasser and Marzzacco [1968] considered the former to be the source, 
and calculated for the vibronic coupling matrix element (3000 cm *) which 
is by far the largest in their tabulation of such quantities, larger 
even than in azulene for which we have found a rather special reason 
(Sec. 3.5).
If the observed vibronic intensity were to have been derived
from a *B„ state via a x B_ - b, vibration, the coupling matrix 2u 3u 2u lg
element would be much more conventional (740 cm”1). There is reason to
think that this may be the case, despite the confidence which is
generally accorded Innes’ analysis. The reasons are: first, there is
room for doubt about which are the ji and b^  inertial axes. If the X-ray
geometry is used, the a_ axis is z, but if the (only slightly different)
benzene geometry is used, the a. axis is y. The ratio I^/I is about 1.08
in both cases. Thus I /I, is exceptionally sensitive to small geometrya b
changes, and there is reason to be unsure of where the a. axis really lies 
in the free molecule. Second, subsequent to the work cited, Hochstrasser 
and Marzzacco [1969] adopted reverse assignments of two key frequencies: 
919 cm 1 (no longer lb^g, hut now lb^), and 757 cm 1 (no longer lb^, 
but now lb£ ). The assignment (originally that of Califano, Adembri and 
Sbrana [1964]) was from the (then unpublished) emission data of Marzzacco 
and Zalewski [1972]. The latter paper cites two principal reasons for 
the new assignment: (a) in phosphorescence the ratio of the frequencies
in pyrazine-dq and -d? for the (reassigned) b1 band is 0.783, which
-*-o
agrees with the product rule; (b) 747 era” 1, the (reassigned) mode is
—  O
Franck-Condon active in phosphorescence only, suggesting that there is 
strong coupling between and states which are close in the triplet 
manifold but remote in the singlets. On the other hand, the vibrational 
assignments of the azine molecules [Innes, Byrne and Ross 1967] do not 
readily accept this change for pyrazine alone.
In any event, the spectrum of pyrazine has remarkable features 
which seem to require analysis beyond the Herzberg-Teller level. In 
particular 919 cm” 1, in addition to being vibronically active, is 
Franck-Condon active; in crystal fluorescence (benzene host; Marzzacco 
and Zalewski [1972]) the 0-1 and 0-2 lines have intensities 1:03 but in
If the higher 1 iJj^u does the lending, we estimate the matrix element to 
be 1700 cm”1, which is still large.
148
the vapour [Lahmani, Fracl and Tramer 1972; Ito Suzuka, Udagawa, Mikami 
and Kaya 1972] the progression is much longer and successive members (0-1 
to 0-5) have intensities 1:1.3:0,6:0.5:0.2. Such sensitivity to the 
medium suggests a dependence on an energy gap between close lying states, 
and again hints at an interaction with the nearby 3^2u state> an  ^a b^ 
assignment for the 919 cm-1 mode. This interaction might also explain 
the frequency decrease of: the mode in the n ,tt* state.
A further indication of the non-HT coupling derives from the
ratio of the intensity induced by the b.. t (new assignment) mode in
pyrazine-d4 and pyrazine-do* Orlandi and Siebrand [1973] pointed out
that this ratio, ~ 0.5, is far from that expected from conventional RT
theory (which, as we discussed in Sec. 3.3, should be the ratio of the
frequencies; 0.783), which may indicate strong BO breakdown effects.
This argument, however, depends somewhat upon the validity of the new
assignment (in which 919 cm-1 is the only b.. mode), since, if 919 cm-118
were one of the pair of b^^ modes, then possible normal mode mixing*may 
affect the result.
3.7.2 Out-of-Plane Normal Coordinates of Pyrazine
A valence force field for the nonplanar modes of pyrazine
(2a + lb.. + 2b0 + 2b„ ) was derived from a benzene field due. to Kakiuti u lg 2g 3u
and Shiinanouchi [1956], The bond-weighted benzene force constants were 
adjusted to account for the different bond-lengths in pyrazine, but 
otherwise were transferred unaltered. We note one other computation of 
these normal modes which was performed by Scully [1961], who also used a 
modified benzene force field [Whiffen 1955]. Our reasons for not 
employing Scully's field were twofold: (a) The form of the internal
torsional modes in the Whiffen field involve a motion of six atoms (four 
carbons and two hydrogens), for which considerable program reorganization 
is required to accommodate the 5-atom torsions of pyrazine, and (b) the 
agreement of Scully’s frequencies with experiment (for either of the 
proposed assignments) is not remarkably good.
As it transpired, our force-field produced frequencies which, 
although individually somewhat different from those of Scully and Whiffen, 
had a similarly inaccurate agreement with experiment. Neither 
calculation sheds much light on the assignments of lb  ^and lb .
1-0 ^ o
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3.7.3 Results and Discussion
The computed (CHDO/S, 20 configurations) and observed 
properties of the lowest states of pyrazine are given in Table 3.7a, and 
the results of the vibronic and normal coordinate analyses in Table 3.7b.
The results of the vibronic calculations are in reasonable
agreement with experiment, if we accept the reassignment of the lb^ mode
at 919 cm-1. If 'correction factors' (Sec. 3.2.2) are applied, f forcalc
lb. is reduced to 0.32, and the summed oscillator strengths of the b_
-*-o o
modes is unchanged, at 0.2 (if the strong higher B, state is the 
intensity source) or is increased to 0.5 if, less probably, it is the 
lower Bj^ state which is exclusively responsible. A curious feature is
2gthat the calculation does generate a fairly large intensity through b
coupling despite the wide spacing (20,000 cm“1) to the nearest possible
B. lending state. Marzzacco and Zalewski [1972] note that the ?B, state, lu lu
because of its proximity to the 5 n,ir* state, lends some intensity to
it via the lb9 mode at 753 cm”1 (in the mixed crystal phosphoresce) 
whereas the 2b9 mode is inactive. Since we do not expect the form of
o
the wavefunction in the state to be very different from that in the
state we should also expect that the lb,, mode be more active than 3u 2g
the 2b? mode in absorption. Our calculations show the reverse order. 
However, as we noted above, it is probably the higher B ^  state which, in 
the singlets, is the lending state and thus the comparison with the 
triplets is hazardous. Also, the computed modes may be mixtures of the 
actual ones (as indeed the similarity in their frequencies indicates).
A further feature is that the value of f . could be too low.obs
We have taken it from Kochstrasscr and Marzacco [1968a] who are not 
explicit about the data used to separate the vibronic from the allowed 
intensity. Their figure is less than 10% of the total f value. A 
spectrophotornetric vapour spectrum [Mott 1973] appears to show more 
intensity (as large as 3><10~3) attributable to the vibronic origin, but 
because of overlapping bands, we are not confident of this interpretation. 
However, if a high figure is appropriate, and if indeed the calculation 
is essentially correct, then the suggestion of Orlandi and Siebrand 
[1973], that in this transition the non-BO terms are primarily 
responsible for the interaction, may bo correct.
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Table 3.7a
Singlet states in pyrazine. Experimental data are from 
Innes, Byrne and Ross [1567]
No. Symm. Poln. a Type
1 B3„ X n,7r*
2 B2g - n , 7T *
3 B 2 u y TT , 7r *
4 Au - n , if *
5 Bilu z T T , f r *
6 Blu z a, it*
7 B 2 u y 7T , TT*
8 B 2 u y a, T T *
9 Blu z 7 T , 7 T *
Vcalc Vobs ^calc fobs
27408 30826 - 0.012
37382 30425? -
39618 37839 0.404 0.10
40518 - -
50254 50880 0.077 0.145
58146 - -
59653 - 0.493 '
61271 60700 - - 1.0
61395 - 0.546
See diagram in Sec. 3.7.1.
Table 3.7b
Vibronic calculations for the out-of-planc modes of pyrazine in
the 1 B. transition. Frequencies in cm""1.3u g
Mode Vcalc
a
Vobs 103 f ’ 103 f . bcalc obs
lau 979 950 0.0
2au 420 340 0.0
lb, 836 753 or 919 C 0.405 0 or 0.91lg
lb2g 940 919 or 753 C 0.052 0.91 or 0
2b „2g 818 703 0.149
lb3u 773 804 0.0
2b3u 506 416 0.0
Total 0.606 0.91
From Innes, Byrne and Ross [1967].
Value quoted by Höchstrasser and Marzacco [1963aJ.
919 cm 1 is the active mode, see text concerning alternative
assignments.
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3.8 VIBRONIC COUPLING IN THE LOWEST SINGLET n,a*
STATES OF QUINÜXALINE AND 1,5-NAPHTIIYRIDINE
3.8.1 Introduction
In quinoxaline (Q) and 1,5-naphthyridine (NP),
Q NP
the lowest singlet state is n,ir*. In all valence-electron MO 
calculations on Q and NP the ordering of the symmetric ("S") and anti- * 
symmetric ("A") n^ orbitals is "A” < "S" [Jordan, Ross, Hoffmann, Swenson 
and Gleiter 1971], In Q, the lowest singlet n,7T* state is definitely Bj 
[Glass, Robertson and Merritt 1970; Fischer, Jordan and Ross 1971], in 
agreement: with theory. In NP where the transition is predicted to be 
forbidden (B <- A ), the spectrum has not been interpreted, despite8 8 .t.
considerable effort. In neither spectrum is there any definite evidence 
for the location of the second n,ir* state.
Q displays, in the low temperature mixed crystal absorption 
spectra [Jordan, Fischer, Rokos and Ross 1973], a wide variety of 
Herzbcrg-Teller origins —  nearly all the modes capable of coupling with 
higher states are in fact observed. It was hoped that if an acceptable 
fit between the calculated and observed coupling strengths could be 
achieved for Q, then similar calculations for NP could assist in the 
interpretation of its spectrum.
t For a discussion see Fischer [1974] and Jordan [1970].
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3.8.2 The Low Singlet Electronic States of 
Qninoxaline and 1,5-Naphthyridine
CNDO/S (30 configurations) results and observational data for 
the lower singlet states of Q and NP are listed in Tables 3.3a and 3.8b 
respectively. The energies are in quite good agreement with experiment, 
the oscillator strengths less so. The tables indicate that out-of-plane 
a? modes in Q may induce M polarization in state 1 (3^; n ,tt*) , by 
coupling with state 4 (B2; 7i,,T*). Similarly, modes in the 3^  state 
can couple with state 2 (Aj ; *n,tt *^) . For NP, we should expect modes to 
couple the lowest (B ^ ; n,7T*) state with states 2, 4 and 7 (3^; n,7r*). In 
both molecules the coupling vibrations are out-of-plane.
3.8.3 Normal Coordinates
There are no reported normal coordinate analyses of any 
azanaphthalenes. However, a calculation for the out-of-plane modes of 
naphthalene has been achieved by Scully and Whiffon [1957], using the 
six-atom torsions mentioned in Sec. 3.7.2. A routine to compute the 
Wilson s. vectors for these torsions and those with one missing H atom was 
coded into the normal coordinate program, which then successfully 
reproduced the naphthalene frequencies. However, the trailsferral of the 
force constants to the azanaphthalenes proved to be somewhat laborious 
for those constants relating to the five-atom torsions. We therefore 
used a simpler method: dummy atoms of near-zero atomic mass were
’attached' to the ring N atoms, which enabled the six-atom torsions to be 
calculated as before. This procedure generates two extra very high 
frequencies (~ 10,000 cm"1), which can be neglected. It had no effect 
upon the elimination of redundancies, if care was taken not to make the 
dummy atoms too light, in which case the ’redundant’ eigenvalues of the 
G matrix assumed values significantly iarger than zero. For dummy masses 
of 10~3 and 10-I+ a.m.u. the computed genuine frequencies were all within 
four-figure agreement. The frequencies calculated using a naphthalene­
like geometry are in tolerable agreement with available experimental data 
(cf. Table 3.8c of Sec. 3.8,4). The symmetries of the out-of-plane modes 
of Q (point group are: 7^2 + 6bj and for NP (point group C^ . ) are:
7a + 6b . u g
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Table 3.8a
Low-lying singlet states of quinoxaline. Frequencies in cm"1.
No. Symm. C Poln. Type Vcalc Vobs ^calc fobs
J. Bi M n , tt * 26547 27067 a v -
2 Ai L 71 , TT* 32037 31600b 0.021 0.11
3 A?. - n, 7f * 32550
4 b2 M 7f , TT* 33981 35000b 0.089 ~ 0.03
5 a 2 - n , tt * 42173
6 A i L 71 , 7T* 42826 42300b 0.403
Vapour spectrum of Fischer, Jordan and Ross [1971]. 
From solution.
Molecular symmetry is .
Table 3.8b
Low-lying singlet states of 1,5-naphthyridine. Frequencies in cm-1.
No. Symm. C Poln. Type Vcalc Vobs ^calc ^obs
1
2
B8
Bu L>M
n, ir*
7T , 7 T *
27469
32378
~ 27123 a v 
32300b
- overlapped
0.019
3 A N n , T r * 33355 -
4 Bu L<M 7 1 , 7 7 * 35576 35700b 0.104
5 B8 - 1 1 , 7 7 * 42431 -
6 Ag - 77 , TT * 44580 0.0
7 Bu L>M 7f , 77 * 45281 0.976
Vapour measurement; Jordan [1970]. 
From solution spectra.
Molecular symmetry is C .
4- 11
Table 3.8c
Vibironic coupling in the Bi state of, and normal coordinate 
results for quinoxaline. Double and single primes have 
the usual meaning. Frequencies in cm *.
Mode V v" 5 i aV 10u f , 104 f . Dcalc obs obs calc obs
lbi 965 866 600 0.23 8.5
2b i 815 796
r 614?
6.70
3bi 762 718 0.17
4bi 478 484 425 1.25 5.5
5b i 399 399 310 0.03
6b x 180 164 1.08 0.1
la2 970 0.53
2a2 957
798
0.44 vvw
3a2 882 - 2.42
4a2 756 6S3 0.36 vvw
5a2 607 536 5.09 vvw
6a2 468 454 438 1.30 0.3
7a2 212 0.15
Total 19.80 13.40
In various media [Jordan, Fischer, Rokos and Ross 1973].
Relative values from the vapour spectrum, and the spectrum in durene 
[Fischer, Jordan and Ross 1971.; Jordan, Fischer, Rokos and Ross 1973] 
—  and these are reliable; absolute values are very uncertain. Quite 
different figures given by Kochstrasser and Marzzacco [1968] from the 
spectrum in naphthalene are out of line with the free-molecule 
spectrum.
3.8.4 Results for the Vibronic Calculation in 
the Bi; n ,\t* State of Quinoxaline
The calculated oscillator strengths induced by out-of-plane 
vibrations in the transition of quinoxaline are listed, with
estimated experimental values, in Table 3.8c. Calculated and observed 
frequencies are also included in the table. The agreement of the 
computed oscillator strengths with experiment is disappointing. In 
particular, the second strongest observed vibronic origin at 484 cr.f1 
(ground state frequency) is predicted to be weak. The relative coupling
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efficiencies of bi cind a2 diodes are also misrepresented, but are greatly 
improved if subjected to the ’correction factor’ of Sec. 3.2.2. This is 
7.7 for the bi modes and 0.3 for the a2 modes which would make the former 
class by far the more, active. A partly satisfactory feature of the 
calculation is the attribution of the strongest coupling efficiency to 
mode 2bi, whereas the spectrum shows lbi- The clear experimental fact is 
that 866 cm * (ground state) and 600 cm 1 (excited state) are the main 
vibronic origins but their proper designations are unclear, and the 
calculation may yet be correct. However, there is little intensity 
attributed to a second, almost as important, source at 4bi, and this is a 
serious deficiency.
The sole really clear a vibronic origin is due to 6a2J the 
calculations select 5a2* These frequencies we calculate to be well 
separated, and it is unlikely that the form of 6a2 is so badly 
represented as to enable us to speak of mixing of mode type. This result 
we also concede to be wrong.
In total, this is a disappointing vibronic calculation.
3.8.5 Results for the Vibronic Calculation in the
Bg and (n,TT*) States of 1,5-Naphthyiridine
The normal coordinate and vibronic coupling calculations for 
the a^ modes in both the low n ,tt* states of NP are given in Table 3.8d.
In view of the results for Q, we do not claim that the calculations have 
predictive value, though they clearly suggest consideration of 3a and 
3^ as prominent vibronic origins.
3.9 VIBRONIC COUPLING IN THE TWO-PHOTON 
ABSORPTION SPECTRUM OF NAPHTHALENE
3.9.1 Introduction
With the advent of tunable dye-lasers, electronic excitations 
have been observed resulting from the near simultaneous absorption of 
more than one photon from the radiation field. Very recently, two-photon 
absorption spectra have been recorded for benzene in the vapour and 
crystal phases [Höchstrasser, Wessel and Sung 1974J and for naphthalene, 
in pure and mixed crystals [Hochstrasser, Sung and Wessel 1974]. One 
clear difference between the one- and two-photon spectra is the ener^enro 
of many more vibronic origins in the latter, in which the involvement of
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Table 3.8d
Vibronic coupling in the B and Ag u (n,7r*) states of 1,5-naphthyridine.
Mode V Vcalc obs 104 f , (B ) a calc g 10" fcalc <V
lau 973 3.03 0.0
2au 924 1.74 0.0
3 au 790 10.73 0.0
4au 608 7.59 0.0
5au 477 3.80 0.0
6au 211 0.29 0.0
7au 180 1.09 0.0
lbg 966 0.0 13.50
2bg 924 0.0 10.14
3b8 781 0.0 26.13
4bg 746 0.0 12.32
5bg 488 0.0 16.62
6bg 400 0.0 4.12
The Bg-<-Ap origin is computed to be 5386 cm-1 to the red of the A^ Ag 
origin, in the undisplaced molecule.
intermediate states produces different selection rules. The theory has 
been reviewed by Peticolas [1967].
3.9.2 Selection Rules for Two-Photon Absorption
Following Ilochstrasser and Wessel [1974], the absorption 
amplitude for two-photon absorption from the ground state [Y ) to the 
final state j > in the dipole approximation is proportional to
< yn(*>Q) M  V. (x,Q) ) < T (x,Q) I oc J ^ f (x,Q) >
2  -- 
i Tim -  e
(3.9.1)
In this approximation the intermediate states are assumed to be molecular 
eigenstates |^. > with energy e ., and ct is the electric dipole operator 
a = ot(x,Q). As in the one-photon treatment, we assume that the molecular
eigenstates may be approximated by an adiabatic product state [i)jv) and
define
157
ooi(Q) - (0 I a Ii) . (3.9.2)
We make the further assumption that the states |'*k) are so high in energy 
with respect to the photon energy that we may reduce the former 
expression for the absorption amplitude to
S (■ftco-e.)"1r< F la. |F. ><F. |ct.jFr >,1 oo 1 01 1 IV XV 1 it 1 fw1 V
where is an average energy which we can equate with the energy of the 
i ^ 1 electronic state, and F. is a vibrational wavefu.nction for the v~uIV
mode in the state i. We have assumed that both photons come from the 
same beam and have polarization a. Contracting over the vibrational 
states v:
Intensity « 2 (tuo - e .)~1 <F |a . a.f |Fr ) . (3.9.3)i o o 1 oi if' fwl
Expand the electronic wavefunctions |i) about an equilibrium nuclear 
geometry:
Ii) = |i)°+ 2 2 cY. |k)°Q +... , (3.9.4)
kj£l v lk v
where |k)° denotes an electronic wavefunction evaluated at a common 
equilibrium nuclear configuration. Thus from (3.9.2),
"oi(Q) = O(0l “ <*.Q)l<|i)° + 2 2  |k)° Q }
k/1 v
oa . oi 1- 2 £ ak/1 v
o
ok
v
ik Qv (i xk) * (3.9.5)
where the ground electronic wavefunction is assumed to be ummixed, and 
similarly,
alf(Q) if + 2 2k -/l w
c .. Q (i x k) xk w
+ 2 2  u.p° e g  Q (f x it) , (3.9.6)
l/'f- X
where ( i * k) denotes that the normal coordinate belongs to the same 
symmetry representation as the product T. xf . So, to first order in Q,i tv
the product a ^(Q) contains four terms:
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(a) oa . oi
c
"if
• (3.9.7a)
(b) oa .Ol Xkrl
v OX akfw
w
Cik Q (i*t)w (3.9.7b)
(c) oa . or X7^f
v-> O
>J “itX
X
Cf i Q (f x z)X (3.9.7c)
(d) oa.if Xk/1
Y 0X a , okV
V
Cik Q (i x k) . v (3,9.7d)
The first terra is the allowed component and (b) , (c) and (d) are 
vibronically induced components. For (b) and (d) the coupling is via the 
intermediate states i; for (c) it is through the final state f.
The selection rule for an allowed electric dipole transition 
between nondegenerate states (assuming a totally symmetric (r^) ground 
state) is that must be contained in x This implies that r^ = Fi.
For the vibronically induced components, if f is a gerade state, then the 
two intermediates must both be ungerade (since the selection rules for 
single photon absorption are g u), and the vibrational mode must have 
the symmetry of i x k=u><u~g. Similarly if f is a u state, then the 
vibration must be a g mode.
For naphthalene, if we are concerned only with states derived 
from Tr-electron promotions, then the two-photon selection rules coupling 
vibrational modes in the first singlet excited state are given in 
Table 3.9a, from which it emerges that, for an electronic transition to 
this state (which is two-photon electric-dipole forbidden) only the b^  
modes can form vibronic origins in either polarization.
Table 3.9a
Selection rules for the coupling of the ground and first 
excited singlet state (I'f “ 13^ ,1.) of naphthalene via 
a mechanism invoking two photons with the same 
polarization a.
a T .l r ba Fvib
(b) Bo A A bo2u^ J 2u 8 8 2u
Ik (M) B-. Bo A bolu } lu 3g 8 2u
Cases (b) and (d); coupling via intermediate state i. 
Case (c); coupling via final state f.
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3.9.3 Formulation in the. MO Approximation
The computation of the vibronically induced intensity in the 
two-photon absorption spectrum of naphthalene proceeds along the lines of 
the one-photon method but is much more hazardous since many more numbers 
are invoked in reaching the final result. The essential task is the 
calculation of the quantity
2
i
(fiw -  e . ) 1 < F1 oo a . a . r F ) oi if1 fv (3.9.8)
and thus the transition amplitude emerges as a sum of a number of signed- 
quantities, the number being the number of intermediate states i 
permitted by any of the selection rules of Table 3.9a. The reliability 
of the result thus depends on the. reliability of many terms which 
individually give one-photon-type results. When we commenced this 
calculation, we had little confidence that it would be successful.
The calculation has to be performed for the two different 
polarizations (L and M) of Table 3.9a. The M calculation is simpler than 
the L calculation because the latter requires evaluation of permanent 
dipole moments in single configuration states, and these are large 
numbers of doubtful reliability. The reason for the distinction is as 
follows. Write
|i) = £ a±r14>r) , 
r
where |i) is a state function after CI, <j> (Q) is a single configuration 
wavefunction at geometry Q, and is the Cl mixing coefficient. 
Similarly
lf) = 2afsks>
and S
U b h O  -  n a . r  « f s C * r | a t | * 3 ) •
r s
tNow a is the total molecular dipole moment operator; it reduces to the
operator for electrons only, about an origin which may be chosen anywhere,
since (a) ^(Q) and <f> (Q) are orthogonal, and so the nuclear coordinates
are eliminated (b) the Cl transformation matrix is orthogonal and so the
replacement of a by a 1 constant will not change the value of (i }ct( f) .
Then, h., vibrations distort the molecule into a form with C. svinmetry, zu 2v
with the L axis as the C^ axis. So distorted, the molecule has a
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permanent dipole in the L direction but not in the M direction. In 
calculations relating the L direction, we found that these permanent 
dipoles appeared to be uncontrollably large and the resultant induced 
intensities much greater than those predicted for M polarization. 
Experimentally, the M polarized spectrum is less intense than the L 
polarized one, by a factor of about 2, rather than, say, 100. he 
therefore believe that the M-polarization calculations are worth 
reporting, but we have no confidence in the L-po.larized results.
The evaluation of the sum (3.9.8) required an extensive
modification of the CNDO/S program, permitting evaluation of the
quantities (<+> | o l  j ^) > according to the selection rules for the symmetry r s
of b^^'distorted naphthalene (C0 ). Between two singly-excited
configurations, this quantity vanishes unless <{> and <{> differ in respect
of a single electron, i.e. , if ct> is of the form v X (where 'occ'
and 'unocc* refer to orbitals filled in the ground state). Then <$> must
have either the same y or the same x • In an all-valence-electronocc unocc
calculation this still leaves open many options. Eighty configurations
were employed in the calculation and the number of nonzero elements
(A I a.. 16 ) was ~  400. Further details follow, r1 M 1 s
As previously, the electronic moments a (Q) were expanded,
this time in the form
aoi (Q) m . 1- m . ' Qoi oi
aif(Q)
where AE
"if + "if’ Q (3.9.9)
(hv-E.) 1 ~  ftEf - E 1)"1
(It may be helpful to insert the explanatory reminder that this is two- 
photon overtone spectroscopy and so hv = ^ AE; a further consequence is 
that the energy denominators in the present application are always far 
from resonance). For a forbidden process,
a . a . r oi if /AE = (m .° + n * + m  . ’ + n  °)Q + ... oi if oi if v
and the transition amplitude for a 1^-0 transition is 
m  = £ < Foo
“oi a if' FP1) = £ (m n . r * + m . * n.r°) <F |Q |Fr > .O O 1 V 1 f 1fl i oi if oi if (3.9.10)
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The last factor is the same as that which appears in Eq. (3.1.5), 
relating to one-photon theory, and so, as before, the proper calculation 
is made at a displacement equal to the r.m.s. displacement in the zero- 
point vibration. There is no possibility of making absolute intensity 
comparisons since the experimental data are in no way related to an 
absolute intensity scale (and equally, there are constants relating the 
theoretical amplitudes to observed intensities which have not. been 
included here). Thus the calculations are to be regarded as attempts to 
calculate relative intensities.
3.9.4 Results for M Axis Induced Intensity in the 
Naphthalene L Two-Photon Absorption
Table 3.9b lists the values of the relative transition moments 
induced in the M polarization by b ^  modes, (calculated with the force 
field of Kydd; see Sec. 3.4.2) in the two-photon absorption to the first 
singlet state of naphthalene. Also listed are the experimental results 
of Hochstrasser, Sung and Wessel [1974],
Table 3.9b
Relative transition moments (A) induced by b2u modes in the M axis 
direction, for the two-photon absorption spectrum to the first 
excited singlet state of naphthalene. Frecmencies in cm"1,
o  O  ^  1 *transition amplitudes in A^(e.v.) .
Mode Vcalc 104 x IM _ Icalc
a
V obs Int. (obs) a
b
Vobs Int.(obs) k
1 3065 2.7 - —
2 3040 1.1 - -
3 1527 11.3 1540 vvs 1542 V V  3
4 1383 2.4 1436? - -
5 1247 9.9 - -
6 1174 0.8 - - - -
7 1014 9.1 - - - -
8 640 10.5 - - - -
In durene host crystal at 2 °K. 
k Pure crystal, 2 °K.
All experimental results from Hochstrasser, Sung and Wessel [1^74],
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The table deliberately shows only one clear experimental 
vibronic origin in two-photon absorption: this is due to mode 3. By
good fortune, mode 3 is also that which is predicted to show the greatest 
activity, but the margin of advantage over modes 5, 7 and 8 is only of 
the order of 10-20%. The experimental crystal spectra are not easy to 
read, and the authors too are cautious in their claims about other 
vibronic origins. As far as these very speculative calculations are 
concerned, we believe that the only worthwhile comparisons are;
(a) while our calculation successfully identifies mode 3 as the principal 
source of vibronic activity, it does not sufficiently distinguish it from 
other modes, (b) there is some reason to think that the next most 
important mode may be mode 4, which does not figure prominently in the 
table, but then modes could mix —  deuteration experiments will doubtless 
resolve that matter. With regard to the lower frequency modes, 
comparisons are hazardous. We have been tempted to reproduce the spectra, 
but the associated arguments are extensive and two-photon spectroscopy is 
so new that nothing less than both would be sufficient, and their 
inclusion here does not seem justified.
3.10 Conclusion
The philosophy of this work has been principally experimental — 
to see whether a relatively simple-minded approach to a problem (which 
does not require inordinate amounts of computer time), that has hitherto 
been generally regarded as distinctly intractable could be sufficiently 
successful to merit refinement.
We believe that it has been; most calculations yield total 
estimates of vibronically induced intensity of the right order of 
magnitude, and where there is a choice of vibrations which might be most 
active, the calculations usually succeed in identifying the most 
important ones.
Much of the difficulty experienced in direct comparisons of 
individual vibronic intensities stems from inadequate documentation of 
the observed integrated absorption of the bands. Curiously, our 
calculations tend to suggest that vibronic activity should be more widely 
distributed, among the available vibrations in the appropriate symmetry 
class than has generally been reported. Since we can see no reason, in 
general, why just one or two out of, say, a dozen frequencies should
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always dominate in this role, we suspect that there may be many quite 
significant vibronic origins, even in the well studied molecules 
described here, which experimentalists have been hesitant to assign — 
e.g., because they are buried among sequence bands (in vapour spectra) or 
among phonon structure (in crystal spectra).
Many further exploratory calculations are suggested by this 
work, such as: variations on the MO method used and inclusion of Cl in 
the ground state; the use of refined force fields (we did not think it 
worthwhile to try to sort out all the vibrational spectroscopy of the 
molecules considered); applications to new classes of molecules, as 
widely divergent as diatomics and the interesting symmetric transition 
metal complexes; and so on.
At the same time we have been unsuccessful in uprooting a 
physically useful explanation of vibronic activity. We have analysed the 
way the calculations went in the cases of naphthalene and azulene, in 
terms dictated by the computer output, and concede that we might have dug 
into the other calculations.
The general success of the calculations appears to testify to 
the validity of the treatment of vibronic coupling in the Herzberg-Teller 
approximation.
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