Abstract-We consider the asymmetric distributed source coding problem, where the recipient interactively communicates with N correlated informants to gather their data. We are mainly interested in minimizing the worst-case number of informant bits required for successful data-gathering at recipient, but we are also concerned with minimizing the number of rounds as well as the number of recipient bits. We provide two algorithms, one that optimally minimizes the number of informant bits and other that trades-off the number of informant bits to efficiently reduce the number of rounds and number of recipient bits.
The abstract distributed data-gathering problem that we consider is similar to well-known distributed source coding (DSC) problem, first addressed by Slepian and Wolf in [3] and later by various other researchers. However, our work mainly differs from the previous work as follows. Firstly, we assume asymmetric communication. Secondly, we are concerned with the worst-case performance analysis of distributed source coding. Thirdly, we are interested in distributed source coding when only a single instance of data is available at every informant. Finally, we consider a more powerful model of communication where the recipient and informants interactively communicate with each other.
Preliminary versions of our work have appeared in [19] , [20] , where we have considered a simpler model of communication between the recipient and informants to solve the distributed data-gathering problem and applied that solution to a single-hop data-gathering sensor network to enhance its lifetime.
In Section III, we discuss some background and properties of the notion of information ambiguity, which we proposed in [19] , [21] to use for the worst-case information-theoretic analyses. In Section V, we provide precise description of the communication model we assume and formally introduce the distributed data-gathering problem we address in this paper. In the next two sections, we give the solutions of this problem under two different communication scenarios. In Section VI, we present an interactive communication protocol to compute the largest worst-case achievable rate-region for any probability distribution. Finally, Section VII provides an optimal interactive parallel communication protocol that efficiently trades-off the number of informant bits to reduce the number of communication rounds and the number of recipient bits.
II. RELATED WORK
Given the existential and non-constructive nature of the Slepian-Wolf solution of the DSC problem, in the recent past, numerous attempts have been made to provide practical solutions for it. Starting with [4] , most of these solutions have attempted to solve the DSC problem, based on asymmetric channel codes, such as Turbo codes [5] - [7] , LDPC codes [8] - [11] , and Convolution codes [12] . An interested reader can refer to an extensive survey of this approach in [13] . Given the resource asymmetry in typical data-gathering sensor networks, the authors in [14] make a strong case for the use of such asymmetric codes in these networks.
These developments, though pragmatic and constructive, are not very practical in the context of sensor networks, particularly due to their assumption of symmetric communication scenarios and requirement of large coding dimensions. Given the limited communication and computation capabilities of the sensor nodes, it is not reasonable to assume that the sensor nodes know the joint distribution of all sensor data. Also, the block-encoding with very large block-lengths (typically, ∼ 10 4 data samples) required by these schemes may incur large data-gathering delays, rendering these solutions inefficient, given the time-criticality of sensor-data. In [15] , the authors have attempted to address these issues by employing recipient based feedback. However, they are concerned with average-case analysis and lossy data-gathering.
The notion of information ambiguity that we propose as the worst-case equivalent of the notion of information entropy, was introduced by Orlitsky in [16] , but in a different context than ours. Also, the researchers in the field of "Possibility Theory" have endeavored to define some information measures, which are closely related to the notion of information ambiguity. However, it is beyond the scope of this paper to discuss those efforts and an interested reader can find the broad survey of such work in [17] , [18] .
III. INFORMATION AMBIGUITY
As mentioned previously, the notion of ambiguity was introduced in [16] . In our work, we generalize this notion, develop its numerous properties, and establish it as a valid information measure. However, for the sake of brevity, here we only discuss the background and properties of ambiguity relevant to this paper and we provide the details in [21] .
A. Ambiguity: Two Random Variables
Let us consider a pair of random variables (X 1 , X 2 ) ∼ P = p(x 1 , x 2 ), X 1 ∈ X and X 2 ∈ X , where X is discrete and finite alphabet set of size n. The support set of (X 1 , X 2 ) is defined as:
We also call S X1,X2 as the ambiguity set of (X 1 , X 2 ). The cardinality of S X1,X2 is called ambiguity of (X 1 , X 2 ) and denoted as μ X1,X2 = |S X1,X2 |. So, the minimum number of bits required to describe an element of S X1,X2 is log μ X1,X2 .
The support set S Xi of X i , i = 1, 2, is the set
of possible X i values. We also call S Xi ambiguity set of X i . The ambiguity of X i is defined as μ Xi = |S Xi |. The conditional ambiguity set of X 1 , when random variable X 2 takes the value
the set of possible X 1 values when X 2 = x 2 . The conditional ambiguity in that case is
the number of possible X 1 values when X 2 = x 2 . The maximum conditional ambiguity of X 1 is
the maximum number of X 1 values possible with any value that X 2 can take. We denote the corresponding maximum conditional ambiguity set as S X1|X2 . The quantities S X2|X1 (x 1 ), μ X2|X1 (x 1 ), S X2|X1 , and μ X2|X1 are similarly defined by exchanging the roles of X 1 and X 2 in the preceding discussion.
In the following, we state a few properties of ambiguity, omitting the proofs for brevity.
When the random variables X 1 and X 2 are "interacting", then
Property 6: Let Π denote the set of all possible permutations of {1, 2} and π 1 = (1, 2) and π 2 = (2, 1), then
B. Ambiguity: N Random Variables
The definitions and results of the subsection III-A for the ambiguity of two random variables are easily extended to the corresponding definitions and results for the ambiguity of a set of N random variables U = {X 1 , . . ., X N }. For example, the support-set S X1,...,X N of N -tuple (X 1 , . . . , X N ) with underlying probability distribution P = p(x 1 , . . . , x N ) is defined as:
The cardinality of S X1,...,X N is called ambiguity of (X 1 , . . . , X N ) and denoted as μ X1,...,X N = |S X1,...,X N |. So, the minimum number of bits required to describe an element in
Let us consider sets of random variables X A and X 
We also address S X A as ambiguity set of X A , with corresponding ambiguity denoted as μ X A and defined as μ X A = |S X A |. So, the minimum number of bits required to describe any value of X A is log μ X A .
Let us consider the random variable X i ∈ X A and the set of random variables X B ⊂ X A , X i ∈ X B . Let us denote an instance of X B as x B . The conditional ambiguity set of X i , when the set X B takes the value
WeD4.2 the set of possible X i values when X B = x B . The conditional ambiguity in that case is
the number of possible X i values when
The maximum conditional ambiguity of X i is
the maximum number of X i values possible over any x B . We state next, again omitting the proofs for brevity, a few properties of ambiguity for N random variables.
Property 2: Let Π denote the set of all possible permutations of {1, . . . , N} and π ∈ Π, then
Property 3: S Xi|X
Also, it is easy to prove that for a given support-set S X1,...,X N , the functional log μ X1,...,X N satisfies various axioms of valid information measures, such as expansibility, symmetry, continuity, subadditivity, additivity, monotonicity, [18] . However, it is beyond the scope of this paper to provide the proof of this assertion.
IV. NOTATION
This section provides the notation used frequently in rest of the paper.
S:
the set of N informants. X : finite, discrete alphabet set. |X | = n. P: 
V. INTERACTIVE DISTRIBUTED SOURCE CODING IN ASYMMETRIC COMMUNICATION SCENARIOS
Let us consider a distributed information-gathering scenario, where a recipient collects the data from N correlated informants. We assume the asymmetric communication, where the joint distribution P of informants' data is known only to the recipient. The Figure 1 depicts this scenario for N = 2. As the interactive communication is known to reduce the complexities of communication and computation in asymmetric DSC problem, [19] , [20] , we allow the recipient and the informants to interactively communicate with each other for the purpose of lossless data-gathering.
Problem Statement:
The strings of X are revealed to the informants, with the string x i being given to the i th informant. The recipient wants to learn each informant's string losslessly (P e = 0). An informant may not learn about other informants' or the recipient's data. Our primary objective is to minimize the total number of informant bits required, in the worst-case, to accomplish this, but we are also concerned with minimizing both the number of rounds and the number of recipient bits.
The Problem Setting: We consider an asymmetric communication scenario 1 . Communication takes place over N binary, error-free channels, where each channel connects an informant with the recipient. An informant and the recipient can interactively communicate over the channel connecting them by exchanging messages (finite sequences of bits determined by agreed upon, deterministic protocol). The informants cannot communicate directly with each other. We assume that the communication between the recipient and the informants proceeds in rounds, as in [2] . In each round, depending on the information held by the communicators, one or other communicator may send the first message. However as argued in [16] , if we allow the empty messages and eliminate the last message if it is sent by the recipient, then any sequence of messages can be converted into another sequence, where the same communicator transmits the first message, with no increase in the worst-case communication complexity. So, we assume that in each communication round, first the recipient communicates to the informants and then, the informants respond with their messages. Each bit communicated over any channel is counted as either a recipient bit or an informant bit.
We assume the informants to be memoryless in the sense that they do not remember their messages sent in different rounds. However, we assume that i th informant knows its support-set S Xi , so that it represents the binary string x i , given to it, as b
in log μ Xi bits. The recipient knows the distribution P and the corresponding support set S X1,...,X N . So, every X, X ∈ S X1,...,X N , can be uniquely described using log μ X1,...,X N bits. This implies that to learn X unambiguously, the recipient must receive at least log μ X1,...,X N bits from the informants, in the worst-case. The sample X can also be uniquely described by concatenating the bit representations of all
That is, X can be described as b We are mainly interested in computing the minimum total number of informant bits B that the recipient requires to learn X revealed to the informants. However, we also attempt to minimize the number of bits that the recipient sends as well as the total number of rounds.
We illustrate the problem setting with an example supportset shown in Figure 2 . Let the informants 1 and 2 observe the random variables X 1 and X 2 , respectively. For the given support-set, at least log μ X1,X2 = 4 bits are required to describe any element of S X1,X2 and it requires no less than 3 bits to independently describe a value that X 1 or X 2 take.
For a given support-set, the recipient can construct a figure similar to Figure 2 . One of the strings from the fourth column is drawn, with first log μ X1 bits given to informant 1, next log μ X2 bits given to informant 2, and so on. The recipient wants to learn of this string, whose different parts are held by different informants, with the informants sending minimum total number of bits to the recipient. In the next two sections, we address this problem in two different communication scenarios. In the first scenario, in each communication round, only one informant can send one bit of information to the recipient. This allows us to compute the minimum number of informant bits (total and individual) required to enable the recipient to learn of the particular X revealed to the informants, when any number of rounds and recipient bits can be used. In other words, this communication scenario allows us to compute the largest worst-case achievable rate-region for this problem. In the second scenario, one or more informants can send one or more bits in parallel to the recipient. This as we argue and show later, allows us to exploit various trade-offs among the number of informant bits, the number of recipient bits, and the number of rounds.
Note on the terminology: We call a bit undefined, if the recipient does not know for sure the corresponding bit-value, otherwise it is called defined. For example, until the recipient learns of the actual X revealed to the informants, one or more bits in the N i=1 log μ Xi bits long representation of X, remain undefined.
VI. ALLOWING ONE INFORMANT BIT PER ROUND
We discuss the optimal solution as well as the achievable rate-region of the data-gathering problem of the last section, in the worst-case. We provide an interactive communication protocol to optimally solve this problem and compute the lower bounds on the achievable rate-region. We call the proposed algorithm "bit-serial communication (bSerCom)" algorithm.
A. The bSerCom algorithm
Let us consider an interactive communication protocol, where in each round only one bit is sent by the informant chosen to communicate with the recipient. This offers the opportunity to optimally minimize the number of informant bits, as it maximally conditions the ambiguity sets of the informants at the recipient. The chosen bit has the property that it divides the current conditional ambiguity set closest to half. Formally, if U is the set of undefined bits in Algorithm: bSerCom
Choose the bit-location corresponding to randomly chosen
The recipient asks the informant corresponding to bit-location j l+1 to send the bit-value
Compute U ⊂ V , the set of undefined bits 11
The recipient can perform the worst-case performance analysis of the protocol bSerCom by selecting on the line 8, b * (j l+1 ) that solves:
The binary representations of the elements of S X1,...,X N , as in Figure 2 .d, can be arranged as the leaves of a binary tree, where various bit-locations in the strings form the root 
representation of members of S X 1 ,X 2 (d) the concatenated binary representation. If the string '000010' is drawn, then '000' is given to informant 1 and '010' is given to informant 2.
and internal nodes, with the bit-value '0' leading to the left subtree and '1' leading to the right subtree. Such a binary tree with μ X1,...,X N leaves will have a minimum-height of log μ X1,...,X N , implying that at least log μ X1,...,X N bits are required to describe any leaf, in the worst-case. Figure 3 provides one of the possible binary trees for the data-gathering problem in Figure 2 . We show that the problem of minimizing the total number of bits B that the informants must send to the recipient to help it learn of X is equivalent to the problem of constructing minimumheight binary tree for concatenated bit-representations of the elements of S X1,...,X N . Lemma 1: For a given support-set, each corner point of the worst-case achievable rate-region corresponds to at least one minimum-height binary trees, with height B.
Proof: Omitted for brevity. Lemma 2: The algorithm bSerCom is worst-case optimal.
Proof: From the construction of bSerCom algorithm it is obvious that it always computes one of many possible minimum-height binary trees. We state without proof that bSerCom algorithm computes at least one minimumheight binary tree corresponding to each corner point of the achievable rate-region. Then, the worst-case optimality of bSerCom follows from Lemma 1.
Upper bound on B: In bSerCom algorithm, as only one information bit is sent per communication round, the total number of rounds required is equal to B. Assume that in i th , 1 ≤ i ≤ B communication round, the size of the ambiguity set is reduced by
Let us define = max{ 1 , . . . , k }. Assume that the size of the ambiguity set in every round is reduced by 2
(1− ) . Let us assume that the data-gathering finishes now in k rounds.
It is obvious that B ≤ k. Now, the size of the ambiguity set after k rounds satisfies
.
Upper bound on number of recipient bits:
As there are N informants, under the bSerCom protocol, in i th communication round, the recipient addresses the chosen informant in log N bits and then in log log μ Xi bits addresses the chosen bit corresponding to this informant. So, in i th communication round, the recipient sends a total of log N + log log μ Xi bits, implying that to gather B information bits the recipient sends a total of B log N + B i=1 log log μ Xi bits.
For two informants, the worst-case achievable rate-region in asymmetric distributed source coding is given by the following theorem. For N > 2 informants, we are yet to come up with a succinct statement of this theorem and its proof. We propose to address this in our future work. Theorem 1: If M i denotes the minimum number of bits that an informant i, 1 ≤ i ≤ 2 sends over all solutions of bSerCom algorithm and B denotes the total number of bits sent by all informants, then the achievable rate region is given by:
Proof: Omitted. In Figures 3-5 , for three different support sets, we give one of the many possible corresponding minimum-height trees, computed by bSerCom algorithm and the worst-case achievable rate regions. In this section, we investigate the worst-case performance of the interactive DSC problem in asymmetric communication scenarios, when in each communication round, two or more bits can be sent by one or more informants to the recipient. This allows us to exploit the tradeoff between the number of rounds and the number of informant bits. So, on one extreme is bSerCom algorithm with minimum number of informant bits and largest number of rounds and on other extreme is a scheme where a total of N i=1 log μ Xi informant bits are sent (as each informant i encodes its datavalue in log μ Xi bits) in a single round.
We provide a parallel communication protocol that among all parallel protocols minimizes the total number of informant bits in the worst-case, as well as the number of recipient bits and the number of rounds.
A. The parCom Algorithm
Let us consider the set of concatenated bit-strings of length respectively denote the number of 0s and 1s at the bit location i ∈ U , over all μ X1,...,X N strings. The recipient computes J l , the set of indices of those log μ that the previously chosen bit-location assume their worstcase bit-values, as in (8) . This implies that the parCom, while provisioning for the worst-case, over-estimates the total number of informant bits, compared to the bSerCom. Corollary 1: The performance of parCom is same as that of bSerCom on those elements of the support-set on which latter achieves its worst-case performance, in terms of total number of informant bits.
Proof: For those members of the support-set on which bSerCom performs the worst, parCom while provisioning for the worst-case, precisely chooses same bit-locations to be communicated as bSerCom, achieving same performance.
All parallel algorithms require more total number of informant bits, in the worst-case, compared to bSerCom. However, among all such parallel algorithms, parCom provides the best worst-case performance, as next lemma states.
Lemma 4: The parCom is optimal parallel communication algorithm, that is, no parallel algorithm can do better than parCom in the following sense: the total number of informant bits and the number of rounds it requires in the worst-case are no less than as required by parCom.
Proof: Omitted for brevity.
VIII. CONCLUSIONS AND FUTURE WORK
We have considered asymmetric distributed source coding problem and provided interactive bit-serial and parallel communication protocols that achieve optimal worst-case performance. We have also formalized the notion of ambiguity, which we propose to use for the worst-case informationtheoretic analyses.
The upper-bounds on the performances of bSerCom and parCom protocols that we provide in this paper are somewhat loose in certain cases. We are presently working at tightening these bounds. Also, we are working on the multihop version of the problem considered here, which combines the problems of distributed data-compression and optimal routing. Our solution of distributed compression problem with single instances of correlated data has interesting ramifications on the problem of distributed compression of descriptions of correlated objects/events, which we intend to address in detail in near future.
