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Abstract 
This thesis is an experimental investigation of the passive scalar (species con- 
centration) field in the far-field of round, axisymmetric, high Schmidt number (liquid 
phase), turbulent jets issuing into a quiescent reservoir, by means of a quantitative 
laser-induced fluorescence technique. Single-point concentration measurements are 
made on the jet centerline, at axial locations from 100 to 305 nozzle diameters 
downstream, and Reynolds numbers of 3,000 to 102,000, yielding data with a re- 
solved temporal dynamic range up to 2.5 x lo5, and capturing as many as 504 
large-scale structure passages. Long-time statistics of the jet concentration are 
found to converge slowly. Between 100 and 300 large-scale structure passages are 
required to reduce the uncertainty in the mean to I%, or so. The behavior of the 
jet varies with Reynolds number. The centerline concentration pdf's become taller 
and narrower with increasing Re, and the normalized concentration variances cor- 
respondingly decrease with Re. The concentration power spectra also evolve with 
Re. The behavior of the spectral slopes is examined. No constant -1 (Batchelor) 
spectral slope range is present. Rather, in the viscous region, the power spectra 
exhibit log-normal behavior, over a range of scales exceeding a factor of 40, in some 
cases. The frequency of the beginning of this log-normal range scales like I3e3l4 
(Kolmogorov scaling). Mixing in the far-field is found to be susceptible to initial 
conditions. Disturbances in the jet plenum fluid and near the nozzle exit strongly 
influence the scalar variance, with larger disturbances causing larger variances, i.e., 
less homogeneous mixing. The plenum/nozzle geometry also influences the variance. ' 
These effects of initial conditions persist for hundreds of diameters from the nozzle 
exit, over hundreds of large scales. Mixing in these jets differs from gas-phase, order 
unity Sc, jet mixing. At low to moderate Re, the higher Sc jet is less well mixed. 
The difference is less pronounced at higher Re. Flame length estimates imply either 
an increase in entrainment and/or an increase in molecular mixing, with increasing 
Re. Experimental considerations such as buoyancy and resolution are shown not to 
influence these results. 
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CHAPTER 1 
Introduction 
1.1 Background 
This thesis investigates aspects of passive scalar (species concentration) mixing 
in high Schmidt number, round, axisymmetric, momentum-dominated, turbulent 
jets discharging into a quiescent reservoir. Of paramount interest at the outset of 
this work was the role of the Schmidt number, 
where v is the kinematic viscosity of the fluid and V is the molecular diffusivity 
of the scalar species under examination, in the mixing process. This ratio is a 
measure of the relative influences of the diffusion of momentum and the diffusion 
of species in a mixing fluid, and is analogous to the Prandtl number Pr E v / ~ ,  
where K,  the thermal diffusion coefficient, replaces V. For example, the diffusion 
of heat in mercury occurs much faster than the diffusion of momentum, and is a 
low Schmidt (Prandtl) number fluid, while the diffusion of dye in water is slower 
than momentum, and is an example of a high Sc fluid. For most gases, the two 
coefficients are approximately equal, and Sc N 1. 
There is experimental evidence that the Schmidt number influences scalar mix- 
ing in turbulent flows. In particular, Iioochesfahani & Dimotakis (1986) found that 
the product formation in a liquid shear layer was half that of gas-phase shear lay- 
ers (Mungal & Dimotakis 1984) at comparable Reynolds numbers. In turbulent 
jets, the studies of Iiristmanson & Danckwerts (1961) and Wilson & Danckwerts 
(1964) suggested that the "plume length," or distance required to dilute the jet to 
a particular concentration, increased with Sc. Similar results are apparent in the 
comparison of work by Dahm (1985) and Dowling (1988) (cf. Dowling, Sec. 5.4). 
In conjunction with the experimental evidence, it is clear theoretically that a de- 
crease in the mixing rate is expected with an increase in the Schmidt number. True 
molecular mixing consists of intermingling the constituents on a molecular scale, as 
required for chemical reactions for example. This is in contrast to pure stirring, in 
which the interfacial surface area between two or more species is increased, while 
not actually mixing any of them. Since the scales required to molecularly mix two 
fluids (i.e., typical molecular separation distances) are very much smaller than the 
fluid dynamical scales of most flows of interest, diffusion is necessary to mix on the 
smallest scales. Therefore, the mixing rate depends ultimately upon the species 
diffusion coefficient, i.e., Sc. For Sc -t oo, the mixing rate goes to zero, with inlpli- 
cations for the behavior of a scalar in the jet (cf. Dimotakis & Miller 1990). These 
considerations have led to the development of scalar mixing models that account for 
the influence of the Schmidt number (e.g., Broadwell & Breidenthal 1982, Broadwell 
1987, and Dimotakis 1987). 
In addition to the Schmidt number, another important parameter is the jet 
Reynolds number, defined here as 
where uo is the jet velocity at the nozzle exit and d is the nozzle diameter. The im- 
pact of the Reynolds number on jet mixing has usually been considered small. While 
Ricou & Spalding (1961) found changes in jet entrainment rates up to Reynolds 
numbers of 25,000, Icristmanson St Danck-vverts (1961) and Wilson & Danckwerts 
(1964) reported little Reynolds-number effect on mixing above Re = 6,500, and 
Weddell (in Hottel, 1953) and Dahm Sz Dimotakis (1990) found little change in the 
jet "flame lengths," which may be interpreted as the mixing rate (Broadwell 1982), 
at Reynolds numbers in excess of about 3,000. Some of the best gas-phase jet con- 
centration data available, which fully resolved the smallest scales of interest in the 
jet flow, were reported by Dowling & Dimotakis (1990). Their data demonstrated 
very little, if any, dependence of the jet variance (for example) on Re. 
1.2 The current work 
The present investigation complements previous work on turbulent jet mixing 
in several ways. The large Schmidt number sets it apart from gas-phase, order-unity 
Schmidt number experiments, and the range of variation of the Reynolds number 
has apparently not previously been explored in a single set of experiments (in which 
resolved concentration measurements were conducted). These measurements have 
been made in the far-field of the jet, at locations one hundred nozzle diameters or 
more downstream. Few previous investigations have been carried out so far from the 
nozzle. The present jets have negligible buoyancy, in contrast to several reported 
studies of buoyant plumes, and the length of the acquired data records has typically 
been between one and eight million points per run, providing a wide dynamic range 
in record length that permits small-scale features to be examined while attaining 
sufficient large-scale statistics. Efforts made to maximize spatial resolution, com- 
bined with the far-field measurement location (which makes the absolute sizes of the 
fluid-dynamical scales larger), the relatively high signal-to-noise ratio (SNR) of the 
data acquisition, and the treatment of noise using Wiener-filter techniques, have re- 
sulted in some of the highest resolution concentration measurements collected from 
a high Schmidt number jet. 
This thesis addresses a variety of issues concerning the jet fluid scalar behavior. 
Chapter 2 begins by describing the experimental apparatus and the several sets 
of experiments conducted. Chapter 3 investigates the temporal behavior of the 
jet concentration traces and the st at istical convergence of the concent ration pdf 's, 
mean, and variance. The concentration pdf's, variance, and power spectra are then 
explored in some detail in Chapter 4 for Reynolds number effects. The analysis 
of the power spectra is continued in Chapter 5 and the power spectra slopes are 
examined. The influence of initial conditions on the far-field mixing behavior in 
the jet is investigated in Chapter 6. Chapter 7 compares the present results with 
previous gas-phase (order unity Sc) work, and Chapter 8 examines the behavior 
of flame lengths estimated from the current data. Conclusions are presented in 
Chapter 9. 
Finally, several previous reports in the literature should be mentioned which 
utilized the Phase I measurements conducted in the course of this work. The scalar 
interface was examined for fractal behavior in Miller & Dimotakis (1991a). It was 
determined that the iso-scalar surfaces, over the entire range of concentrations, is 
not described by a constant fractal dimension. Rather, a simple stochastic log- 
normal model of the interface crossings was found to agree well with the experi- 
mental results. Reynolds number effects on the mixing behavior of these jets were 
investigated in Miller & Dimotakis (1991b). Many of the results of Chapter 4 first 
a.ppeared there, but for a more restricted set of data. Lastly, Dimotakis & Miller 
(1990) addressed ramifications of the boundedness of scalar fluctuations. In particu- 
lar, theoretical difficulties were raised with the proposed Batchelor (1959) spectrum 
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for high Schmidt number turbulence. The new finding of a log-normal range in the 
spectral slope at the viscous scales, presented in Chapter 5 ,  should be viewed in the 
context of that previous discussion. 
CHAPTER 2 
Experiment a1 facility 
All experiments discussed in this thesis utilized a jet flow facility in the sub- 
basement of the Guggenheim Aeronautical Laboratory at Caltech, designed by 
Garry Brown in collaboration with Paul Dimotakis. The major components of 
this apparatus consist of a large water tank with windows (which acts as the jet 
reservoir), a jet plenum and nozzle assembly, plumbing and controls to establish the 
jet flow, and a large discharge tank into which the reservoir water is emptied. Much 
of this has been extensively documented elsewhere (cf. Dimotakis et al. 1983, Dahm 
1985, and Miller & Dimotakis 1991a,b). This chapter will describe the physical 
apparatus used to acquire the data in this thesis, including a second set of exper- 
iments (Phase 11) for which a new jet nozzle, plenum, and flow delivery system 
were designed and installed. For a description of the flow parameters, such as the 
jet velocities, etc., see Appendix A. Additional experimental details are discussed 
in Appendix B. The issue of resolution is addressed in Appendix C. A set-up for 
shadowgraphy is described in Appendix Dl and a sample jet growth rate picture is 
included. 
2.1 Single-point measuremeilts - Phase I 
Fig. 2.1 is a schematic of the experimental apparatus used to conduct the 
first series (Phase I) of high resolution single-point measurements of the jet scalar 
(concentration) field. 
To Air Supply- 
Fig. 2.1 Experimental apparatus (Phase I configuration). 
The lab's pressurized air lines were regulated to 4.1 x lo5  Pa (60 psi) and used 
to drive the jet. The jet flow was established by pressurizing a plenum containing a 
mixture of water and laser dye (disodium fluorescein) by means of sonically-metered 
air. The dye concentration used was M or less. The sonic metering valve was 
used to regulate the mass flux of air driving the jet. The jet plenum was constructed 
of a cylindrical tube of transparent lucite, 20.3 cm (8 in.) long and 9.5 cm (3.75 in.) 
I.D., with flat circular endplates. The top endplate contained a connection to the 
driving air supply and had a small stoppered hole to pour the water-dye mixture in. 
Inside the plenum was a lucite cruciform to prevent swirl in the plenum fluid. The 
jet fluid discharged in a blow-down fashion into the large reservoir tank through a 
2.54 rnrn (0.1 in.) diameter nozzle centered on the bottom endplate of the plenum. ' 
The nozzle consisted of a short lucite tube cemented into the plenum endplate. The 
lip at the entrance to the nozzle from the plenum was rounded off with a radius of 
roughly 0.5 cm. The tube extended 1.8 cm beyond the endplate of the plenum, 
and had about a 20° outer taper. See Fig. 2.2. The stainless steel reservoir tank 
is approximately 2 m in depth and 1 m square. Large plate glass xvindows provide 
optical access to the full width of the top txx-o-thirds of the tank on all four sides, 
and a 25.4 cm (10 in.) circular window is centered on the tank bottom. The top 
of the tank is open. More details on this flow delivery system may be found in 
Dimotakis et al. (1983) and Dahni (1985). 
Fig. 2.2 Photograph of Phase I nozzle, with the end of the plenum and cruciform 
visible. The nozzle exit diameter is 2.54 mrn, and the plenum endplate 
diameter is 14 cm. The nozzle extension protrudes about 1.8 cm from the 
endplate. 
For the Phase I measurements, the beam from an argon ion laser (Coherent 
CR-3) was spatially filtered, expanded, and focused to a narrow waist on the jet 
centerline by a high quality achromat lens. The laser power used was 1.0 W, to 
minimize heating of the fluid by the laser. The visual waist diameter, as measured 
by a cathetometer, was 80 pm. A sheet of black neoprene attached to the inside of 
the fa r  tank window acted as a beam stop, preventing internal reflections. A low 
f#, 10 cm (4 in.) achromat lens was positioned at a side window, 90' from the laser 
beam propagation direction. The beam waist was imaged through a 25 pm vertically 
oriented slit which determined the third sampling volume dimension (about 50 pm), 
and onto a photomultiplier tube (RCA 8645). A Iiodak gelatin low-pass optical filter 
(Sf22) was used to eliminate background laser light. 
The fluorescence intensity signal generated by the photomultiplier tube (PMT) 
was  re-amplified by a transimpedance amplifier designed by Dan Lang (with a 
50 St line driver) which was mounted in the PMT housing, further amplified by a 
second low-noise amplifier, and digitized by a 12-bit A/D board (Data Translation 
3382). A11 of the data in the Phase I experiments were sampled at 20 kHz. The 
amplifier was a derivative of amplifiers used in the HF Combustion Lab at GALCIT 
(originally developed by Paul Dimotakis and Dan Lang). The design provides very 
low noise and incorporates a three-pole, low-pass Butterworth filter (at about 8 kHz 
for Phase I) to satisfy the Nyquist criterion, by some margin. The data acquisition 
through the A/D board was controlled by an LSI PDP-11/73 CPU-based computer 
system. The data were transferred via an Ethernet link to a microVAX cluster for 
post-processing and archiving. 
2.2 Single-point measurements - Phase I1 
A second set of measurements was conducted using many improved compo- 
nents in the experimental apparatus. The unchanged components included the jet 
reservoir tank and windows. the photomultiplier tube, and the cut-off filter. The 
basic geometry of the experimental configuration was also unchanged. Otherwise, 
almost every part of the experiment was upgraded for enhanced performance. A 
new jet plenum and nozzle assembly were constructed, allowing higher operating 
pressures and extending the Reynolds number range to 1 x lo5 ,  or more. A larger 
plenum volume permitted longer run times at axial locations where recirculating 
dye was not a limiting factor. The jet flow delivery system was replaced with new 
plumbing, a new control panel, and new wiring. It was designed for driving pres- 
sures of up to 2.0 x lo6 Pa (300 psi), and plenum pressures up to 1.0 x lo6 Pa (150 
psi). For some of the runs, a high-pressure gas cylinder replaced the laboratory 
pressurized air as the high pressure source, and a two-stage regulator was used to 
set the driving pressure. In later runs, the sonic metering valve was removed from 
the supply plumbing, and the jet was supplied from a manifold of two gas cylin- 
ders that were pressurized to the correct value and then opened to the jet plenum 
through a valve. The new plenum was constructed out of a 30.5 cm (12 in.) length 
of 15.2 cm (6 in.) diameter PVC tubing with matching PVC flanges (all schedule 
80) on both ends. The flanges were modified to accept o-rings for a reliable seal at 
the high pressures. The top of the plenum was capped using a PVC blind flange, 
where a filling valve and driver air connection were installed. The nozzle hole was 
machined and polished in a large disk of lucite, 3.8 cm (1.5 in.) thick, that was 
attached to the bottom flange of the plenum. The nozzle consists of a circular arc 
contour, tangent to the top side of the disk. The radius of the circular arc was 
chosen such that, at the exit, the nozzle was given a slight 3" inner taper. The 
nozzle exit hole has a reasonal3ly sharp lip, and the exit diameter is 2.54 mm (0.1 
in.). See Fig. 2.3. This rather formidable nozzle-machining feat n-as accomplished 
by Phil Wood of the GALCIT machine shop. 
Fig. 2.3 Photograph of Phase I1 endplate, with the nozzle clearly visible in the 
center. The view is from belo\v and to the side, through one of the large 
tank windows. The water surface creates a reflection around the periphery 
of the endplate. The nozzle exit diameter is 2.54 mm, and the plenum 
endplate diameter is 30 cm. 
In addition to  the new f l o ~  system, plenum, and nozzle, the laser, laser focus- 
ing optics, and collection optics were also upgraded, in two stages. In Phase IIa, 
a new Coherent Innova 90 argon-ion laser was installed, along with new focusing 
lenses ( 5  cm Melles Griot acllsomats) and a new spatial filter assembly (Newport 
model 900). The laser was specially selected for its low-noise characteristics. The 
combination provided improved beam mode and spatial distribution, thereby re- 
ducing the achievable sample volume beam waist dimension and increasing spatial 
resolution. The lenses were later upgraded again (Phase IIb) to 100 mm (4 in.) 
Rolyn Optics achromats, two for t,he focusing optics, and two for the collection. 
The typical signal path for the Phase I1 measurements is shown schematically in 
Fig. 2.5. 
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Fig. 2.5 Schematic of signal path from PMT to A/D board. 
The PMT and transimpedance amplifier (A1) from Phase I were connected 
by 50 Q coaxial cable to a Stanford Research Systems SR560 low-noise amplifier 
(Az). The amplified signal was low-pass filtered with a Krohn-Hite model 3202R, 
$-pole Butterworth filter, and fed to a unity gain buffer (A3) and then to the 
AID board. The SRS amplifier and the I<-H filter provided additional flexibility 
over the previous, in-house built, amplifier used in Phase I. A 16-bit ,4/D board 
(Data Translation 2757) replaced the previous 12-bit version. Data acquisition 
software changes permitted lvri ting the data directly to disk, greatly expanding the 
temporal dynamic range of the data. This allowed records of up to 500 large-scale 
structure passages to be collected, while maintaining full resolution of the viscous 
scale described in Appendix C. 
A photograph of the facility in its Phase I1 configuration is included in Fig. 2.4. 
Fig. 2.4 Overview of facility during Phase 11. The tank, with the adjustable shelves, 
is just right of center. For scale. the tanli mindows are about 1 m wide. 
The control panel is on the left, and the PLcfT and second-stage amplifier 
are on the shelf to the right (above the oscilloscope). The end of the laser 
is visible at the bottom right. and the focusing optics are on the shelf in 
front of the tank. The plenunr is mounted in the top of the tank, and the 
nozzle plate can be seen just below the surface of the water. 
CHAPTER 3 
Structure and statistics of the scalar field 
This chapter examines aspects of the structure and statistical behavior of a 
high Schmidt number turbulent jet scalar (concentration) field. Time traces of the 
concentration signal on the jet asis are examined directly for possible characteristic 
behavior. The dynamic range of the fluctuations is striking, and the presence of 
both ramp-like and plateau features is suggested. Histograms of the jet concentra- 
tion are accunlulated and investigated as a function of sample size. For long record 
lengths, the histograms approximate the true probability density functions (pdf's) 
of the jet concentration. The histograms, which usually form in a very localized 
manner at short record lengths, are slow to converge, and typically exhibit bumps 
and protuberances of a greater magnitude than would be expected from a random 
process. The behavior of the mean concentration value is explored via the autocor- 
relation of an auxiliary (zero-mean) process. The mean is found to converge rather 
slowly, suggesting that very low-frequency fluctuations are present. The approach 
to convergence is discussed using cl~ant~itative mea.sures. The variance of the con- 
centration, ( c  - C)2, where the overbar denotes a time average, is examined, and is 
also found to converge slowly. Finally, a simple model of the large-scale jet concen- 
tration field is employed to study the magnitude of several possible influences. It 
also ties together aspects of the time traces, the concentration histograms, and the 
variance behavior. 
3.1 T i m e  traces  of tlie coilceiltratioll 
Since the data discussed here are Eulerian, single-point measurements versus 
time (acquired as described in Chapter 2 and the appendices), a logical first step 
toward understanding the behavior of the scalar field structure is to examine these 
traces directly. However, in setting out to do so, it immediately becomes apparent 
that the display of the information poses a challenge. The dynamic range of these 
data is so large (up to more than five decades) that, like most high Reynolds number 
turbulent flows, it is possible to view only a limited bandwidth at a time. In an 
attempt to overcome this difficulty, and as an informative demonstration before 
beginning some more detailed and specific analyses, a data record was processed so 
that it could be plotted logarzthrnzcalby in time (Fig. 3.1). To avoid plotting several 
million points, such processing necessarily i~lvolved sampling the data. To eliminate 
sharp resolution changes between decades, every point of the record was plotted at 
small times, up to times where the spacing was sufficiently small between adjacent 
points. Thereafter, an approximately constant loglo spacing was maintained. On 
account of the sampling, the signal in Fig. 3.1 at large times appears less jagged 
than it actually is. The aspect ratio of the plot was stretched to enhance readability. 
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Fig. 3.1 Logarithmically plotted concentration trace; Re = 6,000, a / d  = 305. 
Several features are apparent in Fig. 3.1. In the vicinity of log(t/r6) x -1 
to -0.5, there is what might be called a '.plateau," i.e., a relatively level region of 
the signal. In the neighborhood of log(t/rs) FZ 0, corresponding to scales on the 
order of the jet diameter, several "ramp-like" structures may be discerned. This is 
further demonstrated in the plot of another concentration trace in Fig. 3.2. Here, 
the Reynolds number is about three times as high as that in Fig. 3.1, while the axial 
location is one third as far. Again, several ramps are visible, as well as a plateau. 
The pronounced fluctuations visible in these plots, it should be emphasized, are not 
noise, but fine-scale concentration fluctuations. The data were Wiener-filtered as 
described in Appendix B, and then sampled at every fourth point, since they had 
been oversarnpled to begin with. 
Fig. 3.2 Concentration trace Re = 12,500, x/d = 100. 
If we consider the jet concentration trace to be represented by a series of ramp- 
like structures, the plateaus, and many of the small chunlcs of ramps observed, are 
pictured as the products of collisions between two or more ramps, necessitated by 
the scaling laws governing the large-scale spacings in the jet. The collisions are 
envisioned to cause a scranlbling of the involved ramps in a large-eddy turnover 
type of event, e.g., similar to the "triplet map" utilized by Iierstein (e.g., 1990) in 
his linear-eddy model. 
While it is not the intention here to represent the jet centerline concentration 
as a simple conglomeration of plateaus and ramps, their occurrence is ubiquitous, 
and cannot be ignored. Almost every record examined contained ramps, while 
rarely, the trace was an indistinct hash. Fig. 3.2 was selected as a strong example 
out of a random six records of that particular data set. For comparison, Fig. 3.3 
is included, chosen without prior examination, even as this is being written. No 
comment will be made upon it. An additional question, whether this particular 
data run is representative, is difficult to answer, and will be addressed to some 
extent in Chapter 4. 
The presence of decreasing ramp structures in the time traces of the jet scalar 
field is consistent with findings of some other investigators, e.g., Dowling (1988), in 
gas-phase, but contradicts a co~iclusion by Dahm (1985), in which he states that 
no ramps exist in high Schmidt number jets. His conclusion is a bit surprising, 
since, based on his own flame-length visua.lizations, large-scale structures in the 
flame were observed to burn out in a rear-to-front manner. See also the discussion 
of entrainment in Dahm 8. Dimot,a.liis (1 987). The flame-lengt h behavior certainly 
suggests that the concentration in the s t,ructures similarly increased from rear to 
front, in agreement with the ranips observed in the current work. 
A last point concerning the concentration traces is their appearance over long 
Fig. 3.3 Randomly selected record from the same run as Fig. 3.2; Re = 12,500, 
x/d = 100. 
times. Data records of many large-scale times were compressed by convolving them 
with a large Gaussian filter and sampling the result at the filter's standard deviation. 
A sample is plotted in Fig. 3.4. A somewhat striking feature of these plots is that 
they exhibit a certain degree of structure, in the sense that the trace doesn't look 
very uniform, even over time scales of dozens of large-scale structure passages, or so. 
This observation prompted further investigation into the convergence of the mean, 
which is discussed in a later section. 
Fig. 3.4 Long concentration record, compressed after filtering with a Gaussian 
(a = 100 sampling times); Re = 25,500, x/d = 170. 
3.2 Histograms of jet coilcentration 
Another basic statistical measure of the concentration measurements is a nor- 
malized histogram of the time history of the concentration at the measurement 
point. For long record lengths, this approximates the true jet concentration prob- 
ability density function, or pdf. The result expresses the fraction of the time a 
particular concentration value is encountered, as well as the variance of the concen- 
tration (the second moment of the pclf). -4 sample plot of the probability of c /Z  
is shown in Fig. 3.5. As is typica.1 for this flow (on the jet centerline), little low- 
concentration fluid (reservoir fluid represented by zero) is present, the distribution 
is peaked at or near the mean, and the estimated pdf falls off rapidly at higher 
concentrations, normally never exceeding a value 2 or 2.5 times the local mean. 
Fig. 3.5 Estimated pdf of long data record (about 477 times rs) ; Re = 12,500, 
x/d = 100. 
The case shown was chosen because it represents one of the highest resolution con- 
ditions with a large number of structures. The number of bins used to construct 
the histogram is 150. 
The histogram in Fig. 3.5 is compiled from over two million data points. Dis- 
tributed over 150 bins, that produces an average of almost 14,000 points per bin. 
Near the histogram peak, there are actually closer to 35,000 points per bin. Con- 
sider the fractional deviation of a binomial process (e.g., as discussed in Morse, 
1969), 
where p is the probability of an event, q is 1 - p , and N is the number of trials. 
Near the peak of the histogram, the plot indicates that p z 0.0225 per bin. The 
Fig. 3.6 Histograms from records 0.03 r6 long, spaced 70 7.6 apart. Re = 12,500, 
x/d = 100. 
product of p and its complement q is therefore 0.022. If the histogram were governed 
by the random statistics leading to Eq. 3.1, the fractional deviation near the peak 
would be about 0.148 / f i ,  or 0.08% - less than the line thickness used to plot the 
histogram, by some margin. 
Since deviations from a smooth curve greater than these amounts are visible 
in Fig. 3.5 (e.g., at about c / 7  % I.?), we must conclude that either the histogram 
does not conform to binomial statistics, or that the features exist in the (infinite 
time) pdf. The two possibilities niay he addressed by performing this analysis on 
shorter records, and then examining longer ones to see if the deviations persist. 
This has been done qualitatively. It is concluded that the small-scale deviations 
Fig. 3.7 Histograms from records 0.1 76 long, spaced 70 7-6 apart. Re = 12,500, 
x /c l  = 100. Bottom-left, plateau-like; top-right, ramp-like. 
of the histogram from a smooth shape, particularly near the mean, are statistical 
artifacts, and, therefore, that the histogram does not conform to binomial statistics. 
However, the slight bulges which appear in both wings of the histogram, at c /Z  of 
about 0.45 and 1.6 (and may be viewed by sighting down the sides of the curve), 
are a different matter. These bumps have been observed in many different cases, 
and if they do not represent the long-time shape of the pdf, they are a n  example of 
a statistical fluctuation which takes an extremely long time to die out. 
It is concluded that the deviations represent evidence that the statistics of the 
histogram differ from a "random" or binomial behavior to a considerable degree. 
As a further illustration of this, additional analysis was conducted on the run rep- 
Fig. 3.8 Histograms from records 1 r 6  long, spaced 70 76  apart. Re = 12,500, 
x/d = 100. 
resented in Fig. 3.5. Histograms were computed of various length portions of the 
record, from 3% of r 6  to 100 times r g .  Four such histograms were compiled of 
each length, each beginning 70 r 6  apart, escept for the 100 7.6 histograms, which 
were contiguous. Each short record is included in the corresponding longer records. 
The large separation was used ia an attempt to have the reqords be as statistically 
independent as possible, and the records used were not selected to  any degree for 
their appearance. The results for record lengths of 0.03r6, 0.1r6, 1 r 6 ,  and lor6, 
are displayed in Figs. 3.6-3.9. The 100 rs results are included in Fig. 3.10. On the 
figures conlposed of four separate plots, the relative order of the short records in 
the run is top-left, top-right, bottom-left, and bottom-right. 
Fig. 3.9 Histograms from records 10 rs long, spaced 70 r6 apart. Re = 12,500, 
x/d = 100. 
Please bear in mind the discussion above involving ramps and plateau fea- 
tures in the concentration trace. Note that the histogram resulting from a ramp 
is uniform across the ramp's range, while the contribution of a plateau to the his- 
togram is strongly peaked, approaching a delta function for a perfectly flat plateau. 
Also note that the contribution to the histogram at a maximum or minimum point 
of the concentration trace would be expected to resemble the pdf of a parabola, 
which has a singularity at the turning concentration c,,,, , dropping off rapidly like 
l/Ic-cturn I. This type of behavior is expected whenever the concentration trace has 
an extremum and the contribution from the vicinity of the extremum represents a 
significant fraction of the record (i.e., short records). At short times in Figs. 3.6-3.8, 
Fig. 3.10 Histograms from contiguous records 100 r6 long. Re = 12,500, x / d  = 
100. 
characteristics of these cases are visible. Sharp spikes indicate relatively constant 
concentration values, broad or flat regions are consistent with ramps, and the his- 
togram edges are typically very sharp and somewhat peaked, in agreement with 
anticipated turning point behavior. In particular, the histograms do not form over 
time in a manner resembling the textbook accumulation of the eventual pdf. This is 
not surprising, since the continuity of the concentration signal, among other things, 
imposes constraints upon how the histogram accumulates. 
Increasing the time scale, the records consisting of a single large-scale passage, 
supposedly the longest fluid dynamical time scale of the flow, only vaguely resemble 
Fig. 3.5. The appearance of the 10 ~6 histograms is noteworthy, particularly the 
bottom-right, which is very pointed. The four cases all differ significantly. Also 
note the small bumps at the extremes of these histograms, again in agreement 
with turning point behavior. It is apparent that the development of long, thin, 
tapered tails on the pdf, particularly near zero concentration, is a slow process if 
the constituents are themselves tapered in the wrong direction. 
In the final plot of the group (Fig. 3.10), the histograms are finally shaping 
up. However, note that the mean of the solid-line curve in Fig. 3.10 differs quite 
noticeably from the others. Similar behavior of the mean has been witnessed in 
many other runs and seems to be unrelated to the relative location in the data 
record (whether at the beginning, middle, or end). The fluctuations in Fig. 3.10 are 
in spite of the fact that each of those histograms contain 100 large-scale structures, 
and leads naturally to the examination of the statistics of the mean in the next 
section. 
3.3 Behavior of the mean 
Many possible ways of examining the behavior of the mean were considered, 
and several were explored, but one in particular was the most informative and 
quantitative. The tactic is to define an auxiliary process, wl(T), that consists of 
the time average of the concentration fluctuation c l ( t )  over a time T, i.e., 
where i. is the average concentration of the entire record. It can be shown, e.g., 
Papoulis (1984), that if the autocorrelation function R,I,I exists, the variance of 
wl(T) is 
var{wt(T)) = (1 - F) Rctct ( r )  d r  = o W r 2 ( ~ )  . (3.3) 
Additionally, if Rclcl ( T )  w 0 for r > T,  then, 
constant var{cl(t) } 
a , t 2 ( ~ )  -+ N T T 
In other words, not only is the variance of the auxiliary process obtained, but 
it can then be related to the expected asymptotic correlation behavior of cl(t) 
for long times, assuming the autocorrelation is small enough. Alternatively, the 
long-time behavior is a measure of the convergence of the autocorrelation to zero. 
The autocorrelation isn't examined directly, because, in addition to obtaining a 
quantitative estimate for var{wl(T)}, this method relies on an integral which helps 
to reduce the impact of a noisy autocorrelation at long times. 
Fig. 3.11 Computation of the variance of Eq. 3.3 for long data records (Phase 11, 
x/d = 100). 
Fig. 3.12 Slopes of the curves in Fig. 3.11, computed numerically. 
The result of the calculation for a sequence of runs conducted at x / d  = 100 is 
shown in Fig. 3.11. The variance of the auxiliary process declines slowly at small 
times, passing a knee at about a tenth of a large-scale time, and finally achieves a, 
more or less, constant slope at large time. Small bumps near the longest times are 
end-effects. This plot shows how many large-scale structures are required for the 
mean to have converged within a given uncertainty. Typical values of var{wt(0)), 
equivalent to the record variance, are about 0.1, or so. Therefore, if we desire the 
mean to converge to within (a  standard deviation of) I%, which would correspond 
to a value of var{wl(T)) /var{wl(0)) of roughly Fig. 3.11 suggests that 100 
structures are required. Actually, as will be discussed below, it is perhaps better 
to extrapolate the lines from the vicinity of T / T ~  = 1, which would then indicate 
that perhaps 300 structures are required to reduce the uncertainty in the mean to 
1%. It is interesting to note that similar empirical rules have been suggested in the 
extraction of shear layer behavior statistics (cf. Dimotakis & Brown 1976). 
To better extract the long-time behavior of the curves in Fig. 3.11, the curves 
were differentiated numerically to yield the logarithmic derivatives (slopes). These 
were then plotted as a function of T/r6 in Fig. 3.12. The numerical differentiation 
was implemented using different multipoint schemes, and the particular method 
utilized was not found to influence the results. Also included in this figure is a 
reference line at -1, corresponding to the behavior of a converged autocorrelation. 
The "true" slope values cannot actually maintain values less than -1, since the best 
the autocorrelation can do to help is to assume a zero value at some time, which 
is exactly the condition under which Eq. 3.4 applies. Therefore, the occurrence 
of smaller values indicates that the statistics of this measure, as usual with an 
autocorrelation, deteriorate near the end of the record, causing large fluctuations in 
the slope values. For this reason, the slopes were not plotted beyond 10 rs, although 
the records used were about 230 ~6 in length. Nevertheless, it is clear that they 
level out at values somewhat shy of -1. 
If the slope levels out at a value a,  where 0 > a > -1, then it is implied that 
which, by Eq. 3.3, suggests that R,l,~ (T) cx T". In other words, the autocorrelation 
is decreasing with T slower that exponentially, i.e., as a power law. 
Fig. 3.13 Ensemble-averaged variances for sub-records of length T, normalized by 
the variance of the entire record. Phase I1 data, s l d  = 100. 
3.4 Variance of the concentration 
In principle, an analysis similar to the one conducted above for the mean is 
possible for the variance, also. However, a slightly different approach was chosen, 
in which the accumulation of the variance is calculated as  the scale of interest is 
increased from the smallest time scales up to the record length. A record which 
consisted of the largest number of points that were an exact power of two was 
extracted from the data of an entire run. A program was written to process the 
record, computing the variance of every two adjacent data points with respect to 
their own mean, then every four data points, eight, and so on, up to the full record 
length, at which point the variance of the entire record is recovered. The individual 
contributions are averaged at each scale and normalized by the record variance. 
Fig. 3.14 Slopes of the curves in Fig. 3.13, computed numerically. 
The net result is a cumulative integral of the variance, starting at the sampling 
interval, and increasing in scale. We recognize that this is information that is dso 
contained in the concentration power spectrum, which will be explored in some 
detail in Chapter 4. 
The results are displayed in Fig. 3.13 for the same runs that were used in 
Fig. 3.11 and 3.12. Note that the resolution on these plots, roughly log(T/rs) = 
-2.6, does not change with Re (see Appendix C). An interesting conclusion from 
Fig. 3.13 is that only about 80% of the variance is contained in portions of the 
signal spanning a large-scale passage time. If Fig. 3.13 represents the cumulative 
contribution to the variance, then the contribution to the variance from each scale 
may be estimated by the derivative of the curves. The slopes are shown in Fig. 3.14, 
using the same symbols as in the previous plot. The slopes of the unnormalized 
Fig. 3.15 Slopes of unnormalized versions of curves in Fig. 3.13, similar to 
Fig. 3.14. 
version of Fig.3.13 are displayed in Fig. 3.15. It is appasent that the greatest 
contribution to the variance is made by scales of roughly 1/5 of the large scale. The 
variations with Reynolds number are the subject of discussion in Chapter 4, but 
it is clear, and perhaps somewhat surprising, that the variance is produced over a 
relatively narrower range of scales as the Reynolds number is increased. 
3.5 Model of large-scale structures 
Returning to the initial topic of this chapter, a simple model was formed that 
uses the observation of ramps in the concentration traces and addresses the issue 
of the variance of the concentration. 
In this model, the large-scale structures consist of uniform concentration within 
each structure, and approximate them as spherical objects, roughly tangent to the 
cone of the jet (Fig. 3.16). Such a picture is made plausible by, in addition to the 
present work, laser-induced fluorescence jet photographs taken at GALCIT (e.g., 
Dimotakis, et al. 1983), and is a primitive version of the homogeneous reactor of 
Broadwell (e.g., Broadwell & Mungal 1991). 
In order to maintain the behavior in which the mean jet concentration decays 
inversely with axial location, each homogeneous large-scale structure assumes the 
correct concentration as dictated by the location of its center. Sitting at a fixed point 
on the centerline, an observer sees a locally decreasing concentration as a structure 
passes, followed by a sudden jump to a higher value upon the arrival of the next, 
and the pattern repeats in a periodic manner. The resulting concentration trace is 
therefore a series of identical ramps. The variation of velocity of the structure, and 
the resulting curvature in the time traces, is neglected. 
The question to be addressed is: to what extent could the Lagrangian decay of 
the concentration in the structures, required by the model just described, account 
for the observed variance? If the remainder of the variance is ascribed to a simple 
Eulerian variation across each structure, relaxing the spatial homogeneity condition, 
how much of a variation is required to account for the observed values? Recall that 
it was shown above that the variance production seems to peak around ~ 6 / 5 ,  and 
the majority of the production appears to occur in the scales between a little less 
than ~6110 and r6, large enough to regard the variance as dominated by the large 
scales. 
From the geometry, it was ca,lculated that the concentration seen at a point, 
from when a structure first arrives to when it leaves, would change by a factor of 
approximately 0.66. Neglecting the deceleration of the structure, this implies the 
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Fig. 3.16 Schematic of jet model, with sample traces of both c ( t )  at a fixed point 
and c ( x )  at a fixed time. 
local concentration, as described by the model, varies in a ramp-like fashion from 
about 1.2 to 0.8 times the local mean. 
Next, the amplitude of the ramps in the model required to produce the ob- 
served variance is estimated. The variance of the ramp model was calculated for 
ramps with a mean value of 1.0 and a peak value of 1 + A (with a corresponding 
minimum value 1 - A), and found to be A2/3.  For an observed variance of 0.048 
(the approximate minimum value measured in the current work), the amplitude 
of A is 0.38. Thus, to account for the observed variance with a ramp model, the 
concentration would have to range at least from 0.62 to 1.38 of the local mean, 
and the Lagrangian effect, estimated above to produce a range of 0.8 to 1.2, is 
only be. able to account for roughly half of the concentration fluctuation required 
to yield the observed variance. Therefore, in the ramp model, a spatial variation 
is required across the large-scale structures, with the higher concentration located 
at the downstream end, to accurately reproduce the measured variance. This is in 
agreement with experimental observations, particularly Dahm & Dimotakis' (1984) 
and Dahm's (1985) images of flame-length fluctuations, as mentioned earlier, in 
which the structures are seen to bum out from the rear. 
<var(T)>/var(record) 
slope of solid curve 
Fig. 3.17 Behavior of the variance of artificial ramps with E = 1.0 and c' = 0.2. 
Finally, the behavior of the calculations displayed in Figs. 3.13-3.15 was ex- 
plored using the ramp model. A program was written to generate a record of ramps 
with a mean value of 1.0 and c' of 0.2 (corresponding to a variance of 0.04). Par- 
ticular care was given to the construction of the record. Since the program which 
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processes the data to obtain Fig. 3.13 relies on powers of 2 in its logic, the ramps 
were constructed to contain 38 points per large scale, incommensurate with the pro- 
gram's scaling. It was suspected that phase effects of the structures produce a shift 
in the location of the peak of Fig. 3.14, even for records composed of structures ex- 
actly rs long. In other words, there is a large difference in the variance of an interval 
which includes the large jump between ramps and one which does not. The results 
are displayed in Fig. 3.17. It is clear that there are phase effects, since the peak 
occurs at about rg = 0.5, rather than 1.0. If the ramp consisted of an exact power 
of 2 number of points, and the starting point of the first interval was always aligned 
with the discontinuity in the ramp, it can be derived that the normalized, averaged 
variance as a function of T would behave like ( T / T ~ ) ~ .  At T = 1 .O, it would assume 
the value 1.0, and since every successively longer record would consist of an integral 
number of large scales, would remain at 1.0. If the first interval is moved slightly to 
straddle the discontinuous jump, it would yield a much greater contribution to the 
average, while all other intervals on the smooth ramp would contribute as before. 
To extract the correct result, the various starting locations need to be taken into 
account, or randomness in the data must be counted upon to, in effect, vary them 
for us. 
The last result reinforces the importance of the large scales in the behavior of 
the variance. The leading edge (or fronts) of the structures, that often appear as a 
dip in the concentration trace, followed by a very steep, very large rise, dominate the 
overall variance of the jet. This point should be kept in mind during the following 
discussions. 
CHAPTER 4 
Reynolds number effects 
As documented previously for the Phase I data (Miller & Dimotakis, 1991b), 
the high Schmidt number, turbulent jet scalar field exhibits a strong dependence 
on Reynolds number, by several measures, at least for the Re range investigated. 
The discussion in this chapter will focus on this issue. 
A brief description of the relevant fluid dynamic microscales and resolution 
conclusions is included from Appendix C. The jet fluid concentration pdf7s are in- 
vestigated, and found to vary in shape, becoming narrower with increasing Re. 
As a consequence, the normalized scalar variance declines with increasing Re, sug- 
gesting that the jet becomes better mixed with increasing Reynolds number. The 
concentration power spectra are examined, and changes with Re are described. It 
is shown that the decrease in the scalar variance is primarily a result of a broad 
decrease in the spectral power density, over the entire spectrum, with increasing 
Reynolds number. 
The slopes of the power spectra are examined in more detail in Chapter 5 ,  and 
some effects of.initial conditions are outlined in Chapter 6. 
4.1 Microscales and resolution 
Before describing the results from these measurements, part of the discussion 
of microscales from Appendix C is presented. 
From the definition of the I<olmogorov length scale XI<, 
we may use the result of Friehe et al. (1971) for the kinetic energy dissipation rate 
E on the centerline of a turbulent jet (cf. Dowling & Dimotakis 1990), i.e., 
to estimate the Kolmogorov scales for these measurements as 
The values calculated from Eq. 4.3 are tabulated in Appendix A for the various 
runs. 
By similarity arguments, the velocity field spatial scale where the action of 
viscosity will become important, say, A, will be some multiple of XI<. Normalized 
energy spectra are found to break from a constant power-law at a wavenumber k, 
such that k,XK FX 118 (e.g., Chapman 1979). This yields an estimate of (cf. Miller 
& Dimotakis 1991b) 
i.e., to resolve the roll-off of the velocity spectrum, a scale 25 times XK needs to 
be resolved. 
While the Kolmogorov sca.le represents the smallest velocity scale in the flow, 
for Sc > 1, the smallest expected scalar diffusion scale XB is smaller yet by a factor 
of Sc1I2 (Batchelor 1959), i.e., 
Adopting the diffusion coefficient for fluorescein reported in Ware, et al. (1983), of 
5.2 x low6 cm2/sec, the calculated Schmidt number for dilute fluorescein in water 
is slightly less than 1900. This implies a scalar diffusion scale 
that is roughly 25/43, or 0.6, times the I<olmogorov scale. Accepting this estimate, 
the scalar diffusion scale X a  is resolved in most of the measusements reported here. 
4.2 Behavior of the concentration pdf's 
Jet centerline conr,entrat,ion pdf's, or normalized histograms, at x/d = 305, 
for Reynolds numbers from 3,000 to 65,000, are displayed in Fig. 4.1. The con- 
centration has been scaled by the (local) mean. These pdf's are compiled into 125 
bins over the full range, or 25 bins per interval. The bin widths were chosen to 
reflect the (amplitude) dynamic range of the data of (roughly) 100:l. Straight lines 
connect the centers of each histogram level. These records consist of approximately 
35 large-scale structures each, independently of Re, and the rough appearance of 
the pdf's is a result of statistical uncertainties, as discussed in Chapter 3. 
Several features a.re evident in Fig. 4.1. The pdf's become narrower and, as 
required to maintain their normalization, taller, with increasing Reynolds number. 
For Re = 3,000, there is a considerable tail at the large values. This tail actually 
Fig. 4.1 Jet centerline concentration pdf's at xld = 305, for varying Reynolds 
numbers. 
extends beyond the plotted range to a value of 2.75 times the mean (including 
.04% of the area of the pdf in its unplotted portion). None of the other pdf's 
extend beyond 2.5 times the mean. At the low concentration values, there is an 
accumulation of probability for the lowest Re, indicating the presence of unmixed 
reservoir fluid on the jet axis. As the Reynolds number is increased, the proportional 
amount of unmixed fluid decreases, until there is virtually none at the highest Re. 
It should be emphasized that the general behavior of Fig. 4.1 is not the result 
of a degradation of resolution with increasing Reynolds number (see Appendix C). 
For comparison, Fig. 4.2 shows the pdf's of two runs at similar Re, but different 
xld. Note that tripling the x/d results in a tripling of the microscales of the flow (cf. 
Appendix C), proportionally relaxing the resolution requirements. The two pdf 's 
agree well, if it is recognized that the zld = 100 run contains over 470 large-scale 
Fig. 4.2 Jet centerline concentration pdf's for Re = 12,000, x/d = 305, and Re = 
12,500, xld = 100. 
structures, while the xld = 305 run captured about 35. 
As the Reynolds number is increased further, the pdf's continue to become 
more narrow, until, at the highest Re, there is little change (Fig. 4.3). A caveat 
should be added here that, at Reynolds numbers of 71,000 and 102,000, acoustic flow 
noise was generated in the vicinity of the jet nozzle. As described in Appendix B, 
this noise may have stemmed from cavitation, and suggests that a mechanism may 
have been at work which could have influenced the flow. In Fig. 4.3, for example, 
the pdf at Re = 102,000 is actually a bit shorter and wider tha,n the pdf at 51,000. 
Such differences may be traceable to the same process which generated the sound. 
The overall picture formed by Figs. 4.1 and 4.3 is that the jet concentration 
pdf's become narrower with increasing Reynolds number, suggesting a more ho- 
Fig. 4.3 Jet centerline concentration pdf for varying Re at xld = 100. 
mogeneous, or better mixed, jet. A quantitative measure of the width of the pdf 
is obtained from its second moment, or variance, which is examined in the next 
section. 
4.3 Scalar variance results 
The scalar, or concentration, variance is defined as: 
(cf. Miller Sc Dimotakis 1991b), where c,,, is the highest concentration present and 
p(c) is the probability density function of c,  normalized such that 
Throughout this work, the variance will typically be nondimensionalized by the 
mean squared, z2. The resulting quantity is a measure of the width of the distribu- 
tion p(c/T).  The concentration variance was calculated from the jet concentration 
data, taken at three axial locations, over a range of Reynolds numbers. The results 
are shown in Fig. 4.4. 
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Fig. 4.4 Normalized jet centerline concentration variance for varying Re, at x/d = 
100, 170, and 305. Line is best fit with A + BReP. The determined 
parameters are A = 0.039, B = 24.8, and p = 0.647. 
The points are fit with a function that was chosen for its simplicity, ability to 
approximate the observed behavior, and capability to either approach a nonzero 
asymptotic value (or zero, if it were indicated). The fit does suggest that the 
points are approaching a constant value with increasing Reynolds nwnber, and 
the determined asymptote, 0.039, is in good agreement with the finding from the 
analysis of the Phase I data of 0.04 (Miller & Dimotakis 1991b), as discussed further 
in Chapter 6. 
The observed decrease of the concentration variance (or, equivalently, the rms) 
is a substantial effect. The jet becomes better mixed, apparently approaching an 
asymptotic, high Reynolds number value of the variance and a similarity in the 
concentration pdf's. In a span  of 1.5 decades in Reyno lds  number ,  the variance 
i s  reduced by  over  5'0%. In addition, the measurements at three different axial 
locations all exhibit the same behavior, indicating that there is specific similarity 
of this variable with x/d. Bear in mind that the decline is not from deteriorating 
resolution, as discussed briefly above, in Appendix C, and in Miller & Dimotakis 
(1991b). 
The manner in which the change in the variance arises, the scales which con- 
tribute, and clues to the possible mechanisms which may cause the effect are found 
in the power spectrum of the concentration. 
4.4 Concentration power spectra 
The concentration power spectrum E,(f r )  is normalized here to the variance 
of the scalar fluctuations, i.e., 
where f is the (linear) frequency, and has been nondimensionalized by the large- 
scale time 76. 
These spectra are compensated as described in Appendix C, and are fully 
resolved to 1 0 g ~ ~ ( f ~ ~ )  x 2.6 at xld = 100 and loglo(f r6) 2.8 at x/d = 305, 
beyond which the data are SNR limited. Starting at the low frequencies, the first 
Fig. 4.5 Jet centerline concentration power spectra for varying Re at x/d = 305 
(compensated as described in Appendix C). 
feature encountered on the spectrum is an approximately constant level, and then a 
knee in the curve at logl0( f r6)  that corresponds to the large-scale passage frequency. 
While there are some bumps from the statistics of the records, there is a trend 
toward lower levels in this constant region with increasing Reynolds number. The 
constant low-frequency behavior of the spectrum is consistent with the fact that 
the power spectral density at zero frequency is equivalent to the integral of the 
autocorrelation function of c', which is normally non-zero. 
As was noted about Eq. 4.9, the scalar variance is also equal to the area under 
the spectrum. To make this more evident when plotting the spectra in logarithmic 
coordinates, power spectra are sometimes multiplied by the frequency (or wavenum- 
ber, k), to yield the contribution to the variance at each scale. This is equivalent 
to adding 1 everywhere to the slope. It is clear the result has a local maximum 
0 I I i I 
Symbol 
12,500 
------ 17,600 
Fig. 4.6 Jet centerline concentration power spectra for varying Re at x/d = 100 
(compensated as described in Appendix C). 
wherever the slope of the spectrum is equal to -1, and a global maximum if no 
part of the spectrum extends beyond a line of -1 slope passing through the point 
of interest. 
All of the spectra from Figs. 4.5 and 4.6 are plotted together in Fig. 4.7, with 
reference lines for comparison. The entire extent of all the displayed spectra is 
resolved. It can be seen that at the lower Reynolds number, spectra corresponding 
to the higher lines, have slopes close to -1 for quite a range of frequencies. At 
higher Re, a break-point develops, and the spectrum decreases faster than -1 before 
the break-point. By sighting along the reference -5/3 slope, there is a small but 
clear difference between the developing inertial slopes and -5/3. This issue will 
be addressed further in Chapter 5. One implication of this increase in the slopes 
is that, according to the transformation described above, the contribution to the 
Fig. 4.7 Composite plot of all of the spectra shown in Figs. 4.5 and 4.6. Reference 
slopes are shown for Kolmogorov and Batchelor scaling. 
variance is broadly distributed over scales at the lower Reynolds numbers, but the 
distribution narrows with increasing Re. The maximum contribution is associated 
with times close to, but slightly less than, the large-scale time. This conclusion is 
equivalent to the results in Figs. 3.14 and 3.15. 
Spectra from three widely spaced Reynolds numbers are plotted in Fig. 4.8. 
Note that there is a significant vertical shift, across the entire spectrum, between 
the three cases. It is concluded that the decrease of the variance with increasing 
Reynolds number (Fig. 4.4) is primarily from this broad shift, rather than the effect 
of increasing slopes in the inertial range. This is also consistent with the earlier 
results. Not only do the peaks in Fig. 3.14 get narrower with increasing Re, in 
accord with the increasing inertial slopes, but the peak heights in Fig. 3.15 get 
shorter, reflecting the lower total variance (also exhibited in Fig. 4.4) from the 
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Fig. 4.8 Spectra at three widely separated Reynolds numbers. 
broadly lower spectral levels. 
The mechanism behind the change in the spectra has not been determined. 
However, as discussed in Chapter 6, similar effects are observed from the influence 
of initial conditions, specifically, fluid disturbance levels in the jet plenum and near 
the nozzle exit. See that chapter for additional discussion. 
CH-4PTER 5 
Spectral slopes 
While this chapter might more properly be called "Slopes of the spectra", 
the term "spectral slopes" will be used throughout to designate the logarithmic 
derivative of the various power spectra E,(frs) ,  i.e., the slope of these spectra 
on the log-log plots. The spectral slopes are of interest because, in accord with 
the objectives of identifying Schmidt number and Reynolds number effects, the 
concentration power spectrum is a powerful diagnostic of the behavior of the scalar 
field, and the spectral slopes are sensitive to changes in the spectra. Additionally, 
turbulence models often predict particular behavior of the spectral slopes, and the 
experimental results may be used to assess such models. 
The average spectral slopes, between the knee frequency and the roll-offj are 
found to steepen with increasing Reynolds number, from values of about -1 at Re = 
3,000 to approximately - 1.5 at Re = 102,000. The average slopes in the inviscid 
range are also examined, and they similarly steepen with Re. Above Re = 35,000, 
the inviscid slopes have values close to 1.5. The local spectral slopes are examined in 
more detail. The results indicate that the slopes display specific similarity between 
different x/d locations. 
The general spectral behavior, starting at the lowest frequencies and moving 
toward higher ones, may be approximated as follows: a constant level, a knee at the 
large-scale passage time, a region of roughly constant negative slope, a break-point 
leading to a region of less-steep slope, and a roll-off at the highest frequencies (e.g., 
Figs. 4.5 and 4.6). No constant -1 (Batchelor 1959) spectral slope region is present. 
Rather, the spectra at viscous scales are found to be log-normal. 
The scaling of the break-point location at the beginning of the log-normal 
region behaves like I3e3/" i.e., I<olmogorov scaling, but the magnitude is found to 
be about 80-85 times longer than the calculated XK. SNR resolution limitations 
dominate the behavior of the spectral slopes in the vicinity of the roll-off location, 
but from the lowest Re results, it appears that the log-normal behavior may extend 
further than sc1I2 from the break-points. 
5.1 Average slopes 
To further examine the deveiopment of the spectra with Re, the average slope 
values were determined numerically, by fitting a straight line from the knee fre- 
quency to the roll-off point, for a wide variety of runs (Fig. 5.1). The results display 
an increase in the average slope, from values in the vicinity of -1 at the lowest 
Re, toward values near 5/3 at the highest. The agreement between the Phase II 
x ld  = 100 and x ld  = 305 results is interpreted as evidence that the slopes have 
specific similarity, i.e., are similar at different x/d locations. The different behavior 
of some of the other xld results is partly ascribed to statistical uncertainties, partly 
to uncertainties in the selection of the averaging region, and partly to effects of 
initial conditions, as discussed in Chapter 6. It is interesting to note that, even at 
a Reynolds number as high as 102,000, these average slopes have neither reached 
an asymptotic value nor attained a slope of -513. 
Beyond the knee frequency, the spectra at the lowest Re decline with an almost 
constant slope, until they finally roll off at high frequencies. With increasing Re, 
however, the spectra begin to develop a break-point (dividing a steeper slope region 
Fig. 5.1 Average spectral slopes, between the knee frequency to the roll-off, under 
many conditions. 
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moves away from the knee with increasing Re. In the context of classical turbulence 
theories, this behavior could be interpreted as the development of an inviscid range 
between the outer (large) scales of the flow, and the Kolmogorov (1941) scale (see, 
for example, Monin & Yaglom 1975). This slope is expected to be close to -5/3, 
to the extent that homogeneous, isotropic turbulence theories may be appropriate 
in this situation. 
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The slow approach to an asymptotic value in Fig. 5.1 is, in part, because the 
average slopes include the regions both before and after the break-point. In Figs. 4.5 
and 4.6, it is apparent that the inviscid range is establishing itself by Re 12,000, 
or so, and it is the inviscid range slope which might be expected to approach -5/3 
(e.g., as reported by Clay 1973 for a hot air jet). 
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Fig. 5.2 Average spectral slopes of the steep portion of the inviscid range. 
The inviscid slopes were estimated from the higher Reynolds number spectra 
by fitting a straight line to their steeper portion, at frequencies just below the 
break-point. The result is displayed in Fig. 5.2. Some of the points are averages of 
pairs of values, from runs at the same Re. The slope values increase with increasing 
Reynolds number. Three points seem to depart from the general behavior. The 
low squares (Re = 25,500 and 51,000) were "quick runs", with higher plenum 
disturbance levels (see Chapter 6). The high circle (Re = 12,000, z / d  = 305) also 
had a moderately high slope in Fig. 5.1, but nothing else special was noticed about 
the run. These slopes are difficult to extract in general, and should be viewed with 
uncertainties perhaps on the order of f 0.05. This uncertainty is from the difficulty 
of determining the break-point location, the short extent of the inviscid range at the 
lower Re, and particularly from the oscillations in the spectra which will become 
more evident in the following sections. 
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5.2 Spectral slope behavior 
The spectral slopes were computed directly from the compensated spectra, as 
a function of frequency, using nunierical three-point differentiation of the one-third 
octave averaged spectra (as described in Appendix B). An example of a concentra- 
tion spectrum and the corresponding spectral slope curve is shown in Fig. 5.3. 
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Fig. 5.3 Spectrum at Re = 12,500 ( x / d  = 100) and its derivative. The vertical 
scale for the spectrum is the same as in Figs. 4.5 and 4.6, and the slope 
is measured in the same coordinates. 
The slope oscillates about a value of - 0 until the 1m-ge-scale passage frequency, 
where it drops to a value of about -1.25. This region, between logl0( f rg ) = 0 and 
1.18, is interpreted as the inviscid range of the spectrum. At a value of loglo (f T & )  = 
1.18, the oscillations decrease, and the curve assumes an approximately constant 
slope. This is concluded to be a distinct region, the beginning of which will be called 
the break-point, since the spectrum appears to undergo a change in the character 
of its slope at that location. Finally, the frequency at which the slope begins to 
drop off sharply, at logl0(fr6) z 2.6, will be called the roll-off point. 
Fig. 5.4 Ensemble of slope plots at x jd = 100. 
An ensemble of slope plots, over a wide range of Reynolds nurnbers at 
xld = 100, is displayed in Fig. 5.4. All of the spectra at xld = 100 and 300 
used in this chapter were compensated as described in Appendix C. Another set of 
curves from xld = 305 are included as Fig. 5.5. The oscillations in the slopes are 
rather pronounced. It should be noted that the curves in Fig. 5.4 were calculated 
from concentration records conta.ining 400-500 large-scale structure passages, while 
the runs in Fig. 5.5 captured about 35. It was suspected that the different statis- 
tical uncertainties accounted for the large difference in the amplitudes of the slope 
oscillations between Fig. 5.4 a,nd Fig. 5.5 .  
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Fig. 5.5 Ensemble of slope plots at xld = 305. 
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Several comparisons were made to address questions about the oscillations in 
the slope results. Slopes of two runs at the same xld and same Re are displayed in 
Fig. 5.6. Note that the bumps move, but the break-point and roll-off locations re- 
main the same. The fact that the bumps move, under the same conditions, suggests 
that they are not caused by &xed frequencies in the flow. As another test, thirds of 
a record were processed individually and compared both to each other and to the 
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result from the entire record (Fig. 5.7). The preceding strongly suggests that the 
oscillations of Figs. 5.6 and 5.7 are the consequence of statistical nonconvergence. 
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Fig. 5.6 Two cases under identical conditions (Re = 12,500, x/d = 100). 
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Fig. 5.7 Effect of analyzing partial records (Re = 102,000, x/d = 100). 
5.3 The log-normal range and the break-point 
For scales between the viscous diffusion (I<olmogorov) scale and the smaller 
species diffusion (Batchelor) scale, Ba.tchelor (1959) predicted that another, viscous- 
convective, range would be present at high Schmidt numbers between AK and AB,  
with a slope of -1. The extent of this range should be independent of Re, since 
AB % &/I/% (see Appendix C). No such constant -1 slope is observed. Addi- 
tionally, theoretical difficulties exist with this proposal (Dimotakis Sc Miller 1990). 
Nevertheless, it is clear that the extra length scale provided by the Batchelor (species 
diffusion) scale might cause a change in the spectral behavior in the vicinity of AK 
(or A,), extending to some multiple of AB.  
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Fig. 5.8 Comparison of x/d = 100 and x/d = 305 results at Re x 12,000. 
Returning to Fig. 5.6, it is co~lcluded that the region between about 
loglo( f 7 6 )  = 1.18 and 2.6, at Re = 12,500, displays a considerably different be- 
havior than the inviscid range. Note that the oscillations in the slope values are of 
almost constant amplitude at the lower frequencies, but appear to become consid- 
erably smaller at the start of this region. Rather than an influence of improving 
statistics, which would be associa.ted with a gradual decline, the sharp change is 
interpreted as the effect of viscosity damping out velocity fluctuations, thereby af- 
fecting the scalar field. 
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Fig. 5.9 Demonstration that break-point location scales with Kolmogorov scale 
(x/d = 100). 
This different region seems to exhibit a constant derivative on the slope curves, 
implying that the spectrum is para,boli when plotted in log-log coordinates, and 
log-normal in linear coordinates. For this reason, it is referred to as the log-normal 
range. This behavior is evident in Fig. 5.4, and, less clea,rly, in Fig. 5.5.  A com- 
parison between the x/d = 100 and x/d = 305 results at Re % 12,000 is made in 
Fig. 5.10 Close-up of break-point scaling (x/d = 100). Line segments represent 
the ratio of the I~olmogorov scale at Re = 12,500 to the Kolmogorov 
scale at each of the other Re, with the same line types as in the legend. 
Fig. 5.8. Within the uncertainties of the poorer statistics at x/d = 305, the two cases 
display the same behavior. The square root of the Schmidt number is included on 
the plot for comparison, but the agreement with the width of the log-normal range 
is probably coincidental, as will be discussed later. 
The starting location of the log-normal range, i.e., the break-point, is consistent 
with Kolrnogorov scaling (f - IXe3'*), as demonstrated by Fig. 5.9. The same 
comparison is made in Fig. 5.10 for a wider set of Reynolds numbers. The break- 
point appears as the point at which each Reynolds number's curve joins the constant 
slope decline, starting with the Re = 12,500 case at about log,,(fr6) = 1.18. The 
line segments shown represent the ratio of the I~olmogorov scale at Re = 12,500 to 
the I<olrnogorov scale at each of t,he ot,her Re. The alignment of the segments is 
only approximate; their lengths represent the relative scaling. If the spatial scale of 
these break-points is estimated from the mean centerline velocity calculated from 
Eq. A.2, they are about 80-85 times the I~olmogorov scale calculated from Eq. C.5, 
or slightly more than 3 times A, (Eq. C.6). 
5.4 The roll-off 
The span of the viscous-diffusive range is expected to be approximately scl/', 
as argued by Batchelor (1959). The behavior in Fig. 5.8 appears, at first, to agree 
quite well with this quantity. However, it should be noted that the location of 
the roll-off predicted by Batchelor is proportional to the (Batchelor) diffusion scale 
XB, Since X13 is proportional to the I<olmogorov scale XK, the roll-off should move 
with Reynolds nurnber accordingly. It is clear in Figs. 5.4 and 5.5 that the roll-off 
moves little, if any. The spectra of the cases which do differ slightly in Fig. 5.5 were 
examined, and it was determined that the early roll-off (Re = 65,000) had a higher- 
than-normal noise floor on the raw spectrum, and the late roll-off (Re = 6,000), 
a lower noise floor. It was concluded that the roll-off behavior is a result of SNR 
resolution limits. In the vicinity of the noise floor, the spectral slope results are 
sensitive to imperfections in the implementation of the Wiener filter, and the roll- 
of& in the spectra appear to be a result of this limitation. The behavior of the 
spectrum at yet higher frequencies cannot be determined at this time. However, the 
fact that the roll-offs in Fig. 5.5 remain fixed as the Reynolds number is decreased 
from 12,000 suggests that their log-normal ranges may exceed SC' /~ in extent, by 
some margin. 
CHAPTER 6 
The influence of disturbances 
It became apparent, during the experiments described in Chapter 4, that the 
fluid disturbance levels, both in the jet plenum and beneath the nozzle exit, were 
influencing the behavior of the scalar variance. The variance values of Chapter 4 
are revisited, this time considering the various changes made throughout the exper- 
iments which would affect disturbance levels, including additional runs specifically 
conducted for this purpose. The jet variance is found to increase with increasing 
disturbance level. In addition, the Phase I measurements suggest that the plenum 
and/or nozzle geometry may also play a role. 
6.1 The scalar variance, revisited 
The measured variance values from 55 runs are displayed in Fig. 6.1. Points 
which did not appear previously on Fig. 4.4 include the Phase I, x/d = 100, and 
Phase 11, x/d = 295, measurements. 
In the course of conducting the x/d = 305 runs, the difference between the 
previous Phase I variance values and the Phase I1 results was puzzling. Suspicions 
grew that the cruciform in the plenum was possibly misaligned, causing swirl in the 
jet, so several things were tried at the new x/d = 295 location. The cruciform. was 
removed, but the variance increased. The time the plenum sat between filling and 
starting the run was increased by 50%, yet the resulting variance was still large. 
Fig. 6.1 Measured variance values for complete ensemble of runs. 
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is in contrast to the previous "quiet runs," when the plenum was filled more than 
30 minutes before the run to allow any disturbances to decay. The collection of 
results from x/d = 295 is displayed in Fig. 6.2, The resulting variances of the quick 
runs were consistently high, with a few exceptions. After repeating quick runs at 
Re = 17,600 and not observing variances as large as at adjacent Reynolds numbers, 
the water under the plenum was stirred briskly by hand (for 10 seconds) and the 
run was conducted within 30 seconds. The resulting variance was much higher. This 
is the "extra disturbance" run in Fig. 6.2. These results indicate that the cruciform 
had been doing its job, reducing the plenum disturbance levels. It is concluded that 
both the plenum disturbance level and the disturbance level at the exit of the nozzle 
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Fig. 6.2 Measured variance values for the Phase 11, x/d = 295 runs. The shapes of 
the symbols designate the run conditions. Additionally, the filled symbols 
were selected as representative of an upper bound of the measured values, 
and fit with an expression of the form A + B ReP. Parameter values 
determined from the fit are: A = 0.045, B = 19.6, and p = -0.54. 
affect the variance, generally increasing it with increasing disturbance levels. 
In order to fill the plenum with dyed fluid before a run, it was necessary to 
reach below the nozzle plate (under water), and hold a finger over the nozzle exit 
while pouring the fluid into the plenum. After the plenum was full, the fill valve 
was closed and the finger removed. The act of withdrawing the hand from beneath 
the nozzle, and the attendant disturbances left behind in the nozzle exit vicinity, 
are deduced to be a major cause of the high variance levels in the quick runs. The 
hand was withdrawn more gently before the quick runs with the smaller variances. 
The result from the extra disturbance run is consistent with this explanation. The 
high (quiet run) result at Re = 36,000 is a bit of a puzzle, since it sat for 30 minutes 
prior to the run. The discrepancy at Re = 102,000 should be viewed in light of the 
hissing noise accompanying those runs (as described in Chapter 4). 
Note that two fits are included in Fig. 6.2. The solid line is a fit of A + BReP to 
the filled synlbols. This function was chosen for reasons described in Chapter 4. The 
points included for this fit were chosen somewhat subjectively for their appearance 
of lying on a distinct "branch." Also included in the plot is the fit obtained to 
the other Phase I1 data, which appeared previously in Fig. 4.4. The asymptotic 
values obtained from the fits (parameter A) are similar (0.039 in Fig. 4.4 and 0.045 
in Fig. 6.2). The multiplicative factors B changed from 24.8 (Fig. 4.4) to 19.6 
(Fig. 6.2), and the exponents p changed from -0.65 (Fig. 4.4) to -0.54 (Fig. 6.2). 
The disturbance level beneath the nozzle is clearly not the entire cause of the large 
variance values. The run with the cruciform conforms to the previous behavior, 
while, without the cruciform, no amount of waiting for the plenum to settle produced 
such low levels. However, the cruciform was not replaced for the subsequent xld = 
100 and 170 runs (although they were "quiet runs?'), yet their variance values agree 
with the behavior at xld = 305, with the cruciform present. This suggests that the 
axial location is a parameter in the sensitivity of the local normalized variance to 
disturbance levels. It is not Itnourn whether this dependence reflects the confinement 
of the jet (noting that xld = 295 is over half the working height of the tank), or 
some other factor. 
The Phase I results are plotted alone in Fig. 6.3. Again, the results are fit 
with an expression of the form A + B Rep. Note that the change in the exponent 
p indicates that these curves are not simply translating, as if from a virtual origin 
shift. The resulting asyn~ptotic value of il. (0.043) agrees well with the values 0.045 
and 0.039 from the other two fits. This value of -4 differs slightly from the inferred 
value of 0.04 from hilillcr Sr: Dimotakis (1001b), because the least squares fit here 
is for the variance. Previously, it was for the rms, and the corresponding error 
weighting is slightly different. 
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Fig. 6.3 Measured variance values for the Phase I, xld = 100 runs. The results 
were fit with an expression of the form A + B ReP. Parameter values 
determined from the fit are: A = 0.043, B = 3,600, and p = -1.33. 
The conclusions of the previous section may help explain the disagreement 
between the Phase I ancl Phase I1 variance values (Fig. 6.1). Both sets of esperi- 
ments were conducted in the same facility, using nozzles of the same diameter. and 
both plena contained crucifornls of similar design to reduce plenum disturbances. 
However, there were two major differences between the two configurations: the con- 
traction ratio (and size of the plena), and the nozzle exit geometry. The Phase I 
plenum had a 9.5 cm (3.75 in.) internal diameter, and the nozzle consisted of a 
smooth radius at the inlet and a short length of 0.254 cm (0.1 in.) I.D. tubing 
extending 1.8 cm (0.7 in.) beyond the nozzle plate (see Fig. 2.2). The tubing ex- 
tension was tapered on the outside to provide a thin edge at the nozzle exit. The 
Phase I1 plenum had a nominal 14.5 c n ~  (5.7 in.) I.D., and the nozzle consisted of a 
circular contour leading to the esit plane of the nozzle plate, with a - 3' converging 
angle at the exit. With no extension tube, the nozzle exit was flush with the surface 
of the 30.5 cm (12 in.) lucite nozzle plate (see Fig. 2.3). 
Because of the different plenum diameters, the area contraction ratios were 
dissimilar for the two plenum/nozzle combinations. The Phase I contraction was 
about 1400, while the Phase I1 ratio was close to 3200. Since a contraction has the 
effect of stretching disturbances in the strealilwise direction, amplifying streamwise 
vorticity, the difference in the two contraction ratios would cause equivalent distur- 
bances in the two plena to amplify by different amounts. This may have influenced 
the resulting jet variance through some unlinown mechanism. 
Although the contraction ratio might be able to account for the difference in 
variance behavior, there are also details of the nozzle geometries which should be 
considered. In the case of the Phase I nozzle, the short extension permitted entrain- 
ment from behind the plane of the nozzle exit, while the Phase I1 jet emerged from 
a hole in a wall, with corresponcling raclial entrainment from the very beginning. 
If the changes in behavior were influenced by the flow in the vicinity of the nozzle 
exit (such as the potential core shrar layers), the local entrainment flow might play 
a role. In comparison, Dowling k Dimotal<is (1990) reported scalar variance values 
on the centerline of a gas-phase jet. That experiment had a mild co-flow to satisfy 
the entrainment requirements of the enclosed jet. It is interesting to note that their 
measured variance was relatively unchanged over a range of Reynolds numbers from 
5,000 to 40,000. 
In conclusion, it has been shown t-hat botl1 the nozzle/plenum geometry and 
disturbance levels may greatly influence the jet variance (under some conditions, 
dortbling the measured values). It has not been determined, at this time, to what 
extent this sensitivity may be susceptible to Schmidt number. Many investigations 
of excited jets (e.g., Lee & Reynolcls 1985) have been reported in the literature. The 
current findings contribute observations of quantitative eRects on the jet mixing, 
from the influences described above, in unforced jets. 
CHAPTER 7 
I~iscussion of Schmidt number effects 
The various measures of jet mixing behavior examined in Chapter 4 are re- 
visited, and compared to gas-phase (order unity Sc) results. The measurements 
of Dowling (1988) and Dowling S: Dimotakis (1990) are used for this comparison 
because the demonstrated similarity behavior of those data testifies to their quality. 
For additional comparison, consult the references in both of the above investiga- 
tions. 
The jet centerline concentration pdf's are examined. In the current high Sc 
case, the pdf's become narrower and taller with increasing Re, while the gas-phase 
results change little. Correspondingly, the normalized scalar variance values de- 
crease in the liquid-phase with increasing Re, while the gas-phase values do not. 
Indications are that the differences in mixing behavior are less pronounced as the 
Reynolds number is increased. The high Schmidt number power spectra exhibit a 
much greater high frequency content compared to the gas-phase. The implication 
of these findings is that the high Schmidt number turbulent jet is less homogeneous, 
or less well mixed, than the gas-phase jet, at least at the low to moderate Reynolds 
numbers investigated. 
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7.1 Scalar pdf's 
Pdf's from the current work are displayed in Fig. 7.1 with the gas-phase results 
of Dowling (1988). The high Scllmiclt number pdf's, as described in Chapter 4, 
become narrower and taller with increasing Re, while the gas-phase cases at Re = 
5,000 and 16,000 show little change. 
Fig. 7.1 Comparison of current pdf's with gas-phase results from Do~vling (1988). 
What little change is apparent in the Dowling pdf's is in the opposite direction 
from the liquid-phase jets. At the higher Reynolds numbers, the differences between 
the two cases are much less pronounced. These results suggest that, at the lower 
Reynolds numbers investigated, the gas-phase jet is more homogeneous, or better 
mixed, than the high Schmidt number jet, but that this difference decreases with 
increasing Re. 
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7.2 Scalar variance 
Consistent with the behavior of the pclf's, the high Schmidt number variance 
decreases with increasing Reynolds number, in contrast to  the gas-phase values, 
which are relatively constant (Fig. 7.2). 
Fig. 7.2 Comparison of variance values with gas-phase results from Dowling & 
Dimotakis (1990). 
In fact, the reported statistical error bars for the gas-phase variances overlap 
(Dowling & Dimotakis 1990), implying that any perceived trend in those data nlay 
not be statistically significant. In light of the observations on convergence of the jet 
concentration pdf's in Chapter 3, such variations are not surprising. The behavior 
of the variance again indicates tha.t the high Schmidt number jet is less well mixed 
than the gas-phase jet, with the difference decreasing with increasing Re. 
7.3 Power spectra 
Power spectra from the current work are cornpared in Fig. 7.3 with the gas- 
phase spectra of Dowling (1988). The high Sc spectra have a considerably greater 
extent than the order unity Sc spectra at the high frequencies. 
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Fig. 7.3 Comparison of power spectra with gas-phase results from Dowling (1988). 
This behavior is expect,ecl in view of a species diffusion scale that is smaller 
than the viscous diffusion scale, which provides an additional length scale in the 
flow (as noted by Batchelor 1959). While no constant -1 spectral slope is present, 
as discussed in Chapter 5 ,  a log-normal range is observed at frequencies higher than 
the viscous scale, suggesting that the particulax assumptions of Batchelor's theory 
which lead to the -1 slope require reexamination (cf. Dimotakis & Miller 1990). 
In addition to the greater extent of the high frequency portion of the high Sc 
spectra, it is also noted that the power spectral densities are slightly larger than 
the gas-phase values, over the entire range of frequencies. A possible factor in 
this difference is that Dowling's jet nozzle was esternally contoured, and a mild 
co-flow was provided to satisfy the entrairilnent recluirements of the (enclosed) jet. 
There was no co-flow in the current work. If the effect of the co-flow was to reduce 
fluctuations near the nozzle, and consequently throughout the jet (in light of the 
findings described in Chapter G ) ,  it Inay have resulted in the broadly lower spectral 
densities. 
CHAPTER 8 
Estimation of flame lengths 
Estimated flame lengths from the current work are compared with those of 
Dowling (1988) and Dahm (1985), and are found to become significantly shorter 
with increasing Reynolds number. in contrast to the previous investigations. This 
Reynolds number dependence is greatest at the lower Re, but persists to some 
extent to the highest Re investigated. 
8.1 Estirnation illetl~od 
Much of the following discussion is excerpted from Appendix B of Miller & 
Dimotakis (1991b). 
Given the jet fluid concentration pdf's p(c, x; Re), the "flame length" can be 
estimated as the distance required for 1 - E of the jet fluid (with, say, E. = 0.01) to 
have mixed to the proper stoichiometric composition (stoichiometric jet fluid frac- 
tion) c, , as required by the chemical reaction. This is related to the stoichiometric 
mixture ratio (equivalence ratio) 4 by the expression 
where 4 is equal to the parts of reservoir fluid that must be molecularly mixed and 
reacted for the complete consumpt,ion of one part of (pure) jet fluid. 
Briefly, to estimate the flame length corresponding to a given c, and E we need 
two additional assumptions. First. that the pdf of concentration on the jet asis is 
a function of c/Z only, i.e. 
where the function f (cli?) may vary with Reynolds number (and Schmidt number), 
but is taken as independent of x/d. Note that it is f (c/ i?) that was plotted un- 
der this implicit assumption in Chapter 4. This is the usual assumption, recently 
corroborated for gas phase (Sc - 1) turbulent jets (Dowling 8.c Dimotakis 1990)) 
with supporting evidence for liquid phase (Sc lo3) jets (see discussion in Chap- 
ter 4, and also Papanicolaou Sr; List 1088). The second assumption deals with the 
dependence of Z on x Id, i .e. (momentum-driven turbulent jets) 
In this expression, the (pure) jet fluid concentration is taken as unity, the dimension- 
less parameter K is taken as a constant (which may, ho.nrever, depend on Reynolds 
number, e.g., Dowling & Dinlotaliis 1990), d* is the jet momentum diameter (e.g., 
as used in Dahm & Dimotaliis 19851, and xo is a virtual origin (possibly weakly 
dependent on Reynolds number at low Reynolds numbers). Combining Eqs. 8.2 
and 8.3, we have, for each Reynolds number, 
For a given E ,  the flame length Lf may then be estimated as the implicit solution of 
the equation 
It can be seen that the computed flame length is determined by the behavior of the 
pdf at high values of C/E. Basically. if .fj (c/T) is the pdf of c / ~  at a Reynolds number 
Re3, then for q / C  > 1 (small E )  ;\nd f2(c,/C) > fi (c,/C), we will have Liz > Lfl. 
In other words, and as perhaps obvious in retrospect, a larger cl/-C (less well-mixed 
jet) implies a longer flame length. 
The inferred flame length dependence on Reynolds number made above assumes 
that any deviations of the 2-dependence of p(c,x) from Eq. 8.2, as well as the 
possible dependence of cl*, t; and xo on Reynolds number, are not strong enough 
to offset the relatively large dependence of Lf predicted using Eq. 8.5 and the 
assumptions outlined above. We note, however, that the rigorous validity of these 
assumptions may not be unassailable, especially at the high Schmidt number in this 
experiment (Dimot aliis & Miller 1990). 
With these caveats in mind, the fla-me lengths were estimated from the current 
concentration data. Equation 8.5 was implemented in the form 
where c, is determined implicitly. A value of E = 0.01 was selected, permitting 
sufficient statistical confidence, and the pdf 's were integrated numerically, starting 
at the largest concentrations, to determine c,/?. The stoicl~iometric mixture ratio 
is related to c, /T by 
Using Equations 8.3 and 8.7, having determined c , / ~ ,  the flame length is computed 
from (cf. also Dowling 1988, Eq. 5.6) 
Here, the effect of (the small) virtual origin s,, has been neglected. For the current 
results, the momentum diameter d* will be replaced by the geometric nozzle diam- 
eter d. since the reservoir and jet densities are matched and the nozzle exit velocity 
profile should be very close to an ideal "top-hat" profile. 
Because the current measurelnents are of relative. and not absolute, concen- 
tration, it is necessary to approximate the jet concentration decay constant K. A 
value of K = 5.2 was chosen as intermediate between the reported values of tc = 5.4 
from Dahm (1985) and 5.11 at Re = 3,000 from Dowling & Dimotakis (1990). Ad- 
ditionally, tc was taken to be inclepenclent of Reynolds number, primarily because 
existing experimental results (Ricou S: Spalding 1961, and Dowling SL. Dimotakis 
1990) suggest opposite Re effects, and it is unclear what the Re dependence, if any, 
would be. This is an assumption in the following discussion. 
8.2 Results 
The computed values of Lf for both Phase I and I1 data, using E = 0.01, # = 10, 
and tc = 5.2, are displayed in Fig. 8.1. 
The estimated flame lengths vary by 24% in the Phase I measurements, and 
more than 35% in Phase 11, over the Reynolds number range investigated, with 
increasing Re yielding shorter flame lengt 11s. The vertical separation of the two sets 
of data is approximately 13%. In the contest of the findings in Chapter 6, it is 
possible the differences between the plenumlnozzle geometries may be the source 
of this offset. In particular, if the values of tc in the two situations differed by 13% 
(the Phase I K being larger), the difference would be removed. A dependence of K 
on Reynolds number could also be a factor in the decrease of the Aame lengths, for 
both sets of data. However, the reported values of K in the literature (e.g., Dowling 
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Fig. 8.1 Values of L f / d ,  computed from the concentration pdf's, for E = 0.01, 
4 = 10, and K. = 5.2. Both Phase I and I1 data are shown. 
& Dimotakis 1990, Fig. 7) lie between 4.5 and 5.5, for the most part. The change 
in K required to account for the entire 33% Phase I1 variation is greater than this 
range of values, whch most likely refiects other influences as well, such as facility 
geometry. In addition, no clear Reynolds number dependence is evident in those 
results. It is therefore considered unlikely that the entire variation in the flame 
lengths could be accounted for by a Reynolds number dependent K. This suggests 
that increasing molecular mixing is taking place with increasing Re, as manifested 
by the narrower pdf's and smaller resulting c,/E's. 
8.3 Comparison with other investigations 
The flame lengths for the current (Phase 11) data are compared in Fig. S.2 with 
the maximum observed flame lengths of Dahm (1985) in water, and the gas-phase 
estimates of Dowling (1988). Dahm's results are from observations of an acid-base 
reaction, conducted at particular values of d, while Dowling's flame lengths were 
estimated from passive scalar measurements, in the same manner as the current 
work (with E = 0.01). Dowling's results are displayed as symbols, rather than lines, 
for clarity. ,4s mentioned above, the value of 6 used in Fig. 8.2 is 5.2. 
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Fig. 8.2 Comparison of current Phase I1 flame length estimates with gas-phase 
results from Dowling (1988) and previous results in water from Dahm 
(1985). 
It is apparent from Fig. 8.2 that the current flame lengths vary by more than 
33% over the range of Reynolds numbers investigated. This is in contrast to earlier 
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findings in liquid-phase turbulent jets (TYeddell 1941. Dahm 1985) that the flame 
lengths were constant for Reynolils numbers in escess of 3,000. In addition to a 
possible variation of K in the present experiments, discussed above, part of the 
discrepancy may be in the respective Schmidt numbers of the two measurements. 
In using an acid-base reaction technique to measure flame lengths, the reaction 
was determined by the pH of the environment around each dye molecule. The 
Schmidt number in that situation will reflect the diffusion coefficients of both the 
dye and the acid (hydrogen ions, i.e.. protons) - some intermediate value. The 
diffusion of protons in water is very fast. In addition to its small size, there is a 
mechanism in which a free proton is bound to a water molecule, releasing one of 
the two protons previously attached. By means of this bond swapping, protons 
in water c a n  "diffuse" without moving (Fa ,Anson, persond communication). The 
resulting diffusion coefficient for (infinitely dilute) protons in aqueous solution is 
9.3 x lom5 cm2/sec (e.g., Parsons 1959, p. 79), almost 18 times the diffusivity of 
fluorescein. Therefore, it would be expected that the Schmidt number describing 
the acid-base reaction would lie somewhere between the Sc of the protons (x 100) 
and the dye (Z 1900). It is not known to what extent this could account for the 
difference between previous results and the current work. 
The apparent agreement in Reynolds number behavior of the current flame 
lengths with the estimates of Dowling (19SS) may well be coincidental. First, the 
difference between his reported flame lengths at Re = 5,000 and 16,000 is about 
5%. This is the result of a decrease in /c of 8%, combined with a slightly wider 
pdf at Re = 16,000. For the current flame-length estimates, K is approximated 
by a constant. If a similar decrease in tc ~vith Re were included, the Reynolds 
number dependence of the current flame lengths would be even stronger. Note 
that K determines the behavior of the mean concentration, and is a function of the 
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jet entrainment rate. Entrainment is a feature of the velocity field, which, at the 
Reynolds numbers of interest here. should be unaffected by changing the Schmidt 
number (species diffusion coefficient). Any Reynolds number dependence of K in a 
turbulent jet, therefore. would be expected to be independent of Schmidt number. 
It could, however, possibly be flow-geometry dependent. If the current trend of 
decreasing flame lengths with increasing Reynolds number were to be explained 
solely by a change in 6. not only would a very substantial change of about 33% be 
required, but it would have to be in t he  opposi te  s ense  as that observed by Dowling 
(1988) between Re = 5,000 and 16,000. 
Secondly, in Dowling k Dimotakis (1990), additional data at Re = 40,000 were 
reported. While K for those runs was not derived directly, it was estimated to be 
about 5.1. to 5.2, This estimate, combined with the near perfect coincidence of their 
Re = 40,000 pdf with their pdf at Re = 5,000, suggests that the estimated gas- 
phase flame length at Re = 40,000 would be v e r y  near ly  t h e  s a m e  as the Re = 5,000 
case. This is in contrast to the observed high Schmidt number behavior, as seen in 
Fig. 8.2, in which there is a strong dependence of flame length on Reynolds number. 
CHAPTER 9 
Conclusions 
These experiments have investigated the behavior of the passive scalar field of a 
round, axisymmetric, turbulent, jet at high Schmidt number. High-resolution, tem- 
poral, single-point measurements. on the jet axis, were obtained using laser-induced 
fluorescence techniques to determine the jet fluid concentration. The principle con- 
clusions of this work include the following: 
1. Time traces of the concentration exhibit features indicative of the passage 
of large-scale structures, on the order of the local jet diameter in extent, 
including both upstream facing ramps and plateaus. 
2. Analysis of the accumulation of the concentration histogram suggests the 
statistics of that quantity deviate significantly from statistics of a random 
(binomial) process. 
3. Long-time statistics of the jet concentration converge slowly. About 100- 
300 large-scale structure passages are required to reduce the uncertainty 
in the mean to 1%. Similar conclusions have previously been reported for 
shear layers (Dimotakis 8.z Brown 1976). 
4. As the Reynolds number is increased, the normalized scalar variance is 
produced over a relatively narrower range of scales. 
5. The jet centerline concentration pdf's vary with Reynolds number, becom- 
ing taller and narrower as Re is increased. The jet centerline concentration 
variance correspondingly decreases with increasing Re. 
6. The jet centerline concentration power spectra evolve with Reynolds num- 
ber, with average slopes between the large-scale passage frequency and 
the high-frequency roll-off of about -1 at Re = 3,000, increasing to about 
-3/2 at Re = 102.000. 
7. No constant -1 (Batchelor) spectral slope region is present in the concen- 
tration power spectra of these high Schmidt number ( N  1900) jet flows. 
8. For scales in the viscous region, the power spectra exhibit a log-normal 
behavior, over a range exceeding a factor of 40, in some cases. 
9. The location of the beginning of the log-normal spectral region is marked 
by a break-point in the spectrum. The break-point frequency scales like 
~ e ~ / ~ ,  but is about 80-85 times smaller (corresponding to a larger scale) 
than the calculated value of the I<olmogorov scale passage frequency. 
10. Mixing in the far-field of high Schmidt number turbulent jets is found 
to be susceptible to initial conditions. In particular, fluid disturbances 
in the jet plenum and in the vicinity of the nozzle exit were dscovered to 
strongly ildluence the normalized jet centerline scalar variance, with larger 
disturbances causing larger variances, i.e., less homogeneous mixing. A 
larger contraction ratio plenum, its nozzle orifice flush with a large end- 
plate, produced larger variances than a smaller contraction ratio plenum 
with a short nozzle tube extension, of the same nozzle exit diameter. 
11. Similar to shear layer behavior, the effects of initial conditions are found 
to persist for hundreds of diameters from the nozzle exit, over hundreds of 
large scales. 
12. Mixing in high Schmidt number turbulent jets differs from gas-phase. order 
unity Sc,  jet mixing. At low to moderate Re, the higher Sc jet is less well 
mixed. The indications are that, as the Reynolds number is increased, the 
difference in mixing behavior is less pronounced. 
13. The large variations with Re observed in the concentration pdf's, scalar 
variance, and power spectra, are not found in gas-phase results. 
14. Flame lengths estimated from the current data decrease substantially with 
increasing Reynolds number, in contrast to previous results from both 
liquid- and gas-phase jets. This implies either a change in the entrainment 
rate of the jet. in excess of the range of previously reported values, and/or 
an increase in the amount of molecular mixing in the jet. 
-4PPENDIX A 
Description of flow parameters 
This appendix will detail many of the specific flow parameters for these ex- 
periments. For a description of the experimental apparatus, see Chapter 2. For a 
discussion of the relevant microscales and resolution issues, consult Appendix C. 
A . l  Velocities and large scales 
The principle flow variable in these experiments was the jet exit velocity uo. 
As described in Appendix B. in the Phase I experiments, uo was determined from 
a volume flux measurement which was conducted during each run. In Phase 11, the 
calibration was done in advance, also from direct volume flux measurements. The 
result was then expressed a s  a Reynolds number based upon the jet nozzle diameter 
d and the kinematic viscosity u. i.e., 
Both the value of d and the determined uo were considered accurate to a few percent, 
while v is a weak function of temperature, varying about 2% per degree near room 
temperature. The resulting Reynolds numbers are considered accurate to about 
f 5%. Most of the jet quantities of interest have weak dependences on Re, e.g., 
logarithmic, so this accuracy is considered more than adequate. 
The jet growth rate was measured shadowgraphically, as described in Ap- 
pendix D. The visual full jet angle found, about 23O, was in agreement with pre- 
viously reported values. The virtual origin was determined from the shadowgraph 
pictures to be, at most, a few nozzle diameters at the lower Reynolds numbers - 
less at the higher. Since the measuring stations were located 100 or more diameters 
downstream, the virtual origin was neglected in the computations. 
To estimate the jet centerline velocity uC1, the relation reported in Chen & Rodi 
was used, where x is the axial distance from the nozzle exit and xo is the jet 
virtual origin (cf. Dowling 1988). In Equation A.3, the constant (6.2) may vary 
from experiment to experiment. The importance of such a variation is minimal in 
this work, because this relation is used primarily in its role as a scaling law, i.e., 
ucl K d/x. 
The calculated centerline velocity may be used to estimate a jet large-scale 
time r g ,  defined here as 
~6(" )  & ( ~ ) / U C ~ ( X )  , (A.3) 
where S is the local visual width of the jet. In the present work, time variables 
are often nondimensionalized by rs, anticipating its role as a scaling parameter. 
The centerline velocity is also useful for converting the temporal data from the 
experiment to its spatial equivalent by dividing the time units by the convection 
velocity, approximated as u,l on the jet axis. This is often referred to as Taylor's 
hypothesis  or the frozen-flow hypothesis .  The only use of Taylor's hypothesis in this 
thesis is to convert calculated spatial scales, e.g., XI(, to their loglo( f r6)  equivalents 
for comparison with results, and to estimate the resolved scales in Appendix 6.  In 
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those instances, the approximations involved should always be kept in mind. 
A.2 Buoyancy length scale 
The following amplifies on the discussion of buoyancy in Miller Sc: Dirnotakis 
(1991b). 
Buoyancy is an important consideration in experiments such as these. because 
the buoyant jet (or plume) behaves differently (enhanced entrainment, for example), 
than the momentum-dominated jet. There are several influences to be considered: 
buoyancy from a jet fluid/reservoir fluid density difference, buoyancy from a nonuni- 
form reservoir density profile (stratification), and possible heating of the jet at the 
measuring station by the laser bern. Briefly, a nondimensiondized buoyancy length 
scale (Fischer et al., 1979), 
where p, is the jet fluid density, p, is the reservoir fluid density, uo is the jet exit 
velocity, and g is the acceleration of gravity, may be derived from dimensional anal- 
ysis (e.g. Dowling 1988, Sec. ,A.5). This parameter may then be compared with 
experimentally derived values to determine the role of buoyancy in the flow. In par- 
ticular, Papanicolaou & List (1987, 1988) find that jets are momentum-dominated 
if x/ Lb is less than one, while Chen & Rodi (1980) cite a limit of roughly 0.5. 
We will estimate the maximum anticipated density difference and calculate 
the resulting value of Lb/d for the Phase I measurements. A density difference 
here may arise from the addition of dye to the jet fluid, or from a temperature 
mismatch between the jet fluid and the reservoir fluid. Let us consider the two 
contributions separately, since, i t  turns out, t,hey are of different magnitudes. The 
fluorescein dye concentration used in the experiments was roughly 3.3 x 11 
in the Phase I experiments. The formula weight of disodium fluorescein is 376.28. 
This yields an estimate for the dye-induced buoyancy length scale (from Eq. A.4) 
of more than 19.600 jet nozzle diameters at the lowest Re. For each run, the jet 
fluid was prepared by diluting a small amount of concentrated stock solution of dye 
with sufficient water, taken from the reservoir shortly before the run, to yield the 
proper jet dye concentration. This procedure resulted in no observable temperature 
discrepancy between the plenum fluid and the reservoir fluid. Using Eq. A.4, the 
estimated buoyancy length scale resulting from a temperature difference of 0.1" C, 
the accuracy of the thermometer. is 1,300 jet nozzle diameters. While, of the two 
contributions, the possible influence of a worst-case temperature mismatch is larger, 
the resulting buoyancy length is 15 times the distance between the nozzle and the 
measurement location at x / d  = 100. Therefore, based on the criterion of Chen & 
Rodi (1980), the momentum-dominated region extends for a distance that is more 
than 7 times longer. 
A.3 Attenuat ion consideratioils 
A second way buoyancy may arise is through heating of the fluid in the mea- 
suring volume via absorption of laser power by the dye. The approximate residence 
time of the fluid in the measurement volume is the measurement height (x 8Opm) 
divided by the calculated mean centerline velocity at the lowest Reynolds number 
(0.072 m/s), or 0.001 seconds. The attenuation of the laser beam through the entire 
width of the jet was measured by imaging the laser light from the beam stop onto 
the PMT, and collecting data before and after the arrival of the jet. The laser beam 
intensity I  at time t will be 
where I. is a reference intensity and I f l ( [ ,  t )  is the dye fluorescence at location [ 
along the beam at time t .  Treating the jet concentration as uniform in the radial 
direction for the purposes here (not too severe an approximation - cf. Dahm 1985), 
and noting that for the weak concentrations employed in these experiments, I* cc c,  
the laser beam attenuation may be approximated as 
where a! is a constant of proportionality. The attenuation, across the entire jet 
width, was determined from the measurement to be about 1% for a plenum con- 
centration of low6 M. 
The attenuation across the measuring volume (- 8Opm wide) would therefore 
be about 0.0025%. Even doubling this value, and assuming a worst case (all power 
attenuation goes into heat), the resulting temperature rise would only be approx- 
imately 0.02O C. While the approximation of uniform concentration and velocity 
may tend to underestimate the temperature rise, probably much less than half of 
the attenuated power is convert,ed into heat. Therefore. this estimate is considered 
consemat ive. 
It should also be noted that, while some dilatation of the fluid occurs as it passes 
through the laser beam. it is a localized effect. There is no global buoyancy force 
to affect the large-scale jet structure and entrainment, as there is when the jet and 
reservoir densities are different. Thus, it is not appropriate to utilize criteria such 
as those of Chen & Rodi (1980) in this case, since they apply to globally different 
densities. The primary influence here, i.e. local dilatation, will have an even weaker 
effect on the flow for a given temperature rise. The dilatation is extremely small, 
Aplp x 5 x and its influence in our flow environment is concluded to be 
insignificant. 
Having opened the issue of attenuation, we should also consider the possibil- 
ity of attenuation-caused fluctuations of the laser beam contributing to the mea- 
sured values of cl/E, or, equivalently, the scalar variance. The beam attenuation 
across the diameter of the jet was typically less than 3%. Fluctuations arising 
from this attenuation may be completely uncorrelated with the scalar fluctuations 
at the measurement location, in which case the variances of the two contributions 
add. Alternatively, the fluctuations may be exactly correlated, in which case the 
two contributions to cl/'Z add. In either situation, the maximum influence would 
correspond to fluctuations between the nllnimum (zero) and maximum (-1.5%) 
attenuation possibilities, or a masimurn correction to the value of cl/'Z of roughly 
0.015. This would result in, at most, a '7% change in the measured value. This 
should be compared with the large percentage decrease in the measured values over 
the Reynolds number range investigated. Therefore, even in a worst-case scenario, 
the fluctuations arising from the attenuation of the laser beam would represent only 
a small correction to the magnitude of the variation we have measured. The actual 
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situation is obviously not nearly so adverse. and we conclude that the attendant 
contamination of our results. as a result of beam fluctuations, is extremely small. 
A.4 Run parameters  
As described in Chapter '7, two distinct sets of experiments were conducted. 
The first is referred to as Phase I, and the second as Phase 11. The jet nozzle 
diameter was common to both. 
jet nozzle exit diameter = 0.254 cm 
A.4.1 Phase I 
The Phase I measurements were taken under the following conditions: 
data acquisition frequency 20 kHz 
run time 50.8 sec (38.4 sec at 23,400) 
dye concentration - 3.3 x h1 
distance from nozzle exit 25.4 cm (x/d = 100) 
jet growth rate - 23" (full angle) 
laser power 1.0 TV 
The following table lists additional parameters specific to each Reynolds num- 
ber. 
1 Phase I esperiments I 
Table A.1 Flow parameters for Phase I. 
A.4.2 Phase I1 
The Phase I1 measurements were taken under slightly different conditions. The 
data acquisition frequency was adjusted to match each particular run, and varied 
from 1.5 to 70 kHz. The dye concentrations used were also changed somewhat, in 
the range of 1 - 2 x M, usually 1.5 x 1 0 - 9 1 .  The nozzle diameter was again 
0.254 cm (. 1 in.), and measurements were conducted at axial locations of x / d  = 100, 
170, 295, and 305. The jet growth rate was assumed to be 23". The laser power 
was 3.5 W. Addtional parameters specific to each axial location are given below. 
Table A.2 Flow parameters for Phase IIa. 
Table A.3 Flow parameters for Phase IIb, x/d = 295. 
Table A.4 Flow parameters for Phase IIb, x/d = 100. 
Table A.5 Flow parameters for Phase IIb, x/d = 170. 
-4PPENDIS B 
Experimental considerat ions, data acquisition, and processing 
This appendix describes run procedures, selected experimental considerations, 
details of the data acquisition, and processing techniques used for the experiments 
in this thesis. The physical description of the experimental apparatus is discussed 
in Chapter 2, and the flow parameters of interest are outlined in Appendix A. 
~Iicroscales and issues of resolution are covered in Appendix C. 
There were numerous experimental concerns which contributed t,o the experi- 
mental design, preparations for each run, and data acquisition and processing. The 
goal was to conduct low-noise, high dynamic range concentration measurements 
in an unexcited (natural), nonbuoyant, free turbulent jet in an essentially infinite 
reservoir. 
B.l Run preparations 
To prepare for a run, the reservoir tank was filled with water, and a pump was 
used to circulate the water through a filter. The filter's purpose was not to remove 
particles, since the water supply was already filtered, but to provide a pressure drop 
to remove small bubbles and dissolved gases from the water. This reduced bubble 
formation on the windows of the tank, and also made sure that the water was well 
homogenized, with no strong temperature gradients. The pump was turned off after 
about an hour, and the tank was allowed to sit a minimum of an hour and a half 
(longer for low Re, large x / d  runs), allowing the water to come to rest. 
At least an hour before a run was made, the laser was brought to the de- 
sired operating power for the experiment. This was to allow the laser to stabilize 
electronically, thermally, and therefore, optically. All of the data-acquisition elec- 
tronics were left powered up continuously, including the high voltage to the PMT. 
The photomultiplier tube was known to require some time to achieve a quiet state. 
Close to run time, water was taken from the top of the reservoir and mixed with 
an appropriate amount of concentrated stock dye solution to obtain the desired 
dye concentration for the plenum. For reasons discussed in Appendix A, this con- 
centration was kept weak, typically 3.3 x M in Phase I, and 1.5 x M 
in Phase 11. Since the ratio of tank water to stock solution used was large, and 
the stock solution temperature was similar to the tank temperature, there was no 
temperature difference between the plenum fluid and the tank fluid in the Phase I 
measurements. The larger quantity of fluid needed to fill the plenum for the Phase 
I1 runs required additional transfers between containers and took longer to prepare 
for loading. Consequently, temperature differences up to 0.25' C were observed in 
some of the runs (normally colder plenum fluid), probably partly from evaporative 
cooling draring the mixing procedure and partly conduction with containers during 
the necessary transfers. No change was detected from these differences in any of the 
jet statistics, consistent with buoyancy length estimates discussed in Appendix A. 
B.2 Tank conditions 
At the outset of the Phase I1 measurements (the first time in the current work 
that runs at both low Re and large x/d were conducted), the tank was left to sit 
overnight, and a substantial 0.6' C variation was found in the reservoir temper- 
ature between top and bottom. There is a trade-off between letting the tank sit 
after mixing to allow residual velocities to decay and the possible establishment 
of temperature stratification if it sits too long. Unfortunately, both difficulties are 
most serious under the same circurnstances, i.e., at low Reynolds number and large 
x / d .  
In response, the tank was insulated with foam insulation on the bottom and 
lower 1/3 (metal) portion of the sides. At the same time, it was found that the 
tank achieved what can only be described as a rock-steady motionlessness (velocities 
estimated as less than 5 x 1 0 - b / s )  about an hour and a half after pumping ceased, 
as determined by observing scatterers in the water illuminated by the laser beam. 
Therefore, the time between turning off the recirculation pump and conducting a 
run was reduced to typically an hour and a half. With the insulation and reduced 
wait time, out of 55 runs, two were observed to have a 0. 1" C stratification and three 
had a 0.05" C difference. None of the other runs had detectable stratification, to 
within 0.025" C. No behavioral differences were found between the slightly stratified 
and unstratified cases. As an additional refinement, for the most critical, low Re, 
large x/$ runs, the reservoir water temperature was matched to within 0.1" C of 
the room temperature by adding hot water to the tank. This aided in matching 
the plenum fluid temperature to the tank water temperature, and eliminated any 
observable tank temperature stratification. 
It is interesting that a slight temperature stratification was measured in the 
course of the Phase I1 experiments, but not in Phase I. Several influences are sus- 
pected. Only one run was conducted in Phase I at x/d = 300, the others were all at 
100. Temperature gradients over the smaller distance would be smaller. More im- 
portantly, however, Phase I1 runs were conducted with the water surface covered. 
It had been noted that at large z ld ,  with the surface uncovered, the tank never 
achieved a motionless state. Evaporative cooling at the surface drove large-scale 
recirculation in the tank, with velocities visually estimated to be in the 1 x 
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to 1 x lo-* m/s range. While this represents only about 1% of the centerline ve- 
locity for Re = 3,000 at x/d = 100, it would be closer to 4% at xld = 305 (at 
the same Re), and it was desired to reduce these velocities. Covering the surface 
accomplished this very well, as described above. The estimated Phase I motion was 
possibly large enough to turn the tank fluid over in about an hour, a time shorter 
than required to establish a detectable temperature gradient. The shadowgraphy 
described in Appendix D was sensitive enough to visualize this surface cooling, and 
inverted mushrooms of fluid could be seen dropping from the air-water interface if 
the e>aporation was enhanced by blowing on the surface. 
B.3 The laser diagnostic 
The concentration measurements discussed in this thesis are more precisely flu- 
orescence measurements, and may be interpreted as concentration only under cer- 
tain circumstances. See, for example, the discussion in Dahm (1985). Of particular 
interest is that the fluorescent signal is linearly proportional to the dye concentra- 
tion. Three runs at different concentrations served to show that the fluorescence 
was linear with dye concentration, to within 3% (less than the concentration uncer- 
t ainties) . 
The fluorescence was not, however, linear with laser power (Fig. B.l). The 
measured values indicate that the fluorescence is approaching satu~at ion.  In other 
words, the dye is pumped so hard, few dye molecules remain in the ground state to 
fluoresce, if the incident intensity is increased yet further. This type of saturation 
is not to be confused with either saturation of a detector or nonlinearity of the 
fluorescence with dye concentration. There are a couple of advantages to operating 
under near-saturated conditions. One is that the signal has been maximized with 
1 2 3 
laser power ( W )  
Fig. B.1 Fluorescence intensity for varying laser power. The intensity quantities 
are normalized by the intermediate value. 
respect to the laser power; additional increases in power will increase the intensity 
little. A second advantage is that operating in a saturated state decouples laser 
power fluctuations from the measurements. The laser used was very stable (operated 
in light-control mode), but this decoupling serves as an additional isolation of the 
fluorescence from laser influences in another way. As discussed in Appendix A, 
an additional concern in interpreting fluorescence intensity as concentration is the 
attenuation of the beam in passing through a dyed region before the measuring 
location. If the fluorescence was fully saturated, this concern would be removed 
entirely, and, to the extent that Fig. B.l demonstrates saturation, the analysis of 
the influence of attenuation on the measurements of c'/ Z is overly conservative. 
B.4 Jet alignment 
The jet nozzle hole was machined normal to the flat exit plane of the nozzle 
plate, within typical machining accuracies (roughly a tenth of a degree). The nozzle 
plate was mounted to the bottom of the jet plenum assembly, and the plenum was 
positioned in the center of the top of the tank, supported on two beams. The nozzle 
was aligned to the vertical by filling the tank to a point just below the exit plane 
and observing the plate and its reflection on the water surface from right angles. 
The reflection caused the appeamnce of a long, narrow gap between the real nozzle 
plate and its reflection. As the nozzle plate was adjusted to be level by tilting the 
plenum on its supporting screws, the water level was brought closer, causing the 
gap to be even smaller. With a very small gap, it was easy to detect a variation of 
1 mm, or so, across the 30 cm plate. The nozzle was therefore considered aligned 
to the vertical within 0.2'. 
With the nozzle aligned, a length of 6 lb. fishing line was threaded through the 
plenum from the fill valve and out the nozzle hole, with the aid of a plastic coated 
wire. A weight was attached to the fishing line, and it was used as a plumb bob 
to indicate the geometric jet axis. Two pieces of tape were attached to the line, 
with their top edges separated by the desired xld apart, and the higher tape was 
brought up into gentle contact with the nozzle plate. The focusing optics were then 
aligned so that the laser beam entered the tank at very nearly normal incidence, and 
intersected the fishing line. The height of the beam was iterated, until it intersected 
the line at the top of the lower tape. The focus was displaced about a millimeter 
to one side for a moment (the waist is only a fraction of a millimeter in diameter), 
just barely above the top edge of the tape, and the beam waist was viewed from 
the side with a telescope. The waist was then centered in the beam direction, using 
the fishing line as a reference. With the beam still slightly displaced, the focusing 
optics were aligned. The image of the beam was brought into focus on the slit of the 
PMT, and then the image of the line was centered on the slit. Finally, the beam was 
moved back sideways to intersect the fishing line at the edge of the tape, making 
the resulting distorted beam pat tern symliletric to achieve the best centering. The 
various alignments were checked again, and the fishing line was removed. 
The general issue of resolution is discussed in Appendix C. 
B.5 Signal background 
Immediately before the run, data were recorded with the PMT under two 
conditions: with the PMT blocked, recording the dark background signal, and with 
the PMT recording the light from the measurement volume with the laser beam, 
but no jet dye, present. The dark signal provided an indication of the noise of the 
detection system, while the laser signal determined the lowest possible background 
level. The laser signal differed from the dark signal because of the presence of 
small amounts of fluorescent contaminants in the reservoir water, possibly oil. The 
amount of light at the laser frequency which made it through the cut-off filter was 
negligible compared to this background fluorescence contribution. 
The background level was initially intended to be subtracted from the jet flu- 
orescence signal, accounting for the background. However, it was discovered from 
the earliest experiments that the lowest recorded signal levels during a run never 
actually achieved this value, by about 1% of the run's mean. This was attributed 
to the fact that the background signal is primarily background fluorescence of con- 
taminants in the water in the absence of dye, but can additionally include scattered 
fluorescence. When the dye is not present, the fluorescence is so weak that scat- 
tering adds little. During a run, however, there is considerable fluorescence in the 
vicinity of the measuring point, a.nd scattering may contribute. The offset used for 
the data was therefore determined from the lowest values measured during the run. 
This relies on a need that the zero concentration level is attained at some point 
during the run. At the lower Reynolds numbers, the characteristic upward-t urned 
shape of the pdf at zero concentration made this a simple task. For higher Re, it 
was feared that no such baseline would be available, if little or no reservoir fluid 
reached the centerline. However, there were always a few points delineating the 
lower values of the pdf (sometimes only tens of points per million), that yielded 
zero values consistent with the values obtained from lower Reynolds number runs, 
under similar conditions. The data were offset using these lowest observed values, 
as a first order correction to a roughly 1% systematic shift of the mean. 
B.6 Reynolds number calibration 
In the Phase I measurements, the Reynolds number was calibrated during 
each run. The movement of the fluid level, visible inside the clear plenum, was 
timed with a stopwatch between two marks located a known distance apart. The 
volume flux through the nozzle could then be calculated, allowing the velocity to be 
determined. The first mark was sufficiently low to avoid any transients in the jet 
start-up. In the Phase I1 experiments, the pleilum was not clear, and the micrometer 
had to be calibrated in advance. For Phase IIa, at three supply pressures and over 
a range of micrometer settings, the jet was started, permitted to develop, and a 
container was used to collect the emerging jet fluid for a fixed amount of time. 
Once again, the velocity was then calculated from this volume flux measurement. 
The resulting Reynolds numbers were plotted as a function of micrometer setting, 
and the points were least-squares fit with a fifth-order polynomial. The micrometer 
settings corresponding to desired Reynolds numbers were then estimated using this 
fit. 
In Phase IIb, no micronieter was used. The jet was calibrated as in Phase IIa, 
but at fixed initial supply pressures. 
B.7 Jet start-up 
At the end of the Phase IIa measurements, the jet start-up was investigated 
for possible oscillations. A pressure transducer with roughly a 100 Hz frequency 
response was plumbed into the jet driving gas supply line, both upstream and 
downstream of the sonic metering valve. No oscillations were observed, but it was 
discovered that the pressure rise downstream of the micrometer, and therefore the 
jet start-up, was slower than previously suspected. It was decided to remove the 
micrometer altogether, and the driving system was converted into a blow-down 
configuration. Two type A gas cylinders were used as a supply manifold, and were 
connected to the plenum through a gas-actuated valve. The resulting improvement 
is shown in Fig. B.2. 
The square-root of the pressure trace is included for the micrometer case, since, 
as can be seen from Bernoulli's equation, 210 m p(t)"2. The micrometer configu- 
ration, it is seen, took a significant time to attain a fixed percentage of the final 
pressure, while the no-micrometer case was very close to ideal. For the micrometer 
case shown, the time to attain 95% of the final pressure was about 8% of the total 
run time. It is estimated that the Phase IIa runs varied in Reynolds number by 
about 5% over the majority of the run. 
This velocity variation did not influence the results, since the statistics typically 
depend logarithmically on Reynolds number. Nevertheless, the Phase IIb measure- 
time (sec) 
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Fig. B.2 Jet plenum pressure histories, with and without micrometer. Re - 
50,000. Pressure nondimensionalized by maximum of run. The two cases 
start at arbitrary times. Noise before start is accentuated by the square 
root. 
ments were all conducted with the blow-down configuration, partly because there 
was some concern over whether the time profile of the velocity during start-up could 
perhaps be influencing the jet behavior. However, a new restriction was encountered 
with the blow-down supply, because the manifold pressure dropped over the course 
of the run, causing a velocity decay (rather than a velocity increase). The effect was 
greatest at the lowest Re, amounting to about a 10% decline at Re = 12,500, 7% 
at 17,600, and so on, down to about 2% at 102,000. These variations were accepted 
in favor of a close-to-ideal start-up. 
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Evidence to support the claim of velocity insensitivity is included in Fig. C.l 
- 
- 
- 
- 
- 
i, 
I 
...................................... ... .......... ...... .. ....... .. ................ 
..................... ) C ~ - -  ........I.... 
...... 
,fO ......... 
,' .......** 
,' - 
,I 
l i 
1 .  
I i' 
1 .  
1 i 
1 ; - 
f i  
I i 
1 ;  
1 ;  I .  I i 
1 :  ................. 
l i' 
1 :  : w/micrometer I( - 
------ 
P(~)/Po . 
Cp(t)/p0I . 1 i  
I i  
1: I .  P(t)/PO : no micrometer 
I i 1: - 
li 
5' 
, , , 
below. There, (compensated) power spectra are shown for xld = 100, Phase IIa 
measurements, in which the jet had a slow start-up (as in Fig. B.2) and was slightly 
accelerating throughout the run, and x/d = 305, Phase IIb measurements, with a 
fast start-up and small deceleration during the run. The collapse of the different 
cases is noteworthy. It is concluded that neither the start-up variations (examined 
here) nor the velocity variations produced a significant change in the measured 
statistics of the scalar field. 
B .8 Signal acquisition 
Runs began by opening the solenoid on the plenum gas supply line, initiating 
the jet flow. The jet development was monitored visually, and when it had devel- 
oped to a point at least one or two local jet diameters past the measuring station, 
data acquisition was started. Records were routinely checked for behavior (e.g., a 
systematic trend in the mean) which might indicate contamination of the run from 
proximity to the jet head, and none wa.s found. 
For the Phase I measurements, a 12-bit AID board was used, as mentioned 
in Chapter 2, and the data were stored in memory as they were collected. At the 
time, this limited the number of data points per run to slightly over 1 million. The 
Phase I1 measurements, except those at xld = 170, utilized a 16-bit AID board, 
and the data were written directly to disk. This placed a limitation on the data 
acquisition frequency of 50 kHz, but removed any storage limitations on the run 
record lengths. Records of over 8 million points were acquired in this manner. For 
the xld = 170 runs, a 12-bit board was once again used (writing to memory) for 
its capability to operate up to 100 kHz. With twice as much memory as before, 
about 2 million points were recorded. 
B.9 A/D converter calibration 
In the Phase I measurements, the data were corrected for AID converter bin 
size irregularities by calibrating the converter (see also Dowling, Sec. E.3). A signal 
generator was used to provide an accurate triangle wave signal which spanned the 
voltage range of the A/D board, at a frequency that was low in comparison to the 
data acquisition frequency. A data record consisting of an integral number of cycles 
from the triangle wave was collected after each jet run, of sufficient length to assure 
that each AID integer value was realized over 100 times. A pdf was constructed from 
the resulting values. The normalized heights of each pdf bin represented the actual 
A/D bin widths. A look-up table was generated from this information and used 
to correct the nonunifornlities. This correction involves conversion of the integer 
values produced by the A/D converter to real numbers, and during this process, 
each datum point was randomly assigned to a value within its proper bin. 
The calibration procedure was considered unnecessary for the Phase I1 mea- 
surements, and was not utilized. 
B.10 Noise and Wiener filtering 
By conducting runs with different dye concentrations and the same amplifica- 
tion settings, and also with different an~plifications but the same dye concentration, 
it was determined that the noise floor of the spectra resulted from the first (tran- 
simpedance) stage of amplification. The noise characteristics of the same photo- 
multiplier detection system used in these experiments are discussed in Dowling, et 
al. (1989). 
Careful consideration has been given to the reduction of noise in these mea- 
surements. As has been described elsewhere (Dowling 1988, Dowling, et al. 1989, 
and Miller Sr: Dimotakis 199la), WTiener filter techniques (Wiener 1949, and Press, 
et al., 1986) were used in processing the data. Given the power spectrum of a noisy 
signal and the power spectrum of the noise in the absence of the signal, the Wiener 
filter recovers the noise-free signal by minimizing the expected mean-squared error 
between the filtered signal and the "true" noise-free signal. In practice, this is done 
by subtracting a model noise spectrum from the data power spectrum, and comput- 
ing the inverse Fourier transform of the result. This yields a filter kernel in the time 
domain, which is convolved with the data to obtain the noise-free approximation. A 
demonstration of the effectiveness of the Wiener filter is shown in Fig. B.3, in which 
the unfiltered (raw) spectrum and the Wiener-filtered spectrum are compared. 
unfiltered 
Wiener-filtered 
Fig. B.3 Demonstration of Wiener filter. Phase I data: Re = 2940, x/d = 100. 
B .11 Power spectral density estirnatioil 
All of the power spectra used in this thesis were computed using a power 
spectral density program developed by Paul Diniotakis over the past ten years, 
or so, named PSD. The program computes power spectra of data files by means of 
FFT methods, and incorporates Hanning windowing, contiguous record overlapping, 
and parabolic detrending, among other features. Records of up to 217 points can 
be accommodated. Straight-line fits to the spectra are possible, between selected 
frequency limits. This option was used to determine the average spectral slopes 
and the inertial range slopes of Chapter 5.  The program also provides third-octave 
(2  1/10 decade) filtering to smooth the computed spectra, yielding 20 points per 
decade in the smoothed curves. This feature was used for all the spectra in this 
thesis, not as much for smoothing purposes, but to seduce the number of points to a 
manageable level for plotting (note that 216 = 65536). The smoothed spectra were 
later differentiated using centered three-point differencing, to produce the spectral 
slope curves. 
APPENDIX C 
Microscales and resolution 
This appendix discusses some of the various fluid-dynarnical microscales and 
estimates their sizes for these high Schmidt number turbulent jets. The issue of 
resolution is then addressed, starting with a description of the three types: spa- 
tial, temporal, and signal-to-noise ratio (SNR). Experimental results are used to 
determine the resolution limits of these experiments. A method to compensate for 
spatial resolution limitations is described and implemented. The spatial resolution 
of these measurements is typically 100 pm or better after compensation, and the 
SNR is determined to be the limiting factor of resolution for most of the data. Some 
discussion of whet her particular findings are sensitive or insensitive to resolution is 
included. In conclusion, some observations regarding the smallest scales and the 
continuum approxinlation are made. 
The issue of resolution for these measurements was previously discussed in 
Miller & Dimotakis (1991a,b), where some of the following discussion first appeared. 
C.1 Description of microscales 
Before describing the resolution of these measurements, an overview of the 
fluid-dynamical scales of interest is in order. 
Following G. I. Taylor (1935), the total mean kinetic energy dissipation rate s 
of a (large Re) turbulent flow must scale with the inviscid parameters of the flow, 
i.e., the flow large scale S and velocity difference AU, so that 
Kolmogorov (1941) suggested this relation could be extended, for isotropic and 
homogeneous flow, to scales smaller than S but larger than the scale at which the 
associated Reynolds number, 
Eqs. C.l and C.2 yield the I~olmogorov length scale XK, 
The Kolmogorov scale is thus a scale associated with the smallest velocity fluctu- 
ations in the flow, assuming the flow is homogeneous and isotropic, and ignoring 
variation in the dissipation rate. 
Using the result of Friehe et al. (1971) for the kinetic energy dissipation rate s 
on the centerline of a turbulent jet (cf. Dowling & Dimotakis 1990), i.e., 
the Kolmogorov scales for these measurements, 
are found to range from roughly 17 ,urn to about 0.7 mm. Note the dependence of 
XK on x (neglecting the small virtual origin zo of these measurements). It implies 
that an increase in resolution (relative to the fluid-dynamical scales) is achieved by 
moving farther from the jet exit. 
By similarity arguments, the velocity field spatial scale where the action of 
viscosity will become important, say, A,, will be some multiple of AK. Normalized 
energy spectra are found to break from a constant power-law at a wavenumber k, 
such that k,XK x 118 (e.g. Chapman 1979). This yields an estimate of (cf. Miller 
& Dimotakis 1991b) 
i.e., to resolve the roll-off of the velocity spectrum, a scale N 25 times XK needs to 
be resolved. 
While the I~olmogorov scale represents the smallest veloczty scale in the flow, 
the smallest expected scalar diffusion scale AB is smaller yet by a factor of sc1I2 
(Batchelor 1959), i.e., 
Adopting the diffusion coefficient for fluorescein reported in Ware, et al. (1983), of 
5.2 x low6 cm2/sec, the calculated Schmidt number for dilute fluorescein in water 
is slightly less than 1900. This implies a scalar diffusion scale 
that is roughly 25/43, or 0.58, times the I~olmogorov scale. 
Finally, a third scale, the Taylor microscale AT, is also significant. The Taylor 
scale is of interest in the jet because it is ailalogous to an "internal boundary layer" 
in its scaling, as pointed out by Philip Saffman. The entrainment process in the jet 
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involves engulfment of tongues of fluid near the rear of the large-scale structures, 
and it appears these incursions scale like Taylor-scaling (Miller St Dimotakis 1990). 
The Taylor scale can be calculated from its definition, 
where ui is the rms of (one cornlxxlent of) the velocity. Once again, using Eq. C.l  
for E and Eq. A.2 for u,l, assuming a jet full angle of 23O, and u:/ucl x 0.25 (cf. 
TVygnanski St Fiedler 1969), the relation 
XT x 22~Re-'/~ , (C. 10) 
is obtained for the turbulent jet. Similarly, an expression for the jet Taylor Reynolds 
number, 
ReT x 1.4 , (C.11) 
can be derived. 
C.2 Resolution 
There are three resolution recluirelnents on these measurements: spatial, tem- 
poral, and signal-to-noise ratio (SNR). Close to the nozzle exit (i.e., x ld  = loo), 
spatial resolution was the more restrictive of the three, and was primarily deter- 
mined by the dimensions of the laser beam (its diameter) in two dimensions, and 
the width of the slit on the PL4T in the third dimension. It is important to note 
that, for any measurements conducted at the same x ld  (and same Phase of the 
experiment), any fixed resolution scale is i ndependen t  of Re when passage times are 
non-dimensionalized by rs . 
The temporal resolution of the measurements was determined by the data 
acquisition rate, which was always Illore than twice the frecluency of the Butterworth 
filter. If a spectrum is ten~porally resolution limited, its shape is unaffected, but 
the high-frequency end is truncated. The SNR resolution was limited by the noise 
floor of the electronics. For the srllallest s / d ,  highest Re cases, the resolution limit 
was temporal (because the data accluisition rate was constrained when writing to 
disk), while after conlpensation for spatial resolution limitations (described below), 
the other runs were generally SNR resolution limited. 
As detailed in -4ppendix B, the visual width of the laser beam waist was mea- 
sured with a cathetometer. In Phase I, the measured diameter was about 80 pm, 
and in Phase IIa, 60 pm, decreasing to about 40 pm in Phase IIb. It was desired 
to son~ehow estimate the resolution of the measurements in the presence of the jet, 
with the correct dye concentration present in the sampling volume. The addition 
of the dye can affect the index of refraction of the water, particularly at higher 
concentrations. Since an index gradient can bend the beam, altering the beam 
propagation, this would tend to smear the focus of the beam and alter the focal 
point location. To address these concerns, two runs were conducted under identical 
circumstances, but with dye concentrations that differed by a factor of four. The 
power spectra of the two concentration records were examined, and no discernable 
difference was found. It is concluded that the dilute dye concentrations used had 
no significant influence on the laser bean1 propagation. 
The spatial resolution was esamined by changing the width of the slit in front of 
the PMT by a factor of two. There was a definite change in the spectra; the spectrum 
using the smaller slit extended just a bit further than t,he other at high frequency. 
That is the behavior expected if the nleasurement is spatial-resolution limited, the 
resolution limit acting as a single-pole filter. Having two of these measurements, 
however, allows the poles locations to be cletermined, and their effects compensated 
for, in the following way (suggested by Paul Dimotakis). 
The two runs were conclucted uncler the same conditions, and it is assumed that 
their "true," spatially resolvecl spectra E(w) are the same, but that the measured 
spectra Emea,(u) have different spakial resolutions. The effect of a spatial resolution 
limitation is to multiply the true spectrun~ with a single-pole filter, whose transfer 
function I H (w) 1"s 
1 
where T is the pole location. This yields the measured spectrum Erne,,, i-e., 
One of the measured spectra is presumed to be affected by a single pole filter located 
at TI, the other by a pole located at 72. Dividing the two spectra, the result 
is obtained. The measured spectra were divided in this manner and a fit was made 
to Eq. (2.14 to determine the pole locations TI and ~ 2 .  The power spectra were 
then compensated, by dividing them by their respective estimated filter transfer 
functions. The final result is demonstrated in Fig. C.1. Compensated and un- 
compensated spectra of both slit sizes are shown, with an x l d  = 305 spectrum for 
comparison. Recall that the farther x /c l  locations have larger fluid-dynamical scales, 
making the relative resolution proportionately better. The near-perfect agreement 
between the compensated xld = 100 spectra and the x / d  = 305 spectrum, to almost 
logso(f~8) = 3.0, is noteworthy. 
The equivalent scales of the pole locations at x/cl = 100 are 100 pm and 67 pm, 
comparable to the estimated diameter of the laser beam. The same procedure was 
used to correct the spatial resolution of the Phase IIa, xld = 305 spectra, using two 
runs with different slits at that location. The poles at sld = 305 were determined 
to be about 39 pm and 25 pm. The values smaller than the waist diameter at 
305 reflect the fact that that spatial resolution is not the primary limitation of 
resolution for those spectra, but rather, the SNR is. From the spectral slope results 
of Chapter 5, it is shown that the spectra of the xld = 305 runs are unaffected by 
resolution until loglo(frs) 2.8, and the xld = 100 runs until loglo(frs) x 2.6. 
The Phase IIb, x/d = 170 and 295, and Phase I runs did not include both slits, so 
the compensation was not possible directly, and was not attempted by other means. 
Fig. C. l  The two spectra used to calculate the poles at xld = 100 and Re = 
12,500, with a similar run at x/cl = 305 (Re = 12,000) for comparison. 
To summarize, direct measurements of the laser beam diameters, in combina- 
tion with calculations of the spatial resolution poles from the data, indicate that 
the effective spatial resolution of these n~easurements is about 100 to 40 pm, before 
compensation. After compensation, the spatial resolution was no longer the pri- 
mary resolution limitation. TTTith the exception of the fastest x/d = 100 Reynolds 
numbers (for which temporal resolution was limiting), SNR resolution became the 
constraint. The spectra are considered resolved until at least 2.6 to 2.8 in logl0( f T ~ )  
units. 
C.3 The extent of resolution's influence 
Many of the quantities considered in this thesis are insensitive to the effects of 
resolution. The mean concentration is certainly unaffected, along with any relatively 
large-scale features (basically any spectral information which is not located at the 
highest frequencies). Virtually all of the analysis of Chapter 3 falls under this 
category. 
Also insensitive are integral measures, such as the average spectral slopes and 
the total scalar variance. An analysis of the sensitivity of the variance to resolution 
appears in Miller QL: Dimotakis (1991b). They found that the variance is relatively 
insensitive to resolution. The jet spectrum, as shown in Chapter 4, steepens as the 
Reynolds number increases, which causes the bulk of the contribution of the variance 
to occur near the large scales (cf. also Chapter 3). This conclusion also implies that 
the jet concentration pdf's are somewhat insensitive to resolution, since the second 
moment of the pdf yields the variance. While the variance does not determine the 
pdf shape, it is a constraint. 
Basically, the only quantities emmined in this thesis which are sensitive to 
resolution are those that emphasize the smallest scales of the flow. The spectra 
used for these purposes were treated very carefully, using runs which were free of 
any quirks (as detected by any of the diagnostic quantities examined), compensat- 
ing independently to correct any spatial resolution filtering which may have been 
present. and then checking for consistency. The location of the spectral roll-off is 
the most sensitive feature to the effects of low-pass filtering. At Re = 3,000, the 
calculated I<olmogorov scale is 0.73 m,zllznteters, and the corresponding Batchelor 
scale, about 17 pm. If the spectral roll-off of the Batchelor scale is expected at AD, 
it is necessary to resolve loglo(f rfi) 2.9 to observe it. Since this is just on the 
borderline of the measurement's resolution, the run provides virtually fully-resolved 
data, down to AD. 
C.4 A conlment on the coiltinuuill approximation 
'CVe are accustomed, particularly in the case of simple subsonic, atmospheric 
pressure flows, to think of the continuum approximation as a sound one. However, 
consider the following. The limit found for establishment of specific similarity in 
the jet with axial location (e.g., Dowling & Dimotakis 1990, and Dowling 1988) 
is approximately z / d  = 20. Under the highest Reynolds number conducted in 
the course of these experiments, the calculated I~olmogorov scale, at xld = 20, is 
3.4pm, and the Batchelor scale, 1770 *&! This is only a factor of 200 larger than 
the inter-molecular spacing of water, and roughly a factor of 20, or so, larger than 
the molecular dimensions of the fluorescein molecule used as the passive scalar. It 
would not be surprising to expect the influence of this bound to be felt at least a 
decade larger in size, suggesting that these microscales, as estimated from Eqs. C.5 
and C.7, have the potential to feel the influence of the discreteness of molecules. 
It should be noted that the current Schnlidt number of approxin~ately 1900, 
and the maximum Reynolds number of 102,000, are by no means limiting values 
for these parameters in achievable flows. -41~0, the nozzle diameter can be reduced, 
reducing the large scale dimensions at .x/d = 20 and further decreasing these scales 
in proportion. Even if the current diameter is retained, the Batchelor scale attains a 
value of 50 a, comparable to the fluorescein size, at a Reynolds number of 1.5 x lo6. 
While there are practical difficulties in generating this flow in the laboratory, it is 
not prohibited on principle. 
-4PPENDIX D 
Jet growth rate pictures 
A separate experimental set-up was used to acquire shadowgraphic images of 
the jet to measure its growth rate. A cold water-alcohol mixture (typically 0-5" C) 
was used for the jet fluid. The acldition of an appropriate amount of alcohol to the 
cold water permitted the jet fluid density to be very closely matched to the density of 
the room-temperature reservoir fluid while maintaining the difference in the indices 
of refraction which produces the shadoivgraph effect. The experimental configura- 
tion used is shown in Fig. D.1. Alz Oriel white-light source was used that consisted 
of a small 100 W bulb (in front of a parabolic reflector) and a collimating lens. The 
lens was adjusted so the illumination from the lamp was slowly diverging. A large 
mirror increased the light path by foldiilg it into the available space, decreasing the 
required divergence of the light to illunlinate the full jet. The light passed through 
the tank's large glass windoivs, and the resulting shadowgrapl-r image was projected 
onto a large rear-projection screen. High-speed I<odak TMax black-and-white film 
was used with small f-stop settings to freeze most of the flow-field image. 
This arrangement worked quite well, clearly visualizing the jet, with one dif- 
ficulty. The size of the area to be imaged did not permit the use of a collimated 
light source, and the diverging light had to be used. This caused a bright region 
to appear in the jet image at the location corresponding to looking directly at the 
source. While the eye could make adjustnlents for this nonuniformity when viewing 
the image in real-time, the variation prex-ented adequate photography under the 
camera 
b ) 
rear projection 
screen tank mirror 
Fig. D. 1 Shadowgraph set-up: a) Side view, b) Top view. 
low-light conditions. The solution used was to photograph the screen at an angle, 
from a location which put the line-of-sight to the light source off the screen. This 
introduced two new difficulties. Since the variation in illumination was roughly cir- 
cular (centered on the light source), if viewed at a sufficient angle, it appeared as an 
almost uniform gradient across the screen. In addition, the angle of the photography 
introduced distortion to the pictures, the "keystone effect ," from the perspective of 
viewing the rear-projection screen at an angle. 
While it might at first seem that one problem was traded for two, the two new 
difficulties could both be addressed in the photographic printing process. To remove 
the keystone effect, the photographic paper was mounted on an inclined table at 
the correct angle to reverse the original distortion. The intensity variations, since 
they appeared as an almost linear gradient, were clodged (printed by blocking some 
of the image) to equalize the illulllination quite well on the resulting prints. This 
custom printing was performed by Harry Hamaguchi of GALCIT. 
Shadowgraphy was selected for the jet imaging because of several advantages 
it holds over laser-induced fluorescence in this application. If LIF was utilized for 
this task, the options would include either planar or flood illumination, and either 
a frozen image or a long-time exposure. Since these photographs were intended 
to determine the growth rate of the jet, which involves locating its edge (some 
suitably defined boundary), we recognized that planar imaging would not provide 
as good an indication (because of local fluctuations) as an integrated side view 
image. In particular, the shadowgraphy is particularly sensitive to normal gradients, 
precisely what occurs at the edge of the jet when imaged from the side, and less 
sensitive to parallel gradients, such as when viewing the jet through its axis. A 
long-time exposure using PLIF would emphasize the center of the jet because of 
the jet concentration profile, which resembles a Gaussian in the mean. It would 
also measure a different quantity if the instantaneous and time-averaged extent 
of the jet were different (from some unsteady behavior, for instance). Because 
the strongest shadowgraphy signals are produced by very localized gradients, the 
shadowgraph exposures were kept short to avoid washing out such features and also 
to freeze the majority of the jet's image. Flood-illuminated LIF would suffer from 
low fluorescence (because of the three-dimensional laser beam expansion required) 
and has even stronger relative intensity at the jet center and lower at the edge than 
PLIF because of the projection of the jet cone. For these reasons, time-resolved 
shadowgraphy was chosen for the jet growth rate pictures. 
A sample shadowgraph photograph of a Phase I, Re = 21,000 jet is included. 
as Fig. D.2. The tip of tfhe nozzle extension can just barely be seen at the top of 
the picture. 
Fig. D.2 Shadowgra,phic image of the (Phase I) jet. Re = 21,000. The nozzle 
is at top, and the flow is from top to bottom. The picture includes 
approximately 0 < r / d  < 200. 
The geometry of the jet boundaries was determined with the aid of a computer 
program. The picture was taped to a digitizing pad and reference points were 
read off the photo, establishing the coordinates. A clear, straight-edged piece of 
transparent material was used to locate one edge of the jet. Five positions along 
this straight edge were then digitized. The process was repeated for the other side 
of the jet, and the resulting values were written into a file. The file was read by a 
program that fit straight lines to each set of five points, and calculated the jet full 
angle a ,  inclination, and virtual origin. No significant jet inclination was found. 
The virtual origin was less than a couple of nozzle diameters, and the jet full width 
was about 23" in most cases. This value was used to calculate S ( x ) ,  the local jet 
width, from the relation 
The resulting values were used throughout this thesis. 
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