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Abstract
SoLid, located at SCK-CEN in Mol, Belgium, is a reactor antineutrino experiment at a very short
baseline of 5.5 – 10m aiming at the search for sterile neutrinos and for high precision measurement of the
neutrino energy spectrum of Uranium-235. It uses a novel approach using Lithium-6 sheets and PVT
cubes as scintillators for tagging the Inverse Beta-Decay products (neutron and positron).
Being located overground and close to the BR2 research reactor, the experiment faces a large amount
of backgrounds. Efficient real-time background and noise rejection is essential in order to increase the
signal-background ratio for precise oscillation measurement and decrease data production to a rate which
can be handled by the online software. Therefore, a reliable distinction between the neutrons and
background signals is crucial. This can be performed online with a dedicated firmware trigger. A peak
counting algorithm and an algorithm measuring time over threshold have been identified as performing
well both in terms of efficiency and fake rate, and have been implemented onto an FPGA.
After having introduced the experimental and theoretical background of neutrino oscillation physics,
as well as SoLid’s detector technology, read-out system and trigger scheme, the thesis presents the design
of the firmware neutron trigger implemented by applying machine learning methods.
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1 Introduction
The research presented in this dissertation covers two fields, both of vital and substantial interest for particle
physics and beyond: Neutrino Physics, and Triggering, or, as an engineer might call it, real-time classification.
Recent discoveries in neutrino physics have not only advanced the knowledge on neutrinos themselves,
but have also raised questions on physics beyond the current state of the Standard Model. One of these
questions is what SoLid aims to answer: Might there be a fourth type of neutrino, a type not yet observed,
and not included within the three flavours of the Standard Model? A type which does not interact weakly
with any of the leptons? A type, however, which could give explanation to recently discovered anomalies?
Might there be a sterile neutrino?
SoLid – short for Search for oscillations with a Lithium-6 detector – aims to answer these questions by
measuring reactor neutrinos at a very short distance from the nuclear core. It employs a novel technique by
using solid Lithium-6 as the neutron detector material and provides a high degree of granularity.
However, being located overground in the very close proximity of a reactor core means that a large amount
of background signals is faced. In fact, the data produced by background processes exceed the capability
of storage and software by several orders of magnitude. It is therefore a crucial task to reduce the data to
what are possibly meaningful data. This is achieved by the trigger : Signals are classified as either possibly
meaningful or not, and sent for further processing only if they are potentially useful.
The decision – or classification – whether or not a set of data can be considered as potentially useful
has to be made as data arrive, i.e. in real time. Field-Programmable Gate Arrays (FPGAs), re-configurable
digital microelectronics devices, are ideal for the trigger to be implemented onto as they are programmable,
fast and cover a wide range of application.
Designing and implementing the trigger is the research topic of the present thesis. This includes the
creation of feature extraction algorithms, their evaluation, as well as their implementation on an FPGA.
From the methodological point of view, the decision on the feature is based on the evaluation of the
classification performance of each feature in terms of efficiency and fake rate. The implementability into an
FPGA in terms of logic resources and power consumption has to be taken into consideration, as these form
limiting factors on the algorithm’s complexity.
The field of triggering can be considered as essential not only for this particular experiment, but for
particle physics in general. As particle physics experiments grow bigger, reach higher resolution and better
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sensitivity, their limits are often set by their capability to handle very high data rates, rather than by their
sensor technology.
Also looking on a wider level beyond particle physics, triggers – or real-time classifiers – will get more
important as well, as data volume is massively increasing by the societal change to a data-driven mode of
production.
The dissertation gives an introduction to theoretical and experimental considerations of neutrinos and
neutrino oscillations in general, and reactor neutrinos and sterile neutrinos in particular in section 2.
Other applications than the search for sterile neutrinos, namely investigation of the 5MeV excess and non-
proliferation applications, are discussed in subsection 2.9. Section 3 explains SoLid’s detector technology
and its deployment, and the read-out system including firmware is described in section 4. Section 5 – the
main part and representing the research carried out by me – discusses methodology, concept, design and
implementation of SoLid’s trigger system extensively. A conclusion is made in section 6.
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2 Searching for Sterile Neutrinos
After a theoretical overview on neutrinos in and beyond the Standard Model, the methods and history
of neutrino oscillation experiments are discussed, with an emphasis on reactor antineutrino experiments.
Finally the question is answered: Which anomalies have been observed in these experiments, and for what
reason do they suggest the existence of sterile neutrinos?
2.1 Neutrinos in the Standard Model
The Standard Model (SM) gives a very accurate description of elementary particles – point-like particles
without substructure – and their interactions. The SM divides particles into matter particles that are
fermions with half-integer spin 12 , and gauge bosons with integer spin 1. SM particles gain mass through
the interaction with the Higgs field, whose excitation is the Higgs boson. Fermions are classified into quarks
and leptons. Leptons (`) comprise electrons (e−), muons (µ−), and taus (τ−) with charge Q = −1, and
their corresponding neutrinos (νe, νµ, ντ ), with no charge. An overview of the leptons is given on table 2.1.
Generally, antiparticles with the same mass, but opposite charges to the respective particles are assumed for
all fermions. [1] [2] [3]
Name Symbol Mass [MeV c0
−2] Charge [e] Weak Isospin
Electron e− 0.510998928± (1.1× 10−8) −1 −1/2
Electron neutrino νe 6= 0, < 0.002 0 +1/2
Muon µ− 105.6583715± (3.5× 10−6) −1 −1/2
Muon neutrino νµ 6= 0, < 0.002 0 +1/2
Tau τ− 1776.82± (0.16) −1 −1/2
Tau neutrino ντ 6= 0, < 0.002 0 +1/2
Table 2.1: Overview of properties of leptons. Source: [1] [4].
Neutrinos are outstanding particles in many ways: Not only do they have a mass that is a tiny fraction
of that of other fermions, they also interact only weakly, coupling solely to the weak bosons (W and Z
bosons). Despite the fact that they occur abundantly – as an example, the cosmological neutrino density is
336νcm−3 [5] – they are elusive: The only fundamental forces neutrinos are prone to are weak interaction
and gravitation, which makes them challenging to detect.
There are two types of neutrino interactions: Coupling to a Z0 boson which leaves their identity un-
changed, but changes their 4-momentum, and coupling to a W± boson. The flavour of the neutrino will
be the same type as the charged lepton that is connected to the reaction. Negatively charged leptons and
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neutrinos have lepton number +1, while positively charged leptons and antineutrinos have lepton number
−1; all other particles have lepton number 0. At all interactions in the SM, lepton number is conserved.
This should be illustrated by the following example of W decay reactions:
W+ → `+ + ν` (2.1)
and
W− → `− + ν¯`, (2.2)
with ` ∈ {e, µ, τ}. [6]
What is the difference between neutrinos and antineutrinos apart from their mode of production? Ac-
cording to the classical Standard Model, neutrinos have their spin anti-parallel to their momentum, i.e. have
negative helicity and are left-handed, while antineutrinos have a parallel spin, i.e. have positive helicity and
are right-handed. [7] [8] This, however, is not entirely correct, as will be discussed in section 2.8.
The Standard Model until recently assumed zero mass for neutrinos, and assumed no neutrino flavour
transitions [9]; this has been proven wrong in the not-too-distant past.
2.2 Neutrinos beyond the Standard Model
A remarkable physical phenomenon, originally predicted by Bruno Pontecorvo in 1967 [10], was first con-
firmed at the SNO [11] and Super-Kamiokande [12] experiments in the early 2000s: neutrino flavour oscilla-
tions. As these require non-zero neutrino mass, as opposed to assumptions of the Standard Model, they are
considered as going beyond the Standard Model [9].
2.2.1 Mass Mixing
Neutrinos produced in association with a charged lepton do not have a well-defined mass, but are a linear
combination of mass eigenstates νi: 
νe
νµ
ντ
 = U∗

ν1
ν2
ν3
 , (2.3)
or
|ν`〉 =
∑
i
U∗`i |νi〉 (2.4)
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for neutrinos and 
ν¯e
ν¯µ
ν¯τ
 = U

ν¯1
ν¯2
ν¯3
 , (2.5)
or
|ν¯`〉 =
∑
i
U`i |ν¯i〉 (2.6)
for antineutrinos, where U is the Pontecorvo–Maki–Nakagawa–Sakata (PMNS) matrix [13]. The PMNS
matrix can be seen as analogous for neutrino mixing to the Cabibbo–Kobayashi–Maskawa (CKM) matrix [14]
for quark mixing. If neutrinos are their own antiparticles, i.e. Majorana particles, U is commonly expressed
in the three-flavour neutrino model as [15]:
U =

Ue1 Ue2 Ue3
Uµ1 Uµ2 Uµ3
Uτ1 Uτ2 Uτ3

=

1 0 0
0 c23 s23
0 −s23 c23


c13 0 s13e
−iδ
0 1 0
−s13eiδ 0 c13


c12 s12 0
−s12 c12 0
0 0 1


eiα1/2 0 0
0 eiα2/2 0
0 0 1

=

c12c13 s12c13 s13e
−iδ
−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13


eiα1/2 0 0
0 eiα2/2 0
0 0 1

, (2.7)
where cij = cos(θij) and sij = sin(θij). If neutrinos are Dirac particles, i.e. neutrinos and antineutrinos are
different [16], this would simplify to [17]
U =

c12c13 s12c13 s13e
−iδ
−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13
 , (2.8)
as the matrix containing the phase factors α1 and α2 in equation 2.7 can be left out, since the neutrino’s left-
and right-handed fields are not correlated in this case. The matrix in equation 2.8 is unitary. Whether or
not neutrinos are Majorana particles or Dirac fermions is impossible to determine based on past and current
experiments [18].
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The PMNS matrix can be parameterised using three mixing angles, θ12, θ13 and θ23, the CP-violating
phase δCP , and, if neutrinos are Majorana-neutrinos, the phase factors α1 and α2. In addition, parameters
for the mass eigenstates are relevant, namely [19]
∆m2 = m23 −
m21 +m
2
2
2
, (2.9)
which in case it is positive would indicate a mass hierarchy m1 < m2 < m3 and in case it is negative indicates
m3 < m1 < m2, and the mass splitting factors
∆m2ij = (mi −mj)2. (2.10)
∆m21 is most often fit for in three-flavour mixing experiments. It is these parameters that neutrino experi-
ments aim to measure. Current data provide evidence that the masses m1, m2 and m3 are light and different
from each other [18].
2.2.2 Neutrino Oscillations
The propagation of neutrinos can be described by
|νi(t)〉 = U∗`ie−i(Eit−~pi·~x) | νi(0)〉, (2.11)
where Ei and ~pi are the energy and momentum associated with the mass eigenstate i, t denotes time and ~x
location. Natural units c0 = ~ = 1 are used. As neutrinos have very small masses, taking
Ei =
√
p2i +m
2
i ∼ pi +
m2i
2pi
∼ E + m
2
i
2E
(2.12)
and equating time t to baseline L (since v ∼ c0), equation 2.11 can be approximated by
|νi(L)〉 = U∗`ie−i·m
2
iL/2E |νi(0)〉. (2.13)
The probability of flavour transition between two flavour eigenstates α and β then is
P (να → νβ) = |〈νβ(L)|να〉|2 =
∣∣∣U∗αiUβie−im2iL/2E∣∣∣2 , (2.14)
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also commonly written as [20]
P (να → νβ) = δαβ − 4
∑
i>j
<(U∗αiUβiUαjU∗βj) sin2
(
∆m2ijL
4E
)
+ 2
∑
i>j
=(U∗αiUβiUαjU∗βj) sin
(
∆m2ijL
2E
)
.
(2.15)
Applying equation 2.14 to a system of only two neutrino flavours, U in equation 2.8 reduces to a simple
rotation matrix
U =
 cos θ sin θ
− sin θ cos θ
, (2.16)
leading to the probability function
P (να → νβ) = sin2(2θ) sin2
(
∆m2L
4E
)
. (2.17)
(All equations from or derived from [21], if not indicated otherwise.)
2.3 Neutrino Experiments
Source Type of ν E[MeV] L[m]
Sun νe 10
0 1.5× 1011
Atmospheric νe, νµ, ν¯e, ν¯µ 10
3 107
Accelerator νµ, ν¯µ 10
3 103 . . . 106
Reactor ν¯e 10
0 101 . . . 105
Table 2.2: Properties of neutrinos by source, as orders of magnitude. Source: [18] .
Neutrino experiments can be divided according to neutrino source – emitting neutrinos of different energy
scales – and baseline L into solar, atmospheric, accelerator and reactor neutrino experiments. The mean
energy and baseline of the respective sources are given in table 2.2. When neutrino flavour oscillations exist,
given a neutrino of a flavour α produced at the source, the probability to find it in another flavour state β
is non-zero, i.e.
P (να → νβ) > 0, (2.18)
which is called the oscillation or transition probability. This implies that the survival probability of flavour
α is less than 1, i.e.
P (να → να) < 1. (2.19)
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One would therefore observe a disappearance of neutrinos of flavour α at the detector, compared to the
neutrinos of the same flavour at the source.
Neutrino disappearance has been observed for solar νe, reactor ν¯e and for atmospheric and accelerator νµ
on neutrino experiments (e.g. SAGE [22] and GNO [23]), at the KamLAND reactor antineutrino experiment
[24], K2K [25] and Super-Kamiokande [12] in the 1990s and 2000s. Following that, the MINOS [26] and
T2K [27] experiment found evidence for νµ disappearance. νµ → ντ oscillations have been observed by the
Super-Kamiokande [28] and OPERA [29] experiments subsequently. As a result, the existence of neutrino
oscillations, implying a non-zero mass of the neutrino, can be considered as proven. The discovery of neutrino
oscillations led to Nobel prizes in 2015. [18]
Mass hierarchy Parameter Best fit value, 3σ limits
m1 < m2 < m3
∗ sin2 θ12 0.2970.3540.250
sin2 θ23 0.437
0.616
0.379
sin2 θ13 0.0214
0.0246
0.0185
∆m2 (2.502.632.37 × 10−3)eV2∗ ∆m221 (7.377.976.93 × 10−5)eV2
+ δCP (1.35
1.99
0.92)pi
m3 < m1 < m2
∗ sin2 θ12 0.2970.3540.250
sin2 θ23 0.569
0.637
0.383
sin2 θ13 0.0218
0.0248
0.0186
∆m2 −(2.462.602.33 × 10−3)eV2∗ ∆m221 (7.377.976.93 × 10−5)eV2
+ δCP (1.32
1.99
0.83)pi
Table 2.3: Neutrino oscillation parameter fit values, derived from a global fit of current data of neutrino
oscillation experiments. ∗: Parameters are the same for both mass hierarchies. +: For δCP , the 2σ confidence
level is given. Source: [18] [19].
Experiment Location L[m] Scintillator act. [t] PR[MW] Ref
SoLid Mol, Belgium 5.5 . . . 10 PVT, 6Li 1.6 40 . . . 80 [30] [31]
Nucifer Saclay, France 7.2 Gd 0.74 67 [32]
POSEIDON Gatchina, Russia 5 Gd ∼ 3 100 [33] [34]
STEREO Grenoble, France 8.8 . . . 11.2 Gd 1.75 57 [35] [34]
NEUTRINO-4 Dimitrovgrad, Russia 6 . . . 11 Gd 0.35 16 [36] [37]
Hanaro Daejon, Korea 6 Gd ∼ 1 30 [38] [34]
DANSS Tver Oblast, Russia 10 . . . 12 Gd 0.9 3000 [39]
PROSPECT United States 7 . . . 20 Gd, 6Li 11 85 [40]
NuLat Idaho, United States 3 . . . 8 PVT, 6Li 1 250 . . . 1500 [41]
Table 2.4: Overview of very short-baseline reactor antineutrino experiments with baseline L < 10m. act. is
an abbreviation for mass of active material, PR denotes reactor power.
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Figure 2.1: ∆m2 and mixing angle θ favoured or excluded by various neutrino oscillation experiments on
different oscillation types. Source: [18].
Since then, efforts to investigate neutrino oscillations, particularly to determine the parameters described
in section 2.2, continue at an intense level. Strong evidence of ν¯e disappearance at rather short baselines was
reported by several reactor antineutrino experiments: by Double Chooz at L = 1.1km [42], by Daya Bay at
L = 1.65km [43] and by RENO at L = 1.38km [44].
As efforts by neutrino experiments looking at all the sources to measure neutrino oscillations are ongoing,
parameters are being measured with successively greater accuracy. A summary of parameter fit values as
for 2016 combining different experiments is given on table 2.3. A global plot of ∆m2 versus mixing angle θ
favoured or excluded by various neutrino oscillation experiments is shown in figure 2.1.
As the three-flavour oscillation non-zero mass neutrino model has replaced the Standard Model’s formu-
lation of neutrinos, several anomalies discovered in the recent past in conjunction with reactor antineutrino
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experiments support the hypothesis that one or more additional neutrino flavours exist. Several experiments
at a short baseline are in construction or have recently obtained data, including SoLid. An overview of
experiments with baseline L < 10m is summarised on table 2.4. Reactor antineutrino emission and the
discovered anomalies are discussed in sections 2.4 to 2.7.
2.4 Reactor Antineutrino Emission
Nuclear fission reactors are an intense source of neutrinos [45], emitting them isotropically [46] as products
of β−-decay fission fragments [47].
The most important processes in reactor ν¯e production by
235U-fuelled n-induced nuclear fissions are of
the type
n+ 235U→ X1 +X2 + 2n+ 204MeV. (2.20)
The fragments X1 and X2 will undergo several β
−-decays,
A
ZX → AZ+1X ′ + e− + ν¯e, (2.21)
until they have reached a long-lived state, producing an average of 6ν¯e per fission [6]. The Feynman diagram
of the fundamental level of the β−-decay,
n = udd→ udu+W− → udu+ ν¯e + e− = p+ ν¯e + e−, (2.22)
is shown in figure 2.2. The ν¯e’s energy is < 10MeV [48]. Thus, reactor neutrinos are not only produced at a
d
d
u u
d
u
W− ν¯e
e−
Figure 2.2: Feynman diagram of the fundamental level of a β−-decay producing ν¯e.
very high rate, but their energies also lie within a limited spectrum.
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The emission energy spectrum of reactor neutrinos depends on the composition of the fissioning actinides:
S(Eν) =
∑
i
fi
(
dNi
dEν
)
, (2.23)
fi being the number of fissions from actinide i and
dNi
dEν
is the cumulative ν¯e spectrum of i normalised per
fission. Thus, the parameters fi must be known, requiring detailed information about the reactor core,
including the exact composition. The total reactor thermal energy Wth is the sum of all the fission antinides’
effective thermal energy ei:
Wth =
∑
i
fi · ei. (2.24)
Figure 2.3: Time-development of the composition of the nuclear core during a reactor cycle of a water reactor.
Note the different time scales. Source: [49].
99.9% of the reactor power stems from the fission of the 235U, 238U, 239Pu and 241Pu isotopes, and only
these are considered for ν¯e energy spectrum calculations. The thermal energy of the reactor changes with
time as the fuel gets burnt up. The time-development of fuel composition during a reactor cycle can be seen
in figure 2.3. For practical purposes, fi is expressed as the fraction of total number of fissions F . [50] So
equation 2.23 can be re-written as [51]
S(Eν) =
Wth∑
i
(
fi
F
)
ei
· fi
F
(
dNi
dEν
)
. (2.25)
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In order to obtain the Inverse β-decay spectrum – or detection spectrum – rather than the emission
spectrum, the emission spectrum is folded with the Inverse β-decay cross section [52] (Inverse β-decay is
later explained in section 3.2).
The calculations of reactor antineutrino spectra are quite complex in nature as they rely on parameters
that are difficult to determine, such as the core composition and the individual emission spectra of the
fragments’ energy dissipation, and an inaccurate estimation of these easily propagates to the estimate of
total emission spectrum. This leads to final relative uncertainties in the 10% . . . 20% range [52]. As neutrino
oscillation experiments rely on an exact estimate of neutrino emission for disappearance measurements (see
section 2.2), emission calculations have a direct impact on uncertainty or error of these types of experiments.
2.5 Reactor Anomaly
Figure 2.4: ν¯e detection spectrum for the
235U isotope. The shape results from folding the emitted spectrum
(black dashed-dotted curve), parameterisation and IBD cross section (red dashed curve). Source: [52].
A more accurate calculation for 235U and 239Pu antineutrino detection spectra has been performed in
2011 [52] by combining data from nuclear databases and electron energy spectra measured in the 1980s at
the ILL reactor facility for the dominant 235U, 239Pu and 241Pu isotopes (see figure 2.4).
These calculations shifted the ratio of predicted to observed ν¯e events combining various reactor antineu-
trino experiments at a baseline L < 100m from 0.976± 0.024 – prediction and observation being consistent
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Figure 2.5: The ratio of observed ν¯e events to expected events in case of the new calculations of the three
neutrino flavour mixing model (red line) and the case of the existence of a sterile neutrino (blue line). The
reactor antineutrino experiments seem to favour the sterile neutrino model. Source: [53].
in this case – to 0.943 ± 0.023 – leading to a deficit at the 98.6% C.L. This is referred to as the reactor
antineutrino anomaly. [53]
The deficit favours the existence of at least one additional flavour eigenstate, the sterile flavour νs, over
the three-flavour mixing model (see figure 2.5). If one additional sterile neutrino is assumed, it would
have a new mass eigenstate m4 with ∆m
2
41 ∼ 1eV2 [54]. The sterile neutrino hypothesis is discussed in
section 2.8. A deficit of neutrinos compared to expectation was also observed by the reactor experiments
Double Chooz in 2014 [55], RENO in 2015 [56] and Daya Bay in 2016 [57]. Despite the re-calculations of
reactor neutrino spectra seeming to favour the sterile neutrino hypothesis, this might be as well be a result
of a systematic error, affecting the results of all previous reactor antineutrino experiments simultaneously.
Systematic errors cannot be excluded, as currently unknown, unconsidered or underestimated effect might
have led to an incorrect estimation of the predicted reactor detection spectrum. However, an unknown
background is unlikely to be the explanation, as the measured deficit is time-independent and correlated to
reactor power [18].
2.6 Gallium Anomaly
A second observation supporting the sterile neutrino hypothesis is the Gallium anomaly. The GALLEX and
SAGE detectors have been tested with intense 51Cr and 37Ar sources placed inside the detectors. Ratios R
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Figure 2.6: The ratio of observed ν¯e events to expected events for the two GALLEX experiments with the
51Cr source and the SAGE experiment with both 51Cr and 37Ar sources. The error bar shows the 1σ-limit.
A deficit up to 20% of the expected rate was observed. Source: [22].
of expected to observed νe events,
RGALLEX-1,51Cr = 0.953± 0.11,
RGALLEX-2,51Cr = 0.812
+0.10
−0.11,
RSAGE,51Cr = 0.95± 0.12,
RSAGE,37Ar = 0.791
+0.084
−0.078,
(2.26)
subscripts denoting detector and source, have been measured; the quoted uncertainties are at the 1σ level. A
clear deficit of neutrinos up to 20% of the expected number of events was observed (see figure 2.6). [22] [58]
However, these numbers do not take into account cross section uncertainty.
Both GALLEX and SAGE use the reaction
νe +
71Ga→ 71Ge + e− (2.27)
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for detection, a reaction whose cross section has a large uncertainty [59]. Re-calculation with consideration
of the cross section uncertainty modified the results and the 1σ level to new ratios of
RGALLEX-1,51Cr = 0.84
+0.13
−0.12,
RGALLEX-2,51Cr = 0.71
+0.12
−0.11,
RSAGE,51Cr = 0.84
+0.14
−0.13,
RSAGE,37Ar = 0.70
+0.10
−0.09.
(2.28)
These have slightly higher uncertainty, but significant lower result values have been obtained, leading to
the confirmation of the Gallium anomaly at the 3.0σ level. [59] Combined analysis of the Gallium anomaly
experiments and the reactor anomaly experiment disfavour the standard three-flavour mixing model even at
a C.L. of 99.9%, or 3.3σ [60].
2.7 Accelerator Anomaly
The accelerator anomaly, or LSND anomaly, stems from measurements at the LSND accelerator neutrino
experiment in Los Alamos [61] that observed ν¯e in a ν¯µ-beam at a baseline of L = 30m. LSND measured an
excess of neutrinos which would be consistent with the existence of a sterile neutrino with ∆m241 ∼ 1eV2.
Further support of this excess was given by MiniBooNE at Fermilab at the 2.8σ level [62]. However, the
KARMEN experiment could not reproduce the excess, despite having measured a similar phase space to
LSND [63]. In addition, other accelerator neutrino experiments also disfavour the sterile neutrino hypothesis,
such as CDHSW [64], MINOS [65], OPERA [66] and ICARUS [67]. However, not all regions of the relevant
parameter space have been measured by these experiments [41].
In conclusion, the high confidence put on the sterile neutrino hypothesis by reactor experiments was not
reproduced by accelerator neutrino experiments.
2.8 The Sterile Neutrino Hypothesis
As neutrinos have non-zero mass, they are a superposition of negative and positive chirality states. Only
the negative chirality component interacts weakly. For neutrinos, the negative chirality state corresponds
essentially exclusively to negative helicity, and for antineutrios to positive helicity (with a small correction,
that would vanish in the limit of zero neutrino mass). Neutrinos therefore interact essentially always as
helicity left-handed particles, and anti-neutrinos as helicity right-handed particles.
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There is no evidence so far that predominantly right-handed neutrinos or predominantly left-handed
antineutrinos exist, nevertheless, if they exist, they should be sterile neutrinos, not coupling neither to W±
nor to Z0 bosons, as obtained experimental data is compatible only with 3 flavour neutrinos that are coupled
to the Z boson [68]. They could contribute significantly to open fundamental questions in physics such as
the generation of the observed matter-antimatter asymmetry, the generation of neutrino masses and their
disparity. [18]
2.8.1 Sterile Neutrino Mass Mixing
The sterile neutrino hypothesis suggests one or more additional neutrinos to the three active flavour neutrinos
which are already known (νe, νµ, ντ ), and is called the 3+n model depending on the number n of how many
new flavour eigenstates are suggested. These n new sterile flavours would correspond to n corresponding
additional mass eigenstates. [18] Taking the case of the 3+1 model, i.e. of the model suggesting one additional
sterile neutrino, the mass mixing equations 2.3 and 2.4 would be expressed as

νe
νµ
ντ
νs

= U∗

ν1
ν2
ν3
ν4

, (2.29)
with νs denoting the suggested sterile neutrino, increasing the number of linearly independent mass splitting
factors ∆mij from 3 to 4. In case of more than one sterile neutrino, the equation would simply contain more
vector elements for the additional neutrino states. For n additional sterile neutrinos, the dimensionality of
the PMNS matrix (equation 2.7 and 2.8) together with the number of mass splittings would also have to
increase by n, thus the 3× 3 matrix for the three-flavour model would become a 4× 4 matrix together with
4 mass splitting factors in the 3+1 model and to a 5 × 5 matrix with 5 mass splitting factors in the 3+2
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model [69]. In the 3+1 model, the new 4× 4 mixing matrix U˜ is expressed as
U˜ =

c14 0 0 s14
−s14s24 c24 0 c14s24
−c24s14s34 −s24s34 c34 c14c24s34
−c24c34s14 −s24c34 −s34 c14c24c34


Ue1 Ue2 Ue3 0
Uµ1 Uµ2 Uµ3 0
Uτ1 Uτ2 Uτ3 0
0 0 0 1

=

c14Ue1 c14Ue2 c14Ue3 s14
· · · · · · · · · c14s24
· · · · · · · · · c14c24s34
· · · · · · · · · c14c24c34

=

U˜e1 U˜e2 U˜e3 U˜e4
U˜µ1 · · · · · · · · ·
U˜τ1 · · · · · · · · ·
U˜s1 · · · · · · · · ·

.
(2.30)
A written-out representation of U˜ is given in the appendix in equation A.1. The elements of the 3×3 PMNS
matrix Uαi from equation 2.7 are included in this parameterisation. The CP phases are omitted as they do
not affect survival probability for reactor neutrino oscillation. [70]
The sterile neutrino is called sterile as – unlike the confirmed 3 flavour eigenstates – it does not couple
to the W± nor to the Z0 boson, thus does not interact weakly [6]. Not to mention, that – as for any
other neutrino – it neither does have charge nor colour, hence it is only affected by the gravitational force.
Therefore oscillations into the sterile neutrino state would simply lead to disappearance of neutrinos in
observations. The additional disappearance caused by the existence of sterile neutrinos would be able to
explain the measured neutrino deficit of the reactor and Gallium anomaly.
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Figure 2.7: Survival probability for reactor antineutrinos for different sterile neutrino mass splitting factors
∆m241 as a function of baseline-to-energy ratio L/E. Source: [70] (edited).
2.8.2 Sterile Neutrino Oscillations
In the case of the 3+1 model, equation 2.15 applied to the case ν¯e → ν¯e, where it becomes the survival
probability of reactor antineutrinos, will become [70]
P (ν¯e → ν¯e) =
∣∣∣∣∣∣
4∑
j=1
∣∣∣U˜ei∣∣∣2 exp i∆m2j1L
2Eν
∣∣∣∣∣∣
2
= 1−
∑
i<j
4
∣∣∣U˜ei∣∣∣2 ∣∣∣U˜ej∣∣∣2 sin2(∆m2ijL
4Eν
)
,
(2.31)
approximated by [70]
P (ν¯e → ν¯e) = 1− c414c413 sin2 2θ12 sin2
(
∆m221
L
E
)
− c414 sin2 2θ13 sin2
(
∆m231
L
E
)
− sin2 2θ14 sin2
(
∆m241
L
E
)
.
(2.32)
The reactor antineutrino survival probability is plotted in figure 2.7 for sterile neutrino mass splitting
factors ∆m41 = 0.01eV
2, 0.1eV2, 1eV2 as a function of baseline-to-energy ratio L/E. As can be seen, sterile
neutrinos of the range of ∆m241 ∼ 1eV would agree with the deficit of neutrinos in the reactor antineutrino
anomaly. Indeed, in the 3+1 and 3+2 models that are commonly considered [18], the discussed anomalies
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Figure 2.8: Exclusion curves for sin2 2θ12 and ∆m
2
41 for the 3+1 sterile neutrino model for reactor (blue),
atmospheric (green) and accelerator (dark blue) experiments and their combined fit (red) at a 99% C.L.
Source: [71].
would be consistent with fits to ∆m241 ∼ 1eV2 in the 3+1 model or ∆m241,∆m251 ∼ 1eV2 in the 3+2 model
(see figure 2.8) [54].
Experimental data suggest that the mass splittings ∆m221 (O(10−5)eV2) and ∆m231 (O(10−3)eV2) are
very small compared to ∆m241 (or ∆m
2
51) ∼ 1eV2. In the short-baseline range, να → νs oscillations would
be dominant to the level where oscillations between the three standard neutrinos are negligible, with these
neutrinos becoming more dominant as baseline increases. Therefore ∆m21 and ∆m31 can be set to 0, or to
degenerate state, for approximation in the short-baseline range in the sterile neutrino models. In the case of
the 3+1, equation 2.32 can be approximated for very short-baseline reactor antineutrino experiments such
as SoLid by [72] [73]:
P (να → νβ) = δαβ − 4
(
δαβ − Uα4U∗β4
)
U∗α4Uβ4 sin
2
(
∆m241L
4E
)
(2.33)
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for any oscillation να → νβ which is in the particular case of ν¯e → ν¯e survival probability would become
P (ν¯e → ν¯e) = 1− sin2 2θ14 sin2
(
∆m241
L
E
)
, (2.34)
the function that will be used for fitting the sterile neutrino parameters θ14 and ∆m
2
41 in short-baseline
reactor antineutrino experiments. SoLid will measure these neutrino oscillation parameters at a well-defined
range from L = 5.5m to L = 10m, as shown in figure 2.9, currently uncovered by reactor antineutrino
experiments.
Figure 2.9: Ratio of observed to expected neutrino rate is shown for different reactor antineutrino experi-
ments. The dashed line represents the three-flavour mixing model, while the solid line corresponds to the
3+1 mode. SoLid will search for sterile neutrinos at a baseline from L = 5.5 . . . 10m (blue area). Source: [74]
(edited).
2.9 Other Applications of SoLid
Although the hunt for sterile neutrinos is what SoLid mainly aims for, SoLid also allows the investigation
of the 5MeV excess, and its technology might be used for reactor monitoring for nuclear non-proliferation
applications.
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2.9.1 5MeV Excess
The precise measurement of reactor antineutrino flux of 235U-based reactors is also of interest due to an
anomaly recently discovered by reactor antineutrino experiments: A discrepancy, or excess, at the region
of about 5MeV has been discovered by Double Chooz in 2011 [42] and Daya Bay in 2012 [75], and later
confirmed at a 3.6σ level by RENO in 2015 (see figure 2.10) [76].
Figure 2.10: Comparison of neutrino events expected by simulation (blue) and observed (black dots) by the
RENO near detector at a baseline of L = 293m. An excess of ν¯e occurs at the region surrounding 5MeV at
a level of 3.6σ. Source: [76].
The discrepancy at 5MeV is not understood yet. Possible causes of the excess might be unaccounted
background of the reactor flux, or even effects due to new physics [41].
Double Chooz is located at a baseline of L = 1.1km from the reactor, Daya Bay at a baseline of L =
1.64km and RENO at L = 1.38km for the far detector and L = 294m for the near detector [56] (see
section 2.3). Hence, the baseline range of L < 290m is uncovered so far. SoLid, along with other very short-
baseline reactor antineutrino experiments, will provide evidence whether the 5MeV excess can be reproduced
at the very near distance from the reactor.
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2.9.2 Non-Proliferation
SoLid is a particle physics experiment aiming at the search on sterile neutrinos. However, despite not being a
main target of the experiment, the SoLid detector also could explore potential applications of its technology
in nuclear non-proliferation.
Monitoring the Pu content of nuclear reactors forms an essential measure in non-proliferation efforts.
Usually, γ-ray spectroscopy is applied for this purpose, however short-baseline ν¯e flux monitoring has been
suggested in the past with increasing recent interest as an appropriate tool of cross-validation in determining
the composition of nuclear fuel [40] [51].
Reactors emit a characteristic ν¯e flux and energy spectrum according to their thermal power and to the
isotopic composition of their fuel, namely 235U, 238U, 239Pu and 241Pu (see figure 2.11) [77]. This allows
detection of Pu content in nuclear reactors by obtaining their ν¯e spectrum and flux. Because of the high
penetration depth of neutrinos, it is possible to perform the measurements remotely. [78]
Figure 2.11: Inverse β-decay e+ energy spectra of different isotopes at a 150m baseline from a 1GW-reactor
(simulation). Source: [78].
Due to the compactness of the technology used for SoLid, as well as its usage of solid material (PVT
and
6
LiF : ZnS(Ag)), SoLid’s novel neutrino detection technology is a potential candidate for employment
in non-proliferation monitoring applications.
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3 The SoLid Detector
The SoLid detector is unique not only in terms of its very short baseline to the reactor core, but also in
terms of the employed scintillators – Polyvinyl toluene (PVT) and
6
LiF : ZnS(Ag) – and in providing a high
level of segmentation and granularity of the detector modules.
3.1 BR2 Reactor
SoLid’s neutrino source is the BR2 nuclear fission reactor located at the Belgian nuclear research facility
SCK•CEN in Mol. BR2 is designed and operated as a tank-type material research reactor, with a power
range up to 100MW [79]. A picture of BR2’s architecture can be seen in figure 3.1.
Its core measures only 50cm in diameter [80], which makes it an almost point-like ν¯e source. The
architecture allows the SoLid detector modules to be placed at a very short distance of 5.5 . . . 10m from
the reactor core, as shown in figure 3.2. SoLid is intended to be the only experiment running at BR2,
contributing to the stability of background conditions as other experiments might contribute to spallation
neutron background [81].
Figure 3.1: The BR2 reactor facility at SCK•CEN in Mol, Belgium. The reactor is shown in yellow and the
SoLid detector module is shown in blue. Source: [79] (edited).
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Figure 3.2: A SoLid module placed in the BR2 reactor hall. Source: [81] (edited).
BR2 is operated with 235U as fuel, usually in cycles of three to four weeks [73] at 40 . . . 80MW thermal
power [80].
A very intense neutrino flux of ∼ 1010ν¯es−1 is expected [80] with the ν¯e energy spectrum peaking at
∼ 1MeV and ranging to ∼ 6MeV, as shown in figure 3.3 [82].
Figure 3.3: Preliminary calculations of the ν¯e energy spectrum of the BR2 reactor. Different colours indicate
different measurement periods. Source: [82].
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3.2 IBD Capture
Reactor neutrino detection is based on Inverse β-Decay (IBD),
ν¯e + p→ e+ + n, (3.1)
with an energy threshold of 1.8MeV [83]. Equation 3.1 refers to the same process as
ν¯e + udu→W+ + ν¯e + udd→ e+ + udd (3.2)
shown in figure 3.4, the quark triplet udu equating to a p, and the triplet udd equating to a n. It has a
well-known cross section of [84] [85]
σIBD = 0.952
(
Eepe
1MeV2
)
× 10−43cm2. (3.3)
The products of the IBD process are a positron (e+) and a neutron (n). These product are easily
detectable. At SoLid, the products are measured using two different scintillating materials for conversion
into visible photons: Polyvinyl toluene – or PVT – for e+ capture and Lithium-6 Silver-doped Zinc Sulphide
(
6
LiF : ZnS(Ag)) layers for n capture.
u
d
u u
d
d
W+
ν¯e e
+
Figure 3.4: Feynman diagram of Inverse β-decay ν¯e + p→ e+ + n.
3.2.1 Detector Components
The SoLid module is built out of 10 planes, which each contain 256 cubes containing the scintillation
materials. The scintillators capture the IBD products and convert them into light to be guided to the
photon sensors. A sketch of a full detector module is shown in figure 3.6.
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Figure 3.5: An array of PVT cubes with
6
LiF : ZnS(Ag)-layers. The PVT is used for positron capture, while
the
6
LiF : ZnS(Ag)-sheets capture the neutrons. Source: [86].
The Cube consists of PVT and measures 5cm× 5cm× 5cm. A layer of 6LiF : ZnS(Ag) is attached to one
side of the cube. Several cubes are arranged discretely as an array (see figure 3.5). Each cube contains four
grooves for placement of Wavelength-Shifting (WLS) fibres which guide the light to the photosensors. The
single cubes are optically shielded from each other by being wrapped in Tyvek paper. [87] The assembly of
a cube with one WLS fibre can be seen in figure 3.7.
The Plane consists of 256 cubes, arranged as a 16× 16 array, with the photosensors being placed at the
frame and the read-out electronic modules being attached at one side. Since two Wavelength-Shifting Fibres
cross each row both in the horizontal and the vertical direction, 64 photosensors are used per plane, also
meaning that the electronics board is designed to read out 64 channels.
The Module which can be seen in figure 3.6 is built upon 10 planes. The modules are independent of
each other mechanically as well as in terms of power supply, clock and control distribution, heat-exchanger
and cooling-air blower, which means they can be operated separately for commissioning [31].
3.2.2 Positron Capture
PVT is used as the scintillator material which catches the positron. The positron is absorbed within
O (10−8) s by the PVT and is emitted as a short (O (10−7) s), intense light pulse [81] [89]. Thereafter,
the positron annihilates with an electron coming from the detector via the process
38
Figure 3.6: Three-dimensional rendering of a ten-plane SoLid module. Source: [31].
e+ + e− → γ + γ (3.4)
as depicted in figure 3.8. The γs each have an energy of 511keV [87].
The light pulse is captured by the SiPMs. The total energy deposited in the cube can be used to
reconstruct the ν¯e energy, when correcting for the small fraction of annihilation γ energy on average deposited
in the interaction cube [89].
3.2.3 Neutron Capture
Whilst positrons are captured by the PVT scintillator, neutrons are caught by the
6
LiF : ZnS(Ag) sheets.
And while positrons cause a prompt response from the scintillator, neutrons do not; they undergo thermali-
sation while being scattered through the material before they are captured by 6Li via the process
n+ 6Li→ 3H + α+ 4.78MeV = 3H + 4He2+ + 4.78MeV. (3.5)
Both 3H and the α-particle (=
4
He2+) contain sufficient energy to excite the electrons in the ZnS crystals.
Scintillation light is emitted by de-excitation of these electrons over a longer period of O (10−6) s, thus one
order of magnitude higher than the positron light pulse – this leads to a shape for the neutron light emission
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Figure 3.7: A PVT cube wrapped in Tyvek sheets as optical shielding and one WLS fibre attached to it.
Source: [88].
e−
e+
e∗
γ
γ
Figure 3.8: Feynman diagram of electron-positron annihilation e+ + e− → γ + γ.
which is distinct from the short, high-amplitude pulse generated by positron scintillation. The neutron
6
LiF : ZnS(Ag) scintillation is delayed by O (10−4) s when compared to the prompt response of the PVT
scintillator to the positron. The difference of n and e+ signal is shown in figure 3.9, with a sketch of the
underlying interaction within the cube. [88] [89] [90]
3.2.4 Light Capture
Wavelength-Shifting Fibres collect and convert the light signals produced by n and e+ capture within
the cubes in order to transport them to the photosensors [91]. They absorb photons at a given wavelength
and subsequently emit them isotropically at a longer wavelength, thus at a lower energy (see figure 3.10).
The purpose of using WLS fibre is to randomise the direction of the emitted light, in order that a fraction
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Figure 3.9: Right: Interaction of n and e+ in the detector cube. Left: Comparison of the signals of n capture
(upper) in
6
LiF : ZnS(Ag), and e+ capture in PVT (lower). Source: [89].
of the light can be captured by total internal reflection. The WLS fibre used at SoLid – Saint-Gobain
bcf-91a – consists of a polystyrene-based core and two layers of polymethyl methacrylate (PMMA), a
highly transparent thermoplastic material, and shifts the light from blue to green spectrum. [92] [93] It is
rectangular in shape and has a cross section of 3mm × 3mm, corresponding to the active area of the SiPM
sensor (see [94] [95] for technical information).
Silicon Photomultipliers (SiPMs) – also referred to as Multi-Pixel Photon Counters (MPPCs) – are used
as photosensors. SiPMs are pixel arrays of avalanche photodiodes operated 10 . . . 20% above breakdown
voltage, in so-called Geiger mode [96]. Their advantages lie in their robustness, high photon-detection
efficiency, single photon detection capability as well as their resolution, their low operational voltage and
inexpensiveness. However, their high Dark-Count Rate (DCR) at room temperature, their excess noise due
to inter-pixel cross-talk and their generation of after-pulses are disadvantages of the devices [97] [98]. DCR
in SoLid is decreased by cooling down the detector module to 5◦C. On SoLid, Hamamatsu S12572-050
devices are employed, containing 3600 pixels each, peak sensitivity wavelength of 450nm and a Photon
Detection Efficiency (also called quantum efficiency) of 0.35 and nominal DCR of typically 1kHz, decreased
by one order of magnitude of by cooling down the detector [95] (see [73] for DCR–temperature dependence).
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Figure 3.10: Absorption and emission spectra of the WLS fibre is shown in blue, Photon Detection Efficiency
(PDE) of the SiPM is shown in black. Source: [94] [95] (edited).
Figure 3.10 shows the absorption and emission spectra of the WLS fibre, as well as Photon Detection
Efficiency (PDE) of the SiPM.
3.2.5 Background
As SoLid is an overground experiment in proximity to the reactor core, a significant amount of background
is faced in comparison to underground experiments [73]. These backgrounds include:
Cosmic Muons cause PVT scintillation when passing through the cube, thereby causing significant con-
tribution to the background [88].
Cosmogenic Background is background caused by spallation reactions, such as decays of isotopes pro-
duced by muon-induced spallation reactions, spallation reactions caused by muon-induced neutrons entering
from outside the detector, or nuclear recoils initiated by such neutrons [99]. Fast neutrons from cosmic ray
showers might cause a similar signal to a positron signal by inducing a p recoil signal and being captured
shortly after, mimicking an IBD signal. In order to reduce this effect, a water shield is built around the
SoLid detector module. [92]
Intrinsic Background can occur by contamination of the
6
LiF : ZnS(Ag)-layer by 214Bi in the fabrication
process. The 214Bi isotope decays via β−-decay to 214Po, emitting an e−. The 214Po itself decays by emitting
an α-particle, looking signal-wise like a neutron. The e− and α-particle can fake an IBD event [92] [100].
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Figure 3.11: The SM1 prototype module. Source: [81].
3.3 Status of the experiment
SoLid is planned to enter its first large-scale data-taking phase in 2017. Two prototype phases have run
earlier in order to demonstrate feasibility: NEMENIX and SM1.
3.3.1 NEMENIX
The first prototype, NEMENIX, was built in 2013. The 6kg-detector consists of 64 PVT cubes and 32
read-out channels, forming a detecting volume of approximately 20cm × 20cm × 20cm. It was designed to
provide proof of concept as well as acquire estimates of background and signal coincidence rates on the BR2
reactor site. [88] [100]
3.3.2 SM1
The SM1 prototype detector, shown in figure 3.11, contains 288kg of active scintillation material, arranged
in 9 planes with 256 cubes each. A total of 100 channels is used for read-out. It took data in 2015 both when
the BR2 reactor was running and when it was turned off. During the turn-off period, various radioactive
sources have been used to investigate background conditions: 137Cs, 60Co, AmBe and 252Cf. The latter two
have been used for neutron studies, while 137Cs and 60Co were used for the calibration of the electromagnetic
signals. [103] [100] An energy threshold trigger has been used for read-out [31].
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Figure 3.12: Three-dimensional rendering of the 1.6t-detector, consisting of 50 planes, used in Phase 1.
Source: [101].
3.3.3 Phase 1
The first main run of SoLid – Phase 1 – will start in 2017. 1.6t of material is being used as scintillation
material. 5 modules, thus 50 planes, are employed, and 3200 SiPM channels are used for read-out. [31]
A rendering of the bare detector can be seen in figure 3.12 and the rendering of the detector placed in
the container is shown in figure 3.13. Among upgrades in online software, storage, controls and detector
technology – an additional
6
LiF : ZnS(Ag)-layer will be added – a new trigger system will be implemented
which significantly increases purity of the data and decreases data rate.
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Figure 3.13: Three-dimensional rendering of Phase 1-detector placed in a container with surrounding water
shielding. Source: [102].
3.3.4 Phase 2
The detector can be upgraded by adding more modules or by constructing an additional detector station
with higher energy resolution. A potential upgrade which should be run as Phase 2 will have total sensitive
mass up to 3t. [104] A sensitivity plot for both Phase 1 and Phase 2 can be seen on figure 3.14.
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Figure 3.14: The estimated sensitivity of the SoLid experiment for Phase 1 (blue line) and Phase 2 (black
line) to the reactor antineutrino anomaly (RAA) region (blue area) and the Gallium anomaly region (red
area) as a function of ∆m2 and sin2 2θ. The 95% C.L. are shown. Source: [89].
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4 The SoLid Read-out System
The read-out system for acquiring the SiPM signals is composed out of two parts: the analogue front-end
and the digital front-end, that also includes the trigger on a Field-Programmable Gate Array (FPGA) chip,
as well as the power- and the I2C-board. The read-out electronics is placed on side of the frame containing
the cubes, as shown in figure 4.1.
Enclosure
(shown with 
covers removed)
ADC+FPGA
board
Amplifier
Board
Hollow Aluminium Frame
(SiPM + cables inside)
Scintillating cubes
+ LiF/ZNs sheets
Figure 4.1: Three-dimensional rendering of a plane containing the cubes, the frame and the read-out elec-
tronics. Source: [31].
The boards are custom-made to serve the needs of the SoLid experiment.
As can be seen in the data flow diagram in figure 4.2, the SiPM sensor signals are shaped and amplified
by a band-pass filter on the analogue front-end board before being sampled and processed by the digital
board’s components. The data then is sent out via Ethernet to the central online software.
4.1 Analogue Front-end
Two analogue front-end boards are used per plane, each serving 32 channels. Each board provides the bias
voltage to the SiPMs, according to the value set by the digital board. On the input side, it receives, amplifies,
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Figure 4.2: Flow of the signal: The SiPM input signal is shaped by the analogue board, then sampled and
processed by the digital board before being fed into the online software. The expected data rate at each
stage is outlined.
band-pass filters and shapes the signals. Accordingly, it is connected to the digital board on one end and to
the SiPMs on the other, using differential signalling for the signals. [31]
4.2 Digital Front-end
The digital front-end board receives the signals from the analogue board. 8 Analogue-Digital Converters
(ADCs) sample 8 channels each at a rate of 40MHz and a resolution of 14bit. The digitised signals are
fed into the Trenz FPGA module containing a Xilinx Artix-7 FPGA chip. The digital board connects
to JTAG over LVDS, contains a Gbit s−1-Ethernet interface using Small Form-factor Pluggable transceivers
(SFPs), direct 2.5Gbit s−1 links to neighbouring boards and is connected to the per-module clock and control
signal distribution. A three-dimensional rendering can be seen in figure 4.3. [31]
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SFP for GBit/s
Ethernet
GBit/s links 
to neighbouring boards
Clock/sync connection
JTAG over LVDS
ADCs
FPGA 
Module
Figure 4.3: Three-dimensional rendering of a digital front-end board. Source: [31].
4.3 Other Boards
The read-out electronics assembly also contains two smaller boards, each designated for a specific function.
The power board, located under the digital front-end board, provides 5V outputs for digital and analogue
use each, −3.3V for the FPGA, and 70V for the SiPM bias voltage. The I2C board, which is positioned
beneath the analogue board, contains an I2C communication interface.
4.4 Shielding
As the plane’s frame is made of hollow extruded aluminium sections that are connected together and to the
read-out electronics boards, it is a Faraday cage blocking electrical fields. A sketch of the shielding scheme
can be seen in figure 4.4.
4.5 Data Generation and Rates
SoLid faces a large amount of background signals due to it being an overground experiment in proximity to
the reactor core. This requires the read-out system – and the trigger part – to reject as many background
signals as possible. The extent to which this rejection has to take place is dependent on data generation on
one side and on the data handling capacity of the online software on the other.
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Figure 4.4: The shielding and grounding scheme of the read-out electronics. Source: [31].
Stage Data rate R[s−1] Data rate R[d−1] Reduction factor r
Digital board = 1.8Tbit = 19PB –
Online software (maximum) ∼ 1.0Gbit ∼ 11TB ∼ 1800
Data storage ∼ 10Mbit ∼ 100GB ∼ 100
Table 4.1: Data rates at the different stages of the data acquisition chain per second and per day. Reduction
factor is given to the previous stage.
Data Generation is determined by sampling rate and resolution. Since a 14bit-ADC is used at a sampling
frequency of 40MHz, with 64 channels per plane. The data rate – or bit rate – per plane amounts to
Rf = #Channel× Resolution× Frequency = 64× 14bit× 40MHz = 36Gbit s−1. (4.1)
Since 50 planes are employed on Phase 1, the data rate for the whole detector is
Rd = 1.8Tbit s
−1. (4.2)
Data Handling Capacity is set by the capacity of the online software to process data. The software is
estimated to be able to handle data up to a rate of Rs ∼ 1Gbit s−1 [105]. The minimum data reduction
factor therefore is
rd =
Rd
Rs
∼ 1800. (4.3)
As reduction should be above the minimum limit in order to prevent data pile-up or even data loss, a
reduction factor of O(104) is aimed for. The online software reduces the amount of data by additional two
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order of magnitudes, leading to a data storage rate
Rs ∼ 10Mbit s−1 ∼ 100GB d−1, (4.4)
limited by the storage capacity at BR2. A summary of data rates and reduction factors is given in
table 4.1. Obviously, the total reduction of the data rate by a factor of one million forms a challenge, in
particular due to the fact that high efficiency is required and that a large amount of background data is
faced. It is the task of the trigger to provide efficient, yet pure data reduction.
4.6 The SoLid Firmware
The SoLid FPGA firmware is responsible for buffering the data, triggering on it, and for communication
with other planes as well as with the data acquisition device. Also, it has the slow-control for the SiPMs
integrated in its functionality. It forms therefore a crucial part of the experiment’s read-out chain. A block
diagram with the firmware modules is shown in figure 4.8.
The firmware is based on the IPbus protocol, a gigabit Ethernet-based reliable high-performance protocol
designed for particle physics experiments [106] [107]. Three tasks are carried out by the firmware: [108]
1. The buffer, that segments incoming data into chunks and applies zero-suppression (red in figure 4.8).
2. The trigger, that decides which part of the data is sent out (blue in figure 4.8).
3. The control part, that consists of the slow-control for SiPM and the communication link to the DAQ
online system and to other planes of the detector (green in figure 4.8).
4.6.1 Buffer
The buffer stores the data coming from the ADC and prepares them to be sent out as soon as an event is
triggered.
For each channel, data is fed through a channel pipeline, consisting of the deserialiser, the latency buffer,
the zero suppression, the window buffer, channel read-out and the derandomiser. Each channel pipeline is
connected to the main data buffer.
The deserialiser converts the serial data received from the ADC and converts them into 14bit words.
Alternatively to the deserialiser, data can be fed into the buffer from a pattern generator or as playback
of existing data. It hands the data to the trigger and the latency buffer.
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Figure 4.5: Raw data is segmented into defined blocks or time windows, usually consisting of 256 samples.
The trigger decides on a block-by-block basis whether data should be read out.
Data is divided into different segments of equal size by the buffer, usually 256 samples, as shown in
figure 4.5. A latency buffer holds the data streams for the time corresponding to two blocks in order to
allow the trigger to make a decision.
The zero suppression suppresses data below a certain threshold. Hence it sets all data points below
threshold θ to 0,
X(t) =

0, if X(t) < θ,
X(t), otherwise,
(4.5)
with expected data reduction by the factor of O(10). The samples put to 0 are removed and replaced by a
marker. The marker contains information of how many sequential samples have been removed. The threshold
θ can be varied depending on which type of trigger has been activated.
After zero suppression has been applied where appropriate, the window buffer holds the data for a
certain time period to allow the trigger to initiate read-out of data recorded earlier. An overflow of the
window buffer is critical as this would disrupt the pipeline in such a way that no more data may be read out
until re-synchronisation.
The channel read-out hands single blocks to the derandomiser following a read-out request.
The derandomiser stores blocks for transfer into the main readout buffer. An overflow will result in
ignorance of read-out requests, in which the deadtime monitor will account for the missed blocks.
All the 64 channel’s derandomisers are fed into the main data buffer. [109]
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4.6.2 Trigger
The channel trigger performs feature extraction and triggering on the buffer as data come in. It decides
real-time on a block-by-block basis and forwards the decisions to the local trigger. Its parameters are
programmable. The channel trigger is described in section 5.
The local trigger contains one or more trigger generator units. The local trigger is responsible for
making the trigger decision for one plane. Trigger generator units form the local trigger based on information
provided by the channel trigger values. Trigger decisions are passed to the readout sequencer, but also can
be sent to neighbouring planes. Information is sent to the read-out controller on how many triggers are
active and which features have caused them. At the current stage, the local trigger uses or-logic, i.e. logical
disjunction, to combine the channel trigger decisions, but can be extended to contain more sophisticated
algorithms, as will be discussed in section 5.6.
The deadtime monitor records deadtime caused by overflow or other malfunction of the firmware for
each channel and each trigger. Deadtime can occur both by suppression of individual blocks or triggers. [109]
4.6.3 Controls
The control part is responsible both for communication, including sending data out, and slow-control of the
SiPMs.
The read-out sequencer translates all kinds of trigger decisions into the sequence of data blocks to be
sent out. Each trigger type is linked to an offset and a block-count in a table that is used for the translation.
Blocks tagged by multiple triggers are merged by the read-out sequencer. The read-out provides the read-
out controller with information about the channels to be read out and whether read-out is skipped due to
deadtime.
The read-out controller linked to the header buffer collects data from the channel buffers to the main
data buffer. It formats the data and appends header and trailer information in order that the data sent out
can be decoded.
The IPbus controller is responsible for the IPbus register and encodes and decodes communication
from and to these registers.
The timing/sync controller controls clock synchronisation and generation from a distributed clock
input.
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Figure 4.6: Following a trigger decision on one plane, the trigger can be spread along neighbouring planes.
Logic cells CLBs DSPs Block RAM [kbit] I/Os
Total 215360 33650 740 13140 500
Per Channel 3365 526 12 205 8
Table 4.2: Available resources for the Xilinx Artix 7-200T FPGA for the whole device and divided by the
64 read-out channels. Source: [111].
The remote trigger is able to spread trigger decision onto neighbouring planes via serial link (see
figure 4.6). It also receives trigger decisions coming from remote planes and forwards them to the read-out
sequencer and, where required, to other planes.
The slow control (not shown on the block diagram in figure 4.8) sets the bias voltages for the SiPM
sensors.
4.6.4 Hardware
As buffer and trigger logic for 64 channels have to fit simultaneously on a single FPGA, a medium-density
device – the Xilinx Artix 7-200T FPGA – is used. The FPGA is placed on a commercial module by Trenz
Electronics shown in figure 4.7. The Trenz board contains – beside the FPGA – a clock chip (Silicon
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Figure 4.7: Trenz module containing the Xilinx Artix 7 FPGA. Source: [110].
Labs Si5338), 4 Multi-Gigabit Transceivers (MGT), 256Mbit Quad-SPI Flash memory, 1GB DDR3 SDRAM,
DC-DC converters, 75 LVDS pairs and 4 single-ended I/O pins. [110] [112]
The Xilinx 7-Series, to which the employed Artix 7-200T belongs, rely on 28nm technology. The Artix
family is optimised for high logic throughput and low-power applications using serial links. A summary of
key parameters can be seen in table 4.2. [111]
Irradiation can cause damage to the FPGA and other electronic parts [113]. However, the ionising
radiation being faced is about the same as normal background levels. The increase in neutron and gamma
flux by the reactor is compensated for by water and containment shielding of SoLid. Even if a Single Event
Upset (SEU) occurs, the FPGA simply can be re-flashed due to it being connected to a JTAG link.
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5 The SoLid Trigger
As data rate would be too high for sending out all incoming singals, a decision has to be made which data
are probably meaningful in terms of their content and thereby sent for further processing. This decision is
made by the trigger. A trigger thus classifies data on a rolling base into probably useful data – to be sent
out – and probably meaningless data – to be discarded. Hence it can be seen as a real-time classifier, and
statistical classification theory – as part of pattern recognition and machine learning theory – can be applied.
This sections forms the part of the research carried out by me. A theoretical introduction in classifi-
cation theory is given in section 5.2. Methodology and designs of feature extraction and machine learning
algorithms are discussed in section 5.3. Discussion of evaluation results are shown in section 5.4. Finally,
an implementation is presented in section 5.5 and prospect for the plane-level trigger is given in section 5.6.
Conventions used in the mathematical representation of the trigger are given in the appendix A.2.
5.1 Trigger Types
As described in section 3.2, the IBD process produces a positron and a neutron. While the positron signals
appear with no significant latency, the neutron signal is delayed by O (10−4) s. And while the positron signal
forms a short light pulse, the neutron appears as a long signal of O (10−6) s. Therefore, different triggers
are used for the two kinds of signal. The positron signal – due to it discriminability and briefness – is fairly
easy to distinguish. A threshold trigger is used. However, designing the neutron trigger is more challenging,
as its signals usually do not reach high amplitudes. This prevents the usage of a threshold trigger due to the
length of the signal, as the number of non-neutrons mis-classified as neutrons must be limited. This section
deals with theory, methods and results that were applied to evaluating the neutron trigger.
5.2 Classification Theory
5.2.1 Signal Space
Preliminary, the concept of signal space shall be introduced, often being credited to Wozencraft and Jacobs
[114], as the data to be classified actually can be seen as a representation of its underlying – analogue –
signal.
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The idea is to view signal waveforms as vectors in a vector space called signal space. These vectors
represent analogue, continuous signals. The constituent vectors are time-dependent finite-energy functions
u(t) : R→ C, (5.1)
where the condition of being finite-energy within an interval [a, b] equates to them being square-integrable,
i.e.
‖u‖2 =
∫ b
a
|u(t)|2 dt =
∫ b
a
u(t)u(t) dt 6= −∞,∞ (5.2)
This derives from the definition of their norm ‖u‖ as the square root of the inner product with itself,
‖u‖ =
√
〈x, x〉, (5.3)
and the definition of the inner product of any two vectors within the interval [a, b]
〈v, w〉 =
∫ b
a
v(t)w(t) dt. (5.4)
The signal space is a L2 Lebesgue Pre-Hilbert space. In the case the interval [a, b] is set to [−∞,∞], it
even is a complete L2 Lebesgue Hilbert space. [115] However, for the purposes of the trigger, only the signal
within a time-interval will be used. Also, as will be discussed later in section 5.3.3, due to considerations
with regards to the FPGA resources, only time-domain features of the signals are used, leaving out features
in complex frequency domain, hence all signals can be considered real for our purposes.
5.2.2 Discrete Time Domain
An L2 Hilbert space can be used as a representation for analogue signals, but the reality on an FPGA looks
quite differently, as one can imagine. FPGAs, like any other digital device, handle signals u(t) discretely
both on the u (signal) and t (time) axis. Physically, this corresponds to the process of converting the SiPM
signal input to a digital signal, as done by the Analogue-Digital Converter (ADC).
Discretisation in time is achieved by multiplying the signal u with the sampling function – or Dirac comb
– IIIT (t) that is a periodic series with period T of Dirac delta functions δ [117],
III(u) = u(t) · IIIT (t) = u(t) ·
∞∑
k=−∞
δ(t− kT ). (5.5)
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Figure 5.1: (a) Continuous input signal. (b) Signal after time-discretisation (Dirac deltas connected by lines)
and quantisation. Source: [116].
Discretisation on the signal axis, called quantisation, or digitisation, can be formalised by [118]
Q(u) = ∆ ·
⌊
u
∆
+
1
2
⌋
, (5.6)
for quantiser step size ∆, with b.c denoting the floor function. Combined time-discretisation and quantisation
is a composition of the respective functions:
x(t) = Q ◦ III ◦u(t), (5.7)
with an example shown in figure 5.1. Equation 5.7 corresponds to an ideal ADC, while in the real case,
channel noise u˜ and effects caused by ADC non-linearity Q˜ have to be considered:
x(t) =
(
Q+ Q˜
)
◦ III ◦ (u+ u˜) (t). (5.8)
Two values with connection to time- and value-discretisation are of characteristic importance for the
process: Nyquist frequency and quantisation noise.
According to the Nyquist-Shannon sampling theorem [119], all parts of a signal have to be below Nyquist
frequency in order that they can be accurately reconstructed. Information for parts of the signal with higher
frequency might be lost. Nyquist frequency fn is half the sampling frequency fs [120]:
fn =
1
2
· fs. (5.9)
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Period T [ns] Quantisation step size ∆[µV bit−1] Nyquist frequency fn[MHz] SQNRmax[dB]
25 201.4 20 88.8
Table 5.1: Characteristic values for time-discretisation and quantisation.
Flooring values in the quantisation process leads to quantisation noise. Given the general formula of
signal-to-noise ratio (SNR) [120],
SNR =
σ2signal
σ2noise
(5.10)
where σ2 is the variance of signal and noise, respectively, signal-to-quantisation-noise can be approximated
by [121]:
SQNR =
3 · 4nbit · Pxnbit
x2max
∼
(
log10
(
Pxnbit
x2max
)
+ 6nbit + 4.8
)
[dB], (5.11)
with nbit being the number of bits used and Pxnbit being calculated by the probability distribution function
pdf(x):
Pxnbit =
∫
x2pdf(x) dx = E[x2]. (5.12)
As the exact pdf is not known, the maximum SQNR is more feasible to calculate and might be sufficient,
simplifying equation 5.11 to:
SQNRmax = 3 · 4nbitmax ∼ (6nbitmax + 4.8) [dB]. (5.13)
A table with the values indicated in equations 5.5 to 5.13 is shown in table 5.1. The short positron light
pulse is expected to have a bandwidth of ∼ 10MHz, thus lies below Nyquist frequency.
5.2.3 Data Representation
For usability, discrete signals are often represented as vectors, with the Dirac combs being mapped to the
integer vector items:
XR
n
k =x (T · k + C) , (5.14)
with the time offset C chosen so that the Dirac combs are located at time (T · k +C) and dimensionality n
equate to the number of entries. One could take a step closer to reality, and map this vector into Boolean
space Bn or Bm×n,
XB
n
((ij−1)+j) = X
Bm×n
ij = jth position in binary representation of(X
Rn
i ), (5.15)
60
Data Points
Bits
T i
m
e
 W
i n
d
o
w
1      0      0      1
0      1      0      0
1      1      1      1
Figure 5.2: Data cube (or tensor) containing signal information. Corresponds to equation 5.16.
where rows i represent data points corresponding to XR
n
i and columns j represented bit value in the case of
a XB
m×n
matrix, or position i+ j for the XB
n
vector.
Data points can be further segmented into l time windows of length m, giving a multi-dimensional array,
or tensor, or data cube ∈ Bl×m×n. This is the case for SoLid where data is segmented into packages. The
new tensor will then be: 
XB
l×m×n
kij = X
Bm×n
uv
u = i+ bkl c · i
v = j
, (5.16)
represented in figure 5.2. Note that the different notations of the discrete signal are isomorphic (x ∼= XRn ∼=
XB
n ∼= XBm×n ∼= XBl×m×n).
As a convention within this thesis, if data vector X appears without a superscript, it means the repre-
sentation in Bl×m×n is used.
5.2.4 Trigger Formalisation
The purpose of the trigger is data reduction. The data to be sent out should be much smaller than the
acquired data on the trigger level, or
dim Xs  dim X, (5.17)
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achieved by discarding data points i in the XB
m×n
ij representation of the data vector. Note that dimensionality
for an l ×m× n structure is
dim X = l ×m× n. (5.18)
The size of each data point and the number of data points cannot be reduced. For SoLid, these are n = 14
and m = 256. It is therefore the number of windows l that is reduced. The decision whether a window l can
be discarded or not is a binary classification problem.
The formal definition of a classifier f(X) is [122] [123]
Yˆ = f(X), (5.19)
where Yˆ denotes the class and X is the data cube, or tensor, representing the data set. Each time win-
dow Xk.. is mapped to a class Yˆi, taking a value of a finite set of classes K. K in the present case is
{discard,not discard} and can be represented as {0, 1} in B.
There is a problem in doing so: The dimensionality of each row k in Boolean space Bl×m×n can be high,
and in fact too high for a computation device to practically handle. In the case of a time-wise segmented
signal, such as for SoLid, the dimensionality is
dim Xk = m× n = length of time window
T
· nbitdata point, (5.20)
that for SoLid is dimXk = 3584. The classification in the FPGA has to be made as data come in, i.e. in
real-time, not requiring more than a few clock cycles. Estimating the number of parallel operations op using
op ≈ dim Xk
ICLB · cmax (5.21)
with ICLB being the number of Look-up Table (LUT) inputs and cmax being the maximum number of clock
cycles, which can be put to ICLB = 6 and cmax ∼ 5, it is 120 parallel operations that would have to be
processed per clock cycle. This is too high for a 64-channel FPGA to handle in real-time. The dimensionality
therefore has to be reduced. This is commonly achieved by splitting classification into two parts: Feature
extraction and application of the machine learning algorithm.
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5.3 Trigger Design
The trigger classification function f(Xl..) – operating on the matrix Xl.. referring to a single time window l
of the tensor X – actually is a composite of two functions,
h ◦ g(X) : (5.22)
the mapping of
g(Xl..) : Xl.. ∈ Bl×m×n 7→ F ∈ Bl×p×n, (5.23)
with p m, thus resulting in a feature vector F having much lower dimensionality than the input data, and
the actual classification h(F), which is the application of the machine learning algorithm, giving the flow
(
L2H
III→
)
Bl×m×n
g→ Bl×(pm)×n h→ Bl. (5.24)
In terms of computation, the algorithm g(X) should reduce the number of parallel processes by several orders
of magnitude, while the splitting of the classification into two separate processes should increase computation
time by just the factor of two.
For usability, the representation of F as a real matrix Rl×p shall be used, rather than the representation
in Boolean space (that is closer to reality). As will be seen later in section 5.3.4, this representation – being
a manifold on the original Hilbert space – contains a property very useful for classification
The function g(X) is called feature extraction, with an allocated feature space Bl×p×n. These should
meet several requirements, namely
1. being a good practical representation of signal space,
2. having low dimensionality p (p indicates also the number of features),
3. allowing high-accuracy classification, and
4. being resource-efficient.
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Figure 5.3: In the filter method, the quality of a feature space is evaluated using a score independent from
the machine learning algorithm. Source: [124].
5.3.1 Metaheuristics
Finding a suitable feature space is a crucial, but also a complex task [125]. It consists of pre-processing the
data, extracting features from the pre-processed data (called feature extraction or feature engineering), form-
ing a primary feature space, and then finding a suitable subset of that space, usually of low dimensionality,
forming the secondary feature space, a process that is called feature selection.
Feature selection is a well-investigated field – called metaheuristics. Two main approaches – or meta-
heuristic methods – exist for feature selection: The wrapper method, and the filter method. The wrapper
method selects the feature set using evaluation by the classifier (see figure 5.4), while in the filter method, the
selection of feature is independent from the used classifier (see figure 5.3). Also, hybrid methods exist. [126]
As the machine learning algorithm is not determined beforehand, the filter method is used for finding
the SoLid trigger feature space. It will be explained later in section 5.3.4 that in the particular case of using
a threshold function as the machine learning algorithm, the method is the same as the wrapper method.
Individual algorithms are determined and evaluated on an individual basis. They will be ranked according
to their performance, the correlation between them is determined and the most suitable chosen as the
appropriate feature subset.
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Figure 5.4: In the wrapper method, the quality of a feature space is evaluated using the machine learning
algorithm. Source: [124].
5.3.2 Feature Evaluation
Evaluation is based on binary classifiers. The different algorithms are assessed individually, using a threshold
classification function on each of the features,
hi(Fli, θi) =

1, if x ≥ θi
0, otherwise.
(5.25)
The simple threshold trigger algorithm is one such fuction. For each feature Fli, the threshold θi is swept
from the minimum and maximum values within Fli, leading to a Boolean binary classification vector Yˆ ∈ Bl.
Assuming that a corresponding vector E ∈ Bl exists representing whether the value Fli is actually linked to
a physical IBD event, four categories are defined: [127]
True positive (TP), correct hit:
hi(Fli) = El = 1. (5.26)
True negative (TN), correct pass:
hi(Fli) = El = 0. (5.27)
False positive (FP), false alarm:
hi(Fli) 6= El = 0. (5.28)
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Figure 5.5: Example of categorisation for the Number-of-Peaks feature corresponding to i. The threshold
θi is shown in green, the values Fli in blue, and the value Ei on the y-axis. The differently coloured areas
mark the four different categories TP , TF , FP and FN .
False negative (FN), miss:
hi(Fli) 6= El = 1. (5.29)
An example for SoLid signals is shown in figure 5.5.
These abbreviations simultaneously stand for the number of how many times one of these categories has
occurred within a given sample, i.e.
TP = |{Fli|∀Fli : hi(Fli) = El = 1}| , (5.30)
TN = |{Fli|∀Fli : hi(Fli) = El = 0}| , (5.31)
FP = |{Fli|∀Fli : hi(Fli) 6= El = 0}| , (5.32)
and
FN = |{Fli|∀Fli : hi(Fli) 6= El = 0}| . (5.33)
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In addition, the positives P and the number of negatives N simply give the total numbers of these values in
E.
Having these definitions, the following indicators for classification performance and accuracy can be
used: [128]
Sensitivity or true positive rate (TPR) or trigger efficiency:
TPR =
TP
P
=
TP
(TP + FN )
(5.34)
Precision or positive predictive value (PPV) or trigger purity:
PPV =
TP
(TP + FP)
(5.35)
Fallout or false positive rate (FPR) or fake rate of the trigger:
FPR =
FP
N
=
FP
(FP + TN )
(5.36)
Two characteristic plots can be obtained from those values: The receiver operating characteristic (ROC)
curve, that shows efficiency versus fake rate, and a curve showing efficiency versus purity.
5.3.3 Feature Extraction Algorithms
The set of algorithms to be evaluated should contain high variety, as in this phase as many possible algorithms
should be assessed in order to increase the likelihood to find well-performing algorithms. However, reasoning
on which features will lead to effective classification is essential, bearing in mind that adding randomness to
the creation of algorithms could cover the part that pure thought cannot. In other words, if G is the set of
all functions gi mapping B
m×n → R, increasing the number of functions will cover more elements of that
set G.
The creation of some algorithms seem comprehensible, whereas others do not. As a high number of
algorithms will be reduced after assessment on a later stage, that however cannot be considered to be a
disadvantage. Fourier transformations on FPGAs usually use a lot of resources [129], often above 1000
LUTs [130]. As the FPGA usage of hardware resources has strict limits (see table 4.2), frequency-domain
features hence will not be considered. Therefore only time-domain features are subsequently presented.
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The single algorithms will be – in reference to equation 5.23 – be denoted as gi(Xl..), mapping the signal
from a given time window to one specific dimension of the feature vector. All the selected functions will then
give g, i.e.
F =
∑
i
gi(Xl..), (5.37)
considering that all feature extraction functions gi project to spaces orthogonal to each other.
The values X[t] will be notated as elements of an array isomorphic to the discrete real array Rn, as given
in equation 5.14, with the notation rule
X[t] = XR
n
t , (5.38)
and the whole set X shall only consist of elements within a given time window l, i.e.
X = {X[t− l], X[t− l + 1], . . . , X[t]}. (5.39)
In addition to the function operating in the discrete signal, also a representation operating on the con-
tinuous signal gc(u) : L2H → R is given where appropiate.
Maximum Amplitude Maximum amplitude is the feature used to trigger on the SM1 phase of SoLid. It
simply uses the maximum value within a time window for triggering, i.e.
gc (u) = maxu (5.40)
for the continuous value and
gi (X) = maxX (5.41)
for the discrete value.
Number-of-Peaks The Number-of-Peaks feature counts the number of maxima above a certain threshold
θ within a time window. An example is shown in figure 5.6. The threshold is set in order that pure
noise-induced maxima are not considered. The reasoning behind this algorithm is that each time the
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LiF : ZnS(Ag)-layer is emitting a photon, a peak on the input signal occurs.
It may be expressed in continuous space as
gc (u) =
∣∣∣∣{t|∀t : u(t) > θ ∧ du(t)dt = 0 ∧ d2u(t)dt2 < 0
}∣∣∣∣ (5.42)
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(a) Neutron signal. (b) Photon/dark count (EM) signal.
Figure 5.6: Peak finding algorithm. Green crosses represent found maxima above threshold.
and in discrete space either as
gi (X) = |{t|∀t : X[t] > θ ∧∆X[t− 1] ≥ 0 ∧∆X[t] < 0}| (5.43)
with the definition
∆X[a] = X[a]−X[a− 1], (5.44)
or
gi (X) = |{t|∀t : X[t] > θ ∧X[t− 1] ≥ X[t− 2] ∧X[t] < X[t− 1]}| . (5.45)
In other words, the cardinality – i.e. the number of elements – |.| of the set {.} of points that are a maximum
above a certain threshold forms the feature.
One variation of the algorithm that also has been assessed is to add the condition that after a peak has
found, following peaks will be ignored during a certain interval (time veto).
Weighted Peaks/Number of Photon Avalanches Another variation of the Number-of-Peaks feature
is to weight the peaks by their amplitude. This equals to the number of pixel photon avalanches (PA). In
continuous space this is expressed as
gc (u) =
∣∣∣∣{u(t) · t|∀t : u(t) > θ ∧ du(t)dt = 0 ∧ d2u(t)dt2 < 0
}∣∣∣∣ (5.46)
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(a) Neutron signal. (b) Photon/dark count (EM) signal.
Figure 5.7: Time-over-Threshold algorithm.
and in discrete space as
gi (X) = |{X[t] · t|∀t : X[t] > θ ∧∆X[t− 1] ≥ 0 ∧∆X[t] < 0}| . (5.47)
Time-over-Threshold The Time-over-Threshold measures the number of samples (i.e. length of time) a
signal is above a certain threshold θ (see figure 5.7). This takes advantage of the fact that neutron signal
last much longer than EM signals.
It is expressed as a a function of a continuous signal as
gc (u) =
∫
δ(t) dt ∧ δ(t) =

1, if u(t) > θ,
0, otherwise
(5.48)
and in discrete space as
gi (X) =
m∑
t=1
δ[t] ∧ δ[t] =

1, if X[t] > θ,
0, otherwise.
(5.49)
Decay Time Falling time means the time the signal undertakes until it falls below a certain percentage
of its maximum value (see figure 5.8 for an example).
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(a) Neutron signal. (b) Photon/dark count (EM) signal.
Figure 5.8: Falling time algorithm. The value is given as the x-axis projection of the green line.
Integral-over-Threshold and Integral The integral-over-threshold is calculated in continuous space as
gc (u) =
∫
u(t)δ(t) dt, (5.50)
with δ(t) defined as in equation 5.48. This corresponds to the sum in discrete terms:
gi (X) =
m∑
t=1
X[t]δ[t], (5.51)
with δ[t] defined as in equation 5.49.
For the integral feature, this simplifies to
gc (u) =
∫
u(t) dt (5.52)
and
gi (X) =
m∑
t=1
X[t]. (5.53)
Integral-over-Amplitude The Integral-over-Amplitude (or Integral/maximum Amplitude) divides the
value obtained by equations 5.50 and 5.51 by division by maximum amplitude (equations 5.40 and 5.41), i.e.
gc (u) =
∫
u(t) dt
maxu(t)
. (5.54)
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Figure 5.9: Block diagram of a perceptron.
This corresponds to the sum and a division in discrete terms:
gi (X) =
∑m
t=1X[t]
maxX
. (5.55)
Statistical Moments Statistical moments with their common definitions are considered such as mean,
gi(X) =
1
m
m∑
t=1
X[t], (5.56)
and standard deviation:
gi(X) = σ =
√√√√ 1
m
m∑
t=1
(X[t]− µ)2, where µ = 1
m
m∑
t=1
X[t]. (5.57)
5.3.4 Machine Learning Algorithms
Machine learning algorithms classify data using the features extracted. While feature extraction algorithms
correspond to function g(X) in equation 5.22, the machine learning algorithm corresponds to h(F).
Threshold Function The simplest algorithm uses only one feature and triggers on this particular value.
The threshold function is a step function [131] and in fact is the same as the function used for evaluation in
equation 5.25. As evaluation and machine learning algorithms are the same in this case, the metaheuristics
used for feature selection is the wrapper method rather than the filter method (see section 5.3.1).
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Figure 5.10: Block diagram of a feed-forward neural network.
Perceptron The single-layer perceptron, also called single-layer neural network or artificial neuron and
suggested by Rosenblatt in 1958 [132] [133], triggers with a threshold θ on the inner product of the input or
feature vector Fl. with a weight vector w. This type of Artificial Neural Network (ANN) is the same as a
linear classifier.
The feature vector Fl. of a single time window l of the feature matrix F is considered. The space spanned
by the feature vector Fl. can be seen as an R
p manifold on the underlying analogue signal. This allows to
apply the definition of the inner product, [134]
〈x, y〉 = xTy =
n∑
i=1
xiyi = x1y1 + · · ·+ xnyn, (5.58)
in order to re-define the threshold function in equation 5.25 in order to get the perceptron function,
h(Fl., θ) =

1, if 〈Fl.,w〉 ≥ θ
0, otherwise,
(5.59)
or in other words: the single-layer perceptron triggers on the weighted sum of the individual features. A
block diagram of the perceptron can be seen in figure 5.9. The weight vector has to be trained in terms of
classification accuracy. [135]
Feed-Forward Neural Network The feed-forward neural network is an artificial neural network consist-
ing of multiple layers [136]. Each of the nodes vai of one layer a connects to all the nodes of the neighbouring
layers a − 1, a + 1. To each of the connections, a weight waij is assigned. Applying L1 metrics to v1. (the
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norm of a vector is defined as the sum of its elements), the output equates to the norm of the last layer v1..
A threshold function, as in equation 5.25, then can trigger on the output value.
The feed-forward neural network with number of layers χ can be formalised as
h(Fl, θ) =

1, if ‖v1.‖ ≥ θ
0, otherwise,
(5.60)
with the recursive definition, again taking advantage of inner products (equation 5.58),
vai =

〈va+1,wai.〉 , if a+ 1 < χ
〈Fj.,wai.〉 , otherwise.
(5.61)
Dimensionality of the weight tensor w increases exponentially with each added input variable or layer, leading
to high computational demands for multi-layer, multi-input feed-forward neural networks. A block diagram
of the feed-forward neural network is shown in figure 5.10.
5.4 Results
5.4.1 Test Setup
Test data have been used for feature evaluation, as data from the SM1 did not have sufficient quality. The
test setup uses an 241AmBe α-particle source, located ∼ 3cm from a PVT cube. The test detector catches
signals with two SiPMs and a PMT. The test setup is sketched in figure 5.11. α-particle signals are very
similar to neutron signals as both are caught by the
6
LiF : ZnS(Ag)-layer [137], thus can be used to emulate
IBD neutrons. Data read-out was triggered using a PMT signal, as the PMT delivers much more accurate
signals than the SiPMs. Based on the PMT signal, the answer vector E was created stating whether a signal
is a neutron or not. The algorithm for creating the reference vector uses a maximum amplitude threshold as
well as Time-over-Threshold for PMT neutron identification. 120000 events were acquired for the test data
set, of which 2400 are neutron signals and the rest are electro-magnetic/dark-count signals.
Using the test setup gives rise to two uncertainties: One is that the degree is unknown on which test
conditions reflect conditions faced during the actual reactor-on phase. The other is uncertainty about how
accurately the PMT signal classifies signals into neutrons. However it is assumed that algorithms being
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Figure 5.11: Test setup for taking data of an AmBe source for neutron trigger evaluation.
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Algorithm Optimum threshold θ[PA]
Number-of-Peaks 0.35
Time-over-Threshold 0.45
Table 5.2: Optimum thresholds θ for the Number-of-Peaks and Time-over-Threshold algorithms acquired by
parameter sweeps.
evaluated as having good performance in test data will also perform well at the reactor site, and that
mis-classification by using the PMT signal is negligible.
5.4.2 Feature Extraction Algorithms
Features are assessed using the evaluation outlined in section 5.3.2. The threshold θi is swept from the
minimum to the maximum value within the feature set in order to extract the corresponding curve. The
procedure for selected features can be seen in figure 5.12: Each trigger threshold will produce a value on
the purity-efficiency plane. Higher thresholds usually correspond to higher purity and lower efficiency, while
lower thresholds correspond to higher efficiency and lower purity. Those features that perform well both in
terms of efficiency and purity can be considered suitable for triggering.
Tuning Many features have free parameters, such as the threshold θ in the Number-of-Peaks (equa-
tion 5.42) and Time-over-Threshold (equation 5.48) algorithms. These parameters have to be tuned for
the optimum value. This can be achieved by sweeping the free parameter [138].
An illustration of feature tuning on the example of the Time-over-Threshold algorithm is shown in
figures 5.13 and 5.14, with the threshold value being swept from 0 to 4.5. On the surface plot a peak is
visible in the range of 0.5PA. This indicates that optimum performance is achieved with the threshold in
this range.
The optimum thresholds are listed in table 5.2.
Comparison The overall comparison of features is used to reduce the number of potential features by
short-listing those that perform well, i.e. that yield high efficiency, high purity and low fake rate simultane-
ously. Features yielding these characteristics allow a good distinction between neutrons and non-neutrons,
in contrast to those having bad performance (a visualisation can be seen in figure 5.15). High efficiency (see
equation 5.34) correlates with how many IBD physics events are caught. High purity (see equation 5.35)
correlates with contamination of IBD events with backgrounds. And a low fake rate means that few non-IBD
events are acquired (see equation 5.36).
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(a) Number-of-Peaks. (b) Time-over-Threshold (non-optimum θ).
(c) Integral-over-Amplitude. (d) Maximum Amplitude.
Figure 5.12: Evaluation of individual features for the Number-of-Peaks (a), Time-over-Threshold (b),
Integral-over-Amplitude (c) and maximum amplitude (d) algorithms on the efficiency-purity plane (each
left) and for categorisation (see figure 5.5) (each right). The green cross and green horizontal line indicate
the optimum trigger threshold.
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Figure 5.13: Surface plot for Time-over-Threshold feature tuning. Threshold is swept from 0 to 4.5PA with
a mountain visible in the range of 0.5PA, indicating the optimum value.
Figure 5.14: Line plot for Time-over-Threshold feature tuning.
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(a) Number-of-Peaks. (b) Maximum Amplitude.
Figure 5.15: Histograms for the number-of-peak (a) and for the maximum amplitude (b) values on the test
data. Neutron signals and photon/dark count signals are clearly distinguishable, in contrast, the maximum
amplitude feature values overlap for the most part.
Figure 5.16: Results for feature evaluation on the purity-efficiency plane.
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Figure 5.17: Results for feature evaluation on the purity-fake rate (false positive rate, fallout) plane. The
ROC curve summarising fewer algorithms is shown in figure 6.1.
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The results on the purity-efficiency plane are shown in figure 5.16, and those on the fake rate-efficiency
plane are shown in figure 5.17, with the corresponding 1σ level (the ROC curve is shown in the conclusions
section in figure 6.1). Results have been obtained on the same channel, but on 4 different data subsets.
The analysis on the final results allow to reduce the features to be considered to those performing well:
• Number-of-Peaks (with and without time veto),
• Time-over-Threshold, and
• Integral-over-Amplitude.
At 10% fake rate, efficiency is above 90% efficiency for these features, and efficiency is held above 65% – and
even above ∼ 90% without the Time-over-Threshold feature – for purity above 90%.
5.4.3 Machine Learning Algorithms
Table 5.3: Correlation matrix for selected features and the perceptron on both neutrons and non-neutrons.
Dark red indicates highest, white lowest correlation (p = 1, p = 0). ToT: Time-over-Threshold. nPeaks:
Number-of-Peaks. weighted: Weighted Number-of-Peaks = Number of Photon Avalanches. maxA: Maximum
Amplitude. int/maxA: Integral-over-Amplitude. Perceptr: Perceptron.
Correlations The more correlated features are and the worse they perform, the less information is gained
by using a combination of different features. The decision whether or not one or several features are used is
based on correlation between features and their individual performance. For correlation analysis, Pearson’s
r, defined as [139]
r =
∑n
i=1(xi − x¯)(yi − y¯)√∑n
i=1(xi − x¯)2
√∑n
i=1(yi − y¯)2
=
cov(X,Y )
σXσY
(5.62)
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Figure 5.18: Two-dimensional histograms indicating correlation for both neutrons and non-neutrons between
different features.
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for data sets X = {x1, x2, . . . , xn}, Y = {y1, y2, . . . , yn} is commonly used to indicate correlation. Results of
the correlation analysis, mostly on features with good performance, on the data set including both neutrons
and non-neutrons can be seen in table 5.3, with some of the corresponding two-dimensional histograms
shown in figure 5.18. The correlation analysis has also been undertaken on data sets consisting only of
neutrons and only of non-neutrons. The features examined are correlated to a very high degree, except the
Integral-over-Amplitude, indicating that redundant information would be obtained when using more than
one feature. From the results it can be concluded that no significant increase of performance can be expected
when using more than one feature that is not the Integral-over-Amplitude feature. In section 5.5 it will be
shown why the Integral-over-Amplitude feature cannot be used on the firmware-level trigger.
Perceptron Correlation analysis suggests that using a perceptron does not yield much better performance
as information of different features are redundant. However, the perceptron has been evaluated using a
normalised two input-node setup (one with Number-of-Peaks and Time-over-Threshold as inputs, one with
Number-of-Peaks and Integral-over-Amplitude), in order to have only one parameter to sweep, w1. With the
weight vector defined as w = (w1, 1− w1), the parameter sweep shows clearly that changes in performance
by using the perceptron are tiny (see figure 5.19).
Feed-Forward Neural Network The same conclusions as for the perceptron hold for the feed-forward
neural network: Since features are highly redundant, only a tiny amount of information is gained. A two-
layer two-input feed-forward neural network with Number-of-Peaks and Time-over-Threshold as input has
been benchmarked, with the weight matrix (as in equation 5.61)
w =
 w1 w2
1− w1 1− w2
 (5.63)
with two free parameters w1, w2, resulting in the confirmation of the assumption that no significant increase
in classification performance is achieved (see figures 5.20). For the ANN, no advanced training method has
been used, as the number of free parameters were chosen low in order to have a model that can be evaluated
by parameter sweeps.
Triggering The conclusion from correlation analysis is that only one feature will be used, hence a simple
binary trigger (see equation 5.25) is implemented as the classification algorithm.
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(a) Perceptron with Number-of-Peaks and Time-over-
Threshold.
(b) Perceptron with Number-of-Peaks and Integral-over-
Amplitude.
(c) One-dimensional plot corresponding to the perceptron performance shown in 5.19b. Weight w1 is sweeped from 0
(only Number-of-Peaks) to 1 (only Integral-over-Amplitude). The difference in purity between w1 = 1 to the optimum
at w1 = 0.8 is less than 2%.
Figure 5.19: Perceptron evaluation.
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(a) Sweep of w2. w1 = 0.25 (b) Sweep of w2. w1 = 0.5
(c) Sweep of w2. w1 = 0.75 (d) Sweep of w2. w1 = 1
(e) w2 = 0.5, sweep of parameter w1 from 0 to 1. The optimum value is w1 = 0,
giving full weight to Number-of-Peaks.
Figure 5.20: Two-dimensional parameter sweep for a two-layer two-input (Number-of-Peaks and Time-over-
Threshold) feed-forward neural network. No significant improvement in performance is achieved.
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Figure 5.21: Code snipped from the VHDL Number-of-Peaks feature extraction source code.
5.5 Implementation
The selected trigger algorithms are implemented via synthesis and routing from VHDL code, a hardware
description language synthesisable into digital circuits [140], into the FPGA. A netlist (RTL) is generated
from the HDL code input, and implementation and bitstream containing the FPGA circuit configuration is
created using the netlist [141] [142]. For the toolchain, Xilinx Vivado has been used for design and synthesis
and Mentor Graphics Questasim for simulation and verification.
As 64 channel triggers plus the other firmware elements have to be synthesised on a single FPGA,
hardware resources are strictly limited (see table 4.2). Therefore each of the algorithms has to be checked
whether their resource usage fits the device’s resource availability. VHDL implementation of algorithms
and their synthesis has been undertaken for the Time-over-Threshold, Number-of-Peaks (with and without
time veto) and Integral-over-Amplitude features, as well as for the Integral feature. An example of an
implementation workflow is shown in figures 5.21 and 5.22.
5.5.1 Resource Usage
As can be seen in equations 5.49, 5.43 and 5.45 and 5.53, the Integral, Time-over-Threshold, Number-of-Peaks
features rely on comparators, sums and differences only, as integrals will turn to sums in discretisation, and
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(a) Part of the RTL netlist generated from the VHDL code.(b) Snippet of the implementation of the RTL onto an
Artix-7 FPGA.
Figure 5.22: From the code, an RTL netlist is generated (a) that is then implemented into FPGA (b).
Figure 5.23: Hardware usage of different feature extraction algorithms versus efficiency at a 20% purity level
and on a window size of 256 samples. The red line indicates hardware resource availability per channel.
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Figure 5.24: Hardware usage of different feature extraction algorithms versus time window size. The expected
window size is 256 samples. The red line indicates hardware availability per channel.
differentials will turn to differences. Sums and differences can be easily implemented as adder-subtractors
into digital logic [143]. However, the Integral-over-Amplitude algorithm contains a division, as can be seen
in equation 5.55, an operation that is resource-intense on the FPGA. The usage of hardware resources is
compared in figure 5.23 as a function of efficiency at a 20% purity level and in figure 5.24 as a function of
window size. It can be seen that the Integral-over-Amplitude algorithm exceeds the hardware limit by far.
The time veto-version of the Number-of-Peaks algorithms approaches the limit of what is implementable.
Despite it is the best-performing feature, it has been dropped because of this issue, namely in consideration
to the logic used for other functions of the FPGA.
The Number-of-Peaks algorithm has been tested both in the variation of equation 5.43 (using the zero
crossing of the differential signal) and 5.45 (using amplitude comparison only), and the exact same logic
usage has been determined for both algorithms. As both lead to the same results, performance stays the
same for both variants.
Therefore, implementation into the firmware has been made for the Number-of-Peaks algorithm according
to equation 5.43 without time veto, and the Time-over-Threshold feature extraction method.
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Algorithm Number of Channels Current [A] Power consumption [W]
Number-of-Peaks 2 1.31
Number-of-Peaks 4 1.32
Number-of-Peaks 6 1.33
Number-of-Peaks 8 1.33
Number-of-Peaks 10 1.34
Number-of-Peaks 12 1.35
Time-over-Threshold 2 1.48
Time-over-Threshold 4 1.49
Time-over-Threshold 6 1.49
Time-over-Threshold 8 1.50
Time-over-Threshold 10 1.51
Time-over-Threshold 12 1.51
Number-of-Peaks 1 (extrapolated) 0.007
Time-over-Threshold 1 (extrapolated) 0.005
Number-of-Peaks 64 (extrapolated) 1.72 8.6
Time-over-Threshold 64 (extrapolated) 1.79 9.0
Table 5.4: Current and power consumption for the trigger algorithms for different number of channels.
Efficiency [%] Purity [%]
Channel 0 96.2 20.4
Channel 0 ∨ Channel 1 97.6 12.3
Channel 0 ∧ Channel 1 93.8 55.5
Table 5.5: Efficiency and purity values on Number-of-Peaks feature for the same threshold value and data
set. In this example, by using logical conjunction, a small drop in efficiency is contrasted by a high increase
in purity.
5.5.2 Power Consumption
Power consumption is limited to 12W by the DC-DC converter on the Trenz module [144]. Therefore it
has to be verified that FPGA power consumption meets the requirements. The full firmware including other
firmware components has been synthesised in multiple variants, from 2 to 12 channels (the maximum number
of channels that were available at the time of measurement), and the consumed power has been extrapolated
to a single and to 64 channels. The results are shown in table 5.4, according to which power consumption
should meet the requirements set by the DC-DC converter. However some uncertainty exists depending on
the increase of power consumption when in operation.
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5.6 Plane-level Trigger
The implemented trigger is a per-channel trigger. It decides on a rolling basis whether in the past m samples
a neutron event has possibly occured. If so, the block is tagged as trigger-positive and this decision forwarded
to the plane-level trigger.
At the moment, a trigger on each channel causes a read-out, or in other words, the 64 channel triggers
are logically disjunct (∨ = or, [145]):
yˆplane =
64∨
i=1
Yˆi. (5.64)
Several other logical connections can be implemented, such as the logical conjunction (∧ = and, [145]) of
fibres in the same cube (two on the x and two on the y axis):
yˆplane =
 16∨
i=1
2i∧
j=2i−1
Yˆj
 ∧
 48∨
i=33
2i∧
j=2i−1
Yˆj
 . (5.65)
As only two channels on the same cube have been available on the test data, changes in performance has
been evaluated using just these two highly correlated data sets. Results presented in table 5.5 show that, in
the present example, when using logical conjunction instead of logical disjunction, a small drop in efficiency
contrasts a high increase in purity, making this logical linking advisable for implementation on the plane
level.
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6 Conclusion
In order to define the channel firmware trigger, various feature extraction and machine learning algorithms
have been evaluated. This includes a variety of feature extraction approaches, and a threshold trigger and
two sorts of neural networks on the machine learning side. According to the findings, the most suitable trigger
has been implemented, that are now the Number-of-Peaks and the Time-over-Threshold feature extraction
algorithms (see summarising figure 6.1) and a threshold trigger on the feature extraction output value. These
algorithms have been implemented and synthesised into firmware, and embedded into the IPbus framework.
The commissioning of the trigger is still to come, and the surrounding software and firmware have to be
made ready to write to the trigger parameter registers.
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Figure 6.1: Summarising ROC curve of different features in terms of efficiency (TPR) and fake rate (fallout,
FPR), with the Number-of-Peaks algorithm performing best on the test data set.
The trigger performance evaluation was carried out relative to the test data, and conditions at the reactor
are not known at the moment. Therefore the decision on the trigger algorithm relies on the assumption that
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the best performing algorithms on the test environment also perform well on the reactor site. However this
might be wrong if background signals are qualitatively different from the test signals. This can be considered
unlikely though, as the same detection scheme underlies both setups. The actual background rate determines
at which efficiency level the trigger can operate. The tuning of the parameters for the trigger is performed
at calibration. Calibration will aim not only for highest efficiency, but also for uniformity along the
different channels. As trigger efficiency directly propagates to detector efficiency, optimal trigger calibration
is essential for the quality of the experiment.
The hunt for sterile neutrinos in the very-short baseline range has started, and SoLid is about to start
its first large-scale physics run. Whether or not the reactor anomaly – the deficit of neutrinos in the short-
baseline range of neutrinos – can be reproduced very close to the reactor core is crucial in deciding the fate
of the three-neutrino oscillation model. In the case the reactor anomaly cannot be reconfirmed, the results
would fit nicely not only with the three-flavour neutrino oscillation model, but also with recent results from
accelerator- and atmospheric-based neutrino experiments. In case SoLid, in line with other very short-
baseline experiments, does find a deficit, a theorist has to seriously consider an update of the neutrino model
currently most favoured, from having three to having four or even more neutrino flavour states by adding
sterile neutrinos.
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A.2 Conventions in Section 5
B – Boolean space
C – Complex space
L2H – Lebesgue Hilbert or Pre-Hilbert space with L2 metrics
R – Real space
Superscripts indicate number of elements for vectors, matrices and tensors.
E – class answer vector/matrix
F – feature vector/matrix
w – weight vector/matrix
x,X,X – discrete signal as acquired by the FPGA. Superscripts indicate the space in which the signal is
represented
Yˆ – predicted class
cov(., .) – covariance
f(.) – trigger function
g(.) – feature extraction
h(.) – machine learning algorithm
III(.) – sampling function
δ – Dirac function/comb
|.| – cardinality of a set/number of elements within a set
b.c – floor function
. – for matrices and tensors, (.) in conjunction with one or more other indices denotes the submatrix or
subvector containing all the elements at the indicated location
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A.3 Abbreviations
A.3.1 Particles
d – down-quark
e− – electron
e+ – positron
` – lepton
n – neutron
p – proton
u – up-quark
W – W boson
α – alpha-particle
γ – gamma/photon
ν – neutrino
µ – muon
τ – tau
A.3.2 Atoms/Molecules/Materials
6
LiF : ZnS(Ag) – Lithium-6 Silver-doped Zinc Sulphide
Am – Americium
Ar – Argon
Be – Beryllium
Bi – Bismuth
Cs – Caesium
Cf – Californium
Cl – Chlorine
Co – Cobalt
Cr – Chromium
Ga – Gallium
Gd – Gadolinium
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Ge – Germanium
H – Hydrogen
He – Helium
Li – Lithium
Po – Polonium
Pu – Plutonium
PMMA – polymethyl methacrylate
PVT – polyvinyl toluene
U – Uranium
A.3.3 Physical Quantities
E, e – energy
L – baseline
m – mass
p – momentum
P – probability, power
R – data/bit rate
t – time
v – speed
W – work, energy
A.3.4 Units
B – Bel, Byte
bps – bit per second
c0 – speed of light in vacuum
eV – Electronvolt
g – gram
Hz – Hertz
~ – reduced Planck constant
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m – meter
PA – number of pixel photon avalanches
s – second
W – Watt
◦C – degree Celsius
% – percent ( 1100 )
A.3.5 Unit Pre-fixes
n – nano (10−9)
µ – micro (10−6)
m – milli (10−3)
c – centi (10−2)
d – deci (10−1)
k – kilo (103)
M – Mega (106)
G – Giga (109)
T – Tera (1012)
P – Peta (1015)
A.3.6 Electronics
ADC – Analogue-Digital Converter
DAQ – Data Acquisition
DC – Direct Current
DCR – Dark-Count Rate
DDR – Double Data Rate
DSP – Digital Signal Processing
CLB – Custom Logic Block
FPGA – Field-Programmable Gate Array
HDL – Hardware Description Language
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I2C – Inter-Integrated Circuit
I/O – Input/Output
JTAG – Joint Test Action Group
LVDS – Low-Voltage Differential Signalling
MGT – Multi-Gigabit Transceiver
MPPC – Multi-Pixel Photon Counter
PDE – Photon Detection Efficiency
PMT – Photo Multiplier Tube
RAM – Random -Access Memory
RTL – Register-Transfer Level
SDRAM – Synchronous Dynamic Random-Access Memory
SEU – Single Event Upset
SFP – Small Form-factor Pluggable transceiver
SiPM – Silicon Photomultiplier
SNR – Signal-to-Noise Ratio
SPI – Serial Peripheral Interface
SQNR – Signal-to-Quantisation-Noise Ratio
VHDL – VHSIC Hardware Description Language
VHSIC – Very High Speed Integrated Circuit
WLS – Wavelength-Shifting
A.3.7 Machine Learning
ANN – Artificial Neural Network
FN – False Negative(s)
FP – False Positive(s)
FPR – False Positive Rate
N – Negatives
P – Positives
PPV – Positive Predictive Value
ROC – Receiver Operating Characteristic
TN – True Negative(s)
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TP – True Positive(s)
TPR – True Positive Rate
A.3.8 Other
act. – mass of active material
BR2 – Belgian Reactor 2
CDHSW – CERN Dortmund Heidelberg Saclay Warsaw
CERN – European Organization for Nuclear Research
CHORUS – CERN Hybrid Oscillation Research apparatus
CKM – Cabibbo–Kobayashi–Maskawa
C.L. – Confidence Level
DANSS – Detector of the reactor AntiNeutrino based on Solid Scintillator
e.g. – exempli gratia – for example
GALLEX – Gallium Experiment
GNO – Gallium Neutrino Observatory
IBD – Inverse Beta-Decay
ICARUS – Imaging Cosmic And Rare Underground Signals
i.d. – id est – that is
ILL – Institut Laue–Langevin
KamLAND – Kamioka Liquid Scintillator Antineutrino Detector
K2K – KEK to Kamioka
KARMEN – Karlsruhe Rutherford Medium Energy Neutrino experiment
KEK – The High Energy Accelerator Research Organization
LSND – Liquid Scintillator Neutrino Detector
MiniBooNE– Mini Booster Neutrino Experiment
MINOS – Main Injector Neutrino Oscillation Search
NEMENIX – Neutrino Measurement Non-Income Experiment
NOMAD – Neutrino Oscillation Magnetic Detector
NuLat – Neutrino Lattice
pdf – probability distribution function
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POSEIDON – Position-Sensitive Detector of Neutrino
PMNS – Pontecorvo–Maki–Nakagawa–Sakata
OPERA – Oscillation Project with Emulsion-tracking Apparatus
r – Pearson’s correlation coefficient
RAA – Reactor Antineutrino Anomaly
Ref – Reference
RENO – Reactor Experiment for Neutrino Oscillation
SAGE – Soviet-American Gallium Experiment
SCK•CEN – Studiecentrum voor Kernenergie • Centre d’E´tude de l’e´nergie Nucle´aire
SM – Standard Model
SM1 – SoLid Module 1
SNO – Sudbury Neutrino Observatory
SoLid – Search for oscillations with a Lithium-6 detector
Super-K – Super-Kamiokande
T2K – Tokai to Kamioka
O – order of
σ – standard deviation
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