to express the position-and momentum-space Fisher information in terms of the principal quantum number and energy eigen value of the system and provide some useful checks on the result presented with particular attention on the information theoretic uncertainty relation.
Introduction
Traditionally, information theory deals with quantification and storage of information to use them in communication systems. However, information theoretical studies play a role in many other applicative contexts. In the recent past, Frieden [1] established a direct connection between the information theory and basic principles of physics by deriving a mathematical procedure, currently known as 'the law of extreme physical information'. But curiously enough, the relation between information theory and quantum mechanics was noted long ago [2] . Particularly, application of information theory to quantum systems could explain basic features of many microscopic processes including the so-called quantum computation [3] . It is often believed that the celebrated work of Shannon [4] gave birth to what we currently call the 'information theory'. However, long before the publication of Shannon's work, Fisher [5] introduced a measure of information which goes by the name Fisher information. Both information measures depend on probability density corresponding to changes in some observable. The information entropy of Shannon is very little sensitive over a small-sized region. As opposed to this, Fisher information can detect local changes in the density distribution and thus provide better description of the system in an information theoretic way.
The connection between Fisher information and quantum theory can be established by using many elegant formal approaches like the de-quantization procedure [6] . Here the quantum kinetic energy is written as a classical term plus a purely quantum term [7] . The latter term which arises due to quantum fluctuation is identical to the Fisher information while the classical term plays a role analogous to that of the Shannon entropy. The object of the present work is to study the properties of position-and momentum-space Fisher information,  I and  I , for the quasi-one-dimensional (Q1D) hydrogen atom by using an approach which is physically transparent and mathematically rigorous. The classical phase-space structure of this simplified atomic model has been found to closely mimic the three-dimensional systems for initial conditions representing elongated Stark states [8] . On the other hand, the Q1D hydrogen atom provides a very useful basis to derive analytical approaches to study the dynamics of Rydberg wave packets with emphasis on their revival, super-revival and phase-space localization [9] . In the recent past, it has been found that wave packet revivals and fractional revivals can also be analyzed by using a measure of non-classicality based on the Fisher information [10] . Keeping these in view we shall first derive an analytical model to construct expressions for  I and  I in terms of energy eigen values of the atom and then examine the uncertainty character of the Fisher information product   I I . In this context we note that, save the work of Romera et al [11] , Fisher information of physical systems has hardly been examined from analytical standpoint.
There exist experimental techniques [12] which allow production of wave packets moving along elliptical orbits of arbitrary eccentricity ranging from a circle to a line. Understandably, the ellipse with the maximum eccentricity represents a line on the one side of the atomic core and leads to the formation of the so-called Q1D hydrogen atom. In Hartree units the eigen function of the Hamiltonian for this system is given by [13] 
with the energy eigen value written as
Here the principal quantum number 
Momentum-space wave function
For a true one-dimensional system 
It may appear plausible to compute the momentum-space wave function for a Q1D atom
by replacing the infinite integral in (3) by an integral over the semi-infinite interval. This will permit use of the standard integral
and the well known result
for the Gaussian hypergeometric function to obtain the required momentum-space wave function in the form
The real and imaginary parts of the complex wave function in (5) can be written as 
Fisher information
The classical Fisher information for translations of a one-dimensional observable X with corresponding probability density ) (x  is given by [15] , ) (
In (8) (9) for the variance of X . Relation (9) is known as the Cramer-Rao inequality [16] . In close analogy with positionspace Fisher information one can introduce the momentum-space Fisher information written as dp p
where ) ( p  represents the probability density corresponding to translations of a one-dimensional observable P in the momentum space. Fisher information can be physically realized as a measure of disorder or smoothness of the probability density ) (x  and uncertainty of the associated random variable X . Frieden [17] envisaged detailed studies to investigate the disorder aspect. On the other hand, the uncertainty properties are clearly delineated by the Stam inequalities [18] . In close analogy with the stronger version of the Heisenberg uncertainty relation for Shannon's information entropy [19] , the product 
The inequality in (11) is known as the Fisher information based uncertainty relation [20] . There are many quantum systems for which relation (11) is valid. There also exists a large number of counter examples which appear to demonstrate that it is not always possible to write a universal uncertainty relation as a lower bound to the product   I I [21] .
To calculate the results for 
I and 
I for the present study we shall replace the infinite integrals in (8) and (10) by semi-infinite ones, and then make use of the position-and momentum-space probability densities 
The integrands in (12) and (14) 
The integral 2 i can also be evaluated with the help of (15) by writing the former in a suitable form given by dx n
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In writing (17) we have made use of the formula ) ; ; ( ) ; 1 ; 1 (
Using the values of 2 1 ,i i and 3 i we obtain a very simple expression for the position-space information written as
The momentum-space probability density as obtained from the normalized wave function corresponding to that in (7) is given by
We now restrict the variation of p in the semi-infinite interval and make use of (10) and (20) to write dp p n
Carrying out the elementary integrals in (22) we finally obtain
For the quasi-one-dimensional hydrogen atom (8) and (10) and dp p dp
Replacing the probability densities in terms of wave functions we can recast (24) 
Looking at (25) it appears that  I and  I written in terms of derivatives of the position-and momentum-space wave functions will provide some calculational simplicity for the problem. One can easily verify that this is, however, not true.
The Fisher information and the associated uncertainty relation of single-particle systems with central potentials have been studied in both three and higher spatial dimensions [11, 23] . We note that the results found for the three-dimensional case follow from the corresponding D-dimensional results for D=3. Thus we believe that, because of the following, a useful check on the results in (19) and (23) for the Q1D atom will consist in confronting them with the appropriate results obtained in the three-dimensional case.
The coordinate-space wave function (1) is just the hydrogenic radial wave function for the angular momentum 0  l . Further, we have shown that the momentum-space wave function (7) is equal to the zero angular momentum wave function of Podolosky and Pauling [ 14 ] . Thus one would expect that the results in (19) and (23) The uncertainty relation (11) involves Fisher information in two complementary spaces. In addition to singleparticle systems in the central potential, this inequality has also been proved also for general mono-dimensional systems with even wave functions [24] . For Q1D hydrogen atom the product 
Conclusion
In this paper we presented a rigorous derivation of the results for position-and momentum-space 
