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The Bound
Consider a discrete memoryless channel K = (Z,,7, P ) where Z denotes the input alphabet, J' the output alphabet, and P ( j ( i ) the probability that j E 9 is received given that i E Z is transmitted. A set S c ZN is . . , z~,~) , whereas here R is bounded by the minimum of the same quantity.
The bound here may also be seen as a generalization of the Shannon bound on zero-error capacity [l] , [2]. Shannon's bound is obtained by looking at the zero-error code through a single user channel; here we look at the code through a multiaccess channel.
The 4/3 Channel
The 4/3 channel has a four letter input and output alphabet A = { O , 1,2,3}, and the transition probabilities P(jli) = 1/3 for all i , j E A , i # j . The bound C3 5 6/19 is obtained (after some manipulation) by applying the above theorem using the following P'. P'(jli1, iz, i3) =
