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Zusammenfassung
Die Frage nach dem U¨bergang eines quantenmechanischen Systems hin zur klassis-
chen Mechanik ist seit geraumer Zeit Gegenstand intensiver Forschung und geho¨rt zu
den Grundlagen der modernen Physik. Sie la¨sst sich mit der Theorie der Dekoha¨renz
beschreiben und a¨ußert sich vor allem im Verschwinden makroskopischer Superpositions-
zusta¨nde. Nicht nur in der Grundlagenforschung, sondern auch in der Entwicklung
neuer technischer Anwendungen wie z.B. des Quantencomputers ist das Versta¨ndnis
u¨ber Dekoha¨renzmechanismen von großer Bedeutung. Zahlreiche Experimente aus un-
terschiedlichen Bereichen der Physik tragen dazu bei. Sie alle vereint jedoch, dass ein
Quantenobjekt mit einer meist makroskopischen Umgebung wechselwirkt. Fu¨r hybride
Quantensysteme ist es außerdem wu¨nschenswert, die Wechselwirkung gezielt kontrol-
lieren und die Koha¨renz des Systems mo¨glichst lange aufrecht erhalten zu ko¨nnen. Die
Analyse verschiedener Dekoha¨renzmechanismen ist dafu¨r unerla¨sslich.
In dieser Arbeit wird anhand eines Biprisma-Interferometers die Dekoha¨renz von elek-
tronischen Materiewellen an einer Goldoberfla¨che theoretisch diskutiert und experi-
mentell untersucht. Dieser Aufbau erlaubt durch einfache Zweistrahlinterferenz die
Sta¨rke der Wechselwirkung graduell zu variieren. Dabei treten als Parameter sowohl die
ra¨umliche Aufspaltung der beiden Teilwellen, als auch ihre Ho¨he u¨ber der Goldplatte
auf. Als Messobservable dient jeweils der Kontrastwert des entstehenden Interferenz-
musters. In der Analyse der Ergebnisse wird gezeigt, dass zwei bestehende Theorien fu¨r
die Beschreibung der Wechselwirkung ungeeignet sind. Ein Ansatz der makroskopis-
chen Quantenelektrodynamik, welcher im Wesentlichen auf die dielektrische Permit-
tivita¨t fußt, stellt sich dagegen als vielversprechend heraus.
Im Zuge des anvisierten Vorhabens werden u¨berdies Verbesserungen und Erweiterun-
gen des Experiments vorgestellt. Generell ist bei Materiewellen-Interferometern die
Wahl der Teilchenquelle entscheidend fu¨r Zuverla¨ssigkeit, Genauigkeit und Erreichen
der Daten. In der vorliegenden Arbeit wird daher eine Ein-Atom-Spitze mit opti-
malen Strahleigenschaften erfolgreich eingesetzt. Um jedoch noch ho¨here Stro¨me bei
niedrigen Elektronengeschwindigkeiten zu erzielen, wird ein neu konzipiertes Design
mit zwei Blenden in das Interferometer integriert. Die Signalrate ist dabei unabha¨ngig
von der Elektronenenergie einstellbar. Dies ist vor allem im Hinblick auf sensitive
Messungen von Vorteil, da die Belastung der Spitze und sto¨rende Einflu¨sse reduziert
werden. Die Beibehaltung der Koha¨renzeigenschaften der Elektronen wa¨hrend der Sig-
nalerho¨hung wird mittels Simulation und Experiment verifiziert. Die Verringerung der
Elektronenenergie auf sehr niedrige Werte ist prinzipiell machbar und wird hier gezeigt.
Daru¨ber hinaus ist unter Mitwirkung dieser Methode die Bestimmung der Energiebrei-
te einer Ein-Atom-Spitze gelungen.
Die fu¨r viele Anwendungen vorteilhaften langsamen Elektronen sind jedoch besonders
anfa¨llig fu¨r externe Sto¨rungen wie mechanische Schwingungen, Temperaturdrifts und
elektromagnetische Felder. Der Kontrast des zeitlich aufintegrierten Interferenzmusters
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wird reduziert. Im Gegensatz zur Dekoha¨renz ist dieses kollektive Dephasing der Elek-
tronen jedoch reversibel, wenn sowohl ra¨umliche als auch zeitliche Informationen u¨ber
die Teilchendetektion vorliegen. Mit Hilfe eines neu installierten Delayline-Detektors
wird eine Korrelationsanalyse in allen aufgenommenen Daten angewendet. Dabei la¨sst
sich nicht nur das unverwaschene Muster mit all seinen Merkmalen berechnen, son-
dern auch Sto¨rfrequenzen ermitteln. Aus diesem Grund eignen sich Materiewellen-
Interferometer aufgrund ihrer hohen Phasensensitivita¨t hervorragend als Sensorbauteil.
Fu¨r die Anwendung als Sensor fu¨r elektromagnetische und mechanische Schwingungs-
frequenzen wird in dieser Arbeit ein kompaktes und leicht handhabbares Interferometer
vorgestellt. Hierbei sind die Distanzen der einzelnen Bauteile bezu¨glich der notwendi-
gen Vergro¨ßerung der Interferenzstreifen so klein wie mo¨glich gehalten. Mit einer
herko¨mmlichen selbstgea¨tzten Wolframspitze werden Interferenzen erfolgreich demon-
striert und mit der Korrelationsanalyse optimiert. Es werden mit unserem Bauteil typ-
ische Netzfrequenzen als Sto¨rung identifiziert und damit zur Verbesserung der Laborbe-
dingungen fu¨r die Dekoha¨renzanalyse beigetragen. Die Sensitivita¨t dieses Prototyps
la¨sst sich mit vera¨nderten Strahltrajektorien und Aufspaltungen noch erho¨hen, ebenso
durch Kombination mit der Methode zur Signalerho¨hung.
Neben dem erfolgreichen Test der Funktionsfa¨higkeit von koha¨renter Intensita¨tssteiger-
ung und Dephasierungsanalyse in der Biprisma-Interferometrie ist fu¨r die Dekoha¨renz-
studie die Erweiterung zu Fragen der Temperaturabha¨ngigkeit und Leitfa¨higkeit er-
strebenswert. Dazu wird ein kommerzielles Kryostatsystem vorgestellt. Sowohl tiefste
Temperaturen mit flu¨ssigem Helium als auch einige Hundert Kelvin sind problemlos
mo¨glich. Besonders fu¨r die Wechselwirkung mit einer supraleitenden Oberfla¨che als
Dekoha¨renz-Umgebung, bei welcher bisherige Modellerkla¨rungen schwierig sind und
keine Theorien existieren, wird die Implementierung des Kryostaten in die bestehende
Anlage simuliert und dargestellt. Speziell fu¨r Messungen nahe der Sprungtemper-
atur wird ein tieferes Versta¨ndnis u¨ber den quantenmechanischen-klassischen U¨bergang
erwartet.
Diese Arbeit ist sowohl fu¨r die Grundlagenforschung im Bereich der Dekoha¨renztheo-
rie relevant als auch im Hinblick auf Anwendungen in der Elektroneninterferometrie.
Zuku¨nftige Entwicklungen in der Quanteninformationstechnologie beno¨tigen eine um-
fassende Kenntnis der Gesetzma¨ßigkeiten u¨ber die Grenzen der quantenmechanischen
Superposition. Die Abgrenzung zur Dephasierung ist dabei ebenfalls von Bedeutung
und kann mit Mitteln dieser Arbeit bestimmt werden.
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1 Introduction
The historical development of matter waves follows a long tradition of fundamental
considerations concerning the nature of light [7, 8]. However, in 1802 the famous
double-slit experiment of Young proved the wave nature of light [9] and paved the
way for a various number of early interferometers [10–14]. Thereby, the wave theory
and its implications received new impetus which was also supported by the theoretical
framework of Maxwell [15]. But in 1905, Einstein was able to interpret the pho-
toelectric effect theoretically by allocating a quantized energy E = hν to every ”light
quanta” [16]. He made use of Planck’s radiation hypothesis with the Planck con-
stant h and the frequency ν in which the electromagnetic field contains such photons as
smallest energy units [17]. Compton then provided evidence of the particle behaviour
of light by scattering x-rays at graphite [18].
Different experimental problems obviously address both, the particle and the wave
nature of light. This prompted de Broglie to state a fundamental principle: all
particles of matter with mass m and momentum p exhibit wave properties with a
characteristic wavelength λdB = h/p [19]. The bold claim of de Broglie had now
to be verified taking into consideration that with increasing mass and velocity of the
particles the demands to the experimental setting rise. In fact, the first proof of the
matter wave hypothesis succeeded in 1927 by Davisson and Germer [20]. A focussed
electron beam with energies up to 100 eV was aimed at a single crystal of nickel atoms
and hence diffracted. Intensity maxima and minima occurred for the glancing angles
known from x-ray diffractometry. In 1940 Boersch demonstrated Fresnel diffraction
of electrons at a macroscopic edge of aluminium oxide [21]. Interestingly, only the
distances of the intensity maxima and source-edge is relevant for the determination of
the electron wavelength.
A further milestone of matter wave interferometry was the realization of electron in-
terferences with an electrostatic biprism fiber by Mo¨llenstedt and Du¨ker in 1955
[22, 23]. Here, electron wave front splitting took place due to an electric field of a pos-
itively biased glass fiber. This work enabled a wide range of thrilling experiments [24]
including the present thesis. For example the double-slit interferences with electrons
of Jo¨nsson [25] was awarded in 2002 to the most beautiful experiment in physics of
all time [26]. For that time the fabrication of fine slits of only 300 nm width were
outstanding.
Of course, attempts were undertaken to examine heavier particles with regard to
their wave properties. Rauch developed a neutron interferometer by using a perfect
silicon single crystal [27]. With enhancing sensitivity of the interferometers, a phase
shift with neutrons due to the gravitational field of the earth could be measured [28].
Also, atom interferometers became into use to an increasing extent: Carnal and
Mlynek executed the double-slit experiment with helium atoms [29]. Inspired by
them, interferometers for atoms [30] were applied to measure inertial forces [31], im-
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portant constants [32, 33], the earth rotation rate [34] and the gravitation constant [35]
with high precision. Even in the field of ultracold atom optics the interference of two
overlapping Bose-Einstein condensates of sodium atoms succeeded [36].
A further step towards higher masses was done by Arndt as he achieved interfer-
ences of C60 molecules by using a diffraction grating of silicon nitride [37]. Soon after,
also C70 fullerenes were diffracted by a near-field Talbot-Lau interferometer [38]. This
technique allows to use comparably incoherent and weak beam sources as it is usu-
ally the case for heavy molecules. The current mass record for the interferometry of
complex biomolecules exceeds 10.000 amu [39].
All mentioned seminal experiments enabled today’s state-of-the-art interferometers
which have become a remarkable tool in various fields of fundamental research and
technical applications. With tricky and sophisticated techniques laser interferometers
are able to detect gravitational waves [40, 41] and marginal small rotation rates [42].
Fundamental questions of the nature of time [43, 44] are examined as well as the relativ-
ity principle [45, 46] by means of atom interferometry. Also, the study of inertial forces
becomes accessible in more detail [47, 48]. Different kinds of decoherence processes [49]
are described via collisions [50, 51], thermal emission of radiation [52], temperature de-
pendency [53] and photon absorption [54] in the context of molecule interferometry
[55].
Matter wave interferometers for electrons and ions also improved significantly within
the last few decades [24, 3, 56, 57]. The magnetic Aharonov-Bohm effect was
proven successfully [58–61]. Thereby, a large beam path separation of 60µm was
reached. A micro magnetic coil was placed between the partial waves and enabled a
measurable phase shift of the interference pattern due to its magnetic vector potential.
Likewise, the well-known Sagnac effect causes a phase shift, too [62] and was applied
to electron interferometry [63]. For that, the whole experimental setup including the
power supplies was installed on a rotatable platform with an angular speed of up
to 0.5 Hz. Even Hanbury Brown-Twiss anticorrelations were demonstrated for
free electrons, a consequence of Pauli’s exclusion principle and showing the fermionic
character of electrons [64, 65].
Talking about decoherence mechanism of electron waves in the same breath empha-
sizes the wide range of applications of electron interferometers [66–69]. The technology
is influenced by recent developments concerning the beam source [70–72], the precise
electron guiding [73, 74], the coherent beam path separation [75, 76, 3, 77, 78] and
single-particle detection methods releasing temporal and spatial information [79, 80].
All electron interferometers make high demands on accuracy, stability and repro-
ducibility of the measurements during their operation. With that, they become more
and more sensitive to external influences like vibrations, electromagnetic noise and
decoherence effects.
In particular, the latter is a fundamental principle of quantum mechanics which
leads in general to a suppression of the coherent properties of a quantum mechanical
state. Decoherence effects arise when the closed quantum state interacts with an en-
vironment. Thereby, both systems become entangled irreversibly [81]. Originally, the
decoherence concept emanates from the measurement problem of quantum mechanics
and its interpretation where the superposition principle seems to be incompatible with
the classical world. Although every particle is described by a wave function which
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obeys the linear Schro¨dinger equation, superpositions of macroscopically distinct
states are never observed but actual measurements of a physical system always yield a
definite result. A famous example in this context is Schro¨dinger’s cat: a mechanism
is built to kill a cat if a radioactive atom decays spontaneously [82]. Before observation
and according to the Schro¨dinger equation, the cat evolves into a linear combina-
tion of states that correspond to a dead cat with decayed atom and an alive cat with
undecayed atom. However, by measuring the state of the cat it is always found either
alive or dead. Previous probability amplitudes collapse to a sharp result. Here, the
importance of the interaction with the environment was recognized by Zeh [83, 84]. In
contrast to microscopic systems like electrons, macroscopic systems reveal continuous
energy spectra that become quickly correlated to any environment like gas molecules or
even cosmic background radiation. Consequently, a macroscopic system can never be
described by a pure quantum state. For the derivation of macroscopic properties, the
partial trace of the state of the total system is essential [85, 81] and gives information
about the degree of coherence.
The phenomenon of decoherence is meanwhile several times confirmed and enables
a well controlled handling [86–91]. One exciting example among others is the work of
Haroche on controllable quantum systems for which he earned the Nobel Prize in
2012 [92]. It enabled the analysis of decoherence by means of time evolution of macro-
scopic systems and also the development of highly precise optical clocks. Moreover, so
called quantum non-demolition (QND) experiments succeeded [93] where a projective
measurement does not alter the systems’ free evolution. The system can be measured
many times with identical observables.
In particular, in the field of quantum information and quantum computing the con-
cept of decoherence is fundamental [94]. The knowledge of decoherence mechanism
is important for the growing number of hybrid quantum systems in which long co-
herence times are needed [95]. With regard to grain boundaries, doping levels and
crystal defects, non-destructive sensing of surfaces might be an interesting application
of decoherence measurements.
In a time where Google, IBM, Microsoft and many more face a hard marketplace
competition for the dominant position in ”quantum supremacy” [96, 97], the physics
of decoherence belongs to the most thrilling fields of research.
Within this context one goal of this thesis is the study of decoherence of electron
superposition states near a conducting gold surface and the comparison with theo-
retical approaches. Thereby, an existing system from Hasselbach was adopted and
modified. Originally, in this experiment the decoherence of electron matter waves near
a doped silicon plate were analysed with regard to Coulomb interaction [66]. How-
ever, changing the material of the environment allows to get a deeper insight of the
decoherence mechanism and to answer open questions concerning old [98, 99] and new
[69, 100] theoretical models. The basic working principle follows thereby a proposal of
Anglin and Zurek from 1996 [68] where a biprism interferometer is applied. Coherent
electrons are split by a negatively charged biprism fiber, recombined by a quadrupole
lens and then superimposed on a detector. Intermediately, the electrons traverse the
resistive plate and interact with it. A gradual loss of contrast along the fringes down
to the plate level indicates a loss of the coherence properties of the electrons.
3
1 Introduction
However, a key element for all sensitive measurements in the field of electron interfer-
ometry remains the particle source which has to be optimized concerning the stability,
brightness and coherent emission. Particularly, for studies of the quantum-classical
transition via electron superposition states a source is desired which allows to tune the
electron energy while being strongly coherent and fixed in place. The energy of an
electron corresponds to its velocity and thus, determines the interaction time of the
quantum state with the environment.
Most of the sources in former interference experiments were etched metal tips with
diameters of several ten nanometers [101]. With the development of new beam sources
such as single-atom tips, many more possibilities opened up [102, 103, 3, 5]. By adding a
monolayer iridium to a cold field emitter, the emission area can be significantly reduced
down to the size of a single atom [104, 70]. Under suitable conditions a pyramidal atom
stack is formed at the tip apex due to energetic reasons. The extraction voltage depends
on the present electric field strength and also on material and geometrical properties.
Slight variations of the geometry on the nanometer scale during the fabrication process
of the tip are unavoidable even if progress was made to control the tip profile during
the etching process [105]. Consequently, each fabricated tip has its own extraction
voltage leading to a different velocity for a given intensity.
Moreover, for a spatially coherent beam the tip radius in electron biprism interfer-
ometers was manufactured as small as possible. All to often the extraction voltage
decreased, too, resulting in a larger wavelength. The emission signal could then only
be increased by raising the tip voltage. Thereby, the electron wavelength was again
shortened and smaller fringe distances were caused. This in turn required a stronger
magnification which lowered the incoming signal at the detector.
In order to solve this problem a well-known technique from electron microscopy is
described and applied successfully in this thesis. Two counter electrodes (apertures)
are placed behind the tip. By setting a high voltage to the first one and grounding the
second one, a high emission intensity with slow electrons can be achieved. The velocity
can be adjusted independently from the emission current. In doing so, not only the
intensity is increased without changing the diffraction properties, but also the stress
exposure to the tip is minimized and the lifetime is extended [106]. In this thesis it
is verified that the lateral and longitudinal coherence of the electrons is not affected
by this intensity enhancement process and that the interference properties remain un-
changed. It is a useful tool for electron sources in general and their application not only
within the context of this thesis but also for electron-diffraction microscopy [107–109],
time-resolved ultrafast electron diffraction [110] and for the development of a quantum
electron microscope [86, 111].
Single-particle interferometers in general are strongly exposed to external perturba-
tions due to their high phase sensitivity of both beam paths. Small deviations of the
partial waves suffice to accumulate a clear phase shift on the detector. Thus, dephasing
mechanism like electromagnetic oscillations [4, 112, 2], mechanical vibrations [113, 114]
and temperature drifts cause an overall contrast reduction of temporally integrated in-
terference patterns. Especially for sensitive long-time phase measurements it appears
as a big challenge to deal with. However, it was recently described that dephasing
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effects can in principle be reversed when using spatial and temporal information of the
incoming particles [115]. Moreover, dephasing can be used for an accurate determi-
nation of the involved perturbation frequencies [116]. By correlating all particles by
means of their impact position and time, a full spectrum of the unknown frequencies,
their amplitudes, the interference visibility and the fringe distance can be extracted
from the dephased pattern. These features make electron matter wave interferometers
highly suitable for sensor applications.
For that reason a compact and mechanically stable biprism interferometer is pre-
sented in this thesis in which the distances between all optical parts is minimized.
Beam path simulations optimized the angle of superposition with regard to realistic
magnifications. The portable device demonstrates the universal operation possibility
at any place and thus, acts as an important prototype for prospective sensors.
In the context of decoherence measurements of electrons near a gold surface both
methods, the enhancement of a coherent electron beam and the improvement of the
interferometric properties by means of a correlation analysis, are presented successfully
in this thesis.
A further step in the described setup will be the installation of a temperature-
dependent environment in which the decoherence strength is varied. In particular, the
interaction with a superconducting surface is an interesting undertaking since the con-
cept of a localized mirror charge in the surface becomes inapplicable. Until now, there
are no existing theories that give predictions about decoherence of electron superpo-
sition states in the vicinity of a superconductor. Probably, an abrupt change of the
decoherence rate will occur at the critical temperature.
For that purpose a cryostat system has to be mounted to the interferometer. In this
work the planning and general considerations of cooling the gold plate are illustrated.
Specific modifications of the interferometer are described and laid underneath with
CAD (computer-aided design) drawings. The gold plate is mounted on the cold finger
and can achieve temperatures between 2 − 500 K by using liquid helium or a heating
coil. For the vertical movement of the plate, a translation stage ensures fine adjust-
ment of the position. By now, the cryostat is tested successfully only for temperature
performances in a separate vacuum chamber. However, the future use in the biprism
interferometer for decoherence measurements will allow an easier handling and moving
guidance during operation.
In particular, the investigation of decoherence effects of superconductors, but also
temperature dependencies for other thrilling materials like vanadium dioxide, is an
exciting topic and will exhibit many fascinating results. For a better understanding
of the underlying fundamental transition between classical and quantum mechanical
physics, this thesis provides new instructive achievements and findings.
5
1 Introduction
In this cumulative thesis, the publications [1, 2] form the basis of the following
chapters concerning improvements in electron biprism interferometry and decoherence
measurements. Thereby, the interferometer parts and explanations are successively
structured and built on one another.
In chapter 2 the working principle of a biprism interferometer is introduced and
basic equations are given. Following this, the concept of decoherence is portrayed
and relevant theoretical approaches for this thesis are outlined. The theory chapter is
concluded with cornerstones of the applied second-order correlation analysis.
Chapter 3 deals with the possibility to increase the signal of an electron beam.
Several benefits for interferometry in general are discussed. The preservation of the
coherent properties of the beam during field emission with two aperture electrodes is
verified and the small energy width of a single-atom tip is confirmed, thus making those
type of emitters highly favoured for electron interferometry.
With regard to sensor applications, the correlation analysis is applied to a compact
and rigid biprism interferometer in chapter 4. Even with a polycrystalline tungsten
tip it is shown that interference fringes are achievable. Potential perturbations are
identified and corrected in order to yield a higher fringe visibility. This compact inter-
ferometer lays the foundations of a portable sensor device for electromagnetic radiation
and also for mechanical vibrations.
All advantages of the previous chapters are combined in chapter 5 where the deco-
herence measurements of free electrons in the vicinity of a gold surface are analyzed.
Adjustment troubles concerning the parallelism of the beam are denominated and pos-
sible solutions presented. Most importantly, two theoretical approaches of the problem
are ruled out due to the evaluation of the experimental data. However, an exact de-
scription of the decoherence process is still difficult.
The cryostat system and its future application is discussed in chapter 6. Detailed
drawings and planning considerations are served with regard to the existing setup.
Possible materials are pointed out as candidates for the environment.
This thesis ends with a summary of all achieved results and their importance for
several applications in basic research. Further improvements of the setup are denoted.
Finally, the publications [1, 2] are appended.
6
2 Theory
In this chapter, the main properties and formulas which form the basis of describing
interference phenomena are shown and discussed. They are indispensable for under-
standing the principle operation of an electron biprism interferometer. Fundamental
terms like matter waves, decoherence effects and dephasing mechanisms are introduced.
2.1 Interference
Interference phenomena are always associated with an arbitrary kind of waves. Due to
de Broglie [19], not only light but also every particle has a characteristic wavelength
λ =
h
p
(2.1)
=
h√
2meeUe
. (2.2)
Here, h denotes the Planck constant and p the norm of the momentum vector ~p of
the particle. Eq. (2.2) is valid for non-relativistic particles accelerated by a potential
difference Ue. This is justified for the electrons with mass me and elementary charge e
in our setup.
Due to the superposition principle, one can calculate the amplitude of a wave field
A(~r, t) at an arbitrary point ~r by adding together all incoming wave amplitudes at this
point. The observable intensity I(~r, t) is then given as the square of the absolute value
of the resulting wave amplitude. For two overlapping matter waves (j ∈ {1, 2}) of the
form
Aj(~r, t) = Aj · exp
(
i
(
~kj~r − ωjt+ ϕj
))
, (2.3)
with wave vector ~kj, frequency ωj and phase ϕj, one yields
I(~r, t) =
∣∣∣A1(~r, t) + A2(~r, t)∣∣∣2 (2.4)
= A1
2 + A2
2 + 2A1A2 cosϕ(~r, t) . (2.5)
The interference term of Eq. (2.5) exhibits that the intensity is position- and time-
dependent. It is convenient to introduce a definition for the fringe contrast K,
K :=
Imax − Imin
Imax + Imin
, (2.6)
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with the maximal and minimal intensities Imax, Imin [117]. With that, Eq. (2.5) forms
to
I(~r, t) = I0
(
1 +K · cosϕ(~r, t)) , (2.7)
where I0 is the mean intensity of both waves. However, Eq. (2.7) is only valid for point-
like and monochromatic electron sources [117]. In reality of course, they have a certain
spatial extension and spectral bandwidth which implicates that the contrast is always
smaller than unity. Thus, the sum of all waves leads to an incoherent superposition.
In general, coherence describes the phase relation of different waves to each other.
One can distinguish between the following:
• Longitudinal coherence originates from the source emitting electrons not only
with one single energy. The wave vectors differ which can be interpreted as a
wave packet. Its coherence length lc is defined [117] as
lc :=
1
∆k
=
λ2
2pi∆λ
=
λ
pi
· E
∆E
, (2.8)
with the standard deviations ∆k and ∆E. The path difference of two waves must
not exceed lc, otherwise no interference takes place.
• Transversal coherence is a result of a finite source size. Each point on the
surface contributes to the total emission. Thus, the emitted electrons take dif-
ferent paths and lead to many shifted patterns. The contrast reduces. There is
a maximal allowed source size d for which one yield interference fringes. It is
expressed in the angular coherence constraint
d · sinα λ
2
, (2.9)
with the emission angle α.
Based on the concept of Mo¨llenstedt and Du¨ker [22], interference of electrons is
achieved by using a thin biprism fibre which acts as a wave front splitter. Just like
the optical biprism for light, the electrostatic biprism separates coherently the electron
waves and bends all beam paths afterwards if a positive voltage Uf on the fiber is
applied. This biprism simply consists of glass coated with a noble metal and has a
typical radius rBP of a few hundred nanometer. It is located between two grounded
electrodes with distance R.
The angle of deflection γ is calculated [117, 23] to
γ =
pi
2 ln(R/rBP )
Uf
Ue
= γ0
Uf
Ue
. (2.10)
It is constant for all beam paths which is depicted schematically in Fig. 2.1. Geometrical
considerations lead to the angle of superposition in the interference plane [56]
Θ =
dSB
dSI
γ0
Uf
Ue
, (2.11)
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Figure 2.1: Schematic drawing of the principle of operation of a biprism interferom-
eter. The electrons emitted from the source with an angle α illuminate the biprism
fiber coherently. Due to the electrostatic potential of the biprism the matter waves
get separated and superimpose afterwards with an angle Θ in the interference plane.
Grounded electrodes besides the fiber ensure a homogeneous field. The geometrical
lengths dSB, dBI and dSI = dSB + dBI determine the fringe distance s according to
Eq. (2.13).
where dSB is the distance between source and biprism and dSI between source and
interference plane. Together with Eq. (2.7) one can deduce a simple relationship for
the fringe distance s in the interference pattern
s =
λ
Θ
, (2.12)
and thus
s =
h√
2mee
dSI
dSBγ0
√
Ue
Uf
. (2.13)
In [117] the finite spatial and chromatic width of real sources are treated by model
functions which obey symmetrical and integrable claims. From that, the contrast can
be written as
K = G1(Θ, k0, ε) ·G2(Θ0, r,∆k) , (2.14)
with
G1(Θ, k0, ε) = exp
(
− 1
2
(
dBI
dSB
Θkε
)2)
(2.15)
G2(Θ0, r,∆k) = exp
(
− 1
2
(
Θ0r∆k
)2)
. (2.16)
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G1 causes a uniform contrast reduction for the whole interference pattern due to the
source size ε. On the other hand G2 is dependent of the coordinate r in the interference
plane. This portion of contrast reduction is varying along the detector. However, one
can estimate quantitative numbers for the number of visible fringes taking into account
all geometrical properties. It turns out that the contrast reduction due to the energy
width of the source is negligible and therefore, G2 is set to unity for observing a small
number of fringes.
2.2 Decoherence
2.2.1 General considerations
From the beginning of the development of quantum theory, it emerged to be one of
the most successful theories of physics. Until today, no discrepancy to any experiment
is known. Still, the question why we see a classical world and do not see macroscopic
superposition states refers back to the concept of decoherence. From the point of view
of quantum theory there is nothing against it. However, such states like the famous cat
state are never observed [82]. One approach is to claim the following: a fully conserved
quantum system appears to be classical resulting from the irreversible interaction with
its environment. In other words: the microscopic object (radioactive atom that decays
and releases a poisonous substance) is already entangled with the macroscopic object
(cat) which can be considered as a heat bath. This description is somewhat different
to the well accepted Copenhagen interpretation in which the wave function of the
cat collapses due to opening the box. The importance to describe such paradoxes
by their interaction with the environment was recognized by Zeh [84]. Macroscopic
systems with their continuous energy spectra are unable to avoid interactions with the
environment like air molecules, photons or any other sort of radiation. Thus, it is
impossible to describe a macroscopic object by a pure quantum state.
For a better understanding, Anglin and Zurek proposed an experiment [98] where
the controllable environment is realized by a resistive plate. The electron and phonon
gas inside this plate interacts with a beam of free electrons. It is treated as the quantum
system. The beam gets split into two parts, each traversing the plate in a certain height
h and with a lateral separation ∆x (see Fig. 2.2).
We can write the electron as a superposition state( |l〉+ |r〉 )/√2 (2.17)
of two left and right moving parts |l〉 and |r〉. As the electron moves above the plate,
a mirror charge is induced and follows the movement. A disturbance of the electron
and phonon gas is the consequence due to ohmic resistance. The state of the combined
system before the interaction reads as
|Ψbefore〉 =
( |l〉 |B〉+ |r〉 |B〉 )/√2 (2.18)
=
( |l〉+ |r〉 ) |B〉 /√2 , (2.19)
where |B〉 denotes the state of the gas. After the interaction it changes for each path
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now to
|Ψafter〉 =
( |l〉 |L〉+ |r〉 |R〉 )/√2 . (2.20)
We assume that 〈L |R〉 = 0 since both states are distinguishable by executing a mea-
surement. Mathematically spoken, an orthogonal basis of the environment is built by
these states. The point of view for an external observer has changed because the state
in Eq. (2.20) is not a product of two partial states any more. In order to come to
know about the properties of the microscopic object alone, a description where only
the states of the microscopic object appear is relevant for measurements.
Therefore, density matrices are suited:
ρbefore = |Ψbefore〉 〈Ψbefore| (2.21)
ρafter = |Ψafter〉 〈Ψafter| . (2.22)
The density matrix of a subsystem comes from building the partial trace of the density
matrix of the combined system. The reduced density matrix is then written as
ρ|x〉,before = Tr|X〉
(
ρbefore
)
(2.23)
ρ|x〉,after = Tr|X〉
(
ρafter
)
, (2.24)
whereas 〈x| and 〈X| stand for the system of object and environment, respectively.
Considering that the relation
Tr|X〉(A) = 〈L |A |L〉+ 〈R |A |R〉 (2.25)
is valid for any operator A and that the states are normalized
〈L |L〉 = 〈R |R〉 = 1 , (2.26)
the reduced density matrix elements can be calculated to
ρ|x〉,before =
( |l〉+ |r〉 )( 〈l|+ 〈r| )/2 (2.27)
=
( |l〉 〈l|+ |r〉 〈l|+ |l〉 〈r|+ |r〉 〈r| )/2 (2.28)
and
ρ|x〉,after =
( |l〉 〈l|+ |r〉 〈r| )/2 . (2.29)
Clearly, both results show a different prediction for measurements before and after the
interaction. In Eq. (2.27) a pure state is given. The object is still in a superposition
state. The object is not either in one state 〈l| or 〈r| but can include both. Interference
terms exist. On the other hand a mixed state in Eq. (2.29) is indicated where it is
impossible to find an expression by a single pure state like 〈l| or 〈r| or else 〈l| + 〈r|.
When measuring, the statistic ensemble gets determined and the object is either in one
state or the other with a probability of 0.5.
Thus, decoherence can be seen as a result from the fact that the environment carries
information from the microscopic system after interaction. For example, one could
make a measurement of the electron gas in the plate to find out whether it is in the
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state 〈L| or 〈R|. Is the answer 〈L|, then one can conclude that the beam electron
followed the left path and is in the state 〈l|. 〈L |R〉 = 0 guarantees that both states of
the plate are distinguishable and allows to draw this conclusion.
The experiment with free electrons interacting with a resistive plate has some ad-
vantages: like proposed in first theoretical treatments of decoherence [118, 119, 98],
the environment is simply realized by ohmic resistance. Furthermore, the microscopic
object is an easy-to-manage free electron with zero extension and no inner degrees of
freedom. Also, since there are no magnetic fields in the interaction area the spin of the
electron is irrelevant.
2.2.2 The proposal of Anglin and Zurek
In 1996 Anglin and Zurek proposed an experiment by using an electron interferom-
eter where the power of decoherence should be adjusted over a wide range [68, 98].
In Fig. 2.2 a sketch of the proposed system is shown. A charged particle traverses a
conducting plate along some trajectory and induces an image charge on the surface.
While following the particle’s movement, bulk currents within the body of the plate
are generated. Ohmic resistance is a result due to scattering of electrons with thermal
phonons at room temperature. Moreover, a wake of disturbance in the electron and
phonon gas goes along with the passage of the beam electron.
After crossing the plate, the disturbed state of the conductive plate remains as a
record of the particle’s trace. In general, interference can be observed when the joint
wave function for two distinct localized states |l〉 and |r〉 goes to unity, 〈Ψ[l] |Ψ[r]〉 → 1.
It means the plate does not distinguish between the two different particle trajectories.
Alternatively, a wide separation of the trajectories suppresses the interference and
causes a classical probability distribution on the detector.
This setup is considered as well suited for examining decoherence experimentally.
The strength is adjustable over a wide range of parameters, namely the path separation
∆x, the height h of the electron over the plate or the specific resistivity ρ. Within the
flight time the beam electron experiences sufficient interaction in which the decoherence
mechanism takes place. Otherwise, the transition from classical to quantum behaviour
would not be possible to measure [120].
Attraction of the induced charge: Besides the decoherence studies one might be
interested in how the beam electron is attracted towards the plate due to its induced
image charge. A quick estimation shall show that this effect plays no role for our
experiment. The force component in direction z is according to Coulomb’s law
Fz = − 1
4piε0
e2
(2z)2
. (2.30)
The velocity component vz in the direction normal to the plate is then derived to
vz = −Fz
m
tflight (2.31)
= − e
2L
16piε0mvz2
, (2.32)
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Figure 2.2: Schematic drawing of the purpose of Anglin and Zurek for
investigating controlled decoherence of an electron due to the interaction with
a resistive plate. The electron trajectory traverses the surface with a height
z and is separated by a distance ∆x. A loss of visibility in the interference
plane arises for small heights above the surface.
with the flight time tflight = L/v of the electron to pass the plate length L. In the
experiment typical values are L = 10 mm, z = 10µm and v = 0.08 c. A deflection
angle tanα = vz
v
≈ 10−37 is the result and can therefore be neglected.
Joule heating: For a homogeneous conductor and a sufficient thick plate Anglin and
Zurek calculate the loss of energy of the electron due to classical electromagnetic
interactions [68, 121]. This Joule heating is dependent on the velocity v, the height
z and the specific resistivity ρ of the conducting plate:
PJoule = − e
2ρv2
16piz3
. (2.33)
For an 1.6 keV electron the loss of energy ∆Eloss = PJoule · tflight is only ≈ 10−8 eV
assuming a gold coated plate surface with ρ = 2.2 ·10−8 Ωm. This implies that also the
deceleration of the electron due to dissipative heat development is negligible since the
energy spread of the electron source is in the order of a tenth eV . The conductivity is
considered as constant (independent of frequency and wave vector) because additional
plasmonic effects, interband transitions or radiation losses are ruled out.
Interestingly, in the case of adding a thin layer of insulator on top of the plate
Eq. (2.33) becomes proportional to the inverse fourth power of z [122, 68]. Thus, the
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dependency can be examined with even greater sensitivity. But since gold is a very
noble and inert element we do not continue following this finding. However, by using
a silicon waver instead of a gold surface this finding may become of importance as the
waver lays on the holder made of titan. It will be discussed later.
Decoherence rate: Anglin and Zurek estimate the strength of decoherence by
introducing a relaxation time τr as a result from the disturbance of the electron and
phonon gas [68],
τr =
v
v˙
. (2.34)
The acceleration component v˙ is calculated by deriving the power loss of Eq. (2.33)
with respect to time,
PJoule =
d
dt
(mv2
2
)
= mv v˙ . (2.35)
The relaxation time is then given by
τr =
16pimz3
e2ρ
. (2.36)
Furthermore, the full system of plate and beam electron is treated linearly. It grants
that the relaxation time is proportional to a certain decoherence rate. Like described
in [123], for room temperature a zeroth order approximation is assumed to describe
the time decay of a wave packet of a free particle which is connected to a thermal
reservoir. The formula for this decoherence time is given for high temperatures and
weak coupling (room temperature included),
τd = τr
(λdB
∆x
)2
. (2.37)
Here, λdB = h/
√
2mkBT denotes the thermal de Broglie wavelength. Inserting it into
Eq. (2.37) gives the following form:
τd = τr
( h2
2mkBT (∆x)2
)
. (2.38)
A few years later Joos, Breuer and Petruccione receive a slightly different result
[81, 124]. They also examine the effect of coupling a massive object to a thermal
reservoir but declare prefactors in a master equation elsewise. It is given as
τd = τr
( h2
4pi2mkBT (∆x)2
)
, (2.39)
where a factor of 1/2pi2 is added. Zurek in turn ends up with the same outcome in
his paper [49] which seems to be more accurate. Finally, the decoherence time for a
linear model with a conducting plate has the following expression:
τd =
4h2z3
pie2kBTρ(∆x)2
. (2.40)
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Four parameters can be varied experimentally. The temperature T and resistivity ρ
of the plate as material properties and the separation ∆x and height z as beam at-
tributes. The latter ones allow for a higher sensitivity among their variation. Moreover,
Eq. (2.40) is independent from the velocity and mass of the electrons flying above the
plate. However, Eq. (2.40) is only valid within the limitations of a sufficient high tem-
perature. Also the beam separation must not be too big. If the distance between the
two disturbances of the electron gas (which follow the beam electrons) is bigger than
their extent then a further separation will have no consequence. The decoherence is
expected to saturate. Anglin and Zurek specify this distance in the range of the
correlation length in the electron gas [68]. A bunch of exemplary values for τd is shown
in Tab. 2.1: The quantity to be measured in our experiment is the contrast K of the
z [µm]
∆x [µm]
1 10 100
1 2.4 · 10−7 2.4 · 10−9 2.4 · 10−11
(3.6 · 10−13) (3.6 · 10−15) (3.6 · 10−17)
10 2.4 · 10−4 2.4 · 10−6 2.4 · 10−8
(3.6 · 10−10) (3.6 · 10−12) (3.6 · 10−14)
100 2.4 · 10−1 2.4 · 10−3 2.4 · 10−5
(3.6 · 10−7) (3.6 · 10−9) (3.6 · 10−11)
Table 2.1: τd in seconds for gold (ρ = 2.2 · 10−8 Ωm) at room temperature
(T = 293.15 K). The values in brackets correspond to the resistivity of a
n-doped silicon wafer (ρ = 1.5 · 10−2 Ωm).
interference pattern. It provides information about the coherence of our beam electron.
Assuming that only the decoherence effect with the plate is responsible for decreasing
the contrast its dependence of z is then given by the exponential function of the ratio
between flight time τflight and decoherence time τd:
K = e
− τflight
τd (2.41)
= exp
(
− pie
2kBTρL(∆x)
2
4h2vz3
)
. (2.42)
The loss of contrast increases with decreasing velocity due to a extended interaction
time over the plate. In Fig. 2.3 the expected graph of Eq. (2.42) is plotted. One can
see two regions where the contrast does not vary. For small heights the contrast is
completely lost since the decoherence is very strong. This is the classical regime. For
large heights the contrast approaches to unity where the electron beholds its quantum
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properties and the ability to interfere. Between those extremal regions there must be
a continuous transition from classical to quantum behaviour. It can be recognized in
Fig. 2.3 at z ≈ 0.7µm for gold and z ≈ 60µm for silicon.
(a) (b)
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Figure 2.3: (a) Plot of the fringe visibility K as a function of the height z above a
10 mm long gold surface for different electron energies. The transition between the
two limits is very narrow within a few µm for a beam separation of ∆x = 10µm.
(b) A similar figure is shown for silicon. Here, the transition lies at approximately
hundred times higher z.
2.2.3 The theory of Machnikowski
Against the background of Anglin ’s and Zurek ’s proposal [68] and with the fea-
sibility to create interference fringes with free single electrons in an electron interfer-
ometer [125, 126] Machnikowski was encouraged to develop a fully quantum de-
scription of the electron decoherence according to the specific experimental conditions
[99, 127, 128]. His approach starts from the fact that a which path information is
gained from the overlap between the spectral density of the electron reservoir fluctua-
tions and the spectral function of the unperturbed system [129]. Here, the fluctuations
are simply treated as the dielectric function of the metal. A single electron is chosen
to have a narrow Gaussian wave packet shape (compared to any experimental geomet-
rical length) which does not show significant dispersion effects for the given velocities
of v ≈ 107 m/s. Moreover, the time interval of consecutive emitted electrons is larger
than the relaxation time of the plate ensuring each flight event to be independent [99].
For the Hamiltonian H describing the Coulomb interaction between beam electron and
electrons and ions in the plate Machnikowski uses the Coulomb gauge,
H =
e2
4piε0
∫
d3r
∫
d3r′
ρB(r)ρC(r
′)
|r − r′| , (2.43)
16
Decoherence
where ρB(r) is the density operator for the beam electron and ρC(r
′) the charge density
at a point r′ in the metallic plate. Assuming that the initial state of the combined
system can be written as a direct product of the initial state of the electron and
the thermal state of equilibrium of the electron gas, Machnikowski performs the
calculation of the reduced density matrix of beam electron and charges in the plate.
In order to avoid going too much into detail, only the the result
K = exp
(
− L
λdec
)
, (2.44)
for the fringe visibility K is shown [99]. λdec acts as a decoherence rate per unit length
over the plate. It is now essential to evaluate this parameter. Provided that the plate
is bulky and surface effects can be neglected, a general expression by means of the
fluctuation-dissipation theorem is derived. For the correlation of the two elements
of the reduced density matrix the imaginary part of the dielectric function εd(q, ω)
becomes relevant. The formula for λdec is computed to
λ−1dec =
kBT
2pi2~ v
γ
(∆x
z
)
µ
( meff e2
2piε0εi~2kF
)
, (2.45)
with the geometrical function
γ(ζ) =
1
2
∫ ∞
−∞
1
1 + u2
ln
(
1 +
ζ2
4
u2
1 + u2
)
du =
pi
16
ζ2 +O(ζ4) , (2.46)
and the material dependent function
µ(ξ) =
ξ2
4
∫ 1
0
1
u3
(
1 +
ξ
4piu2
(
1 +
1− u2
2u
ln
(1 + u
1− u
)))−2
du . (2.47)
Here, meff is the effective mass of the electrons in metal, εi = 1 + χphonon(ω = 0) the
dielectric constant and kF the Fermi wave number.
In Fig. 2.4 the result of Machnikowski ’s calculations for metal is shown. Com-
pared to the result (2.42) of Anglin and Zurek the contrast here shows the same
dependency of the plate length L, temperature T and electron velocity v. However,
according to Eq. (2.46) it shows also a dependency of the ratio of the beam separation
and height which goes along with the square of ∆x/z. This 1/z2 dependency of the
contrast for Machnikowski’s calculation is different to the 1/z3 dependency of An-
glin and Zurek. Furthermore, the decoherence rate for practically all metals is many
orders of magnitude higher than expected by Anglin and Zurek. This is due to a
different decoherence mechanism where the formation of the image charge is already
dissipative. There is no need of carrier-phonon scattering and thus, the Ohmic resis-
tance is of minor importance. In [99] Machnikowski states that ”the decoherence
effect will be qualitatively similar for any plate material (e.g. for semiconductors) as
long as the electron gas response is dominated by the low-frequency sector”. This can
be seen in the decoherence rate where no resistivity ρ appears any more.
2.2.4 The theory of Karstens and Scheel
In her master thesis, Karstens describes path decoherence effects for both, electrons
and ions, by investigating the dielectric properties of the plate [100]. The decoherence
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Figure 2.4: Plot of the contrast K against the height z for different electron
energies according to Machnikowski ’s calculations [99]. Here, a beam sep-
aration of 10µm and a plate length of 10 mm is assumed. The decoherence
effect becomes significant between z = 100µm and z = 300µm.
rates are deduced by means of the decoherence functional ansatz which is introduced
and portrayed in [124]. For the evaluation of this functional ansatz, macroscopic quan-
tum electrodynamics is used in the presence of absorbing media.
Consider an open quantum system Q coupled to an environment E. The Hamiltonian
Hˆ is split into
Hˆ = HˆQ + HˆE︸ ︷︷ ︸
Hˆ0
+HˆI , (2.48)
where HˆQ and HˆE denote the Hamiltonians for each subsystem. The interaction of Q
and E is described by an operator of the form
HˆI =
∑
n
|n〉 〈n| ⊗ Eˆn(t) , (2.49)
with time-invariant basis vectors |n〉 of states of the system. The time evolution of the
complete system is only specified by a general operator
Eˆn(t) = e
iHˆ0tEˆn(0)e
−iHˆ0t . (2.50)
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A state |Ψ〉 of the coupled system is a superposition of product states of the quantum
system and the environment. Since the time evolution operator is applied only on
arbitrary states |φE〉 of the environment, a fix state |n〉 gets entangled with a state of
the environment. Moreover, the states |n〉 are not affected by a measurement of the
system. At this point, the introduction of the density operator ρˆ is reasonable as it
describes in terms of probabilities cn, in which particular state |Ψn〉 a system is. In
bra-ket notation, the density operator is of the form
ρˆ =
∑
n
cn |Ψn〉 〈Ψn| , (2.51)
with
∑
n cn = 1 and Tr(ρˆ) = 1. Using the latter, one can show that 〈ρˆ〉 ≤ 1. It is
equal to unity if ρˆ describes one pure state. Furthermore, the expectation value of an
observable A is given by 〈A〉Ψn = 〈Ψn| Aˆ |Ψn〉. The mean value of a mixture of system
states has to take into account the weighted sum of each expectation values:
〈A〉ρˆ =
∑
n
cn 〈Ψn| Aˆ |Ψn〉 . (2.52)
It turns out to be
〈A〉ρˆ = Tr(ρˆAˆ) . (2.53)
Thus, all expectation values can be calculated with the density operator. It contains
the maximum information, which can be obtained by measuring a system. Generally,
for the two systems Q and E a reduced density operator ρˆr serves to describe the
properties of Q without looking on the complete system. ρˆr for the quantum system
Q emerges from taking the partial trace of ρˆ over E:
ρˆr(t) =
∑
n,m
cnc
∗
m |n〉 〈m| 〈φEm(t)|φEn(t)〉 . (2.54)
From Eq. (2.54) the dynamic of the diagonal elements 〈n| ρˆr(t) |m〉 is simply given by
the overlap of the states of the environment E:
|〈φEn(t)|φEm(t)〉| = eΓnm(t), Γnm(t) ≤ 0 . (2.55)
The specific time characteristics of Γnm(t) strongly depends on the interaction strength
between Q and E and its inner degrees of freedom. Mostly, this leads to a rapid decay
of all side diagonal elements after a time τd. The reduced density operator becomes the
sum of all diagonal elements and contains no coherent superposition any more [120, 81]:
ρˆr(t)
tτd−−−→
∑
n
|cn|2 |n〉 〈n| . (2.56)
The time evolution of ρˆr(t) follows from the Schro¨dinger equation and is expressed
in the von Neumann equation [130]
dρˆ
dt
= − i
~
[HˆI(t), ρˆ(t)] . (2.57)
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Here, [Hˆ, ρˆ] = Hˆρˆ− ρˆHˆ is a commutator. The general solution is given by
ρˆ(t) = Uˆ(t)ρˆ(0)Uˆ †(t) . (2.58)
with the time evolution operator Uˆ(t) = exp
(− i~Hˆ · (t− t0)) and its adjoint operator
Uˆ(t)†. Karstens shows that the decoherence functional Γnm(t) essentially increases
with the square of the time t [100]. In general, solving Eq. (2.57) is a very complex
challenge. In [124] an approach is presented where the Hamiltonian is separated into
two parts: one for the Coulomb interaction within the material and one for the
interaction of the material with the electromagnetic radiation field. Moreover, several
assumptions are made:
• The initial state is of the form ρˆ(ti) = ρˆM(ti) ⊗ ρˆF where the radiation field ρˆF
is thermally stable with temperature T . This product state clearly neglects all
former correlations between both systems. The interaction starts initially at time
ti. Calculating the trace then leads to the reduced density matrix elements of
the material at ti.
• The Compton wavelength is small and the current densities are classical. No
radiation scattering effects take place.
• Separated particle trajectories have the same energy. That is fulfilled since the
beam is only deflected by the biprism with no further electronic influence.
Further considerations point out that a macroscopic quantum electrodynamics is needed
to treat electric fields in the decoherence functional Γnm(t) in presence of a resistive
plate. In this phenomenological description based on the Maxwell equations the op-
tical properties of the plate are included by means of the dielectric permittivity ε(r, ω)
and the magnetic permeability µ(r, ω).
The decoherence rate for electrons is calculated in [100] based on the multipole expan-
sion of the current densities in the decoherence functional Γnm(t). Only the monopole
moment is relevant for electrons due to their missing inner structure.
For our experiment, the limit of high temperatures (~ω  kBT ) is valid for the evalu-
ation of the decoherence functional.
Also, a Markov approximation is used assuming that the interaction time is large
compared to correlation times within the reservoir (plate). After coupling to the beam
electron the plate returns to its initial state instantaneously.
Finally, Karstens comes to the following result for the decoherence functional where
the height z and beam separation ∆x are adjustable parameters [100]:
Γ = − e
2t
4pi2ε0~
∫ ∞
−∞
∫ ∞
−∞
dkx dky
(
1− cos (kx∆x)
) · (2nth|kyv|+ 1)
· e
−2k‖γk·z
2k‖γk
· Im
(
rpγ
2
k + rn
v2
c2
k2x
k2‖
)
. (2.59)
Here, kz =
√
ω2
c2
− k2‖ denotes the component of the wave vector normal to the surface
with k‖ =
√
k2x + k
2
y. The mean thermal photon number is approximated to nth =
2kBT
~|kyv| .
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The factor γk =
√
1− (v
c
ky
k‖
)2
is nearly one for non-relativistic velocities. Moreover, the
Fresnel coefficients for polarized waves parallel (rp) and normal (rn) to the surface
are given as
rp =
(ω)kz − kz1
(ω)kz + kz1
, rn =
kz − kz1
kz + kz1
. (2.60)
Thereby, kz1 =
√
ω2
c2
(ω)− k2‖ represents the component of the wave vector normal to
the surface within the medium. Obviously, the permittivity (ω) is of crucial impor-
tance for the interaction between beam electron and plate material. By means of the
Drude model for metals it can be written as
(ω) = 1− ω
2
p
ω(ω + iγr)
= 1− ω
2
p
ω2 + γ2r
+ i
ω2pγr
ω(ω2 + γ2r )
= 1 + i2 (2.61)
For gold the plasma oscillation frequency is ωp = 1.37 · 1016 Hz and the relaxation rate
γr = 4.12 · 1013 Hz [131].
Fig. 2.5 illustrates the visibility K = eΓ with regard to Eq. (2.59) for different electron
energies.
2.3 Dephasing correction
In this section, a short review of the dephasing correction method is given following the
publications [4, 112, 116]. This method was applied in the present thesis since a delay
line detector is used which releases spatial and temporal information of the incoming
particles.
Considering a perfect double-slit experiment, the spatial interference pattern is built
by detecting single particles and their individual points of impact. The intensity dis-
tribution follows from the temporal integration of all impacting particles and becomes
the sum of the probability distribution of every individual particle for infinitely many
of them. The pattern then stays fix with a certain fringe distance s. However, besides
decoherence mechanism also dephasing effects typically reduce contrast. It is due to a
collective time-dependent phase shift of the wave functions. Even with greatest effort
it is a hopeless undertaking getting rid of all disturbing sources and external influences.
Perturbation and noise lurk everywhere: vibrations from the building, fluctuations of
the voltage supply units, mains hum of the electric network, electromagnetic radiation
or simply acoustic noise. Electrons get affected by these emergences as they might lose
their phase relation. Thus, the interference pattern blurs out and the spatial contrast
K on the detector screen decreases. In contrast to decoherence, dephasing can be re-
versed. In [4, 112, 113, 116] a general method is shown by applying a second-order
correlation analysis to the interference pattern.
Starting with a probability distribution f(x, t) of incoming particles on the dectector,
f(x, t) = f0
(
1 +K cos
(2pi
s
x+ φ(t)
))
, (2.62)
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Figure 2.5: The visibility K of decohering electrons over a 10 mm long gold plate is shown
for different heights z and a beam separation of ∆x = 10µm according to the theory of
[100, 69]. The dependency of the electron energy is less distinctive than for the two other
theories.
a perturbation is manifested in the time-dependent phase φ(t). f0 is a normalization
factor and s the fringe periodicity. For a harmonic oscillation with frequency ω1 and
amplitude ϕ1, Eq. (2.62) reads as
f(x, t) = f0
(
1 +K cos
(2pi
s
x+ ϕ1 cos
(
ω1t+ φ1
)))
, (2.63)
with an arbitrary phase φ1. Since the interference fringes are orientated in y-direction
only the x-position is relevant. Integrating f(x, t) over time leads to a reduced con-
trast Kred(ϕ1) dependent on the amplitude of the perturbation. This can be seen by
calculating the time average integral of the probability function:
〈f(x, t)〉t = lim
T→∞
1
T
∫ T
0
f(x, t) dt (2.64)
= f0
(
1 +KJ0(ϕ1)︸ ︷︷ ︸
Kred(ϕ1)
cos
(2pi
s
x
))
. (2.65)
A crucial factor is hereby the zero order Bessel function J0(ϕ1) of first kind with
|J0(ϕ1)| ≤ 1. It implies that the perturbed contrast Kred is always less or equal to
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the unperturbed contrast K. J0(ϕ1 = 0) = 1 ensures the maximum contrast when no
perturbation is given.
The task is now to calculate K from a perturbed measurement. Therefore, the time
information of the detector becomes essential. For a single frequency perturbation it
turns out that not only the unperturbed contrast can be revealed by using a second-
order correlation function, but also the other properties of the perturbation ω1, ϕ1 and
even φ1 [4, 116]. The second-order correlation function g
(2)(u, τ) is defined as
g(2)(u, τ) ≡
〈〈
f(x+ u, t+ τ) · f(x, t)〉〉
x,t〈〈
f(x+ u, t+ τ)
〉〉
x,t
〈〈
f(x, t)
〉〉
x,t
, (2.66)
with the average time and position integral〈〈
f(x, t)
〉〉
x,t
= lim
X,T→∞
1
XT
∫ T
0
∫ X
2
−X
2
f(x, t) dx dt . (2.67)
Applying the second-order function to Eq. (2.63), one yields
g(2)(u, τ) = 1 +
K2
2
A(τ) cos
(
2pi
s
u
)
, (2.68)
with the time-dependent amplitude
A(τ) =
∞∑
m=−∞
Jm(ϕ1)
2 cos (mω1τ) . (2.69)
The interpretation is the following: the second-order correlation function, centered
around 1, is modulated by a spatial distance u between two detection events. Impor-
tantly, the fringe periodicity stays the same as in the unperturbed case. However, the
amplitude of the modulation varies with the correlation time τ . Since A(τ = 0) = 1
the perturbation frequency drops out of Eq. (2.68) for τ = 0, thus enabling K and s
to evaluate:
g(2)(u, 0) = 1 +
K2
2
cos
(
2pi
s
u
)
. (2.70)
In k-space A(τ) characterizes a superposition of infinite many sidebands at discrete
frequencies mω1 (m ∈ Z). Thus, an amplitude spectrum with characteristic peaks,
separated by s, exists.
To identify these frequencies a Fourier transform of the correlation function has
to be executed as it describes the power spectrum of the perturbed data according to
the Wiener-Khintchine theorem [132, 133]. It is defined by∣∣∣∣F(g(2)(u, τ))(u, ω)∣∣∣∣ = ∣∣∣∣ 1√2pi
∫ ∞
−∞
g(2)
(
u, τ
)
eiωτdτ
∣∣∣∣ . (2.71)
With that, Eq. (2.68) becomes
1
2pi
∣∣∣∣F(g(2)(u, τ))(u, ω)∣∣∣∣2 = δ(ω)2 + (2.72)(
K2
2
cos
(2pi
s
u
) ∞∑
m=−∞
Jm(ϕ1)
2
(
δ(ω +mω1) + δ(ω −mω1)
))2
, (2.73)
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where δ(ω) denotes the Dirac delta function. The spatial periodicity in the ampli-
tude spectrum remains the same as for the unperturbed interference pattern whereas
the amplitude of the modulation in u-direction is given by the square of the Bessel
functions. The average G of the amplitude spectrum indicates the height of the m-th
peak to
G(mω1) = K
2
2
Jm(ϕ1)
2 . (2.74)
Until so far the perturbation frequency ω1 and the amplitude ϕ1 of Eq. (2.63) can be
calculated. The determination of the phase φ1 is described in [113]. The aim is to
reconstruct the complete interference pattern. For this, new coordinates xi,new of the
particles have to be determined by the following relation:
xi,new = xi − s
2pi
ϕ1(ti) cos (ω1ti + φ1) . (2.75)
The phase is obtained by varying ϕ1, ω1 and φ1 with respect to maximize the contrast
of the reconstructed pattern.
For the determination of the spatial perturbation amplitude b1 we assume that the
perturbation takes place before the pattern is magnified by the quadrupole lens. This
is reasonable since perturbations affect small structures significantly stronger. b1 is
derived for each perturbation frequency ω1 with its amplitude ϕ1 and the theoretical
fringe distance s0 by
b1 = s0 · ϕ1
2pi
. (2.76)
In order to handle the experimental data from the detector one has to consider a
numerical second-order correlation function g(2)(u, τ)∆u,∆τ with discretized variables
∆u and ∆τ of spatial distance u and time interval τ ,
g(2)(u, τ)∆u,∆τ =
1
∆u∆τ
∫ u+ ∆u
2
u−∆u
2
∫ τ+ ∆τ
2
τ−∆τ
2
g(2)(u, τ) dτ du (2.77)
=
TX
N2
1
∆u∆τ
∫ u+ ∆u
2
u−∆u
2
∫ τ+ ∆τ
2
τ−∆τ
2
N∑
i,j=1
δ(τ + ti − tj)δ(u+ xi − xj) dτ du︸ ︷︷ ︸
Nu,τ
.
(2.78)
Nu,τ is the number of particle pairs (i, j) with distances (xi−xj) ∈ [u− ∆u2 , u+ ∆u2 ] and
time differences (ti − tj) ∈ [τ − ∆τ2 , τ + ∆τ2 ]. Since the detector area with diameter X
and the acquisition time T is limited, the probability of a particle impact is corrected
by a factor of (1− τ/T ) and (1− |u|/X). Eq. (2.78) is then modified to
g(2)(u, τ)∆u,∆τ =
TX
N2
1
∆u∆τ
Nu,τ
(1− τ
T
)(1− |u|
X
)
. (2.79)
In [116] the influence of noise on the calculated properties of the perturbance is dis-
cussed. In general, the Poissonian distribution of emitted particles sets a limit to resolve
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minimal frequencies and amplitudes. It can be found that a spatial discretization step
size of
∆u = 0.371 · s . (2.80)
leads to a maximal signal-to-noise ratio. In particular, for sensor applications one is
interested in the lower limit to identify small amplitudes ϕ1,min. A formula is given in
[116] for the threshold where the noise reaches the signal level:
ϕ1,min = 0.8842 pi ·
(
X/s
) 1
4
KN
1
2 ·
(
τmax/T
) 1
4
. (2.81)
Thus, for measuring small amplitudes a high contrast and a large number of detected
particles is desired to achieve.
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Figure 3.1: Schematic sketch of the setup for measuring the coherent proper-
ties of an electron beam which is intensity enhanced. The red line corresponds
to a possible separated beam path through the interferometer. A detailed
mechanical drawing of the electron source assembly is shown also where two
apertures are positioned in front of the tip [1].
A general challenge in various quantum experiments and applications is to develop
suitable sources of coherent particles. For instance, in the field of microscopy, inter-
ferometry, metrology or material analysis [134, 3, 103, 135], intensive coherent sources
for free electron matter waves are strongly desired. Moreover, for the measurement of
Coulomb-induced decoherence of an electron superposition close to a metallic or even
superconducting surface, a source with tunable electron energy and constant coherence
properties at the same time is a beneficial feature.
The decoherence study of electron waves near a semiconducting plate was carried
out only with one electron energy, namely 1.665 keV [66]. However, in order to test
different theoretical approaches and to expand the study to a wide range of parameters
[98, 99, 69], more effort has to be done for the improvement of the experimental setting.
Also, as changing the electron energy determines the interaction time of the quantum
state with the environment, the expected result of each theory differs for different
electron energies which is a good evidence to show the validity.
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In the following chapter, the results of the publication [1] are portrayed. A single-
atom tip serves as a highly coherent electron source in a biprism interferometer, in
which an interference pattern is recorded. By means of the visibility of the fringes, the
coherent properties can be calculated. Since the emitter is assembled as a diode system,
the energy and the intensity of the electrons can be set independently. Importantly,
it turns out that the coherent properties of the electrons are preserved while they are
accelerated by different potentials of two electrodes. Moreover, with a Wien filter and
a correlation analysis of the contrast, the energy width of the source is determined.
A sketch of the interferometer is shown in figure 3.1. Many parts were already in
use for measuring the decoherence of electrons near a silicon wafer [67]. However,
the key elements field emitter, biprism fiber and detection system were improved. All
used components of this setup are described subsequently. The idea of a higher count
rate for a given electron energy allows to shorten the integration time and additionally
improves the sensitivity of a possible sensor application [116].
3.1 Interferometer parts
3.1.1 Single-atom tip
In order to yield higher spatial and temporal coherence properties a beam source with
minimal extension and emission angle is favourable. Several different types of electron
emitters have been developed in the last decades, e.g. thermal emitter [136], multi-
walled carbon nanotube emitter [137] or so-called supertips where a tiny protrusion is
created on an etched tungsten tip [138].
However, a lower limit for the source size is naturally given by the finite extension
of atoms. Therefore, an electron source where only one atom emits coherently is of
great interest. Such a type of emitter was first realized by Fink [139]. Fu developed
an easier fabrication method [104] which was further improved by Kuo [70, 140]. It
consists of an usual etched single crystal W(111) wire where a monolayer iridium is
deposited. In ultra-high vacuum (UHV) the wire is resistively heated to a temperature
between 1000 K and 1300 K for 3 or 5 minutes. Due to minimization of the free energy
of surface atoms, the tip forms a three-sided atom pyramid with a single atom at the
apex spontaneously [104]. This single-atom tip (SAT) can be regenerated in UHV up
to 100 times by annealing again [70]. Hereby, the long time stability is preserved.
Furthermore, due to its geometry the SAT exhibits a self-focusing effect of the electric
field lines which lead to very small emission angles of a few degree [141].
In Fig. 3.2 a sketch of the SAT is shown. The emitting area of a single iridium atom
is assumed to be its diameter with ≈ 0.3 nm [140]. Therefore, the angular coherence
constraint (2.9) states a broad coherently illuminated area on the biprism plane.
The emission behaviour and properties of each SAT is characterized in a separate
test vacuum chamber. Every annealing and forming step is executed repeatedly and
comparably with MatLab software. The properties like electric current through the
wire or the processing time is entered manually. During annealing the tip temperature
is measured through a window by a disappearing filament pyrometer. With that, a
stepwise approximation to the optimal forming temperature is possible. To observe
and rate the electron field emission, the emission pattern is recorded by a movable
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Figure 3.2: Sketch of a single-atom tip serving as a coherent
electron source for the biprism interferometer. A three-sided
pyramid of iridium atoms is formed on top of the etched
tungsten tip. Ideally, the electrons are emitted from only
one topmost atom.
MCP detector with a fluorescent screen. Once a sample shows a circular homogeneous
pattern and stays stable when further processing, the tip is aligned to the middle of
an aperture and then transferred to the biprism interferometer within a laminar flow
box. Hereby, great caution is needed not to destroy the tip. It is mounted on a special
copper holder where shear forces easily can arise.
3.1.2 Counter electrode
In front of the SAT two electrodes with a hole diameter of 2.5 mm and a distance of
4 mm to each other are positioned. The second electrode is always grounded, whereas
the first electrode can be set to a voltage. The applied voltage to the counter electrode
influences the field at the SAT, this is why more electrons are emitted when the counter
electrode is set to a positive voltage. Respectively less electrons are emitted if a negative
voltage is applied. The grounded electrode ensures that the electrons, which leave the
source setup are decelerated respectively accelerated to an energy of e · USAT .
3.1.3 Deflector elements
In order to adjust the electron beam on the optical axis which is (ideally) the centre of
all interferometer components deflector electrodes are installed along the interferometer
bar. This is consistent with the rugged construction principle that prevents mechanical
alignment and moving parts during operation [125]. Any beam correction has to be
done by electrostatic fields. Therefore, a deflector element consists of four electrodes
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with length ld, each opposing pair with distance dd being on opposite equal electric
potentials. Therefore, nearby electrodes have a different polarity. Thus, the alignment
in x- and y- direction is ensured. As for a plate capacitor, the deflection with respect
to an angle α follows from
tanα =
1
2
ld
dd
Udefl
Ue
(3.1)
Usually, two deflector elements are combined to one double deflector to allow for a
parallel beam shift.
3.1.4 Biprism fiber
The biprism fiber in the interferometer is the crucial element to achieve interference
fringes by wave front splitting of the electron waves. The fiber consists of fused silica
and is drawn computer-controlled by a fiber-pulling rig [142, 76]. The fibers are pro-
duced in Vienna and sent to us within a cooperation with Rauschenbeutel. The
experimental setup is depicted in Fig. 3.3. A standard optical fiber is attached on
two translation stages and positioned above a hydrogen-oxygen flame with adjustable
size and temperature. Thus, the fiber is softened and stretched at the same time with
variable force. This technique allows to create tapered optical fibers with pre-defined
shape [143]. The fibers in our biprism interferometer exhibit a section of 6 mm with a
uniform nominal diameter of 350 nm. SEM images verify that the realized fiber profiles
deviate by less than 10 % from the expected design.
In order to install these tapered optical fibers to our interferometer, blank holders
made of pure titanium are shipped to Vienna and equipped with the fibers. An ultra-
high vacuum compatible two-component epoxy glue is used for the fixing which is
cured with ultraviolet radiation. Back in Tu¨bingen (not to crack during the shipment
is a good indication of their quality), the holders and the grounded electrodes are
magnetron-sputtered with a gold-palladium alloy (80:20). Contact potential effects are
hence avoided. Compared to former experiments which used biprism fibers with a gold
coating as coherent beam splitter [24], gold-palladium reveals a considerably higher
surface smoothness. This is important since irregularities disturb the field distribution
and lower the fringe contrast. Characteristic for pure gold is the formation of flakes on
the biprism surface. Patch fields arise from the individual grains which slightly modify
the work function [144]. Because of that gold-palladium is explicitly favoured.
To ensure constant coverage of all sides, the fiber is coated twice for two opposing
sides. A total thickness of ≈ 23 nm is set. The SEM image is shown in Fig. 3.4.
3.1.5 Wien filter
The Wien filter is a useful tool to correct the longitudinal wave packet shift of electron
waves caused by varying electric potentials along their trajectory [126]. Mainly the de-
flector electrodes for beam aligning are responsible for such a shift when the beam does
not match perfectly to the optical axis. The Wien filter consists of a crossed magnetic
field ~B and electric field ~E, both perpendicular to the electron beam path. Contrary
to the task of analyzing electron energy spectra, here the Wien filter is operated in
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Figure 3.3: Sketch of the fiber-drawing apparatus.
A standard optical fiber is moved by two translation
stages above a hydrogen-oxygen flame. It becomes
softened and stretched along the fiber axis. Magnets
keep the fiber tightly attached to the stages. By using
computer control, arbitrary shapes with a diameter
down to 100 nm can be achieved [145].
395 nm
Figure 3.4: SEM image of
a tapered optical fiber coated
with gold-palladium. The
smooth surface is clearly vis-
ible. The total diameter is
395 nm.
the compensated mode. The magnetic and electric force on the charged particles with
velocity ~v cancel each other:
e ~E + e
(
~v × ~B
)
= 0 . (3.2)
Thus, the trajectories of the particles are not affected. However, the induced longi-
tudinal wave package shifts according to electric potentials are of different amplitude
when the electron waves pass the Wien filter with lateral separation ∆x. This is due to
the fact that the wave packets travel on paths of different electric potentials and group
velocities inside the Wien filter [126, 146]. With increasing and magnetically com-
pensated capacitor voltage UWF, the fringe pattern stays stationary but the contrast
varies due to a shift ∆z between the wave packets. Interestingly, since the well-known
magnetic Aharonov-Bohm effect [58, 147] is proven experimentally [148, 60], here
we take advantage of the scalar electric AB effect and seem to have an indirect proof
[24].
The potential difference in the Wien filter is described by the ratio of the distances
[126],
∆UWF = 2UWF
∆x
D
, (3.3)
with the distance D between the capacitor electrodes. For the difference of the group
velocities of both beam paths, it is
∆v = ∆UWF
√
e
2me · Ue .
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From that, the shift ∆z in direction of propagation is calculated by
∆z =
L
2D
∆x
Ue
· UWF , (3.4)
where L denotes the length of the deflector plates. Eq. (3.4) is important for our
analysis of the coherence length of a SAT described in the first publication of this
work. A simple sketch of the Wien filter and its geometric properties is shown in
Fig. 3.5.
∆x
~B
~E
L
D
optical
axis
virtual source
+ UWF
- UWF
∆z
r
I(r)
Figure 3.5: A longitudinal shift ∆z of two laterally separated wave packets is
corrected by the Wien filter in the compensated mode. With that, maximum
contrast in the detection plane is achieved.
With this device it is possible to measure the longitudinal coherence length of electron
waves directly [149, 1] and furthermore, the corresponding energy width of the source
can be derived.
3.1.6 Quadrupole lens
Due to a limited spatial resolution of the detector and an expected fringe periodicity of
a few hundred nanometers, a magnification of the interference pattern is required for a
reasonable signal acquisition. The inevitable reduction of the detected current density
needs to be kept to a minimum. For this purpose, electrostatic quadrupole lenses are
well suited since the magnification takes place in mainly one direction perpendicular to
the fringes [150]. They consist of four cylindrical electrodes. Diametrical opposed ones
are on the same potential UQ but with different polarity compared to their neighbours.
The arrangement is illustrated in Fig. 3.6. For reasons of optimal magnification the
electrodes have a circular cross section with a radius rQ 1.147 times bigger than the
radius of the in-circle G0[150]. The electrostatic potential Vˆ (x, y, z) relative to the
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Figure 3.6: Drawing of a quadrupole lens with four circular elec-
trodes with radius rQ. Diametrical opposing electrodes are on the
same potential UQ, either positive or negative. The electrodes
are mounted on a machinable glass-ceramic holder. Here, the xz-
plane is defocusing for electrons.
optical axis is given to
Vˆ (x, y) =
x2 − y2
G20
· UQ . (3.5)
For the calculation of the equations of motion, the electric field strength ~E = −∇Vˆ
is expressed in terms of the Coulomb force. Finally, the horizontal plane in Fig. 3.6
acts in a defocusing way, meaning that a negative charged particle is deviated off the
axis as follows:x(z + w)
α(z + w)
 =
 cosh (kw) k˜−1 sinh (k˜w)
−k˜ sinh (kw) cosh (k˜w)

x(z)
α(z)
 (3.6)
with k˜2 = (UQ)/(G
2
0 Ue). The transfer matrix Eq. (3.6) describes the exit point x(z+w)
and exit angle α(z + w) along the z-axis dependent on the electrode length w.
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3.1.7 Delayline detector
For the detection of the interfering electrons, a wholly innovatively delayline detector
is placed at the end of the vacuum chamber. This detector of the company RoentDek
GmbH bases on an early concept of two meandering wires which provide not only
spatial but also temporal information about the incoming particles [79]. This attribute
is of great importance for this thesis and the work of our group [1, 2, 4, 113, 6]. It
enables a second-order correlation analysis as described in section 2.3. For this work, a
similar and further improved assembly is used [80]. In Fig. 3.7 the operation principle
of the detector DLD40X is depicted.
glass ceramic
conflat flange
MCPs
incoming
electron
anode wires
germanium
electron avalanche
Figure 3.7: Schematic drawing of the delayline detector to gain the spatial
and temporal information of particle events in the detection plane. An incom-
ing electron hits the first grounded microchannel plate (MCP) and is amplified
together with a second one lying on 2320 V potential. An electron avalanche
is released and accelerates towards a ceramic plate which is set to a potential
of 2800 V. A highly resistive layer germanium on the plate enables the charges
to flow off slowly. The MCP output is then transferred via capacitive coupling
to the read-out anode. This hexagonal delayline anode is located on air side
and consists of three meandered wire leads arranged in a symmetric geometry
at relative angles of 60 ◦. Signal pulses are picked up in each wire which prop-
agate in both directions of the wire. The differences of arrival times at both
ends of the wire allows to calculate the impact position of the electron.
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In the following, the main parts and basic properties of the detection system are briefly
described and summarized. Thereby, the way of signal processing can be pursued
by means of Fig. 3.8. Importance is attached to an appropriate understanding and
adjustment of the components for a proper operation of the detector.
delayline detector BFAMP
CFD8c
TDC8HP
CoboldPC
x1 x2 y1
y2
trig z2 z1
# time x-,y- coord.
Figure 3.8: Illustration of signal processing of the delayline detector.
The detector offers seven output channels, one for each end of the anode
wires and one for the MCP signal. A detected count in one channel is
enhanced by a bipolar fast amplifier (BFAMP). It is then transformed
into a bipolar signal where the zero crossing of the rising edge is used to
set the time trigger for the six position channels. Here, the MCP signal
is used as the trigger signal. A time-to-digital converter continuously
records the digital waveform on its inputs similar to a logic analyser.
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• Microchannel plate and delayline anode: Two MCPs in chevron config-
uration with 45 mm active diameter, a thickness of 1 mm and 12µm pore size
[151] are embedded in a standard CF DN 100 flange at one end of the vacuum
chamber in order to amplify the incoming signal from the biprism interferometer.
The first MCP is grounded and the second one lies on a potential of 2320 V. In
total, an electron avalanche with a gain factor of about 107 is accelerated to-
wards a ceramic plate biased with 2800 V, see Fig. 3.7. It is 2 mm thick, forming
the vacuum-sealed transfer tube for the charge carriers. To enable this charge
transfer to air side, a highly resistive layer of germanium is deposited on the vac-
uum side. Thus, charges accumulate for a short while before they flow off slowly
towards a metal rim contact of this ”resistive screen”. It gives rise to build up
an image charge on a metal plate outside the ceramic tube. Thereby, the time
constant is in the order of nanoseconds. Onward, the signal is picked up by the
hexagonal delayline anode via capacitive coupling. The hexagonal delayline uses
three wire layers arranged in strip rows. Each layer is rotated at relative angles of
60 ◦ compared to the other layers, thus forming a hexagonal symmetry. The strip
arrays are embedded in a multi-layer printed circuit board (PCB). The picked
up image charge pulse is fed into each delayline, thus creating a signal pulse
propagating in both directions along the wire. Hereby, the third wire layer gives
extended detection opportunities to improve the multi-hit performance. With
the hexanode detector it is possible to control and enhance the intrinsic resolu-
tion, yielding in a higher overall imaging performance. This is due to the fact,
that the two-dimensional particle position can be computed from any two out of
three layers.
The arrival times (tx1 , tx2 , ty1 , ty2 , tz1 , tz2) are measured. From that, the arrival
time differences are determined which directly lead to the charge cloud centroid’s
position. However, for a proper hit detection the sum of all arrival times need
to be constant, tx1 + tx2 = ty1 + ty2 = tz1 + tz2 . This means, the spatial reso-
lution of the detector is strongly dependent on the time measurement and the
temporal resolution of the further electronics. The pulse at the first MCP serves
as the time trigger and initiates a time range in which the particles correlate.
Typically, a time resolution of about 100 ps can be achieved corresponding to
a spatial resolution of 50µm [80]. In order to estimate the spatial coordinates
of the particle impacts, one can define a signal speed v⊥ perpendicular to the
wire orientation which is approximately 1
0.75
mm
ns
for the used configuration. The
position in a hexagonal coordinate frame u, v, w is calculated by
u = (tx1 − tx2) ·
v⊥x
2
(3.7)
v = (ty1 − ty2) ·
v⊥y
2
(3.8)
w = (tz1 − tz2) ·
v⊥z
2
. (3.9)
The usage of an read-out anode which is placed outside the vacuum is very
advantageous concerning the assembly and installation of the mechanical parts.
Even more, the PCB is easily detachable and allows to service the anode without
36
Interferometer parts
losing the ultra-high vacuum condition in the chamber. Thereby, work time is
saved and entering of dust on the interferometer is avoided.
The output of temporal and spatial information with high resolution of electron
interference patterns is mandatory for this thesis and makes the application of a
second-order correlation analysis to this data possible.
• Bipolar fast amplifier: The BFAMPs modules enhance the signals from the
anode wires close after detection before they can be routed to timing and dig-
itizing circuits. The default amplification value lies at 150 with a bandwidth
of up to 200 MHz. Output pulses with maximal ±1.5 V are produced linearly
[152]. The BFAMP creates a bipolar output signal for further digital read-out
processing, see Fig. 3.9. Compared to former detector versions, the bipolar signal
offers as a key benefit higher time performances by triggering all signals by the
zero-crossing. It can be shown that this zero-crossing time is independent from
the incoming pulse heights, thus making it more accurate for time calibration. In
order to create bipolar signals, the input signal is pre-amplified and split up into
signals with different polarity. Afterwards, a certain time delay between those
two components is generated with an external cable on the rear panel. These two
signals are again summed up and amplified. All amplifying channels and their
inverted equivalent can be monitored separately to optimize the potentiometer
settings. The delay time is important for the following CFD and is ideally on the
order of the input signal’s FWHM. For determining the characteristic signal rise
time and to exclude disturbing effects of the amplifier bandwidth, the output is
observed without connected delay cable. Thus, the unipolar output signal serves
as reference. Moreover, in order to minimise noise pickup, all amplifier housings
are metallic and grounded properly by a thick copper cable. Furthermore, electric
crosstalk is avoided since the input signal cables are free-standing placed.
in
ampl. + split
inverted signal
delay
sum. + ampl.
+ split
out
/out
Figure 3.9: Sketch of forming a bipolar signal shape by a BFAMP
circuit. Explanations are given in the text.
• Constant friction discriminator: The CFD unit is used for improved process-
ing of timing signals obtained from the BFAMP. In combination, a high timing
precision and pulse-pair resolution is achieved. Therefore, all parameters have to
be adjusted precisely with respect to different input signal properties. In general,
leading-edge discriminator units produce digital output signals with a time jitter
if the input signals have different amplitudes. The CFD is constructed with the
goal to deliver output signals with timing properties being independent from the
initial pulse heights as long as a selectable threshold level is exceeded and the
input signals do not vary as function of the incoming pulse heights (e.g. due to
non-linear effects) [153].
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The CFD is driven with +12 V DC and offers eight independent channels. For
optimal operation, the CFD requires proper adjustment of the parameters by
means of potentiometers:
→ Threshold level: An electronic circuit chain consisting of two comparators
and a logical AND-gate switch to ”high” if the input signal exceeds the
threshold level. Ideally, this level is set right above the noise level but low
enough to count small input signals.
→ Walk level: It is specified similarly for the bipolar signal and should be set
near above the noise level of the input signal. As the noise fluctuates, several
transitions from ”low” to ”high” are generated. This zero-crossing serves as
the timing output of the circuit.
→ Delay: It is achieved like for the BFAMPs with external cables. Approxi-
mately, a 1 m long cable gives a delay of 5 ns (Lemo 00 series). The CFD
delay has to be balanced with the input signal rise time tR and the fraction
F . Loosely speaking, a proper delay D is realized when
D = tR · (1− F ) . (3.10)
If the delay is too high, the two signal parts do not merge to a bipolar signal.
If the delay is too short, no distinct zero-crossing can be observed.
→ Fraction: It defines the ratio of the peak heights of the bipolar signal. Usu-
ally, the value is set to ≈ 0.3. However, according to Eq. (3.10), it is linked
to the delay and should produce a distinct bipolar signal with high slope at
the zero-crossing.
Threshold and walk level can be monitored on separate output sockets.
• Time-to-digital converter: The TDC is a PCI slot card with several connec-
tion sockets compatible with Lemo 00/250 connectors. It offers many features in
analysing the data from the CFD such as ultra-short dead times between mul-
tiple hits on one channel (below 5 ns), simultaneous read-out and acquisition,
unlimited number of hits per trigger and a high maximum read-out rate of sev-
eral hundred kHz. The TDC continuously forms and records digital waveforms
according to its inputs. It acts as a logic analyser to identify rising input signal
transitions for each channel individually. One transition characterizes a hit. The
accuracy is up to 25 ns serving as the time unit for all channels [154].
In order to relate the signals in time, an arbitrary channel serves as a trigger
input. For our purpose, the MCP channel is used. A released trigger condition
is applied to group the anode wire signals xi, yi, zi with i ∈ {1, 2}. Groups of
hits are merged within a certain time interval after a trigger. Its range is limited
to 419.4µs. If a trigger is released inside the range of a group, the following is
possible:
1. The new trigger is suppressed and is counted as a usual hit.
2. The new trigger sets a new group and ends the previous one.
3. The new trigger sets a new group and overlapping data is assigned to both
groups whereas the timing value refers to the corresponding trigger.
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A trigger dead time can be set to apply the first case and to avoid overlapping
groups. In this work, this value is chosen to be 40 ns. The TDC as well as the
CoboldPC software are configured and calibrated by typical text based config-
uration files where all relevant parameters are written in independent lines. It
allows an easy software adjustment of the detection properties.
• CoboldPC software package: CoboldPC (acronym for ”Computer based
online- oﬄine listmode dataanalyser”) is a complete data acquisition and analysis
program in which the detector hardware can be addressed and controlled. All
information is stored event by event in a data list with four columns showing a
continuous numbering according to the impact times, the time value and the two
coordinates in x- and y- direction. The number of recorded events can be entered
manually. This list can be run and processed either during the data read-out
(online mode) or after the data acquisition (oﬄine mode) is finished. In Fig. 3.10
an image of the electrons impinged on the detector is shown in the main window
of the graphical interface. There are several options to customise this image to
the experimental conditions, e.g. the pixel binning can be changed or the image is
cleared and updated every second. It is especially helpful when varying sensitive
beam settings. Furthermore, count rates and raw data in different channels can
be displayed with the program. The command line in CoboldPC is used to start
command line number of counts detector screen
colour bar tool bar
Figure 3.10: Typical view of the CoboldPC interface. Exem-
plarily, a random interference pattern with 1.6 keV electrons is
shown during experimental optimization of the beam trajectory.
Distances on the screen can be extracted from the two axes. The
upper dark region of the circular detector area is the shadow of
the gold plate. Also, dust contamination is observable at the
upper end of the fringes.
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the main constituents of a read-out session. This includes primarily the launch
of a user customised script file where all data transfer routines between hardware
and software are defined. From there, the yielded variables are stored in a list
of coordinates which can be displayed in different spectra in the program. These
2d histograms are widely versatile for checking specific parameters on their func-
tionality. Parameters which can be varied in the analysis routine are for example
length scale calibration factors or the conditions for a true event. To ensure that
only real particle impacts are shown in the spectrum, a constant value of the time
sum x1 + x2, y1 + y2 and z1 + z2 for all three wire layers is demanded within a
selectable range. This prevents the detection of noise.
3.2 Evaluation
The characteristics of the described setup, in order to enhance the intensity of the
electron beam, are determined. Also, the limits of the design are tested. An interference
pattern with only 600 V emission voltage is recorded. This is possible due to the
coherent intensity enhancement and opens up new possibilities in low-energy electron
interferometry.
3.2.1 Characterization
As a first step, the performance of a higher electron emission rate is examined. Thereby,
two situations are compared. In the first case, the standard operating mode is run where
the counter electrode is grounded and the tip voltage is increased from 1560 V to 1800 V.
According to the Fowler-Nordheim theory, the intensity increases. In the second
case, the tip voltage remains constant at USAT = −1600 V whereas the voltage of the
counter electrode is varied from −119.7 V to +199.7 V. All other relevant parameters,
in particular the biprism voltage Uf = 0.331 V, are kept constant. The second electrode
is grounded in all measurements.
Figures 3.11 (a) to (c) show the results of the standard operating mode. The count
rate increases with higher tip voltages like expected from the Fowler-Nordheim the-
ory. The inset of Fig. 3.11 (a) illustrates a Fowler-Nordheim plot. The measured
fringe distance is also shown. According to Eq. (2.13) an increasing acceleration volt-
age causes an increasing fringe pattern periodicity s. However, is has to be noted that
the fringe distance in Fig. 3.11 is also affected by the the quadrupole lens magnifi-
cation that depends on the velocity of the electrons [150] which is the reason for a
reduced fringe distance. The contrast, extracted by the correlation analysis, is shown
in Fig. 3.11 (c) and remains almost constant.
For the case of varying the potential of the counter electrode, the evaluation of the
count rate, the fringe distance and the contrast is shown in Fig. 3.11 (d) to (f). The
horizontal axis is arranged in the way that a voltage of 0 V of the counter electrode
corresponds to the tip voltage of −1600 V in Fig. 3.11 (a) to (c). For these mea-
surements this voltage leads to a wavelength of λdB = 30.7 pm. In Fig. 3.11 (d) the
achieved count rate is plotted against the counter electrode voltage. The signal on the
detector increases by a factor of ∼ 6.4 which is a clear evidence of the effectiveness of
the method. A linear behaviour in a Fowler-Nordheim representation is observed
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if the potential difference between tip and counter electrode is regarded as extraction
voltage. The constant fringe distance in Fig. 3.11 (e) together with the simulations in
section 3.2.3 suggest the conclusion that the counter electrode voltage does not affect
the electron wavelength at the position of the biprism fiber. Additionally, the achieved
contrast of an applied correlation analysis is depicted in Fig. 3.11 (f). Since no signif-
icant change is observable, the transversal and longitudinal coherence properties can
be considered as constant. To support this finding and to provide a higher confidence,
further tests were performed.
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Figure 3.11: Comparison of two cases regarding the count rate, fringe dis-
tance and contrast. The subfigures (a) to (c) reveal the behaviour for a varying
tip voltage USAT with grounded counter electrode. In (d) to (f), a voltage to
the counter electrode is applied. Φ in the inset of subfigure (a) equals the
tip voltage. (c) The determined contrast based on a correlation analysis re-
mains constant [4]. (d) Here, the count rate is determined as a function of the
aperture voltage. USAT is −1600 V. The signal on the detector increases by a
factor of ∼ 6.4. Inset: Again a Fowler-Nordheim plot, where Φ equals the
potential difference between the tip and the counter electrode. (e) The fringe
distance does not change for different aperture voltages. Thus, the electron
energy is only dependent on the tip voltage. (f) The visibility remains con-
stant. Hence, the coherent properties of the electron beam are not affected by
a counter electrode voltage [1]. Figure from [1]. Reprints with permission of
the American Physical Society (AIP).
41
3 Intensity amplification
3.2.1.1 Coherence
In order to verify that the transversal coherence does not change by an applied counter
electrode voltage, a separate test is performed where the number of visible fringes
is determined at the maximal and minimal voltage of the counter electrode. The
interferograms for Uc = −119.7 V and Uc = 199.7 V are illustrated in Fig. 3.12. Both,
the detected (Fig. 3.12a) and the reconstructed (Fig. 3.12b) interferogram is shown,
using the correlation analysis and algorithm described in [4, 113, 116]. In deviation
from the publications, the used model function for the analysis is
I(x) = I0 ·
(
1 +Km · cos
(
2pix
sm
+ Φ0
))
· sinc2
(
2pix
s1
+ Φ1
)
. (3.11)
according to Eq. (2.7). Km and sm are determined. The average intensity I0, the
phases Φ0 and Φ1 and the width of the interference pattern s1 are additional fitting
parameters. The contribution of a double-slit analysis is covered within the squared
sinc-function [155].
Each fringe in Fig. 3.12a and Fig. 3.12b is marked by a number. Obviously, the
amount of visible fringes does not change within the measurements. Accompanied
by the fact that the visibility remains constant, this clearly indicates an unchanged
transversal coherence length.
Furthermore, it is tested if the longitudinal coherence is affected by the counter
electrode voltage. The longitudinal coherence length can be measured by using a Wien
filter which satisfies the Wien condition, Eq. (3.2). A series of measurement for counter
electrode voltages of 0 V, 100.2 V and 199.7 V is performed, see Fig. 3.13. The initial
Wien filter voltage of 72 V is stepwise decreased to −99 V. For each measuring point
the current through the Wien filter coils is adapted to ensure the Wien condition at
any time. Indisputably, a small error is hereby made since the current drifts slightly
while the coils thermalize. At least 105 particles are recorded in an interferogram for
a more precise correlation analysis. Although the biprism voltage Uf = 0.331 V and
the acceleration voltage USAT = −1600 V remain constant, minimal shifts are observed
by changing the counter electrode voltage. Every recorded data file is analyzed with
a model function and a correlation analysis as mentioned before. In Fig. 3.13 the
visibility is plotted against the Wien filter capacitor voltage. The associated count rates
of 0 V, 100.2 V and 199.7 V counter electrode voltage are 523 ± 43 Hz, 1851 ± 147 Hz
and 5620 ± 528 Hz, respectively. Thus, the integration times vary significantly. As a
result of a strong impact of dephasing mechanisms there is no contrast determinable for
Wien filter capacitor voltages higher than ∼ 30 V with the spatial signal at Uc = 0 V.
The longitudinal coherence length is determinable in this case only by applying the
correlation analysis where not only the spatial information is included but also the
temporal to correct the dephasing.
Three Gauss fits of the form
K
(
UWF
)
= Kmax · exp
(
1
2
(
UWF − Ushift
σ
)2)
, (3.12)
are applied to the data of Fig. 3.13 in order to yield the maximal contrast Kmax and a
fitting parameter Ushift. According to [126] the longitudinal coherence length lc repre-
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(b) Reconstructed interferograms
Figure 3.12: Both interferograms exhibit the same number of interference
fringes, revealing that the transversal coherence of the electrons is not affected by
the counter electrode voltage. In the left bottom corner, a length scale is given.
The colour bar represents the number of hits per pixel.
(a) Two detected interferograms at Uc = −119.7 V (top picture) and Uc = 199.7 V
(bottom picture), both at a fixed tip voltage of USAT = −1600 V. The contrast
is determined to Km = 30.6 ± 2.1 % and Km = 33.9 ± 2.2 %, respectively. The
fringe distance is sm = 2.52± 0.01 mm and sm = 2.49± 0.01 mm.
(b) Derived reconstructed interferograms at Uc = −119.7 V (top picture) and
Uc = 199.7 V (bottom picture), both at a fixed tip voltage of USAT = −1600 V.
The reconstruction offers a contrast of 51.3 ± 3.2 % and 53.5 ± 2.2 % with a
corresponding pattern periodicity of 2.52 ± 0.01 mm and 2.50 ± 0.01 mm. All
measurements are recorded with 3 · 105 particles. The reconstructed contrast is
more accurate and yields higher values for smaller integration times (64 s bottom
picture compared to 2122 s top picture). This is due to the fact that a pertur-
bation has to be phase stable during the measurement to be perfectly corrected
[1]. Figure from [1]. Reprints with permission of the American Physical Society
(AIP).
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sents a specific shift of the separated wave packets where the contrast vanishes. Defining
this value to 10 % of the peak value, the necessary voltage Ucl for this shift is
Ucl =
√
2 · ln 10 · σ (3.13)
with the width σ of the Gauss fit. Inserting Ucl into equation (3.4), the longitudinal
coherence length lc can be calculated. The separation of the partial beams ∆x at the
center of the Wien filter is derived from geometric considerations
∆x = Θ · dWF-QP , (3.14)
with dWF-QP being the distance between the Wien filter and the quadrupole lens. Θ
corresponds to the superposition angle determined by Eq. (2.11).
For a constant separation of the partial beams of 135 nm at the center of the Wien
filter, the resulting data reveal coherence lengths of 82±9 nm for 0 V counter electrode
voltage, 93 ± 10 nm for 100.2 V and 82 ± 8 nm for 199.7 V. Within the margin of
error, the longitudinal coherence length remains constant while enhancing the emitted
intensity of a cold field emitter by a biased counter electrode. Additionally, the energy
width of the single-atom tip can be determined according to Eq. (2.8). The evaluation
leads to energy widths of 377± 40 meV, 334± 37 meV and 377± 35 meV, respectively.
These results are in good agreement with the literature value for the energy spread of
SAT field emitters of 0.4 eV [156].
3.2.2 Low voltage emission
Slow coherent electrons are of great interest in several fields of research [108, 109, 157].
The presented method allows to generate a coherent electron beam with energies well
below an usual field emission process. Thanks to the additional potential of the counter
electrode, an electron energy of only 600 V is achieved in the current setup. This is
significantly lower than the minimal operating voltage of the implemented single-atom
tip where no emission can be observed without a counter electrode. The required
voltage for initiating the emission is namely dependent on the geometry and shape of
the tip surface. By applying a counter electrode voltage of 1378 V, it is possible to
generate an interference pattern as shown in Fig. 3.14. Thereby, the count rate is still
reasonable with 1138± 2 Hz. The corresponding de Broglie wavelength is enlarged
for lower energies to 50 pm according to Eq. (2.2). However, the interference contrast
is clearly lowered as slow electrons are more susceptible to dephasing and correlation
correction is limited to timescales with phase stable perturbations. Only 19.8 ± 1 %
is yielded with a pattern periodicity of 8.6 ± 0.1 mm. The correlation analysis offers
a contrast of 37.7 ± 3.0 % with a fringe distance of 9.0 ± 0.3 mm. In Fig. 3.15 the
g(2)-correlation function is plotted. Calculating a theoretical fringe distance of 928 nm
before entering the quadrupole lens, the magnification factor of the interference pattern
states to 9730± 290.
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Figure 3.13: Measurement of the interference contrast as a function
of different Wien filter capacitor voltages. The tip potential USAT =
−1600 V is fix. Three aperture voltages 0 V, 100.2 V and 199.7 V are ap-
plied. The uncorrected contrast is shown in green circles, blue stars and
red squares. As strong dephasing mechanisms by the network frequency
are present, three data points contrasts are not evaluable. For that rea-
son a g(2)-correlation analysis is applied, providing the corrected contrast
distribution (green stars, blue diamonds and red triangles). Gauss fits
to the data reveal that the longitudinal coherence lengths show no sig-
nificant variations for different aperture voltages [1]. Figure from [1].
Reprints with permission of the American Physical Society (AIP).
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Figure 3.14: (a) Interferogram of electrons with 600 eV energy
while applying 1378 V to the counter electrode. The pattern is
straightened by a fourth degree polynomial for a proper evaluation.
The biprism voltage is 0.135 V. (b) Blue graph: average intensity
along the y-direction of (a). Red curve: The numerical fit yields
a contrast of 19.8± 1 % and a pattern periodicity of 8.6± 0.1 mm.
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Figure 3.15: (a) Blue graph: the second-order correlation function
g(2)(u, 0) at the correlation time τ = 0. Red curve: fit function to
calculate the unperturbed contrast of 37.7± 3 %. (b) The second-order
correlation function g(2)(u, τ) extracted from the data in Fig. 3.14 (a).
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3.2.3 Simulation
In order to support the finding that the coherent properties of the electrons are pre-
served while a counter electrode is biased, simulations with the software package
Comsol are performed. A detailed description of the electrical field distribution is
given for the two experimental cases described before: first, the tip has a potential
of USAT = −1600 V and the counter electrode Uc = 200 V. Second, the tip is set to
only USAT = −600 V and the counter electrode to Uc = 1378 V. A further aperture
is grounded at any time to ensure a homogeneous field pattern. Moreover, the en-
ergy of the electrons when exiting the assembly and the corresponding trajectories are
analyzed.
In Fig. 3.16 (a) and (c) a schematic drawing of the assembly is shown. Since it has
cylindrical symmetry in z-direction, a cross section of the x-y-plane is sufficient for the
simulation. In two dimensions, the calculations are less extensive and time-consuming.
As can be seen in the figure, a 125µm thick tungsten wire is drawn along the x-axis at
y = 0. An inlet area can be defined where all particles are released into the geometry
with a certain direction and energy. Here, electrons with zero starting energy accelerate
in x-direction. Due to computational reasons the tip radius in this simulation is chosen
to be 2µm even though the real experimental tip extension is in the nanometer range.
Unfortunately, Comsol is not able to handle geometries which vary in size by several
orders of magnitude. However, field lines far away from the tip are not affected from
this fact and cause the same trajectory for the electrons. The validity of the results is
justified since the microscopic field emission process is not simulated and of no concern.
For the first case, the electric field is examined in Fig. 3.16 (a). Electrons in the
emission cone become accelerated and decelerated, depending on the position in the
field distribution. Those electrons which pass the two apertures with 2.5 mm diameter
approach a certain energy. As indicated in Fig. 3.16 (b) this limit turns out to be
1600 eV given by the tip potential. In Fig. 3.16 (c) the second case is simulated with an
analogues result. Indeed, a higher counter electrode voltage leads to a bigger fraction
of deflected electrons which do not pass the apertures, but again the energy of the
exiting electrons approach to the energy provided from the tip potential (Fig. 3.16 (d)).
This result is valid for any potential of the tip or the counter electrode. Thus, only
the tip voltage and not the counter electrode voltage determines the fringe distance
of an interference pattern when enhancing the electron signal [1]. Furthermore, the
simulations indicate that the increase of signal is not due to a lensing effect of the
electron beam. It is most likely because the field strength at the tip surface is increased
which causes a higher field emission current according to Fowler-Nordheim theory.
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Figure 3.16: (a) Electrical field distribution in a cross section of the cathode box
geometry including the tungsten tip and the two apertures. The tip at y = 0 is
set on USAT = −1600 V. Electrons with zero starting energy accelerate in the field
between tip and counter electrode which is set on Uc = 200 V. The second aperture
is grounded. The colour bar represents the energy of the electrons. Electric field
lines are shown in pale grey schematically. (b) Average energy of the electrons as
they travel along the optical axis. The approached energy 1600 eV is given by the
tip potential. (c) Analogue simulation with USAT = −600 V and Uc = 1378 V. A
fraction of electrons bend back onto the surface of the counter electrode. However,
those electrons which pass the second electrode end up again with the energy pro-
vided from the tip (d). The acceleration processes between the different components
is more distinct than in (b) leading to an electron energy of 600 eV [1]. Figure from
[1]. Reprints with permission of the American Physical Society (AIP).
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Interferometric measurements in general are widely sensitive to external perturbations
as small deviations of the separated waves lead to a phase shift. In the case of elec-
tron interferometry, not only mechanical vibrations, temperature drifts or rotations
but also electromagnetic fields can disturb the coherent phase relation between two
wave packets. This time dependent dephasing causes a reduced contrast of the inter-
ference pattern. In the context of decoherence effects described in chapter 5 long-time
measurements are notably susceptible to the latter. Also, measurements of the electric
AB-effect or ion interferometry are faced with this challenge [5, 56].
As already mentioned, the delay line detector with its ability to record not only
spatial but also temporal information of incoming particles is a very helpful tool in the
field of particle interferometry. Based on previous measurements a thematically similar
experiment with regard to sensor technology is executed successfully also. Decoherence
measurements have the potential to become a promising method to examine material
surfaces non-invasive and thus, are relevant for sensor systems. Therefore, it is tested
if a small and portable electron interferometer can be built where not only interference
fringes with high contrast are produced but also dephasing mechanism are corrected
and utilized for sensor applications. Combined with existing electron microscopes, sur-
face analysis would for example highly benefit from it.
In terms of the latter the functional capability of the detector is demonstrated and ex-
tended with another electron interferometer which is integrated into the same vacuum
chamber. All electronic power supplies, shielding properties and vacuum conditions
remain unchanged.
This electron interferometer is very compact built with a length of only 87 mm. Still,
there is an additional drift distance of 170 mm between the exit of the interferometer
and the first MCP of the detector.
The design aims for the interferometer were to minimize the dimensions to construct
a portable electron interferometer for sensor analysis. In contrast to the well estab-
lished construction principle with two parallel ceramic rods [125], here all elements
are mounted tightly in a copper shell with an outer diameter of 36 mm. The advan-
tage is obvious: the system is extremely rigid against mechanical vibrations and the
assembly is simple. Thus, all parts are already aligned. Moreover, in combination
with the developed procedure of spectrum analysis by correlation theory the compact
interferometer is well suited as a portable sensor for electromagnetic and vibrational
frequencies [4, 112, 113]. A schematic sketch of the interferometer is given in Fig. 4.1.
All parts work principally similar to the interferometer parts described in chapter 3.
A standard etched cold field emission tip creates an intense electron beam which can
be aligned by a pair of deflector electrodes. The coated biprism fiber performs a wave
front splitting when a positive potential compared to ground is applied.
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double deflectors
biprism fiber
image rotating coil
microchannel
plates
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Figure 4.1: Schematic sketch of the compact interferometer [2]. A polycrystalline
tungsten tip emits electron matter waves which are split by the biprism fiber. The
formed interference pattern is recorded with a delayline detector.
A small misalignment can be corrected by an image rotating coil if the biprism fiber
does not match with the magnifying axis of the quadrupole lens. The interference
pattern periodicity is magnified to fit the spatial resolution of the detector. As al-
ready mentioned, a hexagonal delay line detector is used with a spatial and temporal
resolution of ≈ 100µm and ≈ 0.1 ns, see section 3.1.7.
A real photograph of the setup is shown in Fig. 4.2 (a) and (b). The following
distances are important:
• between tip and biprism fiber: 17.2 mm.
• between fiber and the interference plane at the entrance of the quadrupole lens:
26.8 mm.
• between fiber and the grounded electrodes: 2 mm. The fiber radius is 200 nm.
The complete system is then placed in a mu-metal tube in a vacuum chamber at a
pressure of 5 · 10−10 mbar to ensure a long lifetime and stable emission of the tip [106].
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Figure 4.2: (a) Photograph of the components of the compact interferometer. The
upper copper shell is removed. (b) Completely mounted interferometer with both
copper half shells [2]. The protruding screws allow an electrical connection. Figure
from [2]. Reprints with permission of the American Physical Society (AIP).
4.1 Fabrication of an etched tungsten tip
For the implementation of a self etched polycrystalline tungsten tip as a field emitter
in the compact biprism interferometer, several process steps have to be carried out.
First, tungsten is the material of choice for the field emitting tip. It has many benefi-
cial properties described well in literature [158, 159, 101]. It offers a high mechanical
robustness, the highest melting point of all metals, good thermal and electrical con-
ductivity and a low vapour pressure. The used initial configuration of tungsten is a
125µm thick polycrystalline wire. In general, the work function of tungsten is very
low and the remolding process, changing the geometry and emission characteristics
purposefully, works best [160, 161].
Actually, the emitter is built up of three parts: a so-called Siemens holder, a ceramic
item with two metallic bars, a bended wire holder and a small piece of tungsten wire
which is etched to a sharp tip. The short wire piece is spot welded on the wire holder
which itself is spot welded on the Siemens holder.
4.1.1 Spot welding
First of all, a standard tungsten wire with 125 microns diameter and approximately 3
cm length gets folded in the middle and becomes a V-shape. Both ends then get spot
welded to the metallic bars of the Siemens holder with a spot welding device manually.
For a short time a high current flows through a tiny spot, ensuring a melted connection
by pressing both parts together. Important parameters are the spring tension 1 N, a
voltage of 1.5 V and a current of 8.8 A. Working with a spot welder requires a lot of
fine tuning since the wire or the welding spot can break at any time.
The tungsten wire is quite soft. Therefore, the electrodes of the spot welding apparatus
need a roughening by sandpaper before every usage to avoid adhesion. Then the wire
is spot welded to the v-shaped wire holder very carefully. One has to take care that
the short piece of single crystalline tungsten is aligned precisely in the middle and in
forward-direction. Also the short wire must not deform by pressing it onto the wire
holder.
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4.1.2 Etching method
The etching process used in this thesis to manufacture very sharp tungsten tips bases
on the method described in [105]. The setup is depicted in Fig. 4.3. The standard
procedure for the fabrication of tungsten tips is electrochemical wet etching by dipping
a tungsten wire into a potassium hydroxide solution (KOH). A micrometer screw allows
a precise depth of immersion. A potential between the wire and a further electrode in
the solution is applied. This electrode is orientated circularly around the wire forming
a homogeneous radial field and etching rate. A migration of charge carriers takes place.
The total chemical equation looks as follows:
W + 2 OH− + 2 H2O −−→WO 2−4 + 3 H2. (4.1)
The generation of hydrogen gas bubbles is clearly observable and should kept in distance
to the wire. Due to the surface tension of the liquid a meniscus is formed besides the
wire at the boundary between air and liquid. Here, the etching rate is increased leading
to a necking area.
Usually, a dc potential is applied continuously until an electronic control circuit stops
the etching process as soon as the bottom part of the wire drops off. Then a sharp
tip remains. The cut-off time mainly determines the radius of curvature of the tip. A
further etching and thus broadening of the tip apex after the drop off is not favoured.
The pulse method of [105] applied in this work overcomes the problem of an electronic
circuit and enables tungsten tips with a radius in the lower nanometer range. It is shown
in Fig. 4.4. Again, a dc etching phase is performed at the beginning. The duration
determines the total length of the tip and the dc voltage the surface roughness of the
wire. In this work best results are yielded with 20 seconds and 6 volts. After that,
fast pulses are applied with pulse-on duration of 1 ms and pulse-off duration of 100 ms.
During the whole process the necking part is controlled optically by a commercial
microscope. When the necking part decreases to only a few microns, slower pulses
with 1 second time gap are applied to react precisely in the case of a drop-off. The
finished tip is cleaned with ultra-pure water to get rid off solution remnants. The pulse
method is advantageous concerning the reproducibility, sharpness and the lack of a
critical electronic cut-off.
In this way many attempts were done to verify the reproducibility and to optimize
the apparatus for the fabrication of a tungsten tip. However, even with greatest care
some troubles may occur. Dust particles on the liquid surface can attach to the necking
part and influence etching behaviour and shape. Furthermore, the meniscus can decline
if the tension is lowered. This is problematic as the position of the wire needs to be
changed in order to recover the meniscus. Also, air pressure fluctuations in the lab
cause a motion of the liquid surface and broaden the necking part.
Exemplarily, an image of such a tip is shown in Fig. 4.5.
4.2 Results
With the compact interferometer it is possible to observe electron interference fringes
of high contrast. Two results are presented: On the one hand a single interference
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Figure 4.3: Experimental configuration
in order to fabricate sharp tungsten tips.
A voltage from a function generator is ap-
plied to the tungsten wire. A chemical
reaction in the KOH electrolyte causes a
meniscus right below the liquid surface.
At a circular cathode electrode, which en-
sures a homogeneous radial field, gas bub-
bles exhaust.
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Figure 4.4: Diagram of the applied pulse series
for the etching process. A first dc phase pro-
vokes the formation of a necking part due to the
meniscus. With pulses the etching rate is homo-
geneous and the wire is smoothed. Slow pulses
allow a manual switch-off in time.
pattern is recorded and evaluated in detail with regard to possible perturbing frequen-
cies. Thereby, the correlation analysis comes into play. On the other hand a series of
measurements with variable biprism voltages is performed to characterize the device
concerning the achievable contrast. In each measurement 5 ·105 particles are detected.
4.2.1 Single measurement evaluation
Interference fringes such as illustrated in Fig. 4.6 (a) can be created reproducibly. Here,
a tip voltage of Ue = −2250 V and a biprism voltage of UBP = 0.559 + 0.69 V is used.
Since the fiber is coated with a gold-palladium alloy and the grounded electrodes be-
side are made of titanium, contact potentials may occur which influence the effective
potential interacting with the separated beams [162, 163]. From simulations with the
program Simion (see section 4.2.3) an extra voltage of 0.69 V is extracted which has
to be added to the experimentally applied biprism voltage of 0.559 V. The additional
contact potential is in good agreement with the literature values for the work functions
of the averaged 80/20 % gold-palladium alloy and titanium [164].
Looking closely on Fig. 4.6, one recognizes a small bend of the fringes in the middle
of the rectangle. It is due to a deviation of the beam from the optical axis of the
magnifying quadrupole lens. For a proper evaluation of the image, it is corrected by
a fourth degree polynomial fit on the fringes. 5 points on the fringes are set manually
in the analysis routine of MatLab which are then used to arrange and straighten the
pattern. The red rectangle is displayed in Fig. 4.6 (b) without a bending. Nine fringes
are clearly visible where the colour represents the number of electron hits per pixel.
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Figure 4.5: Exemplary image of an etched polycrystalline tungsten tip
recorded with a scanning electron microscope. The radius of curvature is
in the nanometer range. The smooth surface is clearly observable.
Averaging the intensity along the y-direction, the blue graph in Fig. 4.6(c) is obtained.
In order to yield the characteristic data of the pattern, a model function I(x) is fitted.
By taking into account the influence of the finite fiber radius, the cosine function for a
two-beam interference has to be enfolded by a squared sinc-function [155]. It is similar
to the treatment of the double-slit experiment with finite slit sizes.
According to Eq. (2.7) I(x) is given by
I(x) = I0 ·
(
1 +Km · cos
(
2pix
sm
+ Φ0
))
· sinc2
(
2pix
s1
+ Φ1
)
. (4.2)
The measured contrast Km = 37.2± 5 % and the fringe distance sm = 0.85± 0.02 mm
are determined by the fit. The average intensity I0, the phases Φ0 and Φ1 and the
width of the interference pattern s1 are additional fitting parameters. The numerical
fit works well as can be seen in Fig. 4.6 (c). Compared to the theoretical fringe distance
of s0 = 338 nm, a total magnification factor
M =
sm
s0
= 2517± 6 (4.3)
must be considered.
4.2.1.1 Correlation analysis
For the data from Fig. 4.6 (b) a second-order correlation analysis is performed. The
correlation function g(2)(u, τ) is plotted in Fig. 4.7 with the correlation length u and
correlation time τ between the detected particles.
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Figure 4.6: (a) Image of an interference pattern. The experimental values are
Ue = −2250 V, UBP = 0.559 + 0.69 V and quadrupole voltages +2960 V, −2910 V,
respectively. (b) Cutout of the area within the red rectangle. The fringes are
straightened by a fourth degree polynomial to get rid of a bending. (c) Blue curve:
average intensity along the y-direction of (b). Red curve: numerical fit of the inten-
sity [2]. Figure from [2]. Reprints with permission of the American Physical Society
(AIP).
By analyzing the correlation function for τ = 0, the contrast Kg and fringe distance sg
of the unperturbed interference pattern can be calculated. The corresponding graph is
depicted in Fig. 4.7 (a). Again, according to (2.70) a model function of the following
form is fitted:
g(2)(u, 0) = 1 +
K2g
2
· cos
(
2piu
sg
+ Φg
)
+O . (4.4)
The phase Φg and the offset O are further fitting parameters. A fringe distance
sg = 0.84±0.02 mm is obtained with a contrast of Kg = 42.5 %. It has to be noted that
perturbations indeed influenced the initial measurement and blurred the pattern be-
cause of Kg > Km. The comparatively high standard deviations for both values arise
from a low number of detected particles. This results in a moderate signal-to-noise
ratio. Under certain conditions the involved frequencies of the external perturbation
can be extracted from the recorded data [116]. Therefore, the amplitude spectrum of
the correlation function
∣∣F (g(2)(u, τ)) (u, ω)∣∣ is calculated. In general, it follows from
Eq. (2.71) by executing a numerical Fourier transformation in time at the spatial
positions u = Mu · sg/2, Mu ∈ N0. At these points, the correlation function becomes
55
4 The compact biprism interferometer
(a) (b)
(c)
0.8 1 1.2 1.4
-3.5
-2
0
2
3.5
g(2)(u, 0) [a.u.]
u
[m
m
]
0 1 2 3 4 5
τ [s]
0.75
1
1.25
1.5
g(2)(u, τ)
50 100 150
1
2
1
3
2
·10−3
ω/2pi [Hz]
am
p
li
tu
d
e
[a
.u
.]
Figure 4.7: (a) Blue graph: the second-order correlation function
g(2)(u, 0) for τ = 0. Red curve: fit function to yield the contrast
and the fringe distance. (b) The second-order correlation function
g(2)(u, τ) extracted from the data in Fig. 4.6 (b). A periodic fringe pat-
tern is revealed. (c) Plot of the amplitude spectrum. It is calculated by
a numerical Fourier transformation of g(2)(u = Mu · sg2 , τ),Mu ∈ N0
and subsequently averaged. Periodic perturbations of the interference
fringes become unvarnished. Two characteristic frequencies at 50 Hz
and 150 Hz can be identified [2]. Figure from [2]. Reprints with per-
mission of the American Physical Society (AIP).
maximal [116]. In Fig. 4.7 (c) the average over all amplitude spectra is shown. For
numerical reasons, several parameters can be entered in the MatLab evaluation code to
optimize the computing power and to yield a realistic result with the imported data.
Thereby, a spatial discretization step size of 0.371 · sg for the numerical correlation
function turned out to be optimal [116]. Two clear peaks at 50 Hz and 150 Hz are
evident probably arising from the electric network as the same origin. The correspond-
ing spatial perturbation amplitude is calculated by using Eq. (2.76) to 14.3 nm and
14.8 nm, respectively.
The detection of the utility frequency of electric power supplies demonstrates that our
device has a vast application spectrum as a sensor for external perturbation frequencies.
Considering the sensitive measurement of decoherence effects above a gold surface
in the next chapter, the correlation analysis opens up new possibilities to expunge
disturbing influences in the laboratory and in the evaluation of the data.
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4.2.2 Series of measurements
0.8 1 1.2 1.4 1.6
0.5
1
1.5
biprism voltage [V]
fr
in
g
e
d
is
ta
n
ce
(s
m
,s
g
)
[m
m
]
0
10
20
30
40
50
co
n
tr
a
st
(K
m
,K
g
)
[%
]
sm
sg
Km
Kg
Figure 4.8: Fringe distances sm and sg together with the interference con-
trasts Km and Kg as a function of Uf . For biprism voltages below 1 V the
correlation analysis is not feasible as the influence of diffraction increases and
unusable data for the g(2) analysis are generated. As expected from the in-
fluence of perturbations, it is Kg ≥ Km [2]. Figure from [2]. Reprints with
permission of the American Physical Society (AIP).
A series of measurements is taken with the compact interferometer where the voltage
at the biprism fiber is varied. Sixteen data sets are recorded, going from Uf = 0.051 +
0.69 V to Uf = 0.900 + 0.69 V. The evaluation of each data set is done similarly as
described before. The results are plotted in Fig. 4.8. Here, both axes of ordinates
are denoted by the fringe distance s and the contrast K. The index m refers to
the measured data. The index g refers to the received fit values by the second-order
correlation analysis.
According to 2.1 the fringe distances decrease with an increasing biprism voltage.
This behaviour is valid for both, sm and sg. Also, as expected the unperturbed contrast
Kg is in general higher than Km. This is plausible since perturbations can only worsen
the contrast of a recorded interference pattern. Km offers a maximum of 38 % at
Uf ≈ 1 V.
For lower biprism voltages the influence of diffraction at the edges of the fiber be-
comes significant. For higher biprism voltages the transversal coherence properties of
the electron source reduce the contrast according to Eq. (2.15).
The unperturbed contrast Kg shows a similar curve shape with a maximal value of
42.7 %. Four data points with a low biprism voltage are not evaluated by the correlation
analysis. Due to the influence of diffraction effects the analyzing routine does not work
here properly since the theoretical implementation of diffraction is highly complex and
not covered in the g(2) correlation theory (see for example [165, 166]).
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4.2.3 Simulation
With regard to the desired features of the interferometer, simulations with the software
package Simion are performed. The attention is turned to a minimization of the design
while being capable of creating interference patterns with high contrast. Of course, for
the mechanical machining of the components and considering the requirements for a
sufficient small superposition angle, boundaries are set for the distance between tip,
biprism fiber and quadrupole lens. Taking into account the typical effective source
radius of a cold tungsten field emitter of ≈ 1 nm [77], a distance dSB of only ≈ 300µm
is simulated between tip and biprism. However, for beam adjustment a double deflector
is installed in our device with two 2 mm-apertures.
The distance dBI between biprism fiber and quadrupole lens, where the already
created interference pattern is magnified, turns out to be more restrictive with regard
to the compactness of the device. Since the magnification is limited and the pattern
periodicity needs to fit the detector resolution, dBI can not be chosen arbitrary small. If
so, the angle of superposition would be too big. The required value of the superposition
angle for this simulation is derived by a method described in detail in [5]. Hereby, it is
taken advantage of the fact that the biprism fiber deflects every electron by the same
angle independent of the distance normal to the fiber [23]. Thereby, the superposition
angle can be gained by a classical particle trace simulation allowing conclusions about
the quantum interference outcome.
All parameters that determine a minimal but resolvable fringe periodicity can be
found in Eq. 2.13. It has to be mentioned that the design is further limited by elec-
tric insulation of the quadrupole lens since higher magnifications can only be achieved
by increasing the voltage. As the two copper shells and the components within are
densely mounted, arching will occur. In this context, the use of MEMS (micro-electro-
mechanical system) technology could improve the compactness and reduce the neces-
sary voltages [167, 168]. In summary, the following values are set and obtained by the
simulation with respect to the measurement:
• A tip voltage of −2250 V.
• A biprism voltage of (0.559 + δ) V where the contact potential is determined to
δ = 0.69 V.
• A quadrupole voltage of 2960 V normal to the fringes and −2910 V parallel to
them.
• dSB = 19 mm, dBI = 28 mm.
• Θ = 7 · 10−5 rad.
• An unmagnified pattern periodicity of 369 nm and a magnification of 2886.
A theoretical fringe distance of 338 nm is derived which fits well to the simulation.
The good agreement of our simulations show that in principle, more complex beam
path simulations can be executed with high reliability. In order to increase the sen-
sitivity towards vibrational or electromagnetic dephasing and inertial forces, a larger
beam path separation is required within a new interferometer scheme including three
biprism fibers [169, 5].
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5.1 The main biprism interferometer
The biprism interferometer described in this chapter is a further development of the one
built by Sonnentag [67]. Many parts are adopted, mainly deflecting and magnifying
assembly parts. Here, a short summary of the technical aspects is given that are
essential for decoherence measurements. Technical drawings and general construction
principles can be found in [67, 125, 170] more extensively.
A drawing of the interferometer setup is depicted in Fig. 5.1. The coherent electron
beam is emitted by a single-atom tip. By taking advantage of applying a voltage to
the first aperture (counter electrode), the count rate is increased without affecting
the coherent properties of the beam (see chapter 3). Electron energy and current are
tunable independently.
Due to the cylindrical shape and the use of an optical bench, all parts are well
centered and in line from the beginning. However, several deflector elements and image
rotating coils ensure the alignment of the beam to the optical axis as minor deviations
and distortions can not be avoided completely.
As usual for biprism interferometers, the biprism fiber coated with a gold-palladium
alloy causes a uniform wave front splitting of the electron matter waves with constant
deflection angle for all beam paths. The typical applied voltage is of the range of a few
hundred volts. For reasons of a homogeneous potential distribution the fiber is placed
between two grounded electrodes. To make the creation of an interference pattern
possible, the coherently illuminated area on the fiber plane needs to be wider than the
fiber diameter of 350 nm.
The gold surface as a macroscopic environment for the separated electron wave pack-
ets is inserted into the beam path and is described in section 5.2 in more detail.
The Wien filter allows to correct a longitudinal shift of the two separated wave
packets by using a combination of electrostatic and magnetic fields. The shift arises
when the wave packets traverse deflector elements on different potentials. The Wien
filter is operated in the compensated mode where the electric and magnetic force cancel
each other and thus, the beam trajectory remains unaffected.
The magnification of the interference fringes is done by three electrostatic quadrupole
lenses. The advantage hereby is that the magnification takes place only in one direc-
tion, depending on the polarity of the individual electrodes. Here, a magnification
perpendicular to the fringe direction is desired while barely signal is lost lengthwise.
Usually, the magnification factor is of the order of a few thousand.
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For the detection of the interference pattern, a delayline detector is mounted to the
vacuum chamber which records all incoming particles with high temporal and spatial
resolution. All data is transferred to a computer which allows to store and read-out the
information easily. Former interferometer experiments, which used a phosphor screen
in combination with a fiber optic and a slow-scan charge-coupled device (CCD) cam-
era to display the particle impacts [56, 67], offer several drawbacks compared to the
delayline detector:
• The spatial resolution of 288 × 384 pixels was very low.
• Cooling of the chip was needed to reduce the dark current noise. However, the
dark signal is very sensitive to the stability of the temperature.
• Blooming effects of the chip produced image errors.
• High count rates and long integration times led to a fast saturation of the pixels
(full well capacity ≈ 40000 ).
• The detection quantum efficiency and modulation transfer function needed to
be characterized. Their estimation is experimentally complex and made several
assumptions necessary [56, 171, 172].
• From CCD cameras there is no temporal information available which is manda-
tory for the g(2)-correlation analysis.
The whole setup is in ultra-high vacuum which is created by a scroll compressor and a
turbomolecular pump. After the bake-out of the chamber those pumps are uncoupled
by an angle valve. From then, the vacuum in the lower 10−10 mbar range is maintained
only by an ion pump to keep the chamber vibration-free. Additionally, a higher pump
rate is achieved by sublimating titanium from filaments which are run with a periodic
electric current of 43 A. Using liquid nitrogen for an additional cryopump residual gas
particles become even better absorbed.
Several demands on the interferometer have to be realized to ensure the integra-
tion of an interference pattern with high count rate and contrast. First of all, the
interferometer has small components with an uniform outer diameter of 28 mm. The
construction technique allows an easy change or improvement of the elements. A low
mass compared to early electron microscopes and its compactness and rigidity are fur-
ther advantageous [125]. Thus, a high mechanical resonance frequency of the system is
achieved which makes it insusceptible to low-frequency vibrations. All optical elements
are aligned by clamping them on two parallel ceramic rods.
Since the interaction with external magnetic ac fields is stronger for slow electrons,
the whole interferometer is enclosed by a Mu-metal tube with a high permeability in
the range of ≈ 105 . Therefore, those magnetic fields are reduced significantly. The
disturbing influence of electric high-frequency fields is ruled out due to the metallic
vacuum chamber serving as a Faraday cage.
However, unwanted stray pick-ups may occur over the electric leads for the interfer-
ometer elements which form a kind of antenna for varying signals. Former experiments
showed a major susceptibility for alternating signals in the MHz regime [170]. This
range is widely used for radio- and television communication.
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Figure 5.1: Schematic sketch of the interferometer for measuring decoherence ef-
fects of electrons above a gold surface.
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For that reason all feedthroughs of the supply voltages are protected by a filter cir-
cuit. This low-pass filter mainly consists of an inductance in series with 68µH and a
capacitor in parallel with 10 nF. It is integrated as near as possible to the interfer-
ometer in the three plug connectors which are screwed on the chamber. Furthermore,
ferrite shielding beads cover the small leads in the plugs as it is shown schematically
in Fig. 5.2.
68µH
10 nF10 nF
tin plate
ferrite shielding beads
interferometer
voltage supply
brass housing
Figure 5.2: Low-pass filter consisting of one choking coil and two ceramic
capacitators. Placed inside the multi-pin plugs and the cathode lead, input
coupling of high-frequency electromagnetic fields is avoided. As a first approx-
imation the threshold frequency is at 200 kHz which is sufficient for a nearby
located radio- and television transmitter.
Such beads are made out of ferromagnetic material and act as a passive choke. High-
frequency noise on the leads is damped but also sheath currents from the electronic
devices are suppressed. Additionally, for the failure-free operation of the elements the
electronic devices are run by car batteries to avoid mains hum. Only for the tip volt-
age it is not possible to refrain from mains operation. By means of a pick-up coil with
display the influence of different sources of electromagnetic disturbance in the lab is
estimated. Subsequently, effort is made to reduce this disturbance, e.g. by replacing
electrical components or by improving the grounding.
All apertures in the interferometer are made of high purity titanium. They are
critical with regard to electron bombardment leading to higher gas desorption and
worse vacuum conditions. In particular, the stability of the electron current might
be impaired [173]. Furthermore, the creation of secondary and stray electrons should
be kept to a minimum. Titanium is well suited because its backscatter coefficient for
electrons is notably low. A further decrease of the rate of outgassing can be achieved
by annealing the aperture in vacuum with temperatures up to 1300 K.
In sum, the most important parts of the interferometer of [66, 67] are replaced and
new designed, namely the field emitter, the biprism fiber, the decoherence surface and
the detector. Together with new electronic power supplies, it is shown that these
improvements pave the way to realize decoherence measurements above a gold surface
[1–3, 116].
5.2 Gold plate
The gold plate as a macroscopic object is inserted into the electron beam path of the
interferometer and thus causes the loss of contrast of the interference pattern due to
decoherence mechanisms described in section 2.2. The translation is achieved solely
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wedge
guide rod
bronze balls
ceramic rod
gold plate
electrode
y
z
x
Figure 5.3: Model of the assembly in order to move the gold plate into the beam
path. Like all interferometer parts the assembly is tightly clamped on two parallel
ceramic rods. The inside gold plate is screwed on two sides onto a holder which is
shifted vertically by a ball bearing consisting of eight bronze balls. A long guide
rod is connected to a micrometer screw positioned outside of the chamber. It allows
for a precise movement of the plate since the direction change of the force is carried
out by a wedge. The upper electrode is grounded. The beam propagation is in
z-direction.
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mechanically by using a ball bearing in combination with a wedge which allows to move
the holder of the gold plate in y-direction perpendicular to the beam propagation, see
Fig 5.3. In order to circumvent a hole in the Mu-metal tube and to maintain the
shielding, a long guide rod is connected to the wedge which changes the direction of
motion of a micrometer screw by 90 degrees. The micrometer screw is positioned
outside the chamber and allows for a precise adjustment of the plate height in the
micrometer range. Since oil lubrication for movable parts is prohibited in vacuum, the
ball bearing and the wedge is made of bronze due to its low coefficient of friction.
The first installation of a gold plate as a resistive material was done as a top layer of a
strontium titanate substrate (STO) with dimensions 10∗10∗1 mm. A rigorous chemical
cleaning of the substrate before gold coating is performed with acetone, isopropyl
alcohol and ultra-pure water while being in fluid continuously. On the application
of the industry standard RCA cleaning method is waived since internal contaminants
and oxide layers are without concern [174]. Moreover, short etching of the surface
probably increases the surface roughness. In case of remaining small impurities, which
can be observed as dark grains under a light microscope, pressurized nitrogen is used
to get rid of them. Clean substrates are evaporated with 3 nm thick titanium serving
as adhesive layer for gold. Subsequently, gold is coated on titanium with a thickness
of 50 nm. The surface roughness is determined via atomic force microscopy (AFM) to
be ≈ 5 nm. However, while working with the gold plate using a STO substrate in the
interferometer experimentally, it turned out that an electric charging of the plate took
place even though two grounded screws are in direct contact with the gold surface.
Unfortunately, long integration times became impossible. For that reason, the STO
substrate was replaced by a piece of silicon wafer with equal size serving as the carrier
material of the gold layer. Indeed, due to a better conductivity the charging vanished.
5.2.1 Resistivity measurement of the plate
In order to determine the specific resistivity ρ of the gold surface, a measurement based
on the van der Pauw method was executed [175]. Thin layers are specified by their
low thickness between a few nm up to several hundred microns.
A model to explain the dependency of the specific resistivity of thin metal layers is
drafted in [176]. Fuchs describes that the conductivity σ of a metal with few atomic
layers thickness drops below the conductivity of bulk metal (σ0). The mean free path
λ0 of conduction electrons is of the same order as the material thickness d and becomes
shortened. Thereby, scattering of the electrons at the boundaries takes place which is
classified in elastic and inelastic scattering. As a result he receives
ρ
ρ0
=
3
4
(
1− 
)
κ log
1
κ
≈ 0.34 . (5.1)
Here,  denotes the fraction of elastic scattered electrons and κ = d/λ0 = 2.38 . The
mean free path for gold is 42 nm [177]. For very thin layers  approaches to zero which
means that electrons are scattered in all directions arbitrarily.
In [178] the Fuchs- Sondheimer- model is expanded and elaborated to more detail.
However, the given formulae are still of similar form.
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For κ 1 the following formula is derived for our setup:
ρ
ρ0
=
(
1 +
3
8κ
)−1
≈ 0.53 . (5.2)
A
D
C
B
~I
U
Figure 5.4: According to van der Pauw four measuring tips are lo-
cated at the outer rim of the sample. A current I is supplied between
A and B and the potential difference U between C and D is quantified.
A resistivity RAB,CD can be determined.
A sketch of the measurement principle is depicted in Fig. 5.4. An arbitrary formed but
homogeneous sample without (geometrical) holes is connected to four measuring tips
(A-D) at the outer rim. The gold is coated onto a silicon wafer sample via magnetron
sputtering which indicates that the thin film is connected continuously with no isolated
grain boundaries. A resistivity
RAB,CD =
UCD
IAB
(5.3)
is measured by supplying a current IAB between A and B and determining the resulting
potential difference UCD between C and D. In the same manner by cyclic commutation
of the contacts anticlockwise, RBC,DA is quantified. By means of conformal mapping
and using complex functions on an infinity half-plane it can be shown that the shape
of the sample is of no importance and the following equation is valid [175]:
exp
(
− pid
ρ
·RAB,CD
)
+ exp
(
− pid
ρ
·RBC,DA
)
= 1 . (5.4)
Since the gold plate has a line symmetry between the four contacts, it follows that
RAB,CD = RBC,DA. Then, Eq. (5.4) becomes simply to
ρ =
pid
ln 2
·RAB,CD . (5.5)
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Although a great importance was attached to the performance of the measurements,
a huge discrepancy between the measured and expected resistivities exists. Inserting
all measured properties into Eq. (5.5), the measured resistivity becomes to ρm = 3.01 ·
10−5 Ω ·m. Compared to literature values (ρ = 2.2 · 10−8 Ω ·m) of bulk gold, this
difference seems to be too large. Probable reasons for this difference are the not exactly
known thickness which is determined via coating of test structures, contact problems
of the measuring tips or even a too high contact pressure which flakes off the surface
coating layer.
It shall be noted also that the method is exact only for point-like contacts. Moreover,
a small error occurs when a measuring tip is a distance l away from the edge of the
plate. It is in the range of ∆ρ/ρ ≈ l2 · (2L2 ln 2)−1 = 0.029 with the plate length L
[175]. Applied to four measuring tips, this error increases obviously stronger.
Unfortunately, the theoretical model does not explain the discrepancy. A large un-
certainty in several parameters exists and the exact application of the theory to our
case is still unclear. For that reason and because the decoherence theory is calculated
with literature values of the resistivity of gold, the actual value for the plate is assumed
to be in the same range as the literature value.
5.3 Interference measurements
There are several demands for the experiment. A sufficient big lateral separation ∆x
between the separated wave packets needs to be achieved and the beams shall traverse
the plate in small distance z parallel to the surface.
5.3.1 Noise sources
A prerequisite for sensitive decoherence measurements is the tracing and elimination
of noise sources in the laboratory. As the room is crowded with electronic devices and
cables, many various electromagnetic fields exist and may influence the measurement
of an interference pattern.
In general, some parts of the equipment are not necessarily needed and can be
switched off during measurements. For example, this is the case for neon tubes at the
ceiling, the loudspeaker unit, computer monitors and also for AC power sockets at the
side panel.
However, it turned out that none of the mentioned objects cause a reduction of
the interference contrast. This finding was verified by several measurements with all
combinations of switched off/on parts. Even walking in the lab does not disturb the
recording since the interferometer is placed on a separated base plate.
An exception is a second computer monitor, used for alignment work and setting
the correct parameters, in direct vicinity of all power supplies and the detector. The
comparison of Fig. 5.5 and Fig. 5.6 states clearly that this monitor washes out the inte-
grated image. This is easy to understand as strong electromagnetic radiation is strayed
into the near located unshielded lemo cables which carry the unamplified signals.
The second monitor is therefore switched off for all serious measurements.
In order to avoid electric crosstalk with 50 Hz mains hum, power supplies and devices
for the interferometer are completely run with car batteries with the exception of the
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Figure 5.5: Interference pattern recorded
while the second monitor is switched off.
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Figure 5.6: Interference pattern recorded
while the second monitor is switched on.
voltage supply of the field emitter and the delayline detector. However, the detector
can also be connected to the car batteries but has a high power consumption and may
lead to discharge of the batteries.
To decide if the connection of the detector to the batteries is meaningful, a com-
parison measurement is done where an interference pattern is recorded with identical
settings. In Fig. 5.7 the detector is run with the electric power from the network
whereas in Fig. 5.8 it is run with the batteries.
The difference is observable on closer examination. With the correlation analysis for
both measurements a contrast of 42.9 % and 45.3 %, respectively, is extracted.
The improvement in contrast is comparable small but cannot be neglected for sen-
sitive measurements. Although there is a non-measurable uncertainty due to intensity
flickering of the emitter ([106]) or thermalisation drifts of the coils, the detector is run
by batteries in all following sensitive measurements.
5.3.2 Beam path separation
In general, the strength of the decoherence effect increases with increasing beam path
separation, see Fig. 2.2. Therefore, it is desirable to achieve a maximal possible beam
path separation above the gold surface.
For realizing large separations, one might think of simply enlarging the fiber di-
ameter. This, however, is limited by the fact that the coherent illuminated area is
finite and the required magnification afterwards would increase drastically because the
superposition angle increases.
Because of that various beam path arrangements have been tested in the literature
concerning biprism interferometry in order to achieve a wide separation together with
an acceptable (unmagnified) fringe distance (e.g. [179, 61, 180, 67]).
Concerning the reproducibility, visibility and sufficient magnification perpendicular
to the plate surface, a beam path with negative charged fiber, combining quadrupole
lens, two further dividing quadrupole lenses and one last combining lens turned out to
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Figure 5.7: Interference pattern
recorded with the delayline detector
connected to the electric network.
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Figure 5.8: Interference pattern
recorded with the delayline detector
connected to the car batteries.
be optimal. This finding is supported by two different ways of simulation.
First, the software package Simion is used where electric fields for given geometries
and trajectories of charged particles are calculated by means of finite difference meth-
ods. It is originally designed for the simulation of three dimensional lens systems and
is versatile applicable for our interferometer configuration. Successful calculations in
[5] were already done with Simion.
A second method for determining the beam path separation in our interferometer is
the use of general transfer matrices as known from ray optics. For that, all parameters
like voltage and distance of the relevant parts are inserted into MATLAB. The prop-
agation of the electron beam is hence calculated stepwise from one part to the next
one.
The following experimental data are entered in the program.
• Tip voltage: Ue = 800 V
• Distance from tip to biprism fiber: 78 mm
• Distance from biprism fiber to quadrupole lens: 30 mm
• Length of the quadrupole lens: lQP = 10 mm
• Inner radius of the quadrupole lens: dQP = 3.4 mm
• Diameter of the biprism fiber: df = 350 nm
• Distance from biprism fiber to grounded electrodes: R = 2 mm
• Distance from quadrupole lens to the middle of the plate: 51 mm
The transfer matrices represent the distance to the optical axis and its enclosed angle.
The beam is characterized as a vector with both components. As the beam traverses
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an optical element, the corresponding transfer matrix is multiplied to the beam vector
and thus changes the properties [155].
For free space distances it is simplyr2
α2

d
=
r1 + dα1
α1
 . (5.6)
where the angle α2 = α1 remains the same. For the description of the biprism fiber
the transfer matrix becomes more complicated concerning Eq. (2.10):r2
α2

f
=
 r1 + e · Uf ·
df
2mRv2x
α1 − pi2 ln (2R/df ) ·
Uf
Ue
 . (5.7)
The quadrupole lens shows a periodic behaviour in both, the x- and y- direction [150].
As we only consider the plane which is defined by both negative charged electrodes
and the tip position (x-z-plane, see Fig. 5.1), the transfer matrix becomesr2
α2

QP
=
 r1 cos (klQP) + α1 sin (klQP)/k
−r1 · k · sin (klQP) + α1 cos (klQP)
 , (5.8)
with a factor k =
√
UQP/(d2QP · Ue). For the total calculation of ∆x all matrices have
to be multiplied. Thereby, the starting point is the tip which is assumed to be on
the optical axis with zero lateral distance. The starting angle is supposed to be the
minimal angle where the beam barely does not strike the biprism fiber.
It has to be mentioned that for a precise calculation the diameter of the biprism
fiber is very decisive. This is another reason why the controlled fabrication process of
the fibers (see section 3.1.4) is important in our experiment. In former experiments
the fiber was drawn manually without being aware of the real diameter [66, 67].
In both simulations only the relevant parts for the beam separation are considered
while disregarding for example all apertures of the deflector elements. This, however,
is justified as long as the beam reaches the detector at all since the apertures can only
block the beam.
The voltages of the biprism fiber and the first superimposing quadrupole lens as
most important properties are both listed in Table 5.1.
5.3.3 Vertical magnification
In order to determine the magnification of the quadrupole lenses along the interference
fringes and perpendicular to the plate surface, the adjustable height of the gold plate
within the beam path is utilized.
Therefore, for several positions of the micrometer screw an image of the plate shadow
is recorded. The change of the height on the detector is associated to the adjustment
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−Uf [V ]
UQP [V ]
10 20 30 40
0.2 6.36 4.37 2.46 0.61
0.4 12.26 8.59 5.04 1.61
0.6 18.16 12.80 7.62 2.61
0.8 24.07 17.02 10.20 3.61
1.0 29.97 21.24 12.78 4.61
Table 5.1: Beam path separations at the center of the
gold plate in [µm] for different pairs of biprism voltage
Uf and first quadrupole voltage UQP.
travel of the screw. However, the angle of inclination of the wedge for moving the plate
has to be taken into account which is 22 ◦. That means that the change of direction
from horizontal to vertical needs to be modified by a factor of 0.4 .
Exemplarily, a series of images is presented in Fig. 5.9. The pictures on the left
side show the plate shadow which is moving upwards with increasing scale divisions.
The specification of the precise plate position is difficult insofar as the rim is blurred
due to electrons which are scattered from the surface or deflected from dust particles.
Moreover, the plate seems to be curved because of aberrations from the axis of the
quadrupole lenses.
However, the plate position is determined by corresponding numerical fits shown
in the pictures on the right side of Fig. 5.9. The intensity is averaged for each row
of the y-axis. Subsequently, a fit function of the form f(y) = a · arctan (y − b) + c is
applied with the fitting parameters amplitude a, displacement b and offset c. The plate
position is defined as the point with the biggest slope of the fit function. Here, the
change from the shadow area to the illuminated area is most distinctive. This point is
represented by the displacement b where the derivative of the arc tangent is maximal.
In the pictures, it is marked on the axis with red colour and with a dotted line in the
images.
As the detection area is circular and the created image from MATLAB rectangular,
a region with zero counts in the corners appears and leads to a drop of counts for
y > 10 mm. Thereby, the fit becomes worse. However, the plate position remains the
same.
The resulting values for the plate position in this example are −14.7 mm, −8.5 mm,
−2.4 mm, 3.6 mm, 9.6 mm, respectively. Thus, the mean difference from one image
to the next one is 6.1 mm. The plate thereby is moved fifteen scale divisions which
correspond to 60µm. In total, the vertical magnification in this example is easily
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calculated: 1 mm shift on the detector screen correlates to a vertical shift of the plate
of 9.8µm.
Noticeably, the plate movement is very linear which is important for a correct eval-
uation of the height determination.
The knowledge of the vertical magnification allows to estimate the length proportions
of detected interference fringes and to check if this magnification is sufficient to resolve
decoherence effects near the surface with respect to theoretical predictions.
5.4 Measurement series
The study of decoherence effects of free electrons near a gold surface is an ambitious
experimental undertaking which requires a thorough and careful handling of all inter-
ferometer parts. The sheer range of adjustable parameters of four double deflectors and
quadrupole lenses is enormous. Therefore, a lot of tests and runs were performed in
order to optimize the beam path concerning fringe contrast, count rate, magnification
and favourable position of the plate.
Particularly, a high count rate and magnification are in direct conflict of each other.
Thus, a compromise has to be found where the integration of several hundred thousand
particles takes place within an acceptable time (concerning dephasing drifts or signal
instabilities) and the magnification is sufficient. Besides, a too long integration time
increases the probability that the single-atom tip changes its emission properties. This
incident, which unfortunately happened many times, makes the measurement unusable.
In order to examine the decoherence effect dependent on the height z and beam
separation ∆x, the following beam path configuration is applied:
• The biprism fiber is set on negative potential compared to ground. The electron
wave is split and guided away from the optical axis.
• The first image rotating coil corrects a possible misalignment between fiber and
first quadrupole lens.
• The first quadrupole lens deflects the partial waves back to the optical axis.
• The magnification of the interference pattern is achieved by three further
quadrupole lenses. Two of them enlarge the pattern perpendicular to the fiber
axis whereas the last one ensures the magnification in z-direction.
Thereby, several demands on the beam path are fulfilled as for example a good beam
path separation over the plate, a resolvable fringe distance and a sufficient number of
fringes in the detector plane. In addition, the vertical magnification has to be chosen
properly so that the transition region from zero decoherence to complete decoherence
is captured in the active detector area.
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(a) Image of the plate shadow for a scale
division of 21.15.
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(b) Numerical determination of the plate po-
sition for a scale division of 21.15.
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(c) Image of the plate shadow for a scale
division of 21.30.
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(d) Numerical determination of the plate po-
sition for a scale division of 21.30.
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(e) Image of the plate shadow for a scale
division of 21.45.
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(f) Numerical determination of the plate po-
sition for a scale division of 21.45.
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(g) Image of the plate shadow for a scale
division of 21.60.
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(h) Numerical determination of the plate po-
sition for a scale division of 21.60.
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(i) Image of the plate shadow for a scale di-
vision of 21.75.
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(j) Numerical determination of the plate po-
sition for a scale division of 21.75.
Figure 5.9: In order to determine the vertical magnification, a series of images
at different positions of the micrometer screw is recorded. The screw is equipped
with a scale. The rotation about one scale division is equal to a vertical shift of
the plate of 4µm. To extract the plate position in the pictures (a), (c), (e), (g),
(i), a numerical fit is used in the corresponding plots (b), (d), (f), (h), (j) of the
amplitude along the y- direction. The result is marked both, by a dashed red line
in the image and on the axis in the amplitude plot.
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5.4.1 Variation of ∆x
The measurement series shown in Fig 5.10 represents only one among many other
examples where the images are qualitatively the same. Here, the aim is to vary the
beam path separation by applying different negative voltages to the biprism fiber. All
residual settings are kept constant to draw conclusions from this parameter.
In this measurement series a voltage of −1600 V is applied to the single-atom tip.
The counter electrode is biased with 160.3 V compared to ground. The biprism voltage
is altered from −0.45 V to −0.73 V which is equivalent with a beam path separation
between 5.86µm and 9.29µm. For recombining the electron waves, the electrodes in the
horizontal plane of the first quadrupole lens are on −29.4 V. For the magnification only
two of three further quadrupole lenses are biased with 1852 V and 296.6 V, respectively.
The evaluation routine is for all graphs the same. Firstly, the listmode file of the
detector, where all information of the recorded particles is stored, is read in MATLAB.
Subsequently, a straight line is fitted to the plate surface in order to rotate the data
and align the plate horizontally. Simultaneously, the data is limited to a selectable
rectangular image section. It is displayed by creating a histogram of the data with a
binning size of 0.05 . This factor defines the number of vector elements per class length
of the binning.
As a next step, the position of the plate is determined as described in section 5.3.3.
This is important to rescale the vertical axis and to set the zero point of the height z.
In order to correct a possible curvature of the fringes due to boundary fields of the
quadrupole lenses, a fourth degree polynomial of the form ax4 + bx3 + cx2 + dx + e
is fitted to the fringes. Therefore, six points in the histogram are selected manually.
The fringes get straightened by modifying the horizontal axis with the yielded fitting
parameters a, b, c, d, e. With that all fringes are perpendicular to the plate surface.
A final cut of the image section is now reasonable where the limits need to be
set properly with respect to the interference pattern width. A too big image section
would downgrade the contrast determination as a major part would not be covered by
the fringes. A too small image section would cut off fringes and lose information of
the interference pattern. In Fig. 5.10 a horizontal width of 24 mm of the detector is
examined. It is slightly more than half of the diameter of the detector area (40 mm).
The upper limit in vertical direction is decisive for the number of data points. It
should be chosen as big as possible to make sure that the interesting contrast transition
lies within this region. However, the circular shape of the detector has to be considered
when a rectangular image section is extracted. The upper corners must not protrude
from the active detector area.
With the well prepared image section of the original recorded data the contrast is
determined for different heights. Therefore, the image is split into horizontal slices
consisting of 15 pixel lines. The number of slices is again decisive for the number of
data points.
For each slice, the intensity along the fringe direction is averaged to I0. Subsequently,
the intensity distribution is fitted by the model function
I(x) = I0 ·
(
1 +K · cos
(
2pix
s
+ Φ0
))
· sinc2
(
2pix
s1
+ Φ1
)
. (5.9)
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(b) ∆x = 5.86µm.
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(c) Uf = −0.51 V.
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(d) ∆x = 6.54µm.
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(e) Uf = −0.56 V.
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(f) ∆x = 7.23µm.
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(g) Uf = −0.62 V.
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(h) ∆x = 7.92µm.
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(i) Uf = −0.67 V.
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Figure 5.10: Measurement series of the fringe contrast for different biprism
voltages Uf in order to vary the beam path separation close to a gold surface.
On the left side the recorded image from the detector is shown where the plate
surface is at y = 0 mm. The graphs on the right side illustrate the corresponding
contrast of the fringes depending on the height z. Here, 1 mm on the screen
correlates to 3.7µm in vertical direction. Every data point is determined by a
numerical fit of the averaged intensity distribution of 15 lines. The error bars
result directly from the fit. For comparison the theoretical curves of [99, 100, 69]
are plotted, too.
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Due to the similarity to the double-slit experiment analysis, a sinc-function envelopes
the distribution. The phases Φ0,Φ1, the fringe distance s and the width s1 of the
sinc-function have to be set manually as fitting parameters in order to achieve the best
possible fit result. However, not every fit shows a good agreement with the experimental
data regardless of the used parameters. That is due to peak fluctuations and imperfect
periodicities. Thus, for every slice an error of K is yielded. The error bars in Fig. 5.10
are symmetric around the fit value.
Every image slice is optimized concerning the contrast K which is associated with a
specific height. Finally, a graph is obtained with all contrast values plotted against its
corresponding height values. The z-axis has to be rescaled taking into the account the
vertical magnification of section 5.3.3. Here, a vertical length of 1 mm on the detector
screen is equivalent to 3.7µm over the plate.
The analysis of the contrast K as a function of the height z in all images of Fig. 5.10
shows that no significant decoherence process of free electrons interacting with a gold
surface is observable. All data points are at least at 50 % of the maximal contrast value
which is set to unity in each graph.
Fig. 5.10b exhibits a nearly constant run of the curve. In Fig. 5.10d, 5.10f and 5.10h
there is only a slight drop of the contrast near the surface. This may be due to decoher-
ence but other influences such as edge effects of the plate rim and a blurred borderline
cannot be excluded. Fig. 5.10j and 5.10l even offer an extraordinary fall of the curve
at z ≈ 50µm that is probably due to inhomogeneities in the detection efficiency.
In summary, it can be stated that with the rather limited beam separation and
contrast measurement accuracy of the current setup, a decoherence effect is implied
but cannot be verified without doubt. This experimental result comes for every careful
executed measurement series which was performed with the described interferometer.
For comparison all three theoretical approaches of section 2.2 are plotted in Fig. 5.10.
Thereby, Machnikowski’s [99] and Anglin & Zurek’s [98] treatments seem not to
describe well the observed behaviour of free electrons interacting with a gold surface.
The height scale where the quantum-classical transition takes place deviates for both
completely. Machnikowski predicts the effect on considerably higher z, merely the
tail of the blue curve can be seen in the graph. His theory can therefore be clearly
precluded by our experimental data. On the other hand Anglin & Zurek calculate
a too weak effect where the transition is in the sub-µm range. This is simply due to
the direct dependency of the rather high conductance of gold in Eq. (2.42).
At first glance the theory of Karstens & Scheel [100, 69] tend to be most promis-
ing in its predictions for the present measurement series. The order of magnitude of the
transition is realistic and most of the error bars overlap with the green curve. However,
no accurate and highly resolved data near the plate is available and thus, the first few
data points are obviously too high. Especially the region between z = 0 − 20µm is
not sufficiently covered and illustrated. However, it needs to be noted that the exact
position of the surface can also only determined with an error shifting the experimental
data and theoretical calculations along the z-direction.
Unfortunately, when the measurement series was recorded the experimental circum-
stances did not allow any further magnification of the relevant region with an adequate
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count rate and without changing the emission properties of the tip. Also, desirably
greater beam path separations were not possible to achieve. A higher biprism voltage
requires a higher magnification to resolve the decreasing fringe distances. However, a
further drop of the count rate combined with increasing demands to the stability of
the electronic supplies could not be compensated.
Moreover, a number of only 3 · 105 recorded particles in each measurement does not
allow a proper g(2)- analysis of dephasing effects for each 15-line horizontal section sep-
arately. The integration time of each measurement was at approximately 25 minutes.
Thereby, the stress to the tip and a potential change is hard to estimate.
5.4.2 Variation of the incident angle
A mandatory requirement for measuring decoherence effects is a parallel beam trajec-
tory above the gold plate. Only then, the partial waves keep a constant distance to the
surface and the decoherence effect becomes highly intense. In addition, all theoretical
treatments are only valid for a parallel beam.
The vertical aligned electrodes of the deflector elements allow to manipulate the
height and the angle of the beam with respect to the plate surface. By combining sev-
eral deflectors in series, a ”beam walk” can be executed by analogy with optical lasers
and mirrors. Basically, a double deflector before and after the gold plate enables the
optimization of the beam trajectory with regard to a parallel traverse. As can be seen
in Fig. 5.11, an angular incident wave package at the entrance of the setup is aligned
by a combination of deflector elements such that the region of the gold plate is crossed
in constant distance.
Ud,up
wave packet
gold plate
deflector electrode
Figure 5.11: Schematic sketch of a possible beam path before and after
the plate (not to scale). An angular incident wave package is aligned
parallel to the plate surface by using a combination of deflector elements.
However, during experimental work it remains unclear in the first instance if the par-
allelism is achieved and how it can be verified.
One possibility is to pay attention to dust particles on the surface which become
electrostatically charged when hit by the electrons. Even with greatest care, the pres-
ence of dust can not completely avoided which, in principle, is very unwanted. In [67]
it is taken advantage of this effect for a silicon plate. While the voltage of the deflector
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adjusting the angle before the plate is varied, the changing contour of the plate rim is
observed which allows to draw useful conclusions.
But due to a considerable better conductivity of the gold surface, this effect turns
out to be less distinctive and thus, it is more difficult to rate the current viewing angle
of the plate during experimental alignment. Charges flow off quickly.
Therefore, a second method is applied in order to provide a cross check. The idea
is to analyze the number of counts in the vicinity of the plate. If the surface is not
orientated parallel to the beam, the latter impacts with a certain angle and releases
both, backscattered and secondary electrons. Both contributions increase the detected
intensity which is observed on the screen as a bright line. On the other hand, if the
beam hits the plate from below its surface level, details of the coating and irregularities
in thickness become more visible. Dark jagged areas near the surface appear and the
boundary line of the plate smears out. Here, the summarized number of counts in these
lines should be lowered.
In order to calculate the distribution of the number of counts for a given image, the
plate position is determined as described in section 5.3.3 firstly. Starting from there,
the residual recorded image is split into a selectable number of lines in which all con-
tained counts are summed up. The number of counts for a certain quantity of lines
is plotted against their height z. An example is shown in the measurement series of
Fig. 5.12.
For a non-parallel beam, it is expected that some lines exhibit additional electrons
or a lack of them and thus, a higher or lower number of detected counts. Thereby, the
number of lines which are summarized determines the number of data points.
In the measurement series of Fig. 5.12 the beam path separation is kept constant
with 5.58µm but the angle of the incoming electron beam is varied. It is achieved by
applying different voltages Ud,up to the upper deflector electrode before the gold plate,
as denoted for the images on the left side. The value ranges from +12 V to −12 V
compared to ground.
The analysis of the contrast for each deflector configuration is carried out in the
same way that is described in section 5.4.1. Again, no evident predication can be made
whether there is a decoherence effect observable. The curve progression in all pictures
is similar to the ones of Fig. 5.10.
However, the graphs on the right side of Fig. 5.12 offer a clear trend. Starting with
5.12b, where the beam is attracted strongly towards the upper deflector electrode, the
first data points up to z = 10µm are of interest and become modified with decreasing
Ud,up. In Fig. 5.12b and 5.12d the number of counts is lowered in this region due to
a segregated electron beam from below the plate. As the angle between beam and
plate approach to zero, all the electrons reach the detector without being blocked or
scattered, see Fig. 5.12f. Obviously, this is the situation where the beam traverses the
plate in constant distance. Further decreasing of Ud,up again causes a non-zero angle
between beam and plate which results in backscattered and secondary electrons. This
action can be seen in Fig. 5.12h, 5.12j, 5.12l and 5.12n with growing strength.
A raise of the number of counts for z ≥ 50µm is also explained by the generation
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Figure 5.12: Measurement series of the fringe contrast for different voltages
Ud,up of the upper deflector electrode right before the gold plate. Thus, the angle
between the electron beam and the plate surface is varied. On the left side the
graphs of the contrast analysis are shown. Every data point is achieved by fitting
the intensity distribution over 15 lines. The error bars directly result from the fit.
The corresponding graphs on the right side illustrate the number of counts per
(horizontal) slice. 10 lines are combined to a slice where the number of counts is
averaged. These pictures allow to roughly estimate the degree of parallelism of
the electron beam.
of stray electrons, namely at the edge of the aperture of the plate holding assembly.
This is because the image section for analysis is chosen as large as possible and thus,
cut out near the edge. In fact, there are two apertures with 2 mm diameter located at
the entrance and exit of the plate assembly. With a length of 30 mm the angle between
beam and plate is already limited to maximal 3.8 ◦.
The presented method allows to check the parallelism between the electron beam
and the gold plate with good reliability. Thereby, the optimal configuration of the
deflector element before the plate can be determined. However, this method can only
be applied after the measurement is finished when the recordings and extensive analysis
routine are finished. Nevertheless, it offers a new possibility to examine the parallelism
in a more quantitative way which is used for posterior ongoing measurements. The
measurement series of Fig. 5.10 is an example where the parameters are optimized by
this method.
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A next step in the study of decoherence is to expand the experimental setting to more
decisive parameters. In principle, the mechanism of decoherence is besides geometric
properties dependent on the concrete material properties as well as on the temperature
and the electronic structure of the model system. The existing biprism interferometer
is well suited for the swap of the material acting as the decoherence environment and
for creating electron superposition states in general. With an additional implemented
cryostat a wide temperature range of the plate can be tuned.
Here, a potential application of a cryostat system in the interferometer is planned
and examined in order to study decoherence effects of electrons with a superconducting
surface. Especially the fundamental question of the interaction between the beam
electron superposition states and Cooper pairs shall be given.
6.1 Technical description of the cryostat
The cryostat ST-400-2-NM Ultra High Vacuum Continuous Flow Cryostat System is a
commercial product of the company Janis Research LLC, USA. The decoherence plate
is attached to a cold finger which can be run with either liquid nitrogen (LN) or liquid
helium (LHe). Moreover, integrated coils made of phosphor bronze (an alloy of copper,
tin and phosphorus) allow to heat the sample. This alloy is widely used in cryogenic
physics since a good electrical conductivity is paired with a low thermal conductivity.
Thus, low temperatures can be reached without adding too much heat into the system.
The total temperature range of the cryostat is specified between 2 K and 500 K.
The LN or LHe is continuously guided through a highly insulated transfer line to a
copper sample mount where the decoherence plate is fixed. Thereby, the flow of the
cryogens is regulated with a needle valve in the transfer line.
The cryostat system is basically equipped with the following components:
• The sample mount is at the end of the cold finger. It is a gold-plated copper
base where the sample, e.g. the decoherence plate is mounted. For that purpose,
four M3 tapped holes are provided. The sample mount has an integrated heater
and thermometer to control the temperature of the sample. Heating coils and
thermometer are not in the UHV.
• The radiation shield is a cylinder surrounding the sample mount and a long
region of the transfer line within the UHV. The upper end is fixed to a thermal
anchor on the stainless steel section of the cold finger. Again, it is made of gold-
plated copper. The shield ensures to yield low temperatures by intercepting room
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temperature radiation and reducing heat load on the sample. Since we want to
lead electrons nearby the decoherence plate, the shield has to be provided with
two conical holes in beam direction. Probably, this will increase the minimal
achievable temperature at the sample but should still be sufficient for using nio-
bium with a critical temperature of TC = 9.2 K. It should be noted that this
critical temperature is valid for atmospheric pressure. However, niobium does
not show a strong dependence on pressure, neither for vacuum nor for the GPa
range [181].
• A highly insulated transfer line guides the cryogenic liquid from the storage
dewar to the sample mount. Both, a vacuum insulation and a multilayer material
insulation make sure that minimal cryogenic losses occur. The coarse vacuum
in the line can be established easily with a rotary vane pump connected to an
evacuation valve. Furthermore, the cryogenic flow within the line is regulated by
a needle valve in order to set together with the heating filament any arbitrary
temperature at the sample. The transfer line includes a flexible section of 183 cm
and a 122 cm long storage dewar leg. A 90 degree elbow on the cryostat leg is
customized to our laboratory dimensions.
• Two electrical feedthroughs are allocated on CF40 flanges on the cryostat
body. A standard 8 pin feedthrough allows to control the internal heater and
thermometer wiring and a 6 pin UHV feedthrough leads directly to the sample
mount in the UHV. However, this UHV pin stays idle in our application.
• A temperature controller of the company Lake Shore offers two sensor inputs
with PID control loops. This feedback mechanism calculates the difference be-
tween a desired control temperature and the measured temperature by means
of a 24 bit A/D converter. A control function either in proportional, integral
or derivative terms is applied for correction. The computer communication is
executed via a parallel general purpose interface bus (GPIB) system employing
sixteen signal lines. Thus, the desired temperature is maintained by applying
power to the control heater.
In Fig. 6.1 the cryostat system is depicted. It is mounted on the vacuum chamber by
a rotatable CF40 flange. The radiation shield and the sample mount are then located
in the UHV. The UHV feedthrough is also mounted on a CF40 flange whereas the
temperature control only requires KF (Klein Flange) connection since it is only in the
helium transfer tube but not in the UHV environment. The sample on the cold finger
can be accessed by removing the radiation shield. Once the upper M3 screws of the an-
chor are loosened, the shield can be carefully slid off the anchor. Scratches on the gold
plated surface of the shield should be avoided to ensure a good shielding performance.
For the mount of the gold plate, four tapped holes at the bottom of the cold finger are
provided. Two holders were designed in order to establish a good thermal contact of
the plate while leaving two sides of the plate blank. Above those two blank sides, the
electron beam can cross without an obstacle. In Fig. 6.2 a more detailed look on the
sample mount is shown. The transit of the electrons through the shield is provided
via two conical apertures with only 1 mm diameter. Regarding to secondary electrons,
a conical shape is beneficial. Moreover, small holes minimize the thermal load on the
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plate and allow only for a maximal inclination of 2 ◦ of the beam with respect to the
plate.
radiation shield
gold plate
sample mount
anchor
bellows
UHV feedthrough
exhaust port
heater feedthrough
CF40 flange
inlet port
Figure 6.1: Drawing of the continuous flow cryostat system. LHe or LN enters
the cryostat through the inlet port where the transfer line is inserted and a snug
connection is built. The fluid reaches the sample mount region and eventually cools
down our fixed decoherence plate at the bottom. For a faster and more efficient
cooling, a mechanical vacuum pump can be attached to the exhaust port. The
radiation shield encompasses the whole cold finger. It is mounted by an anchor. In
order to move the plate vertically, a bellows is placed between chamber and cryostat
flange which allows for an accurate position adjustment in the micrometer range.
In order to move the plate vertically into the beam path of the electrons, a bellows with
two CF40 flanges is placed between the vacuum chamber and the cryostat. This bel-
lows is driven automatically by a motorized linear actuator with 100 mm of travel. The
actuator is powered by an electronic unit including a stepper motor and its controller
with a digital readout option with 12.7µm resolution. A RS-422/485 communication
with the computer is available to adjust any desired position of the plate. This is a big
advantage compared to the micrometer screw combined with the wedge of the plate
assembly since lost motion and non-linear shifts are avoided. However, particular care
has to be taken to not bounce with the radiation shield on the metallic interferometer
bench when placing the gold plate in the optical axis. This will be a great challenge as
there is no visible access while doing that. Both, simulations with a 3D computer-aided
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design (CAD) software were performed and precise measurements of the chamber and
part dimensions were taken in order to estimate the critical position of the bellows.
Assuming the surface of the gold plate is 3 mm distant from the floor of the radiation
shield (adjustable via the anchor), there is only 1.8 mm vertical space between the radi-
ation shield and the metallic interferometer bench. The outside diameter of the shield
is 33 mm which is bigger than the gap of the interferometer bench. Another issue is
the precise position of the interferometer in the horizontal plane. Since the cryostat
position is specified by the flange on the chamber top side and only vertical movement
is possible, the interferometer must be positioned in the chamber with high accurate-
ness. Moreover, the interferometer position must be the same after every demounting
and opening of the chamber, e.g. for replacing the emitter.
radiation shield
∅ 33 mm
conical aperture
∅ 1 mm
gold plate
cold finger
∅ 25.4 mm
M3 screw
2 m
m
electron beam
Figure 6.2: Closer look on the cold finger of the cryostat. The gold
plate is mounted by two holders with M3 screws. Due to its tight contact
and the surrounding radiation shield, the plate is expected to reach low
temperatures of a few Kelvin. The electrons traverse parallel to the gold
plate through two conical apertures of only 1 mm diameter. Thus, the
angle of the beam with respect to the plate can not exceed 2 ◦.
Therefore, two pedestals were designed in which the interferometer bench is fixed with
four protruding grub screws. The cross section is a circular segment and fits the inner
diameter of the Mu-metal shielding of 78 mm. Fig. 6.3 shows a sectional view of the
most relevant parts for positioning the interferometer. The interferometer bench is
fixed to the pedestal by two M3 grub screws on the left and right side of the bottom
plate which are dimpled in the pedestal and bear on the Mu-metal shield surface. Since
the bench has a slight torsion in length direction, the grub screws are used to achieve
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an upright position. The Mu-metal shield is kept centered by three M3 screws from
a holding ring. This ring in turn is tightly connected to the inside of the vacuum
chamber by three M4 screws. Fig. 6.3 is a view from behind but looks in principle the
same from the other direction. For simplification, no interferometer parts clamped on
the two ceramic rods are shown. The holding ring is not continuous along the bench
length of 450 mm but only placed at both sides. Of course, the Mu-metal shield is con-
tinuous but has to be modified in order to mount the pedestals and to guide through
the radiation shield of the cryostat. It is tried to keep the holes as small as possible to
avoid a significant loss of shielding. Therefore, two M2 tapped holes at both sides and
one hole with 35 mm diameter right in the middle of the Mu-metal shield are drilled.
radiation shield
∅ 33mm
holding ring
∅ 92mm
interferometer bench
mu-metal shield
∅ 80mm
pedestal
ceramic rod
∅ 8.5mm
M3 grub screw
M4 grub screw
Figure 6.3: Cross section of the interferometer bench and surrounding
parts. With two grub screws on the left and right side of the bottom
plate, the interferometer bench is fixed to the pedestal (red area) and
they allow to correct a possible torsion of the bench. The pedestal is
mounted to the Mu-metal shield by a screw at the bottom. This shield in
turn is connected to the chamber (not shown) by a holding ring. Three
M3 screws keep the Mu-metal shield in a centered position and three
M4 screws form a tight connection to the chamber.
However, compared to other commercial cryostat systems the active diameter of the
cold finger of 25.4 mm is rather small and thus well suited for our application. Further-
more, by implementing solely nonmagnetic materials in the vicinity of the cold finger
no magnetic disturbance of the electron beam will occur.
For a further research of decoherence effects near surfaces, the following plate mate-
rials and their properties seem to be interesting candidates:
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• Niobium is a soft and ductile transition metal. It is one of three elemental
type-II superconductors forming magnetic vortices above a certain critical field
strength due to energetic considerations. The Meissner effect is therefore not
exhibited completely. As described earlier, the critical temperature is TC = 9.2 K
for atmospheric pressure but does not vary too much in vacuum [181]. Because of
that a decoherence plate coated with niobium is well suited to implement it into
the cryostat and run it with LHe to achieve superconductivity. Since previous
decoherence effects base on the Coulomb interaction between beam electron and
electron gas of the material, a deeply interesting new situation will occur when
Cooper pairs come into play. Will the interaction be similar or will a new effect
arise? And how to deal with a zero electric resistivity? For the fabrication of
niobium surfaces, a high vacuum coating plant in the local affiliation and lots
of experience is available. However, the critical temperature of niobium strongly
depends on the purity of the metal. Great care in the fabrication process is
therefore essential.
In addition, the resistivity for normal conducting niobium is ρ = 1.52 · 10−7 Ωm
for room temperature and lies between gold (ρ = 2.2 · 10−8 Ωm) and p-doped
silicon (ρ = 1.5 · 10−2 Ωm). As a metal, niobium shows a linear dependence of
the resistivity with respect to the temperature [182]. It is therefore preferable to
study decoherence effects with a niobium surface over a wide temperature range.
Thus, the resistivity is tuned and comparisons to earlier results can be made [66].
• Yttrium barium copper oxide (YBCO) is a famous representative of high-
temperature superconductors [183]. With a specific crystalline arrangement of
copper and oxygen (perovskite structure consisting of layers), this cuprate reveals
astonishing characteristics like a critical temperature of TC = 92 K. Therefore,
it is possible to cool down YBCO to the superconducting phase with only liquid
nitrogen. Not only the high TC is a surprising feature which cannot be explained
by the microscopic BCS theory [184], but also the fact that YBCO is a ceramic
compound and not a metallic conductor. However, YBCO has a rather low
resistivity in the normal conducting phase of ρ ≈ 10−5 Ωm for room temperature
and shows again a linear curve progression within the operating range of our
cryostat [185].
The fabrication process and its accompanying properties of YBCO is well docu-
mented in literature. In our department it is possible to manufacture a YBCO
layer of 100 nm thickness on a strontium titanate substrate (STO). For already
20 nm layer thickness, good superconducting properties become apparent [186].
However, the surface roughness of approximately 10 nm is slightly worse than
for the gold coating on a piece of silicon wafer. Furthermore, it is known that
heating of the YBCO layer with 150 ◦C for weeks leads to oxygen diffusion of the
material and lowers the critical temperature [186]. As we need a bake-out of the
chamber for a few days in order to reach an optimal pressure, it has to be checked
if the superconducting material will resist this thermal strain. As for niobium,
the purity of the YBCO surface is also decisive to ensure superconductivity with
liquid nitrogen.
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• An interesting candidate for testing decoherence properties over a wide resistivity
range of the plate seems to be vanadium dioxide. VO2 is a dark solid compound
which appears in different configurations. At around 65 ◦C a reorganization of
the crystalline structure takes place. Below and above this point, the electric
and optical properties vary strongly [187]. The oxide is therefore suited for a
wide variety of applications involving thermally activated electronic or optical
switching devices [188]. A detailed examination of nanowires of VO2 offered
that the metal-insulator transition is accompanied by a triple point with one
metallic phase and two insulating phases [189]. The metallic phase is entered
within picoseconds when increasing the temperature above the triple point. By
chance reference [190] describes some measurements which perfectly fit to our
setup. A sample which is also square in shape with d = 95 nm is tested with
various sweep rates of the temperature around the triple point. A hysteresis loop
is recorded for increasing and decreasing temperatures. Importantly, the sheet
resistance (ρ  = ρ/d) drops from ρ  ≈ 106 Ω at 25 ◦C to ρ  < 103 Ω at 90 ◦C
which is a difference of more than three orders of magnitude. The sweep rate of
the temperature has no significant influence on this result.
With our cryostat system, this massive resistance change is therefore easily to
achieve. However, a Si/SiO2 substrate is used in combination with pulsed laser
deposition of the vanadium dioxide at ≈ 600 ◦C [190]. The physical outcome of
this process is similar to thermal evaporation which relinquishes to laser beams
and can be executed in our facilities. Nevertheless, a cheaper and more efficient
process for vast areas is preferably desired. A broad overview of fabrication meth-
ods is presented in [191]. The choice of preference is again magnetron sputtering
as it is used for coating the biprism fiber with gold-palladium. Sputtering is
the most common physical vapour deposition process for growing thin films of
VO2. The advantages like film uniformity, scalability to larger substrates and
deposition efficiency are quite obvious. An argon ion discharge is trapped by a
permanent magnet to enhance the ion bombardment on the vanadium target.
The sputter rate in an argon-oxygen atmosphere is increased. Many studies were
taken to standardize the influence of the process parameters (temperature, oxy-
gen partial pressure, plasma ratio of oxygen and argon, voltage at the target)
with respect to the thin film [192, 193].
The interaction between a moving charge in the vicinity of a surface in the supercon-
ducting phase is an open question in general. There are three crucial properties for
a superconductor. Not only the critical temperature TC , but also a critical magnetic
field BC and a critical current density ~jC influence the stability of the superconducting
phase. All of them are in direct link to each other [194], see Fig. 6.4. For example,
the empiric finding BC ∝ (1 − T/TC)2 states that with increasing magnetic field the
critical temperature TC decreases.
A first theoretical description of superconductivity was given by the brothers Lon-
don in 1935 when they proposed a frictionless motion of a superconducting electron
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density ns in terms of the time derivative of the current density [195]:
∂~j
∂t
=
nsq
2
m
~E . (6.1)
In principle, it is a variation of Ohm’s law. By taking the curl of Eq. (6.1) and using
Maxwell equations, a characteristic length turns out. This London penetration
depth is calculated to λL =
√
m/µ0nsq2. A differential equation
∇2 ~B = 1
λ2L
~B (6.2)
can be obtained which describes an exponential decay of the magnetic field in the
superconductor in the order of λL. The experimental observed Meissner effect is
therefore well explained. Moreover, a further result is that shielding currents arise in
a thin layer near the surface in order to expel the magnetic field. Thus, a critical field
Bc will exist since the superconducting state cannot maintain arbitrary high currents.
It is proportional to the penetration depth and the critical current density, Bc ∝ λL jc.
~j
~jC
T
TC
B
BC
Figure 6.4: Qualitative limits of the criti-
cal properties temperature, magnetic field and
current density of a superconductor. Within
the three-dimensional space the superconduct-
ing phase prevails.
In order to understand the decoherence mechanism between an electron and a su-
perconductor, it is indispensable to describe the electromagnetic interaction of the
electron and the superconductor firstly. However, this probably is a difficult under-
taking as the analytical description of the interaction between the induced field of the
electron and the supercurrents near the surface becomes complicated. Usually in clas-
sical electromagnetism, a given charge distribution ρ(~r) is used to calculate the electric
potential Φ(~r) with respect to boundary value conditions. Here, the Poisson equation
∆Φ(~r) = − 1
ε0
· ρ(~r) must be solved appropriately.
In a superconducting state there is an attractive interaction between electrons on
the Fermi surface which leads to the formation of Cooper pairs trough the exchange
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of phonons. Within the framework of the widely accepted BCS-theory, these Cooper
pairs, consisting of two electrons with opposite momentum and spin, are responsible
for many electronic properties of the superconductor [184]. Yet, the application of the
Poisson equation on Cooper pairs in the superconducting material is not clear. The
issue of the interaction between electron waves and Cooper pairs is of great relevance
and is crucial for the decoherence measurement of electrons near a superconducting
surface. To my knowledge, there is neither a theoretical nor an experimental work on
the question of how the superconducting state is influenced by a free moving charge or
an arbitrary electric field.
Hereby, many facts will play a role: the critical current and magnetic field is ex-
tremely dependent on the crystal orientation of the superconductor. The angle of
propagation is relevant. Also, deformations of the crystal lattice have significant influ-
ence on the critical properties and hence the interaction. The choice of the substrate
is thereby important. Those properties and features have to be determined experi-
mentally at the particular workpiece. Furthermore, it remains unclear if the moving
electron interacts only with the Cooper pairs or the normal conducting electrons in
the superconductor. The London equations describe the electrodynamic of a super-
conductor neglecting the normal conducting component completely. For slow varying
currents in time this is justified, but for fast varying currents the normal conduct-
ing electrons become accelerated and produce losses by scattering. For that reason,
a superconductor can carry only dc currents without loss. Ac currents experience a
resistance.
Assuming a typical electron count rate at the detector of 106 Hz and a velocity of
1.88 · 107 ms−1 when applying an emission voltage of 1000 V. Thus, the electrons need
5.3 · 10−8 s to traverse the one meter long chamber. That means that in average only
0.053 electrons are in the interferometer at the same time. Even by taking into account
that the field emission is a Poisson process with time distances between consecutive
electrons in the µs range [196, 3], one can reliably presume having only one single
electron near the superconductor at a given time.
From the view of the superconductor a magnetic field is formed according to the
Lorentz transformation of electric and magnetic fields [197, 198] which may disturb
the superconducting phase and has to be considered for precise estimations of the
interaction between the beam electron and the superconductor. In [199] the magnetic
field is derived by transforming from the static electric field of the point charge’s rest
frame into a relatively moving frame. Due to its shape the magnetic field passes rapidly
the surface with steep rising and falling edges. However, the specific field distribution
of the moving electron is not simply spherical as one might expect. In principle this
is a consequence of the hairy ball theorem which states that a tangential vector field
on a spherical shell must vanquish at least at one point [200]. Because of symmetry
considerations this instance is valid for the tangential component of a magnetic field on
all points of the surface. Only a constant radial component remains. If it is non-zero
then it must be a magnetic monopole which is forbidden by the Maxwell equations.
In other words: ∫
S
d3r∇ ~B = 0 =
∫
∂S
d2r ~B = 4pir2S · radial(B) . (6.3)
Since the magnetic field of a moving charge does not vanish, it cannot be spherically
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symmetric. Moreover, the ac-effect in a superconducting material has desirably to be
analyzed theoretically.
In literature, there are values for the critical field BC and the penetration depth λL
but must be treated with some reservation as every experimental situation is different.
It is for niobium BC ≈ 200 mT and λL ≈ 40 nm, for YBCO BC ≈ 160 mT and λL ≈
140 nm [201]. The situation becomes even more complicated for thin films of thickness
d when λL ≥ d. Then, the critical field and current have to be modified to [194]
BC,d = 2
√
6BC
λL
d
, (6.4)
jC,d =
√
2
12pi
√
3
cBC
λL
. (6.5)
Also, the Meissner effect has to be considered since the moving electrons induce
a magnetic field which has to be shielded by supercurrents from the surface. It is
then interesting to see whether these currents move along with the beam electrons
and generate hence a which-path-information. In contrast to a normal conductor, the
interaction of the electrons with the supercurrents may lead to a deflection of the
electron trajectory. Moreover, since the critical current of the superconductor depends
on temperature and magnetic field and is maximal for T = 0 and B = 0, a significant
change of the electron count rate of the single-atom tip is possibly able to cause the
transition between normal and superconducting phase when the temperature is kept
near TC . Either by exceeding the critical current or the critical temperature, the
transition probably leads to a spontaneous change of the contrast of the interference
pattern.
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Single-particle interferometers offer a wide range of applications due to their high phase
sensitivity and versatile operation possibilities. A long historical development culmi-
nated for example in the detection of black holes [40], separated Bose-Einstein con-
densates on an atom chip [202], tests of quantum information processes via neutrons
[203] or interferometry with charged particles in general [24]. Hereby, biprism electron
interferometers played an important role as trailblazers for plenty of scientific activities
[204]. The presented thesis largely conforms with the canon of prosperous experiments
towards state of the art hybrid quantum systems, where the precise understanding of
the classical-quantum border is essential, and promising applications in the field of
sensor technology [95, 205].
In order to embark this path, typical deficits in electron interferometry like unpre-
dictable emission processes or ineffective detection methods had to be characterized
and improved. Thereupon, the already existing interferometer setup was modified.
Many parts were adopted and checked for their suitability. Existing procedures and
mechanical handlings had to be called into question.
Particular attention was paid to the field emitter. It is the most crucial but at the
same time the most fragile component of the interferometer. Here, the emission of
coherent electrons takes place which is associated with substantial requirements to this
dynamical process.
The implementation of a single-atom tip into the interferometer was synonymous
with a drastic improvement of data acquisition. The brightness was increased notably
compared to conventional cold field emitters. The reduction of the source size to only
one emitting atom enhanced the spatial coherence of the electrons. Moreover, stability
problems of former experiments, where the emission center changed from time to time
[56], have been overcome due to energetic and formation reasons. An absolute fixed
emission center of the SAT is advantageous for the adjustment of all experimental
parameters and the recording of interferograms with high contrast. Furthermore, after
several hours of working the tip condition can be regenerated with a simple heating
procedure. In contrast to earlier experiments, the initial beam properties become re-
established reliably.
In this work it could be demonstrated that all beneficial features of a SAT become
even more apparent in a biprism interferometer.
Thereby, it is made use of a well-known technique where the intensity of an electron
source is increased. Two counter electrodes are placed in front of the SAT. While the
SAT is biased with a negative polarity, the first counter electrode is set to a positive
voltage and the second electrode is grounded. Besides a tunable and considerable
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higher signal rate, the question of the preservation of the coherence had to be clarified.
Due to acceleration and deceleration effects it remained unclear if the coherence of the
electrons is lowered or even lost. However, by means of interferometric measurements it
could be shown that this is not the case for the application of such an electron gun. The
analysis of a measurement series regarding the interference pattern periodicity, number
of fringes and interference contrast showed that the electron energy and the transversal
coherence of the electrons are kept constant, independent of the applied voltage to the
counter electrode. At the same time the intensity of the electron beam was increased
by a factor of 6.4 similar to the Fowler-Nordheim relation. On the basis of shifting
wave packages with a Wien filter it was possible to evaluate the longitudinal coherence
length to 82 nm. The corresponding energy width is an important value for field emitter
and could be stated for our single-atom tips to 377 meV. Again, these values remain
unchanged for different counter electrode voltages.
Moreover, the setup enabled the generation of slow coherent electrons with energies
well below the extraction limit of the tip. The required energy for the conducting
electrons of tungsten to tunnel into vacuum is then provided mostly from the counter
electrode. With a counter electrode voltage of 1378 V the generation of 600 eV elec-
trons succeeded combined with a reasonable count rate of 1138 Hz. These electrons
built up an interference pattern with a contrast of 37.7 %. The energy of the free
electrons always correspond to the tip potential. It was verified in this thesis by beam
path simulations. Depending on the current tip status and on the experimental circum-
stances, there is no principle border for low-energy electron interferences in a biprism
interferometer.
The presented electron gun design is of major relevance in all applications where
intense beams of coherent or slow electrons are required. To name just a few, there
are microwave chip-based designs [74], electron diffraction microscopy [108, 109, 157]
and sensitive sensors for inertial forces [63]. Of course, the concept is also applicable
to interferometers with ionized atoms [56, 24].
In a nutshell, the used electron gun design has three advantages for single-particle
interferometry:
• The signal rate at the detector is increased and allows to adjust the beam tra-
jectory more easily. In particular, it is helpful when the interference pattern is
strongly magnified.
• The detection of a lot more particles is provided within a realistic integration time.
On the other hand, for a desired number of recorded particles the integration time
is lowered and the risk of a change of the tip shape during the measurement is
decreased. Also, the accurateness of a potential correlation analysis is increased
with an increasing number of hits.
• The gradual reduction of the electron energy for a given tip allows to increase
the strength of interaction with the gold plate and the environment in general.
Potential sensor applications become more sensitive.
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Another important technical improvement regards the detection method.
Until the last two decades the usage of a phosphor screen was the primary choice to
visualize charged particles in biprism interferometry. Followed by a camera system
the images could be transferred to a computer. However, this procedure offered sev-
eral drawbacks such as a lack of temporal information, damaged dark regions in the
fluorescent layer, inability of long-term integration and a low resolution of the chip.
According to practical considerations, the camera had to operate in absolute darkness
which impeded an instantaneous adjustment of the electron beam largely.
With the purchase of a delayline detector entirely new opportunities opened up.
The described problems with the phosphor screen ceased to exist and a direct detec-
tion method was established. In this thesis it could be pointed out that a delayline
detector is well suited for the data acquisition of a biprism interferometer. Interference
patterns with high contrast could be recorded with little expense due to a modern
electronic readout and the comfortable storage in data files. Its time information is a
mandatory tool for the development towards a sensor of electromagnetic perturbations.
In order to catch that goal a compact interferometer as a prototype was built and
presented. This interferometer is limited in size to only 87 mm length. Interference
fringes with a contrast up to 42.7 % could be achieved. The small dimensions and
robustness are perfectly suited to act as a mobile device for detecting electromagnetic
and vibrational perturbations. By using the spatial and temporal information of every
particle impact it was possible to identify dephasing frequencies of 50 Hz and 150 Hz
with spatial perturbation amplitudes around 14 nm.
These frequencies obviously result from the surrounding electric network in the lab-
oratory. Thus, the compact interferometer is able to scout for disturbing influences in
research facilities and other sensitive areas.
With regard to the future development of a reliable, versatile and highly efficient
sensor, the idea of combining the compact interferometer assembly with the electron
gun design seems to be very promising together with a higher detection sensitivity with
slower electrons. Thus, the benefits of a simple construction and enhanced brightness
of the tip unite. Moreover, this setup allows to use electrons with an arbitrary energy
and enables a tunable susceptibility to external electromagnetic perturbations.
A further minimization of the sensing biprism interferometer can be achieved by
mounting the electron source onto a micro positioning stage. The electron beam can
be adjusted precisely to the optical axis and the deflectors become redundant. By
shortening the distance between source and biprism fiber, the space between biprism
and the interference plane can be reduced as well to keep the superposition angle
constant. This ensures an even compacter arrangement.
Besides design optimization, the sensing device needs to be calibrated properly with
respect to dephasing influences. This could be achieved by a perturbation source
like a Hertzian electric dipole with defined strength and frequency that has to be
implemented in the setup permanently.
Important steps towards a mobile sensor for electromagnetic and vibrational fre-
quencies are described, but there is still room for improvements of the current setup.
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A major focus of this thesis is on decoherence of superposition states of free electrons
in the vicinity of a gold surface. The preferable task was to clarify open questions of
this fundamental problem and to compare the results with new [100, 69] and earlier
existing [98, 99] theories.
Therefore, the old setup of [67] was adopted and largely modified. In particular, it
was taken advantage of the successful operation of the interferometer with the elec-
tron gun design, new biprism fabrication methods, the novel delayline detector and
correlation analysis techniques.
The fabrication of a 50 nm thick gold layer on a silicon wafer substrate proceeded
well with a surface roughness of ≈ 5 nm and could be implemented in the interfer-
ometer. Due to the extremely wide parameter space of all components, the initial
time-consuming and difficult beam adjustment could be further refined and optimized.
A reliable method to quantify the current height scale over the plate was demonstrated
and applied. Also, the decisive beam path separation was derived by means of transfer
matrices. Simulations with the software Simion supported this approach.
Finally, several different measurements series were recorded with promising and de-
liberately chosen settings. The evaluation for all of them revealed within natural tol-
erances the same result for the contrast in dependency of the height z. Thus, one
exemplary measurement series for varying both, the beam path separation and the
angle between plate and beam, were precisely examined and presented.
As a fundamental result, two theoretical treatments describing the decoherence of
free electrons above a gold surface seem not to fit to our data. Due to the 6 orders of
magnitude lower resistivity of gold compared to silicon the effect in the description of
Anglin and Zurek is considerably weak distinctive [98]. However, this description
cannot be ruled out completely as there might be another responsible effect for the
contrast loss near the surface. On the other hand Machnikowski’s ansatz covers the
quantum-classical transition for clearly too large heights. His approach ends up in a
too strong decoherence mechanism and can be ruled out. The theory of Scheel and
Karstens tends to be the most promising one since the parameter fit of all curves
is similar to the experimental trend. However, especially for distances below 5µm
a higher number of counts and thus, a higher data point density could not achieved
without risking the cancellation of the measurement series. There is no question that a
more accurate data acquisition is requested for a quantitative evaluation where a pos-
sible fit factor corresponds to the strength of decoherence. Unfortunately, it was also
not possible to apply in these measurement series a second-order correlation analysis
since the number of counts did not suffice for proper results.
In order to cross-check the whole interferometer and equipment and to test it for
suitability, a silicon plate was installed later on. Thereby, all other components, in
particular the single-atom tip, stayed untouched.
Meanwhile in further approaches beyond the scope of this thesis, decoherence effects
for electrons above the silicon surface could be recorded successfully and images similar
to [66] were determined. This suggests that the setup is able to perform such sensitive
measurements and that the data for gold is reliable. Further tests for gold are planned.
96
As a next step the dependency of decoherence on the temperature and material
properties such as conductivity needs to be investigated. It is crucial for a fully under-
standing of the decohering interaction with regard to potential alternative mechanisms.
With Coulomb interaction in mind, superconductors, metals and semiconductors dif-
fer among others in their surface and electronic properties. Particularly for supercon-
ductors without dc resistivity the description with moving image charges in the plate
as for normal conductors has to be reconsidered.
For that reason a commercial cryostat system was purchased in view of a capable
temperature range between 2 − 500 K. A detailed description of all components and
the operation principle is given in this work. Although the cryostat was used up to now
only for successful test runs, one further advantage will definitely be the accurate read
out of the cold finger position. Compared to the current setup, a hole has to be drilled
in the shielding tube and the positioning of the cold finger is challenging as there is no
optical access.
Three promising candidates for a temperature study were described in more detail.
Niobium as a well-known elementary superconductor (TC = 9.2 K), yttrium barium
copper oxide (TC = 92 K) as a high temperature superconductor and the exotic com-
pound vanadium dioxide with rapid changes of the optical properties when reaching
65 ◦C.
So far there is no theoretical prediction for the decoherence of free electrons above a
superconducting surface due to Coulomb interaction. Solely Karstens and Scheel
worked out first estimations for helium ions near a niobium surface on the basis of a
two-fluid model of the dielectric function [100]. They concluded that the decoherence
time suddenly increases by up to three orders of magnitude when passing the critical
temperature. Therefore, such erratic behaviour of the decoherence strength is also ex-
pected for electrons.
Concerning fundamental questions in the area of decoherence measurements, further
ideas are:
• In order to circumvent the parallelism problem during the traverse of the elec-
trons, replacing the gold plate by a gold ball would be an interesting concept.
For any beam trajectory there is a symmetrical crossing of the ball surface with
a minimal distance. This concept is commonly used for boundary value problems
in classical electrodynamics [206]. However, the theoretical description would be
difficult and is yet not available as the decoherence strength would be position-
dependent above the plate. The experimental realization requires a perfect spher-
ical shape of the gold ball with diameters in the cm range. A holding adapter for
the cold finger of the cryostat is then needed.
• For a further reduction of the energy width of the beam electrons, a system of
two Wien filter could be used. One acts as the presented wave packet shifter and
the second one serves as a highly precise monochromator. Thereby, the longi-
tudinal coherence length and potentially the contrast increases [207]. Moreover,
for different excitations of the Wien filter a quantum eraser unit can be formed
[24]. The effect of the first Wien filter is undone by the second one. The contrast
is completely restored as long as no measurement has taken place between. By
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looking on the pictures in [24] it is evident that no irreversible interaction with
the electromagnetic background field has taken place.
• In the context of surface-induced decoherence effects a closer look on the contrast
for fringes near the biprism fiber surface is appropriate. Beam electrons which
are deflected close to the fiber also suffer a loss of their coherence properties due
to the interaction with the fiber material and the emission of bremsstrahlung of
the acceleration process. However, this effect might be rather weak regarding
the small diameter and deflection angle. An observation, if possible at all, would
require a considerably higher magnification of the interference pattern. Even
more interesting is the question if there is a measurable difference of the effect
when installing two biprism fibers in the interferometer where the conductivity
of the materials vary completely.
• A well prepared single-atom tip, made of tungsten and iridium and applied in
this work, offers only one atom as emission spot. Thereby, one would assume that
this implies the minimal possible source extension with perfect coherence proper-
ties. However, progress with new electron sources made of lanthanum hexaboride
(LaB6) is achieved [208] where it is taken advantage of the low work function of
only 2.07 eV (work function of tungsten: 4.5 eV). In general, the work function
determines the brightness and the energy spread of the electron beam. Thus,
recent improvements in the fabrication of LaB6 nanowires allowed to establish
an ultrabright and monochromatic point source which can be operated tens of
hours without current or intensity fluctuations [208]. Thereby, the brightness is
increased by one order of magnitude compared to SATs [78].
The implementation of such a LaB6 point source into the biprism interferometer
would highly improve the longitudinal coherence properties and the signal of the
beam. Higher contrast values and more sensitive measurements would be possi-
ble. Also, stochastic current fluctuations and a general decay of emission current
with time would be eliminated. Nevertheless, the effort for fabricating those tips
is enormous and only feasible with outstanding experience and equipment. Thus,
the hurdles for own fabrication are high but can be circumvented by establishing
a cooperation.
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A general challenge in various quantum experiments and applications is to develop suitable sources for coherent
particles. In particular, recent progress in microscopy, interferometry, metrology, decoherence measurements, and
chip-based applications rely on intensive, tunable, coherent sources for free low-energy electron-matter waves. In
most cases, the electrons get field emitted from a metal nanotip, where its radius and geometry toward a counter
electrode determines the field distribution and the emission voltage. A higher emission is often connected to
faster electrons with smaller de Broglie wavelengths, requiring larger pattern magnification after matter-wave
diffraction or interferometry. This can be prevented with a well-known setup consisting of two counter electrodes
that allow independent setting of the beam intensity and velocity. However, it needs to be tested if the coherent
properties of such a source are preserved after the acceleration and deceleration of the electrons. Here, we study
the coherence of the beam in a biprism interferometer with a single atom tip electron field emitter if the particle
velocity and wavelength varies after emission. With a Wien filter measurement and a contrast correlation analysis
we demonstrate that the intensity of the source at a certain particle wavelength can be enhanced up to a factor
of 6.4 without changing the transverse and longitudinal coherence of the electron beam. In addition, the energy
width of the single atom tip emitter was measured to be 377 meV, corresponding to a longitudinal coherence
length of 82 nm. The design has potential applications in interferometry, microscopy, and sensor technology.
DOI: 10.1103/PhysRevA.97.013611
I. INTRODUCTION
The quest to find the optimal particle source for a specific
application in quantum physics has determined the progress
in matter-wave experiments for atoms [1,2], neutrons [3],
molecules [4,5], electrons [6,7], and ions [6,8]. New sources
for free electron waves led to sophisticated recent devel-
opments in microscopy [9–13], laser-induced single-particle
interference [14], or time-resolved dephasing measurements
[15–17]. Particularly, to study the Coulomb-induced decoher-
ence of an electron superposition close to a metallic, semi-,
or superconducting surface [18–21], a source is desirable that
allows the tuning of the electrons energy by remaining their
coherence. The energy determines the velocity and therefore
the interaction time of the quantum state with the environment.
Most of the sources in interference experiments so far were
etched metal tips with a diameter of several ten nanometers.
By adding a monolayer of iridium or palladium the emission
area can be reduced down to the size of a single atom at
the end of a pyramidal atom stack (single atom tip (SAT)
[22–24]). The electron-field emission follows the theory of
Fowler and Nordheim [22,24,25] and the extraction voltage is
determined by the properties of the tip, such as the material
and the geometry, in relation to the distance and dimensions of
a counter electrode. It is difficult to fabricate the geometry of a
tip exactly on the nanometer scale, even if progress was made
to control the tip profile during electrochemical etching [26].
*alexander.stibor@uni-tuebingen.de
As a result, individual tips have different extraction voltages for
which the field emission will start, leading to varying intensity
to velocity relations between different tips.
For that reason, in electron biprism interferometers the
tip radius was manufactured as small as possible to get a
low extraction voltage resulting in an intense and spatially
coherent beam with a large electron wavelength. The electron
emission signal was then enhanced by increasing the tip
voltage. However, as a consequence, the resulting matter waves
have larger energies and therefore shorter wavelengths, leading
to smaller diffraction or interference fringes. Assuming a
limited detection resolution and area, this in turn requires larger
pattern magnification, which again reduces the signal. This
problem can easily be addressed with a well-known technique
used in electron microscopes by implementing two counter
electrodes (apertures) behind the tip. They allow us to control
the velocity (and wavelength) of the electrons independently
to the emission intensity. By setting a low tip voltage in
combination with a high first counter-electrode voltage relative
to a second grounded aperture, a high emission intensity of
slow electrons can be realized. However, this method was not
applied in most biprism interferometers so far. The reason
could be that it remains unclear how the lateral and longitudinal
coherence of the particles are affected by accelerating and
decelerating the particle, since the wavelength is not constant
any more after emission. Therefore, in this geometry a com-
bination of two factors influence the electrons. First, there is a
position-dependent change of the electrons velocity leading to
different wavelengths. And second, there is a lens effect of the
electrodes.
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FIG. 1. Sketch of the experimental setup and the separated beam
paths (red line) to measure the coherent properties of the single atom
tip at different tip and counter-electrode settings and beam intensities
in a biprism electron interferometer (not to scale). Inset: Mechanical
drawing of the SAT field emission source realization in our setup with
the two apertures (to scale).
In this article we describe such a beam source and test
in a biprism electron interferometer how the lateral and
longitudinal coherence of the particles are affected after tuning
the intensity of the beam and keeping the wavelength constant
behind the second aperture. We demonstrate with an iridium
SAT that neither lens effects of the apertures nor the accel-
eration and deceleration of the electrons change their lateral
coherence properties. Furthermore, the longitudinal coherence
length and the energy spread of the emitted electrons are
measured with a Wien filter [27]. These properties also remain
unchanged. Our source allows us to increase the coherent
low-energy electron emission by a factor of 6.4 at a constant
matter wavelength, resulting in a constant interference contrast,
pattern periodicity, and amount of fringes. The results have ap-
plications in matter-wave interferometry [6,24], in Aharonov-
Bohm studies [28,29], decoherence measurements [18–21],
electron-diffraction microscopy [11–13], time-resolved ultra-
fast electron diffraction [30], and for the development of a
quantum electron microscope [9,10].
II. EXPERIMENT
A sketch of the experimental setup is illustrated in Fig. 1.
The aim of the experiment is to increase the electron emission
without changing the transversal and longitudinal coherence
of the matter waves. The de Broglie wavelength, which is
reciprocal to the particle velocity, should thereby be kept
constant. This is possible with a configuration where the
field emission tip, in our case a SAT [22–24], is set on a
low negative potential USAT and a counter electrode is set
on a positive potential Uc. Since only the field between
these components is relevant for the emission process, the
electron-beam intensity can be increased by raising the positive
voltage of the counter electrode. In the following beam line, the
electrons get decelerated by a second, grounded electrode to
the low velocity corresponding to the electrical potential of the
tip. Thereby, lower electron energies can be realized compared
to the conventional high-voltage field emission directly to a
grounded aperture. This is a well-known setup. However, it
needs to be demonstrated that the longitudinal and transversal
coherence of the beam is not reduced by the accelerating and
decelerating process.
To study the coherent properties of this emitter setup, it
is integrated in a biprism electron interferometer. It includes
several beam optic parts from a former experiment by
Sonnentag et al. [18]. The beam is adjusted by two double
deflectors toward an electrostatic biprism. It consists out of a
gold-palladium-coated glass fiber with a diameter of 400 nm
[24] between two grounded electrodes. Just like the optical
biprism for light, the electrostatic biprism separates coherently
the electron waves from the emitter [6,31]. By applying a
positive voltage Uf on the fiber, the biprism bends all beam
paths by the same angle and combines them at the entrance of
a magnifying quadrupole lens. The partial beams interfere and
form a fringe pattern parallel to the biprism fiber. Directly after
the biprism, the beam traverses a Wien filter, consisting of two
opposing electrodes and two magnetic coils. As a result of
the finite-energy spread of the emitted electrons, the separated
partial waves can be described by matter-wave packages. The
Wien filter allows us to shift them longitudinally relative to
each other and to measure thereby the longitudinal coherence
length of the beam [27]. To align the orientation of the fringes
towards the magnifying axis of the quadrupole lens, an image
rotating coil is positioned around the beam path behind the
Wien filter. The interference pattern is magnified by two
quadrupole lenses in the transverse direction normal to the
biprism fiber with a magnification factor of several thousand.
The electrons are amplified by two multichannel plates and
detected with a delay line anode [32]. The position and point
in time for every single electron event is recorded allowing
a second-order correlation data analysis [15–17,33]. The red
line in Fig. 1 illustrates a possible beam path according to
the wave-particle duality. The whole setup is in an ultrahigh
vacuum chamber at a pressure of <5×10−10 mbar and
magnetically shielded by a mu-metal tube.
III. SIMULATION
For a detailed description of the electrical-field distribution
between the tip, the counter electrode, and the second elec-
trode, simulations with the program Comsol were performed.
The results are illustrated in Fig. 2. Two cases were studied:
first, the tip is set on a potential of −1600 V, the counter
electrode on 200 V and the second aperture is grounded. This
combination of voltages is used in most of our presented data.
As can be seen in the cross section of Fig. 2(a) a 125-μm-thick
tungsten wire is orientated horizontally at y = 0. Electrons
with zero starting energy accelerate in x direction. As it is
simulated in Fig. 2(b), those electrons passing the two apertures
with 2.5-mm diameter keep moving on the optical axis and
approach an energy of 1600 eV given by the tip potential. Due
to computational reasons the tip radius in this geometry is set
to be 2 μm, even if the actual physical tip radii are typically
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FIG. 2. (a) Simulation of the electrical-field distribution with a
cross section of the cathode box geometry, including the tungsten
tip and the two apertures. The tip defines the optical axis at y = 0.
It is set on a potential of USAT = −1600 V and emits electrons with
0 eV starting energy. They accelerate in the electric field between the
tip and the counter electrode, which is set on a voltage Uc = 200 V.
The second aperture is grounded. The color bar represents the energy
of the electrons. Also the electric field lines are shown in pale gray
schematically. (b) The average energy of the electrons plotted versus
time as they travel along the optical axis. They get accelerated
by the first electrode and decelerated by the second, approaching
the energy corresponding to the tip potential eUSAT = 1600 eV.
(c) Same geometry as in (a) with the settings USAT = −600 V and
Uc = 1378 V. Some of the electron trajectories bend back onto the
surface of the counter electrode. However, those electrons passing the
second electrode end up at a significantly lower velocity compared
to (a). (d) The acceleration and deceleration between the counter and
second aperture is more distinct than in (b) leading to an electron
energy of 600 eV.
around 50 nm. However, this does not change the results for the
electric field lines further away from the tip. For the calculation
of the electron trajectories the starting energy and direction of
the emission is selected manually. The field emission itself
could not be simulated, and thus the exact field strength at the
tip surface is not relevant. Certainly, it increases with increasing
counter electrode voltage Uc. Figure 2 also indicates that the
coherent signal enhancement is not due to a lensing effect of
the electron beam.
In the second case, simulated in Fig. 2(c), the tip is set on
a low voltage of −600 V. To keep the relative potential high,
1378 V were applied on the counter electrode. This setting
emerged to be the limit for creating interference fringes with
minimal tip voltage in the experiment. In the simulations it
leads to particle trajectories where electrons even get deflected
back onto the counter electrode. The electrons close to the
optical axis reach the final energy of only 600 eV in the
interferometer with a corresponding large matter wavelength.
As it will be verified in the next section, those slow electrons
do not lose their coherent properties.
IV. RESULTS
For the characterization of the intensity enhancement and
the coherent properties of our field-emission setup, we com-
pared two situations. In the first one, the counter electrode is
grounded and the tip voltage is increased. This is the usual oper-
ating mode in most biprism matter-wave interferometers so far
[6]. The second case demonstrates our method for the coherent
signal enhancement. Thereby, the tip is set on a fixed potential
and the first counter electrode is varied such as simulated in the
last section. In both cases the second electrode is grounded.
Figures 3(a) to 3(c) show the results for the first case. The tip
voltage is increased stepwise starting at a negative tip voltage
of USAT = −1560 V. The biprism voltage UBP = 0.331 V is
kept constant. This leads to a field emission toward the first
and second apertures that are both grounded in these measure-
ments. As expected and revealed in the inset of Fig. 3(a), the
increase in signal behaves according to the Fowler-Nordheim
theory, even though some signal is blocked by the apertures.
In Fig. 3(b) the resulting fringe distances s after interference
are shown for increasing tip voltages. They decrease due to
the shorter matter wavelengths λ in combination with a lower
quadrupole magnification at the higher electron energies. The
fringe distances vary between s = 2.59 mm (λ = 31.1 pm) and
s = 1.89 mm (λ = 28.9 pm) in Fig. 3(b). Figure 3(c) presents
the interference contrast given after a second-order correlation
analysis that reduces dephasing from the environment (noise
from the electricity network, vibrations, slow fringe drifts, etc.)
[15–17,33].
The results of our study for the second case are presented
in Figs. 3(d) to 3(f). Here, the tip and the biprism are set
on a fixed potential of USAT = −1600 V and UBP = 0.331 V
resulting in an electron-matter wavelength of 30.7 pm. The
voltage of the first counter electrode is varied between Uc =
−119.7 V and 199.7 V. The last value corresponds nearly
to the simulation in Fig. 2(a). The second electrode is again
grounded. The signal on the detector increases by a factor of
∼6.4 compared to the situation where no voltage is applied
to the counter electrode [such as in Fig. 3(a)]. A linear
behavior in a Fowler-Nordheim representation of the measured
signal versus the potential difference between the SAT and
the counter electrode can also be observed. However, the
de Broglie wavelengths and particle velocities do not vary
significantly, as it is expected according to our simulations
and as it can be deduced from the constant fringe distance
in Fig. 3(e). Furthermore, the interference contrast of around
50% in Fig. 3(f) does not change significantly, indicating
constant transversal and longitudinal coherences. To perform a
separate test of a possible variation of the transversal coherence
length, the amount of visible fringes in the interference pattern
were determined at the maximal and minimal first-aperture
voltage. The corresponding correlation corrected [15–17,33]
interference pattern are illustrated in Fig. 4. The amount of
counted fringes, revealing the field of coherent superposition,
does not change throughout these measurements, verifying
a constant transversal coherent illumination of the biprism
fiber.
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FIG. 3. Comparison of the behavior in count rate, fringe distance, and contrast between the increase of tip voltage toward a grounded counter
electrode [(a) to (c)] and the application of a counter voltage to the first aperture [(d) to (f)]. (a) Count rate at the detector plane versus the tip
field emission voltage. Inset: plot according to the Fowler-Nordheim relation, where  equals the tip voltage. (b) Decrease of the measured
fringe distances due to the higher electron energies, resulting in shorter de Broglie wavelengths and lower quadrupole magnifications. (c) The
determined dephasing corrected contrast remains constant in this range of tip voltages. (d) In contrast to (a) the count rate is determined as
a function of the aperture voltage, keeping the tip voltage constant at −1600 V. Inset: plot according to the Fowler-Nordheim relation, where
 equals the potential difference between the tip and the counter electrode. (e) The fringe distance does not change over all different aperture
voltages due to the constant electron energy according to the simulations in Fig. 2(b). (f) Also, the interference contrast remains constant in the
measurement region.
A possible change in longitudinal coherence for different
voltages on the first aperture can be tested with the Wien
filter [27]. Thereby, the measurements were conducted in the
“matched mode”, where the action of the electric field E from
the Wien filter condensator cancels the one of the magnetic
field B from the Wien coils along the optical beam axis.
This “Wien condition” is fulfilled for e E + e (v × B) = 0,
with the particle velocity v. By measuring the contrast change
for different values of E and B, the longitudinal coherence
length can be dertermined [27]. The tip and biprism voltages
were kept constant at the same values as above (USAT =
−1600 V, UBP = 0.331 V). Starting from +72 V, the Wien
condensator voltage was stepwise decreased to −99 V. At
each step the current in the Wien coils was increased until
the fringe pattern shifts back to the original position to assure
the “matched mode”. Then a signal of several 105 counts
was recorded for the three different aperture voltages Uc =
0 V, 100.2 V, and 199.7 V, while only minimal phase shifts
were noted from these changes of the settings. Subsequently,
the average intensity along the fringe-direction was deter-
mined within a section of the spatial interference pattern.
The resulting distribution was fitted with the model function
I (x) = I0[1 + C cos( 2πxs + φ0)]sinc2( 2πxs1 + φ1), according to
a method described elsewhere [34]. Thereby, C is the interfer-
ence contrast and s the fringe distance. The phases φ0, φ1,
the average intensity I0, and the width of the interference
pattern s1 are additional fitting parameters. The resulting
contrast distributions are shown in Fig. 5. The data indicates
that the contrast is significantly reduced by electromagnetic
dephasing from the electricity network. Due to different count
rates, the signal integration times were significantly longer for
an aperture voltage of 0 V, leading to a stronger dephasing
compared to 100.2 and 199.7 V. This causes a higher contrast
loss. In fact, there is no contrast determinable at the 0 V
aperture setting for Wien filter voltages higher than ∼30 V. For
that reason, it is not possible to determine if the longitudinal
coherence is preserved for different aperture voltages by the
spatial interferences only. It was necessary to reveal and correct
the dephasing by a second-order correlation analysis that
includes the spatial and temporal differences of the electron
013611-4
COHERENT PROPERTIES OF A TUNABLE LOW-ENERGY … PHYSICAL REVIEW A 97, 013611 (2018)
1 2 3 4 5 6 7 8 9 10 11 12 13 14
1m
m
0
1
2
3
4
5
6
7
Ncts
1 2 3 4 5 6 7 8 9 10 11 12 13 14
1m
m
FIG. 4. Comparison of two interferograms with different voltages
at the counter electrode Uc = −119.7 V (top picture) and Uc =
+199.7 V (bottom picture), both at a fix tip voltage of USAT =
−1600 V. The interferograms exhibit the same amount of interference
fringes (denoted by the number on the horizontal axis) and width of
interference, revealing the transversal coherence of the interfering
electrons is not influenced by the counter electrode voltage. A length
scale is shown in the left bottom corner and the color bar represents the
number of hits per pixel. Both pictures contain 3 × 105 counts and are
dephasing corrected by second-order correlation analysis [15–17,33].
The undisturbed interference contrasts were thereby determined to be
51.3 ± 3.2 % at −119.7 V and 53.5 ± 2.2 % at +199.7 V. The original
uncorrected contrasts in the spatial pattern, determined by the model
function described in the text, were 30.6 ± 2.1% and 33.9 ± 2.2%,
respectively.
events at the delay line detector as described in detail elsewhere
[15–17,33]. The resulting unperturbed contrast data is also
plotted in Fig. 5, revealing contrast rates up to 71.6%. Thereby,
a dephasing amplitude of ∼0.4 π was determined. Three Gauss
fits were applied to the data sets. According to Ref. [27]
the coherence length lc equals the longitudinal shift of the
separated partial wave packages between two points where
the contrast vanishes. This was defined to be the case when the
contrast drops to 10% of its maximum value. The necessary
voltage Ucl for this shift is connected to the width of the
Gaussian fit σ by Ucl =
√
2 · ln 10 · σ . For a given Wien filter
condensator voltage UWF the shift of the wave packets is
calculated by y = L2D xUSAT · UWF, where L is the length of
the Wien filter condensator plates and D the distance between
them. x denotes the distance between the separated beam
paths at the center of the Wien filter [27]. It can be determined
by x = dWF−QP, with dWF−QP being the distance between
the Wien filter and the quadrupole and the superposition angle
 which can be calculated by the applied voltages USAT and
UBP [34,35]. The resulting data reveal longitudinal coherence
lengths of 82 ± 9 nm for 0 V on the first aperture, 93 ± 10 nm
for 100.2 V, and 82 ± 8 nm for 199.7 V. The energy widths
of the emitted beams can be determined by E = 2USATλ
πlc
.
This leads to energy widths of 377 ± 40 meV, 334 ± 37 meV,
and 377 ± 35 meV, respectively. Our results are in good
agreement with the literature value for the energy spread of
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FIG. 5. Measurement of the interference contrast as a function of
different Wien filter condensator voltages for a tip potential USAT =
−1600 V and three different voltages for the first aperture (Uc = 0 V,
100.2 V, and 199.7 V). The determined contrast revealed by intensity
evaluation of the spatial interference pattern is shown in green circles,
blue stars, and red squares, respectively. The data is strongly dephased
by the network frequency at 50 Hz. For that reason a g(2)-correlation
analysis using spatial and temporal differences of particle events at the
detector [15–17,33] was applied, providing the unperturbed contrast
distribution (green stars, blue diamonds, and red triangles). Gaussian
fits to the data (green, blue, and red lines, corresponding to 0 V,
100.2 V, and 199.7 V, respectively) reveal comparable longitudinal
coherence lengths with no significant variations for the different
aperture voltages.
SAT field emitters of 0.4 eV [36]. The consistency within the
error bars of the longitudinal coherence lengths for different
aperture voltages verifies our conclusion that the coherent
beam properties are not affected by our method of intensity
enhancement.
Several applications in microscopy, interferometry, or sen-
sor technology require slow coherent electrons [11–13]. Our
method can generate such matter waves with energies that are
significantly lower than for typical field emission tips. To test
the limits of the technique in our setup, we reduced the tip
voltage to the values simulated in Figs. 2(c) and 2(d). Thereby,
the tip voltage was set to −600 V were no emission is observed
with a grounded counter electrode, since it is significantly
lower than the minimal extraction voltage of the SAT. However,
in combination with an aperture voltage of 1378 V a reasonable
count rate of 1138 ± 2 Hz after magnification was detected.
The energy of the particles corresponds to a de Broglie
wavelength of 50 pm. The slower the electrons are, the more
susceptible they are for dephasing by external oscillations. This
can also be observed in the deduced interference contrast of
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19.8 ± 1 % from the spatial integrated image compared to the
determined contrast after correlation analysis of 37.7 ± 3 %.
For the same reason a larger dephasing amplitude of ∼0.435 π
was determined. The measured pattern periodicity on the
detector was 9.0 ± 0.3 mm. From a comparison with the
theoretical value at the entrance of the quadrupole before
magnification of 928 nm, we deduce a magnification factor
of 9730 ± 290.
V. CONCLUSION
We demonstrated in an electron biprism matter-wave in-
terferometer that the coherent properties of a beam are not
affected by accelerating and decelerating the electrons or the
associated lens effects. As a result, it was possible to increase
the signal by a factor of 6.4 at a certain matter wavelength while
remaining full transversal and longitudinal coherence. It was
realized by a simple design known from electron microscopy,
installing a field emission tip in combination with two counter
electrodes. Thereby, a single atom tip is set on a voltage well
below its minimal extraction voltage. Field emission is initiated
by the application of a positive voltage on a counter electrode.
The second electrode is grounded and decelerates the electrons
to the energy corresponding to the low tip potential. This is
also verified in particle beam simulations. By measurement
of the interference pattern periodicity, amount of fringes, and
interference contrast, it could be demonstrated that the velocity
and transversal coherence of the electrons are kept constant
with increasing first-aperture voltage and signal intensity.
Additionally, it was also possible to determine the energy width
of the single-atom tip emitter to be 377 ± 40 meV for 0 V on the
first aperture. It corresponds to a longitudinal coherence length
of 82 ± 9 nm and does not change significantly for different
counter aperture voltages. The experiment also showed that
slow electrons are susceptible to external dephasing perturba-
tions. For that reason, it was required to remove the significant
dephasing from the 50 Hz electricity network by a correlation
analysis [15–17,33].
The method also enabled the generation of slow coherent
electrons with energies significantly lower than the ones
corresponding to the minimum extraction voltage of the tip.
We demonstrated this by interfering electrons with 600 eV
and a counter-electrode voltage of 1378 V, still revealing a
large contrast of 37.7 ± 3 %. Our technique is of relevance
in all applications where an intense beam of tunable, slow,
and coherent electrons is required such as for microwave
chip-based designs [37], electron diffraction microscopy
[11–13], sensitive sensors for inertial forces [38], vibrational
[17] or electromagnetic [16] dephasing, and decoherence
studies [18–21].
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Remarkable progress can be observed in recent years in the controlled emission, guiding, and
detection of coherent, free electrons. Those methods were applied in matter wave interferometers
leading to high phase sensitivities and precise sensor technologies for dephasing influences such as
mechanical vibrations or electromagnetic frequencies. However, the previous devices have been
large laboratory setups. For future sensor applications or tests of the coherence properties of an
electron source, small, portable interferometers are required. Here, we demonstrate a compact
biprism electron interferometer that can be used for mobile applications. The design was optimized
for small dimensions by beam path simulations. The interferometer has a length between the tip
and the superposition plane before magnification of only 47mm and provides electron interference
patterns with a contrast up to 42.7%. The detection of two dephasing frequencies at 50 and 150Hz
was demonstrated applying second order correlation and Fourier analysis of the interference data.
Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4984839]
Matter wave interferometers for electrons1–4 have sig-
nificantly improved in the last few decades. They are applied
to measure the rotational phase shift due to the Sagnac
effect5 and to study Coulomb-induced quantum decoher-
ence,6,7 the magnetic Aharonov-Bohm effect,8–11 or the
Talbot-Lau effect for magnetic field sensing.12 The topic is
influenced by recent technical innovations and improvements
concerning the beam source,13–15 the precise electron guid-
ing,3,16 the coherent beam path separation,4,14,17,18 and the
development of spatial and temporal single-particle detection
methods.19–22 The progress has potential applications in
electron microscopy23,24 and sensor technology for inertial
forces,25 mechanical vibrations,21 and electromagnetic
frequencies.19,20
Small deviations of the partial waves in the two sepa-
rated beam paths in a matter wave interferometer lead to a
clear phase shift on the detector after they get superposed.
This simple feature makes interferometric measurements
extremely sensitive towards external perturbations. In con-
trast to neutral atoms, the phase of electron matter waves can
be shifted not only by mechanical vibrations, temperature
drifts, or rotations of the setup but also by external electro-
magnetic frequencies. Usually, these perturbations lead to a
time dependent dephasing, causing a “wash-out” of the tem-
porally integrated interference pattern that can be observed
in a reduced interference contrast. This is particularly a chal-
lenge for sensitive long-time phase measurements such as
proposed for the measurement of the electric Aharonov-
Bohm effect,26 decoherence measurements,7 or the interfer-
ometry of ions.27,28
We recently demonstrated in a biprism electron interfer-
ometer4 that such dephasing effects can on the one hand be
corrected and on the other hand used for an accurate mea-
surement of the perturbation frequencies.20,21 Thereby, the
dephasing was detected and reduced with the high spatial
and temporal single-particle resolution of a delay line detec-
tor.22 A second-order correlation analysis in combination
with a Fourier analysis was performed on the detection
events after the interference was recorded. It can reveal mul-
tifrequency electromagnetic oscillations and mechanical
vibrations. The spectrum of the unknown external frequen-
cies, their amplitudes, the interference contrast, and the
pattern periodicity can be extracted from a spatially
“washed-out” pattern.19–21 For that reason, electron matter
wave interferometers have a high potential in sensor technol-
ogy. However, due to their large dimensions, current experi-
mental setups are not suitable for portable sensor
applications.2–4 To apply an electron interferometer as a sen-
sor for electromagnetic and vibrational frequencies or for the
mobile analysis of the coherence of a beam source, it is nec-
essary to construct a small and transportable device.
In this article, we present a compact biprism matter
wave interferometer for free electrons with minimized
distances between all parts and a high mechanical stability.
The distance between the tip and the superposition plane
before magnification is only 47mm including all compo-
nents for beam guiding and diffraction. In combination with
the recently developed tools for spectrum analysis by corre-
lation theory,19–21 the compact setup is an important prereq-
uisite for a portable, mobile sensor based on matter wave
interferometry with electrons.
The setup of the biprism interferometer is illustrated in
Fig. 1. The source for coherent electrons is a field emission
tip that can be prepared by pulsed etching of a polycrystal-
line tungsten wire.29 The beam gets aligned by two deflec-
tion electrodes to coherently illuminate a biprism fiber. It
acts as a beam splitter for the electron matter waves, if a
small positive voltage is applied on the fiber. The electric
force bends the separated beam paths towards each other and
superimposes them in front of a magnifying quadrupole lens.
The key feature of the electron biprism, analogue to the opti-
cal biprism, is that all possible beam paths get deflected by
the same angle, leading to a common angle of superposition
at the entrance of the quadrupole.2 The superposition of the
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two partial beams leads to an interference pattern parallel to
the biprism fiber. The interferogram has a typical pattern
periodicity of several hundred nanometers and needs to be
magnified by the quadrupole lens to fit the spatial resolution
of the multi-channel plate (MCP) detector. Such lenses are
optimal suited for biprism interferometry since it is only nec-
essary to magnify the pattern in the direction normal to the
interferences. A small misalignment of the biprism fiber
towards the magnifying axis can be corrected by an image
rotating coil. In our experiment, a drift distance of 170mm
between the exit aperture of the quadrupole lens and the
MCPs of the detector was chosen. The electron signal gets
amplified by the MCP and detected by a hexagonal delay
line (Roentdek, model DLD40X) with a spatial and temporal
resolution of 100 lm and 0.1 ns.
An image of the interferometer is shown in Figs. 2(a)
and 2(b). The whole setup is fixed between two grounded
copper half-shells with a length of 87mm and an outer diam-
eter of 36mm. They make the setup extremely rigid against
mechanical vibrations and ensure alignment of the parts.
After attachment of the two shells, most components are
automatically well centered towards the optical axis. Only
the tip cannot be prepared exactly in the middle, due to the
mounting and etching procedure. For that reason, the tip hol-
der is aligned during installation by four screws attached to
the shells. Further beam alignment towards the optical axis is
performed during operation by the double deflectors. Some
individual parts are identical or based on constructions used
in interferometers by Hasselbach.1,3 The field emission
tungsten tip is spot welded on a commercial holder and has a
typical radius between 10 nm and 50 nm. The length of the
tip profile and the radius can be controlled by the parameters
in the etching process.29 The tip is positioned 1mm in front
of an aperture of 2mm diameter acting as a grounded coun-
ter electrode. Its distance to the biprism is a¼ 19mm and to
the entrance of the quadrupole lens b¼ 28mm. The tip emits
electrons with an acceleration voltage of Ue¼ 2250V into a
double deflector module, consisting of four pairs of flat
deflection electrodes with a length of 5mm and oriented
around the beam with a distance of 5.5mm between them.
The positive and negative voltage applied between two
opposing electrode pairs is equal to keep a zero potential on
the beam axis. The biprism fiber consists of a glass fiber with
a diameter of 400 nm that was manufactured by a special
procedure described elsewhere.4,30,31 It is coated with a
gold-palladium alloy to ensure a smooth, conductive surface
and is glued on a holder isolated by a non-conductive foil.
The fiber is positioned between two grounded titanium elec-
trodes that are 4mm apart from each other. The rotating coil
is winded around a 7mm-diameter tube. The quadrupole
lens is made out of four opposing cylindrical electrodes with
a length of 10mm, a diameter of 7.6mm, and a distance nor-
mal to the beam path towards each other of 6.7mm. As for
the double deflectors, the electrodes are mounted within
insulating holders made out of MACOR. It is important that the
insulators are far away from the beam to avoid charging
effects. An aperture with a diameter of 4mm is positioned at
the entrance and exit of the quadrupole lens to decrease the
amount of secondary stray electrons on the detector. The
interferometer is magnetically shielded by a mu-metal tube
and in a vacuum chamber at 5 1010 mbar to ensure a
long lifetime and stable emission of the tip.32
The aim of the design was to be as compact as possible
along the beam axis. The necessary distance to provide a rea-
sonable coherent illumination on the biprism can be calcu-
lated by the angular coherence relation and is determined by
the effective source radius, with typical values for tungsten
field emitters of 1 nm.14,18 This consideration leads to a
minimal tip-biprism distance a of 300 lm, in consistence
with interference experiments with (smaller) nanotubes and
tip-tube separations of several hundred nanometers.14,17 In
the current design, a had to be larger to allow the installation
of the double deflectors and two 2mm-apertures for a
defined counter electrode and a reduction of stray electrons.
The distance b between the biprism and the superposi-
tion plane at the quadrupole entrance turns out to be more
restrictive concerning the compactness of the device. It can-
not be arbitrary small since it influences the superposition
angle. A large angle will lead to a small pattern periodicity
that needs to be sufficiently magnified. The biprism fiber
with an applied voltage Uf deviates the beam paths by the
angle c ¼ p
2 lnðR=rÞ
Uf
Ue
, with the radius r of the fiber and the dis-
tance R from the fiber to the grounded electrodes.2,34
Geometrical considerations lead to b ¼ að2chÞh , with the
superposition angle h, that depends on the de Broglie wave-
length k and the pattern periodicity s0 : h ¼ kdBs0 .
34 The com-
pact design is limited by electric insulation and arching,
FIG. 1. Sketch of the compact biprism electron interferometer (not to scale).
The coherent electron beam is field emitted by a tungsten tip and guided by
double deflectors. A biprism fiber separates and combines the partial matter
waves that interfere at the entrance of a magnifying quadrupole. An image
rotating coil can rotate the resulting pattern for alignment. The magnified
interferogram is amplified by two multi-channel plates and detected by a
delay line detector.
FIG. 2. (a) Image of the components in the beam path from the tip to the
quadrupole with the upper copper shell removed. (b) Interferometer parts
from the tip to the quadrupole mounted together within both half-shells.
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since a large pattern magnification requires high voltages on
the quadrupoles. Smaller dimensions such as in microelectro-
mechanical system (MEMS) technology39,40 could decrease
the necessary voltages and allow for a more accurate align-
ment of the lenses and deflectors. This would require a new
biprism micro-holder and a 3D-nanopositioning unit to adjust
the tip.
With this device, it was possible to observe high contrast
electron interference patterns such as shown in Fig. 3(a) for
5 105 detected particles. The temporal and spatial informa-
tion of every detection event was recorded for a correlation
analysis after data acquisition. The small bend in the middle of
the pattern in Fig. 3(a) is due to a deviation of the beam from
the optical axis in the quadrupole lens. It can be corrected by a
fourth degree polynomial fit on the fringes and subsequent
straightening. The resulting pattern in the marked red rectangle
(7mm 32mm) is exhibited in Fig. 3(b). Thus, nine fringes
are visible in the image. The color bar indicates the intensity
distribution of the incoming particles. In Fig. 3(c), the average
intensity along the y-direction is plotted against the distance x
on the screen. The distribution is enfolded by a sinc-function
due to the similarity to the double slit experiment analysis.33
Therefore, the data in Fig. 3(c) were fitted with the model
function IðxÞ ¼ I0  ð1þKm  cosð2pxsm þ /0ÞÞ  sinc2ð2pxs1 þ/1Þ
revealing a contrast Km ¼ (37.26 5)% and the fringe distance
sm¼ (0.8560.02) mm. The phases /0; /1, the average inten-
sity I0, and the width of the interference pattern s1 are
additional fitting parameters. The magnification of the inter-
ferogram in Fig. 3(a) is 251766. It is given by the deter-
mined fringe distance sm on the detector after magnification
divided by the theoretical fringe distance s0¼ 338 nm at the
entrance of the quadrupole, which is calculated with the
equations given above.34
We additionally performed beam path simulations with
the program Simion (Version 8.1, Scient. Instr. Serv. Inc.).
The superposition angle was extracted from the simulation
by a method described in Ref. 26. It is known that contact
potentials between the gold/palladium coating of the fiber
and the titanium electrodes influence the effective potential
interacting with the separated beams.35,36 For that reason, we
adapted the biprism voltage until nine interference stripes fit
in the superposition area. This is achieved by adding 0.69V
in the simulation to the experimentally applied voltage of
0.559V. This extra voltage is considered to be the contact
potential and agrees well comparing the literature values for
the work functions of the averaged 80:20% gold/palladium
alloy and the one of titanium.37 Their difference amounts to
0.71 eV. Our simulations revealed a superposition angle of
7 105 rad and a pattern periodicity of 369 nm before mag-
nification. The quadrupole magnification was simulated to be
2886, which can be considered as an upper bound for perfect
beam alignment on the optical axis. The reasonable small
variations to the theoretical fringe distance s0 and magnifica-
tion are possibly due to the neglected beam adjustment vol-
tages and small deviations between the simulated and
experimental setup distances.
As recently demonstrated20,21 and discussed above, con-
trast reducing dephasing effects, such as electromagnetic
oscillations or mechanical vibrations, can be isolated and cor-
rected by a second-order correlation analysis of the measured
interference pattern. We applied this method, described in
detail elsewhere,20,21,38 to the interference data in Fig. 3(b).
The analysis provides the second-order correlation function
g(2)(u, s) with the correlation length u and correlation time s
between the detected particles. Consequentially, we can
determine the fringe distance sg and the contrast Kg of the
unperturbed interference pattern at the temporal position
s¼ 0, g(2)(u, 0), as shown in Fig. 4(a). The red curve is a fit
function gð2Þðu; 0Þ ¼ 1þ K
2
g
2
 cosð2pusg þ /gÞ þ O with the fit
parameters contrast Kg, the fringe distance sg, the phase /g
FIG. 3. (a) Image of the interference pattern on the detector screen with the
set experimental values Ue¼ 2250V, Uf¼ (0.559þ 0.69) V and quadrupole
voltagesþ2960V between the electrodes normal to the fringes and 2910V
parallel to them. (b) Focus of the region within the red rectangle where the
fringes were straightened by a fourth degree polynomial. (c) Blue curve:
average intensity along the y-direction on the screen. Red curve: numerical
fit of the intensity.
FIG. 4. (a) Blue line: the second-order correlation function g(2)(u, 0) at the cor-
relation time s¼ 0. Red curve: fit function to reveal the contrast and the pattern
periodicity. (b) The second-order correlation function g(2)(u, s) for s ranging
between 0 and 5 s. g(2)(u, s) is extracted from the data in Fig. 3(b). The periodic
fringe pattern is clearly observable. (c) Plot of the amplitude spectrum calcu-
lated via a numerical Fourier transformation of gð2Þðu ¼ Mu  sg=2; sÞ;Mu 2
N0 and subsequent averaging. Periodic perturbations of the interference fringes
in time become visible and identify two characteristic frequencies at 50Hz and
150Hz.
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and the offset O.38 We obtain sg¼ (0.846 0.02) mm and
Kg¼ (42.56 7)%. The contrast Kg is higher than Km sugges-
ting that disturbing effects may wash-out the interference pat-
tern. The significant high standard deviations for both values
are due to a limited number of detected particles and there-
fore a large noise. In Fig. 4(b), g(2)(u, s) is shown for correla-
tion times up to 5 s. Along the u-axis, the unperturbed fringe
pattern with a distance sg can be observed. The amplitude
spectrum of the correlation function, jFðgð2Þðu; sÞÞðu;xÞj,
reveals the perturbation characteristics. It is determined using
a numerical temporal Fourier transformation at the spatial
positions ðu ¼ Mu  sg=2; s;Mu 2N0Þ, where the correlation
function has its maximum signal.21,38 In Fig. 4(c), the average
over all amplitude spectra calculated at the spatial positions
u ¼ Mu  sg=2 is plotted. For optimal settings of the spatial
and temporal discretization step size of the numerical correla-
tion function,38 two clear peaks at 50Hz and 150Hz evolve.
These frequencies affect the electron waves and lead to
unwanted contrast loss. Their spatial perturbation amplitude
before the magnification can be determined according to the
description in Ref. 21 to 14.3 nm at 50Hz and 14.8 nm at
150Hz. Thereby, it is assumed that the perturbation takes
place before magnification, which is reasonable since the
amplitudes are low. They probably originate from the utility
frequency of the electrical power supplies. Their detection
demonstrates the usability of our device as a sensor for exter-
nal perturbation frequencies.
For further characterization of the compact interferome-
ter, we present a series of measurements with variable vol-
tages Uf at the biprism fiber, going from (0.051þ 0.69) V to
(0.900þ 0.69) V in 50mV steps. With those sixteen data
files, the same analysis is executed as described above. The
data are shown in Fig. 5, whereas Uf is plotted against both
the fringe distance and the contrast. The values for sg and Kg
refer to the unperturbed case originating from the second-
order correlation analysis. As expected from theory,34 the
fringe distance decreases with increasing biprism voltage,
since the superposition angle of the partial waves increases.
This is observed for both sm and sg leading to nearly the
same results. The contrast Km increases up to 38% at 1V
biprism voltage. For lower voltages Km decreases due to
diffraction effects at the edge of the fiber. For higher vol-
tages, a reduced contrast is expected due to coherence con-
siderations with a beam source of finite extent.28,34 Kg
reveals a similar curve progression with a maximum of
42.7%. As expected, the contrast Kg is at most voltages
higher than the contrast Km disturbed by the two dephasing
frequencies. The first four measurements of Kg cannot be
evaluated with the g(2) analysis because of the influence of
diffraction. It is not included in the theory of the g(2) analysis
and significant for small biprism voltages.
We demonstrated a compact biprism matter wave inter-
ferometer for free electrons providing interference fringes
with a contrast up to 42.7%. The dimension and the robust-
ness of the setup are sufficient to be integrated in a mobile
device. The interference data were recorded by a delay line
detector with a high spatial and temporal single-particle reso-
lution. This allowed a second-order correlation and Fourier
analysis revealing the undisturbed contrast and the pattern
periodicity of the interferogram. It was compared to the val-
ues obtained by pure spatial signal integration. Our device
allowed the identification of dephasing frequencies at 50Hz
and 150Hz and therefore demonstrated its applicability for
the detection of external perturbations with the recently
developed second-order correlation data analysis.19–21,38
Identifying dephasing oscillations from the lab environment
is a very helpful tool to improve experiments for sensitive
phase measurements. The setup can also be applied to test
the coherence of beam sources.14,15 In particular, the simple
design and the small dimensions make the interferometer
easy to handle and usable in various environments. The sen-
sitivity towards vibrational or electromagnetic dephasing
and inertial forces such as rotation and acceleration could be
increased significantly with a larger beam path separation.
This would require an interferometer scheme with two or
three biprism fibers in combination with a quadrupole or an
einzel-lens.5,25,26
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