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at Computer Science and Engineering in July 2005 
Data retrieval in sensor networks is a broad field, and the retrieval of data 
aggregates is one of the most important topics. It is because data aggregates, 
instead of individual sensor values, are more descriptive and useful. 
In the literature, several data aggregation algorithms aiming at the retrieval 
of data aggregates from a single set of sensors in a sensor network have been 
proposed. However, when data aggregates of several sets of sensors are needed, 
the only solution provided by these techniques is to build multiple distributed 
data structures or gossip groups in the sensor network. Hence in a sensor 
network containing N sensors, we may need distributed data structures 
or gossip groups in order to retrieve the aggregates from all possible sets of 
sensors. 、、 
In this thesis, we propose to build distributed data cubes for the fast re-
trieval of aggregate sums and aggregate averages from multiple regions in 
a sensor network, such that only one distributed data structure is needed. 
The proposed distributed data cube construction algorithms are based on the 
inclusion-exclusion principle, and they are capable of building distributed pre-
fix sum and local prefix sum data cubes in sensor networks. 
• • 
1 
W e also study data consistency in sensor networks, and we will propose 
a mechanism for the proposed distributed data cubes so that they can be 
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Reducing the size of computers while enriching their capabilities has long been 
one of the goals of computer scientists and computer engineers. As technology 
advances, nowadays we are able to produce computers which are so tiny that 
they can be embedded in sensor devices to form sensor nodes. A sensor node 
is a complex of sensing devices, processor, memory, and radio-frequency signal 
emitter and receiver. Sensor nodes can monitor the surrounding environment 
and generate environmental data continuously, as long as they do not run 
out of batteries. They are also capable of exchanging data through radio-
frequency wireless channels. Therefore, they can be used for the collection 
of data on temperature, radioactivity, road traffic, battlefield surveillance, and 
stock inventory etc., which can then be further analyzed for useful information. 
Sensor networks are one category of distributed systems. They are char-
acterized by being highly distributed, dynamic, and wireless in nature. A 
sensor network is a network of sensor nodes which are small, cheap, and self-
configurable, and a sensor network usually contains a large number of sen-
sors [1]. Sensor networks can be deployed easily by sprinkling sensors from 
an aeroplane, and the sensor nodes will form a network autonomously. Once 
a sensor network is formed, the region covered by the sensor network can be 
monitored continuously and the 'data generated by the sensors can be collected 
from base stations. 
1 
Chapter' 1 Introduction 2 
Since sensor nodes are small and wireless, they have their physical limita-
tions. For example, they have limited power supply, memory, and communica-
tion bandwidth. Despite these physical limitations, they have a large variety 
of functions. For example, they can measure the temperature, humidity, light 
intensity, and radioactivity of the surrounding environment. Some real-life 
sensor network applications and projects include the Environment Observa-
tion and Forecasting System (EOFS) [2] (e.g. CORIE [3] and A L E R T [4])， 
habitat monitoring systems [5] (e.g. Habitat Monitoring on Great Duck Is-
land [6]), traffic control systems [7] and fire detection systems [8 . 
In this thesis, we put our focus on the retrieval of data aggregates from 
sensor networks. It is because a sensor network may contain thousands of 
sensor nodes [1] and individual sensor values cannot describe the status of the 
whole network, and hence people seldom ask for the values of some individual 
sensors in a sensor network. Actually many researchers also agree that data 
aggregates are more useful than individual sensor values in sensor network 
systems [9-11 . 
The objective of data aggregation in sensor networks is to obtain the read-
ings from all or some of the sensor nodes in a sensor network, accompanied by 
a common operation like S U M , AVG, M A X , and MIN. A successful solution 
to this problem must be scalable, able to reduce network traffic as well as sen-
sor energy consumption, and is adaptable to different network topologies. In 
the literature, three kinds of data aggregation techniques have been proposed. 
They are hierarchical data aggregation model [10,12], gossip-based aggregation 
model [13], and a mixture of the two [14,15]. These solutions are capable of 
calculating the data aggregates of a single region in a sensor network. How-
ever, they are not feasible when we want to retrieve data aggregates from more 
than one set of sensors. Consider a sensor network with N sensor nodes. If 
we apply existing aggregation techniques to retrieve the data aggregates from 
all of the possible sets of sensors in the sensor network, in the worst case 
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we need to build an aggregation tree or gossip group in each of the sets. As a 
result, we will have up to 2〃 trees or gossip groups in the sensor network. 
To solve the above problem, we propose to build distributed data cubes 
in sensor networks. With the two proposed distributed data cubes, the re-
trieval of aggregate sums and aggregate averages from multiple regions in a 
sensor network can be performed simultaneously with a constant number of 
operations. 
In addition to the retrieval of data aggregates, we also study data consis-
tency in sensor networks in the latter half of this thesis. W e will propose a 
simple synchronous protocol for the two proposed distributed data cubes, so 
that they can be constructed, updated, and queried consistently. 
1.1 Sensors and Sensor Networks 
The rapid advance of Micro-electro-mechanical systems (MEMS) allows tiny 
sensing devices with wireless communication capabilities to be produced at 
low costs. Therefore, large scale wireless distributed networks with sensing 
abilities can be densely and widely deployed. 
Sensor networks are a new technology, and the present status of sensor 
networks is similar to that of the Internet thirty years ago [16]. Therefore new 
algorithms still keep emerging to fulfill the requirements of different applica-
tions. 
Like many other technologies, the birth of sensor nodes was due to military 
purpose. In 1990s, the Pentagon began a project for the development of smart 
sensor nodes for tracking enemies and enemy vehicles. After signing a contract 
with the Pentagon, the University of California Berkeley (UCB) then invented 
sensor nodes in the late 1990s. Gradually the technology was migrated to non-
military areas, and until now sensor nodes and sensor networks attract a lot 
of researchers. 
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Figure 1.1: MOTE-KIT 5040 - MICA2/MICA2DOT Professional Kit 
To satisfy different requirements and conditions, several sensor prototypes 
have been developed. Among them, U C B motes [17,18] developed by U C B 
are the most famous ones. Other available prototypes include u A M P S [19], 
G N O M E S [20], and PC104 [21]. On the other hand, some commercial sensor 
products are available now and Crossbow's U C B based motes [22] are the most 
popular. 
Fig.] .1 shows the Crossbow mote kit that we used for the evaluation of the 
sensor technology. Its model number is MOTE-KIT5040, and it contains the 
following components: 
• 4 MICA2 Processor/Radio Bo'ards (Fig.l.2(a)) 、 
• 4 M I C A 2 D 0 T Quarter-Sized Processor/Radio Boards (Fig.l.2(b)) 
• 3 MTS310 Sensor Boards (Acceleration, Magnetic, Light, Temperature, 
Acoustic, and Sounder)(Fig. 1.2(c)) 
• 2 MDA500, M I C A 2 D 0 T Prototype and Data Acquisition Boards (Fig. 1.2(d)) 
• 1 MIB510 Programming and Serial Interface Board (Fig.l.2(e)) 
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w M M • w 
(a) (b) 
. .•’狐 ： 
(C) ( d ) 
. ⑷ 
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Notice that the frequency of the communication channel of the sensors we 
own is 900MHz, and the radio range is around 30m to 100m. Finally, an 
operating system for sensor nodes is embedded into each Crossbow processor 
board, and it is called TinyOS. 
1.2 Sensor Network Deployment 
Fig. 1.3 shows how a sensor network can be deployed with our sensor equipment, 
we can see that the mote kit contains three kinds of components: sensor and 
data acquisition boards (Fig.l.2(c) and Fig.l.2(d)), processor/radio boards 
(Fig.l.2(a) and Fig.1.2(b)), and gateways and network interface Fig.l.2(e). 
From the figure, a sensor node refers to the combination of a sensor and data 
acquisition board and a processor/radio board. To deploy a sensor network 
using Crossbow motes, we need to distribute a number of sensor nodes. After 
that, the sensors will work autonomously to form a sensor network. To collect 
data from sensors for further processing, we can set up a gateway using the 
combination of a processor/radio board and a gateway and network interface. 
Then we can communicate with the sensors using a P C or the Internet. 
% 
1.3 Motivations 
People set up sensor networks because they want to monitor different environ-
ments and obtain environmental data over a period of time. Let us classify the 
data returned by a sensor network into two different kinds: individual sensor 
value and the data aggregate of a set of sensors. An example of individual 
sensor value is the temperature measured by sensor S107 in Lecture Room 
508, and the value returned by S107 just refers to the temperature of a very 
small region in Lecture Room 508. On the other hand, the average value of 
the temperatures measured by all sensors in Lecture Room 508 would then be 
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a data aggregate. 
If we adjust the room temperature of Lecture Room 508 based on the value 
returned by S107, then we may receive a mountain of complaint letters. It is 
because the temperature returned by SI07 cannot tell us the exact overall tem-
perature of Lecture Room 508. If S107 is next to a lamp, then the temperature 
measured by Si07 may be higher than the actual average value. On the other 
hand, if Si07 is close to the vent of the air conditioner, then the value returned 
would be lower than the average value. To control the room temperature of 
Lecture Room 508, we certainly need the average value returned by all sensors 
in the lecture room (given that the sensors are more or less evenly distributed). 
From this example, we can know that data aggregates are more meaningful 
than individual sensor values in sensor network systems as stated in [10,11 . 
That is why we focus on the retrieval of data aggregates in this thesis. 
Though several data aggregation techniques for sensor networks have been 
proposed [10,12-15], we still insist to develop a new kind of data aggregation 
because existing techniques work well only when we want to get the data 
aggregate of a single region in a sensor network. Let us consider this scenario: 
a road traffic monitoring system is developed in a very crowded area of a city, 
and one of the data aggregation techniques mentioned above is implemented 
t 
in the system. Therefore, we are able to obtain the average, maximum, and 
minimum traffic flow of that busy region. However, what can we do if we want 
to know the statistics of all the roads of that region? W e need to modify the 
system so that a distributed data structure is built for each road using the 
sensors of that road, or we need to construct a gossip group for each road. On 
another day, if we want to know the average traffic of each section of each road, 
we need to modify the system again and build more distributed data structures 
or gossip groups. Obviously the system is not a feasible one, and hence we 
propose to construct distributed data cubes in sensor networks so that you can 
query for the data aggregates of any region in a sensor network using only one 
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distributed data structure. In other word, in a sensor network with N sensors, 
theoretically we can get the data aggregates of all the regions in the sensor 
network with only one distributed data structure. 
The idea of building distributed data cubes in sensor networks is inspired 
by the use of data cubes [9,23-27] in traditional database systems. Prefix sum 
data cube [23] and local prefix sum data cube [26, 28] are two of the most 
fundamental data cubes, and we propose to apply them in sensor networks in 
the form of distributed data structures. 
In the second half of this thesis, we will introduce a simple synchronous 
algorithm for the two proposed distributed data cubes, such that they can be 
constructed, updated, and queried consistently. 
1.4 Contributions 
Our contributions to data processing and management in sensor networks are: 
• A novel idea, the construction of data cubes as distributed data struc-
tures in sensor networks, is proposed. This is a new idea for both sensor 
networks and distributed systems; 
t 
• The proposed technique facilitates the simultaneous retrieval of data ag-
gregates from multiple sets of sensors in the same sensor network; 
• The proposed technique allows data aggregate queries to be answered in 
just a constant number of operations; 
• W e propose a simple synchronous algorithm for the two proposed distrib-
uted data cubes, so that they can be constructed, updated, and queried 
consistently. 
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1.5 Thesis Organization 
In Chapter 1，we have introduced the background of sensor networks. Since 
sensor networks are new to many people, we have summarized the proper-
ties, capabilities, architectures, and configurations of sensor nodes and sensor 
networks. In addition, we have stated our research objectives and our contri-
butions. 
In Chapter 2, we will present a detailed survey on those research topics 
related to our research work including data aggregation in sensor networks, 
data cube, and concurrency control for distributed systems. 
In Chapter 3, the two proposed distributed data cubes will be introduced. 
They are distributed prefix sum data cube and distributed local prefix sum 
data cube. W e will show the construction and querying algorithms for them, 
and discuss their performances by studying the simulation results. Notice that 
we will focus on the S U M and A V G (i.e. the sum and the average) aggregation 
operators in this thesis. 
In Chapter 4，we will study data consistency in sensor network systems. 
W e will also propose a synchronous algorithm for the proposed distributed 
data cubes so that the proposed distributed data cubes can be constructed, 
updated, and' queried consistently 
Finally, the conclusion will be drawn in Chapter 5. W e will also point out 




Our work presented in this paper is related to data cube and data aggregation. 
Data cube is an important technique in traditional database management sys-
tems. Therefore,'it attracts much attention from researchers [9,23-27]. On the 
other hand, data aggregation is one of the key challenges in sensor networks. 
Therefore some researchers have focused on this area and proposed several 
‘aggregation methodologies. W e are going to introduce the previous work in 
these two areas. On the other hand, the distributed data cubes proposed in 
this thesis have to be constructed in sensor networks with grid-like topologies. 
‘ W e will summarize the G A F algorithm proposed by Xu et. al. [29], which 
‘ is able to transform any sensor network into a grid virtually. Finally, since 
we will discuss data consistency and concurrency control in sensor networks, 
hence we will outline the work for concurrency control in distributed systems. 
2.1 Data Cube 
. Data cube [9,23-27] is well studied and widely used in traditional database sys-
, terns, especially multidimensional database management systems ( M D D B M S ) 
30-32]. M D D B M S is an application of On-Line Analytical Processing (OLAP) 
33] which allows fast analysis of aggregate databases storing a huge amount 
of data. 
1 1 
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In M D D B M S , data cube is constructed to maintain multi-dimensional data 
aggregates. It acts as a data warehouse so that when an aggregate is needed, 
it can be checked out with relatively fewer operations and calculations. A 
data cube can be described by two kinds of attributes: a measure attribute 
and some functional attributes. The measure attribute holds the value of 
interest, while the functional attributes comprise the dimensions of the multi-
dimensional cube. Functional attributes can be treated as the ID for specifying 
the corresponding measure attribute. 
In order to meet different application requirements, several data cube con-
struction algorithms have been proposed. The one that is closely related to 
this paper is prefix sum (PS) data cube presented in [23] by C. T. Ho et al. PS 
data cube is the most fundamental data cube, and querying a PS data cube 
takes only constant time. Relative prefix sum (RPS) [24] and space-efficient 
relative prefix sum (SRPS) [25] data cubes are similar to PS data cube. They 
‘ incur lower update costs but greater query costs. When a data cube is parti-
tioned into several parts and a PS data cube is maintained in each of them, 
then it is a local prefix sum (LPS) data cube [26,28]. Besides these, there are 
' also data cubes specially designed for dynamic environment, such as dynamic 
• data cube (DDC) [27]. Space-efficient dynamic data cube (SDDC) [25] is an 
improvement on D D C and it requires less storage space. 
2.2 Data Aggregation in Sensor Networks 
Data aggregation in sensor networks is one of the most important problems in 
— sensor networks. To the best of our knowledge, three categories of solutions 
have been proposed. They are hierarchical data aggregation [10,12], gossip-
, based aggregation [13], and a mixture of the two [14，15 . 
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2.2.1 Hierarchical Data Aggregation 
Hierarchical data aggregation [10,12] returns data aggregates by maintaining 
distributed hierarchical structures in sensor networks, in particular tree-like 
structures. With these hierarchical structures, data aggregates can be obtained 
by passing data from leave nodes to the root. At each intermediate node along 
the path to the root, the aggregate operation may be applied on the data 
received from the child nodes to form a single aggregate. Then the aggregate 
is passed to the parent. Since data aggregation is done partially along the 
path to the root, the network traffic and the workload of the base station are 
reduced. In this data aggregation model, an update on the reading of any 
sensor node is passed to the predecessors only. After a certain period of time, 
the update will eventually reach the root. 
2.2.2 Gossip-based Aggregation 
Gossip-based aggregation [13] is an interesting aggregation technique. Under 
this aggregation model, distributed data structures are not used. Instead, it 
„ relies on gossip message exchange. When a data aggregate is to be calculated, 
.. every node only needs to send data to a randomly chosen neighbor. After a % 
certain period of time and with a high probability, the data aggregate can be 
calculated. This kind of algorithms can deal with rapid changes in network 
topology. • 
A 
2.2.3 Hierarchical Gossip Aggregation 
In order to collect data aggregates in an easier way, gossip-based data aggre-
gation techniques with data structures being maintained are proposed [14,15 • 
These techniques work well in large scale sensor networks. However, leader 
election and maintenance algorithms are needed [13]. This introduces over-
heads on the efficiency and the complexity of the data aggregation process. 
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Figure 2.1: Sensor redundancy in sensor network 
2.3 GAF Algorithm 
The geographical adaptive fidelity (GAF) algorithm [29] was proposed for en-
ergy conservation and load balancing in sensor networks, so that the lifetime 
of any sensor network can be extended. The underlying principle of the G A F 
algorithm is to switch off redundant sensors so that energy can be saved with-
„ out destroying the connectivity and functionality of the sensor network. This 
- algorithm is proposed based on the observation that the energy dissipated 
by redundant and idle sensors cannot be ignored [34,35]. As an example, in 
Fig.2.1 sensor 1 needs to communicate with sensor 4 with the help of either 
sensor 2 or sensor 3. If both sensor 2 and sensor 3 are active, then any of them 
may stay idle for a long period of time. In order to save energy, we can switch 
off sensor 2 in order to preserve energy and extend network lifetime 
Under the G A F algorithm, a sensor network is partitioned virtually into 
grids such that all sensors in a grid can communicate directly with the other 
sensors in the neighboring grids. For the partition to be performed every 
sensor needs to know its location and'the pre-determined grid width r, and r 
is related to the sensor radio range R. Let us illustrate the idea using Fig.2.2. 
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Figure 2.2: Grid width r and sensor radio range R 
In the figure, the two sensors are the farthest sensors of the two adjacent grids 
and R must be large enough for the two sensors to be able to communicate 
- directly. Therefore, r and R are related by: 
r2 + (2rf (2.1) 
v5 
. There may, be more than one sensor in a grid, and at any time we only 
allow the sensor with the highest rank or privilege to remain active for a given 
period of time. For the other redundant sensors, they simply sleep. After some 
time another selection is performed for the active sensor, the previously active 
sensor either remains active, or let another sensor to be active if it nearly runs 
out of energy or another sensor with a higher rank exists in the grid. 
‘ The G A F algorithm is independent of the underlying routing protocol, and 
one of its variations called GAF-ma is adaptable to sensor mobility. Hence 
by taking the GAF-ma algorithm as the underlying layer, we can transform a 
mobile sensor network into a grid virtually and hence our proposed techniques 
can be applied. At the same time, we can enjoy the other benefits, like energy 
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Figure 2.3: Grid width r and sensor radio range R for our proposed techniques 
conservation and load balancing, provided by GAF-ma. 
However, in order to apply our proposed techniques using GAF-ma, we need 
to modify the rule to determine the grid width r. It is because for our proposed 
techniques we assume that the sensor in any grid is able to communicate with 
the sensors in all the eight neighboring grids, but not just the left, right, upper, 
and lower neighboring grids. 
Let us refer to Fig.2.3, and the new relation between r and R is: 
(2rf + (2r)2 < R^ ^  r < ^ (2.2) 
Recall that the radio range of the Crossbow sensor nodes we own lies be-
tween 30m to 100m,. i.e. 30m < R < 100m. As a result, when our sensor 
nodes are used the grid width r < ^ = 10.61m. 
Finally, readers are recommended to read [29] for more thorough under-
standing of the G A F algorithm. 
t 
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2.4 Concurrency Control 
Serializability of concurrent execution of read-only and read-write transactions 
is an important topic in traditional database systems and distributed systems. 
In the literature many different algorithms for concurrency control of database 
and distributed systems have been proposed, and they take either the two-
phase locking and the timestamp ordering approaches. In this section, we will 
give an overview on these two approaches for concurrency control in distributed 
systems. 
2.4.1 Two-phase Locking 
Under two-phase locking concurrency control, locks are required a priori when 
a transaction wants to access a data object. There are two kinds of locks, 
namely readlock and writelock. When a transaction wants to read a data 
- object, it must first acquire the readlock on that data object. If no transaction 
is holding the writelock on the data object, the request can be granted and 
the transaction can read that data object. A data object may grant several 
readlocks to different transactions at the same time, since a read-only operation 
•• does not change the value of the data and hence it does not conflict with other « 
read-only operations. On the other hand, each data object is only granted 
with one writelock. If a transaction needs to write or update a data object, it 
has to obtain the writelock on the data object. If no readlocks on that data 
object are granted, and no transaction is holding the writelock on the data 
object, then the request of the writelock can be granted. When the read or 
write operations are completed, the locks must be released. Once a transaction 
releases a lock, it can no longer make a request for another lock. That is why 
it is called two-phase locking protocol, as a transaction has to experience the 
‘ growing phase when lock requests are made, and the shrinking phase when 
locks are released. 
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If a transaction wants to acquire either a readlock or a writelock of a data 
object but it is not available, then the transaction may be forced to wait for the 
lock [36]. Consider the case where transaction needs to wait for the lock of 
transaction T2, transaction T2 needs to wait for the lock of transaction T3, and 
transaction T3 needs to wait for the lock of transaction J\. In this case, a cyclic 
waiting relation exists. This situation is called deadlock, such that all transac-
tions involved in the deadlock wait infinitely unless some of them are aborted. 
In order to prevent deadlock, deadlock prevention scheme can be applied to 
avoid deadlock from happening. However, since deadlock may not happen so 
frequently in reality and deadlock prevention consumes much resources, hence 
another technique called deadlock detection is commonly adopted. Deadlock 
detection is a technique aiming at detecting, but not preventing, the existence 
of deadlock in a system. If deadlock is detected, one of the involved transac-
tions is forced to abort so that other transactions can resume. 
: 2.4.2 Timestamp Ordering 
Timestamp ordering based concurrency control protocol is another kind of 
concurrency control protocol. When a transaction T is issued, it is assigned 
a unique numerical timestamp TS{T) at startup. On the other hand, each 
data object O maintains a read timestamp RTS{0) and a write timestamp 
t. 
WTS{0). The idea of concurrency control by timestamp ordering is to se-
lect a total order, called serialization order, for transaction execution such 
that transactions are forced to execute in that order [36]. It is proven that 
'丨 if the execution of transactions follows a serialization order, the execution of 
transactions is serializable [37,38]. 
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If a transaction T with timestamp TS{T) is issued, it is handled as follows: 
when T wants to read data object O, TS{T) and WTS{0) will be compared. 
If TS(T) < WTS{0), T is aborted and restarts with a larger timestamp. 
Otherwise T is allowed to read the data and RTS{0) = max(i?T5(0), TS(T)). 
If T wants to write to data object O, TS{T), RTS(0) and WTS{0) are 
compared. If TS{T) < WTS(0), T is ignored according to the Thomas Write 
Rule [39], because a write operation of another transaction T' with TS{T') > 
TS(T) has already been executed and hence T is out-of-date. If TS{T) < 
RTS{0), T conflicts with a read operation already applied on O. Hence T is 
aborted and it needs to restart with a larger timestamp. If TS{T) > WTS(0) 





Building Distributed Data 
Cubes in Sensor Network 
The retrieval of consistent data in sensor networks is a broad topic, and the 
efficient retrieval of data aggregates is our main research focus. W e put our 
emphasis on the retrieval of data aggregates in sensor networks because, as 
‘ shown by other researchers, it is an important problem [40-42]. Furthermore, 
data aggregates are usually more useful than individual sensor values [9-11 . 
Therefore instead of individual sensor value, data aggregates are more usually 
wanted. 
Since data aggregation is the core of data processing and management in 
sensor networks, it has attracted much attention. As we have introduced in 
Chapter 2, in the literature three classes of aggregation techniques have been 
proposed. They are hierarchical data aggregation [10,12], gossip-based aggre-
gation [13], and a mixture of the two [14,15]. These existing data aggregation 
techniques are able to return the data aggregates of a single set of sensors. 
However, they are not feasible to be used when we want to retrieve data ag-
gregates from more than one set of sensors. Consider a sensor network with 
N sensor nodes. If we apply the existing aggregation techniques to retrieve 
the data aggregates from all of the possible sets of sensors in the sensor 
network, in worst case we need to build an aggregation tree or gossip group in 
2 0 ‘ 
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each of the sets. As a result, we will have up to trees or gossip groups in 
the sensor network. 
From this example we can see that existing techniques are too expensive to 
be used for solving the above problem. However, we do not mean that existing 
techniques are not good at all. Actually, sensor networks are application spe-
cific [43]. Hence for applications requiring the data aggregates of only one set 
of sensors, existing techniques are feasible. On the other hand, new algorithms 
are needed for applications that require the data aggregates of multiple sets of 
sensors. • 
In this chapter, we are going to propose a new class of techniques for the 
retrieval of data aggregates in sensor networks. The techniques are capable 
of solving the- problem described above, so that the fast and simultaneous 
retrieval of data aggregates from multiple regions in a sensor network can 
be achieved. Our idea is inspired by the use of data cubes [9, 23-27] in the 
- traditional database systems, and we propose to construct distributed prefix 
sum data cube and distributed local prefix sum data cube in sensor networks. 
Our idea was previously published in [44 . 
3.1 Aggregation Operators 
In different research papers on data aggregation in sensor networks, one may 
notice that data aggregates may refer to different data aggregation operations. 
It is because different researchers often have different definitions for their own 
sets of data aggregation operators subjected to different assumptions and re-
quirements. For example, in [45] data aggregates are defined to be the sum, 
the average, the minima, or the maxima of a set of sensor values. In [13], 
the aggregation operators listed above are considered together with other op-
erations such as random sample and quantile. In this thesis, we consider two 
fundamental aggregation operators: aggregate sum and aggregate average. 
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The aggregate sum 5um(X) of a set of sensor values X , X = {xi} where 
z > 1, is the total sum of all xf. 
Sum{X) = Y^x^ (3.1) 
Similarly the aggregate average Avg{'K) of a set of sensor values X , X = 
{x^} where z > 1, is the arithmetic mean of all Xi： 
Avg{X) = ^ (3.2) 
These two operators are selected and handled because data cubes are ba-
sically designed to help answer aggregate sum queries. And as will be shown 
in the later part of this thesis, the aggregate average of a set of sensor values 
can be answered once we get their aggregate sum. 
3.2 Distributed Prefix (PS) Sum Data Cube 
Data cubes are commonly used in traditional database systems for the fast 
retrieval of data aggregates. W e are inspired by the use of data cubes in the 
traditional database systems, and prefix sum data cube is the most fundamen-
tal one. To help understand distributed prefix sum data cube, we will first 
introduce the working principle of prefix sum data cube. Then we will present 
the construction and querying algorithms, and the simulation results of the 
proposed distributed prefix sum data cube. 
3.2.1 Prefix Sum (PS) Data Cube 
* 
Consider a 2-D grid in which every cell holds a numerical value, and let v{x, y) 
be the numerical value kept by the' cell at column x and row y (i.e. {x,y)). 
A naive approach to obtain the aggregate sum of the values in a particular 
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Figure 3.1: (a) A grid-like area and the readings of the cells; (b) The PS data 
cube of that area 
region is to query all the cells in that region and compute the aggregate sum 
after all the replies have arrived. 
Prefix sum (PS) data cube [23] stores pre-computed data, called prefix 
sums, so that the aggregate sum of any region can be calculated quickly with 
the pre-computed data. A PS data cube for the grid in Fig.3.1(a) is shown 
in Fig.3.1(b). Each cell in Fig.3.1(b) keeps a prefix sum, which is equal to 
the sum of the values held by those cells locating at the upper left corner of 
the corresponding cell in the original grid. For example, the cell at (1,2) in 
Fig.3.1(b) keeps the sum of ^;(0,0), v(l,0), 7；(0,1), 1), 7；(0,2), and v{l,2) 
in Fig.3.1(a), i.e. 12 + 45 + 37 + 21 + 45 + 87 = 247. 
Here are the definitions of prefix sum and prefix sum data cube, which were 
introduced in [23]: 
I Definition 1 In a 2-D grid in which each cell i locating at column Xi and row 
Vi keeps a value v{xi,队),the prefix sum s(xi, yi) stored in cell i is X；二=〇 IIn=o <爪’几). 
• 
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Definition 2 A prefix sum data cube is a 2-D grid of cells in which each cell 
maintains a prefix sum. 
• 
3.2.2 Notations 
Any rectangular region can be identified by two cells e and /, located at the 
upper left corner and bottom right corner of that region respectively. Usually, 
e and f are called the anchor and the endpoint of that region [25], and the 
expression e : / is the region specified by the anchor e and endpoint f [25 . 
Definition 3 e : / is the region specified by the anchor e and endpoint f. 
• 
If the anchor e and the endpoint f of the region e : f are located at (xg, ye) 
and {xf, Uf) respectively, then any cell c at (Xc, Vc) is in e : / if and only if 
Xe<Xc< Xf a n d Ve < Vc < Vf-
一 Definition 4 A cell c at (xc, Vc) is in e : / if and only ii Xe < Xc < Xf and 
•‘ ye<yc< y[� 
• 
For example, assume that e and f are the cells with coordinates (0,0) and 
(2,1) respectively, then e : / is the region containing the cells at (0,0), (1,0), 
(2,0), (1,0), (1,1), and (2,1). 
Since every cell i holds a numerical value v{xi,yi), so we can define the 
aggregate sum Sum{e : /) of all the cell values in any region e : / as: 
Definition 5 The aggregate sum of all the cell values in a region e : / is 
Sum{e : /) and it is given by: 
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Figure 3.2: To calculate the aggregate sum of a region 
工f Vf 
Sum{e : /) = ^ ^ n) (3.3) 
m=Xe n=ye 
. • 
„ As stated before, the cell value and the prefix sum of any cell i locating 
. at {xi, Hi) are v(xi, yi) and s{xi, iji) respectively. For simplicity the symbols 
v{i) and s(i) will also be used interchangeably in the rest of this thesis so that 
Vi) = v{i) and s{xi, yi) = s(i). 
3.2.3 Querying a PS Data Cube 
Suppose we have a PS data cube and if we want to retrieve the aggregate sum 
Sum{e : /) from a rectangular region e : /, we only need to issue queries to 
at most four cells in the PS data cube. Then based on the returned values, 
Sum{e : /) can be computed. In Fig.3.2, each cell in the grid stores both 
» I 
the source data value and the prefix sum so that the grid acts as the source 
data grid as well as the PS data cube at the same time. The aggregate sum 
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Sum(e : /) of the shaded region can be calculated using only four values in 
the PS data cube by the following formula: 
SWn(e : /) = s{f) - s(b) - s(c) + 5(a) (3.4) 
Equation 3.4 can be rewritten in terms of merely the anchor e and the 
endpoint / of the region: 
Sum(e : /) = s(xf,yf) - s{xe - 1,?//) 
-s{xf,ye-l) ‘ (3.5) 
-\-s(Xe - 1,2/e - 1) 
The general proof of Equation 3.5 for an A^ '-dimensional PS data cube is 
in [23]. However, for the sake of completeness we would like to show another 
way to prove it for a 2-D grid of data. 
Lemma 1 
Sum(e ： f ) = s{Xf,yf) - s{Xe - 1,?//) - s{Xf,ye - 1) + s{Xe - l,ye - 1) 
Proof of Lemma 1 
Sum{e : /) 
= v ( m , n) - E二1 • ’ n) 
= E n i o n) - E:o E二1 • ’ n) + E二 E二1 n ) � 
= E 二 EZo • ’ EZo v(m, n ) - E 二 0 E 二1 + ， 二 E 二1 • ’ 几) 
=s{xf, yj) — s{xe - 1, Vf) - s(xf, 2/e - 1) + 5(3;^  -1,2/e- 1) (By Definition 1) 
、 . • 
For instance, the aggregate sum of the region (1,1) : (3,3) in the source 
grid in Fig.3.1(a) is s(3,3) - 5(0,3)'- s(3,0) + s(0,0) = 383, where s(x, y) is 
the prefix sum of the cell at {x,y) of the PS data cube in Fig.3.1(b). 
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Figure 3.3: A sensor can communicate with its immediate neighbors 
3.2.4 Building Distributed PS Data Cube 
The working principle of PS data cube have been introduced, and we have 
also shown how the aggregate sum of a rectangular region in a grid can be 
computed using a PS data cube. Now we will present the proposed technique 
for building distributed data cube in sensor networks. It is supposed that the 
sensor network, where a distributed PS data cube is to be built, has a grid-like 
topology such that each cell contains a sensor (readers may refer to Section 2.3 
for the virtual transformation of any sensor network to a grid). Besides that, 
each sensor stores its sensor value, prefix sum, and prefix average altogether 
in its memory. It is also assumed that each sensor can communicate with 
its immediate neighbors (Fig.3.3) and broadcast messages to them. With our 
proposed algorithm, a distributed PS data cube can be built autonomously for 
the fast and simultaneous retrieval of data aggregates. 
Since every sensor in a PS distributed data cube stores a prefix sum and a 
prefix average, and these two prefix values have different properties, therefore 
we need to handle the values differently. W e will first describe how prefix sum 
can be maintained, followed by an explanation on prefix average. 
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Maintaining Prefix Sum 
Consider the sensors in Fig.3.4. Assume that the sensor values stored in sensors 
a, b, c, and d are ”(a), v{b), v{c), and v{d) respectively, and their prefix sums 
are s(a), s{b), s(c), and s(d) respectively. s(d) includes the sensor values of 
all sensors at the upper left corner of sensor d. Therefore the simplest way for 
sensor d to compute s(d) is as follows: 
1. sends queries to these sensors at the upper left corner of sensor d\ 
2. receives replies from these sensors; 
3. finds out the sum of these sensor values; 
4. adds v{d) to the sum of sensor values. 
The procedures shown above are viable. However, a sensor network may 
- contain more than ten thousand sensors and hence it is not a feasible solution. 
With our analysis, we found that s[d) can be computed easily using the 
values stored in the neighbors of sensor d, such that only v(d), s(a), s(b), and 
- s(c) are required. To do so, Lemma 2 is needed, and Lemma 2 is based on the 
. inclusion-exclusion principle. 
. . . I � 
I 
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‘ Figure 3.4: Sensors a, b, c, and d 
Lemma 2 s(xd, yd) = v{xd, yd) + s{xd + s{xd, — 1) — s{xd -I,yd-I) 
for any cell d located at (x^, yd). 
Proof of Lemma 2 
s(xd,yd) 
‘ 二 E 二 •’几） 
.. = E 二 E l^o •’ 几)+ ElU +山几） 
= V d ) + E ^ O ElU ri) + Ero' n) 
=如,？/.)+Ero ElU Elt-o • Ero' 几) 
=v{xd, Vd) + s(xd - 1，2/d) + Vd - 1) — s{xd - 1,2/d- 1) (By Definition 1) 
• 
In general, for any sensor d with yd > 0，s(xd, yd) can be obtained by 
‘ Lemm a 2. In the proof it is assumed that s{xd, Vd) = 0 when Xd < 0 or yd < 0. 
.. I 
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Algorithm 1 Maintain Prefix Sum   
terminate = FALSE 
l{i) = empty, u(i) = empty, d(i) = empty 
repeat 
if s{j) from sensor j is received then 
if j is on the left of i then 
l{i) = s{j) 
end if 
if j is on top of i then 
⑷）=s( j ) 
end if 
- if j is on the upper left of i then 
d � =s { j ) , 
end if ‘ 
if l{i), u{i) and d{i) are not empty then 
s(i) = v(i) + l(i) + u(i) - d(i) 
terminate = T R U E 
end if 
end if 
until terminate = T R U E 
i broadcasts 5(2) to ji where ji is on the right of i 
i broadcasts s(i) to j2 where j) is at the bottom of i 
i broadcasts to js where js is at the bottom right of i ‘ 
I 
f - •/ 
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The distributed PS data cube construction algorithm that we are going to 
introduce now is based on Lemma 2: consider a grid-like 2-D sensor network, 
in which each node i maintains a prefix sum s(z), its own sensor value i;(i)’ 
and three variables, namely u(i), l(i) and d{i), where n(z), l(i) and d(i) store 
the prefix sums received from the upper, left, and the upper left neighbors 
(i.e. sensors b, a and c respectively for sensor d in Fig.3.4). At time t = 0, the 
sensor node at (0,0) initializes 5(0, 0), and 5(0, 0) = i;(0,0). Then it broadcasts 
s(0,0) to its neighbors. Once a sensor receives the prefix sums from its upper, 
left and upper left neighbors, it will update the variables u(i), l{i), and d{i) 
respectively according to Algorithm 1. After that the sensor can compute for 
its own prefix sum, and then broadcast the prefix sum to its neighbors. As 
Algorithm 1 is executed repeatedly, the prefix sums of all the sensors can be 
maintained. 
- Maintaining Prefix Average 
The prefix average of any sensor i at {xi, yi) is the average of all the sensor 
values of the sensors locating at the upper left corner of sensor i. In other 
words, let m(i) be the prefix average of sensor i and pxPop(i) be the prefix 
sensor population (i.e. the number of sensors locating at the upper left corner 
of i). Then m(i) can be computed using s(i) and pxPop{i) of sensor i: 
爪 � pxPop{i) ( �） 
where 
. pxPop{i) = {xi + 1) X (y, + 1) (3.7) 
� 
The prefix sum 5(2) of i can be obtained using Algorithm 1. On the other 
. hand, sensor i already knows pxPop{i) because the sensor network is a grid 
and pxPop(i) can be derived from Xi and yi by Equation 3.7. As a result, 
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with Algorithm 1 the prefix averages of all the sensors can be calculated at 
the same time when the prefix sums are maintained. That means Algorithm 
1 is capable of maintaining the prefix averages, as well as the prefix sums, of 
sensors without significant overheads. 
3.2.5 Time Bounds 
In order to know the time complexities for the construction and update of a 
distributed PS data cube in a sensor network, theoretical analysis was done. 
Construction Time 
Assume that the time bound for a sensor to calculate and broadcast its prefix 
sum and prefix average, and for the broadcasted prefix values to be received 
by all of its immediate neighbors is 1. W e observed that the number of sensors 
with their prefix values computed was closely related to the number of time 
units that the construction algorithm had been run. 
Lemma 3 In a distributed PS data cube, assume that the time bound for a 
sensor to calculate and broadcast its prefix sum and prefix average, and for 
’ the broadc朋ted prefix values to be received by all its neighbors is 1. At any 
time t, the prefix values of all the sensor nodes locating at (re, y), such that 
oc + y = t, will be ready. 
Proof of Lemma 3 W e will prove the Lemma by showing that the prefix 
sums of all the sensor nodes locating at (x, y), such that x y = t, will be 
ready at time unit t. Since prefix averages can be deduced from prefix sums, 
hence the statement will be valid for prefix averages if it holds for prefix sums. 
At t = 0, s(0,0) is already ready, and it is simply equivalent to i'(0,0). 
• sensor (0,0) then sends 5(0,0) to sensors (0,1), (1,0) and (1,1). At t = 1, 
sensors (0,1) and (1,0) update s(0,1) and 5(1,0) correspondingly. Since sensor 
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Figure 3.5: Prefix sums are being calculated in the distributed data cube 
(1，1) has not received s(0,1) and 5(1,0), so it cannot compute 5(1,1). The 
statement is true at time t = 1 because sensors (0,1) and (1,0) obtained their 
prefix sums at time unit 1. 
Assume the statement also holds at time t = t' so that node i[ has received 
‘ prefix sums s{ji) and s(j2) from sensors ji and j] (see Fig.3.5(a)) such that 
Xj/ = Xj^ + 1 and yi'^ = yj” x^ / = Xj^ and = i/j^ + 1. i[ then obtains s(ii) 
by 5(i；) = v{i[) + s(ji) + 5(72) 一 s{ki) where Xk, = x^； - 1 and yk, = 2/i； - 1. 
At the same iteration, node i!) has also received prefix sums s(j2) and s(j3) 
• from sensors 22 and js such that Xi'^  = Xj^  + 1 and = yj” = Xj^  and 
"i'2 = Vh + 1. obtains s(i'2) by s(i'2) = v{i2) + s{j2) + sOa) 一 s(/c2) where 
= Xi'^- 1 and yk2 = Ui'^ — 1. Notice that Xi'^ + yi'�= + = t'. After 
that i[ sends its prefix sum s � to i'^ and zj, i'2 sends 5(23) to i'^ , i'i and 
i'i (see Fig.3.5(b)). 、 
At time 力‘+ 1’ q can compute by = + s(i{) + s(i'2) - s(j2). 
Notice that cca^  + yq 二 + 队'i + 1 = f + 1. At the same iteration, all other 
丨 sensors k where Xk + Vk = xq + yq can also compute for Sk. As a result, the 
statement holds at time t = t' I. 
‘ Therefore, L e m m a 3 is true by 'the principle of mathematical induction. 
• 
脅 
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Figure 3.6: Sensors with their prefix values computed, and the time when the 
prefix values were computed 
From the result of Lemma 3, we know that a distributed PS data cube is 
constructed with a pattern as shown in Fig.3.6. It is like flowing water from 
the upper left corner and the water will diffuse gradually to the bottom right 
corner. Furthermore, from Lemma 3 we can deduce that the construction 
time of a distributed PS data cube is bounded by a sharp time bound, which 
depends on the size of the distributed PS data cube (i.e. the length h and 
width k). 
Lemma 4 In a sensor network with length = h cells and width = k cells, a 
distributed PS data cube can be completely constructed in h-\- k — 2 units of 
time. 
Proof of Lemma 4 From Lemma 3, at time unit t the prefix values of every 
, sensor i�at (xi, pi) with Xi -h Pi = t will be computed. In any grid-like sensor 
network, the bottom-rightmost sensor is at (h-l,k-l) (given that the sensor 
‘ at the top left corner is at (0,0)): For any sensor i in the sensor network, 
Xi < h - 1 and yi < k - I. Hence just before t = h k - 2, the sensor at 
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Figure 3.7: A 1-D sensor network 
(h - l,k — 1) is the only sensor in the sensor network with its prefix values 
not yet computed, and the prefix values of that sensor will be computed at 
t = h + k — 2. As a result, the whole distributed PS data cube can be built in 
h-\- k — 2 units of time. 
• 
From Lemma 4, the time complexity of the proposed distributed PS data 
cube algorithm can be known: when the distributed PS data cube is a square, 
I.e. ri ^ k ^ VN where N is the number of sensors, the time bound is 
In the worst case where the network grid is like a 1-D array (Fig.3.7), 
the construction time is A^ — 1. 
Update Time 
Sensors in h sensor network may update their sensor values continuously as 
required by the deployment scheme, or just when they detect a change in the 
environment they monitor. Since the sensor value of a sensor may be included 
in the calculation of the prefix values of some other sensors, hence an update 
in the sensor value on any sensor should be propagated to the other sensors 
locating at the bottom right corner of it. The propagation of an updated 
sensor value can be achieved using Algorithm 1, by assuming the sensor being 
updated locate at the top left corner (Fig.3.8). By doing so, we can measure 
the time need for a distributed PS data cube to be updated completely. 
t. I 
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Figure 3.8: A sensor has just updated its sensor value 
Lemma 5 In a distributed PS data cube with length = h cells and width = k 
cells, if sensor i at (xj, yi) updates its sensor value v{i), it takes h~\~k — Xi_yi — 2 
time for the update to be propagated to all other sensors j at [Xj,yj), where 
- Xi < Xj < h - 1 and Vi < Vj < k - 1. 
Proof of L e m m a 5 The propagation of the update in sensor i to all other 
sensors j, where Xi < Xj < h — I and Vi < Vj < k — 1, is equivalent to the 
construction of a new distributed PS prefix sum data cube with i staying at 
the top left, corner (Fig.3.8). Since the sensor at the bottom right corner is at 
(/i — 1, /c — 1), hence we can see that the dimension of the new distributed PS 
data cube will he h —1 — {xi - I) = h - Xi cells times k — 1 — {i/i — 1) = k — yi 
cells. •、 
I, 
From Lemma 4, a distributed PS data cube with length = h — Xi cells and 
width = k-yi cells can be constructed in h_Xi + k — yi — 2 = h + k-Xi-yi-2 
units of time. As a result, it takes h-\-k — Xi — yi — 2 units of time for the update 
at sensor i to be propagated to all other sensors j, where Xi < Xj < h — I and 
yi<yj < k - 1. « / 
• 
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From Lemma 5, we can observe that in a sensor network with hxk sensors, 
it takes h-{-k — Xi — yi — 2 units of time for an update at sensor i to be 
propagated to all other sensors. In worst case, if the update happens at the 
sensor at (0,0), then it takes as much time to update the distributed PS data 
cube as to construct the whole distributed PS data cube. If the sensor network 
is like a 1-D array (Fig.3.7), then it takes 0(N) time to update the distributed 
PS data cube. This property is similar to that of the original PS data cube 
in traditional database systems, such that the update cost of PS data cube is 
relatively high. -
3.2.6 Fast Aggregate Queries on Multiple Regions 
When a distributed PS data cube is constructed, it can facilitate the fast and 
simultaneous retrieval of aggregate sums and aggregate averages from multiple 
regions in a sensor network, as the prefix values of sensors are pre-computed. 
An example is shown in Fig.3.9(a). To answer the aggregate sum query on the 
shaded area in Fig.3.9(a), sensor values of a, b, c and d are needed and the 
aggregate sum is s(a) - s(b) - s(c) + s{d). 
Our proposed technique is different from the existing ones proposed previ-
ously (like those proposed in [10,12-15]) as our technique can handle the fast 
and simultaneous retrieval of aggregate sums and aggregate averages from sev-
eral overlapping or non-overlapping regions in the same sensor network using 
only one distributed data structure. ‘ 
To illustrate the point, we can investigate Fig.3.10. In the figure, there 
are three overlapping shaded regions. Using existing techniques, we need to 
maintain a hierarchical structure in each shaded region or exchanging gossip 
messages within each region at the same time. Now using our proposed tech-
nique we only need to build one distributed data structure, that is a distributed 
PS data cube, in the sensor network and the data aggregates can be computed 
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Figure 3.9: The aggregate sum of the shaded areas = (a) s(a)—s(b)—s(c)+s(d); 
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Figure 3.ID: Querying the aggregate sums of several regions simultaneously 
using the prefix values of sensors a to j. For instance, the following equations 
show the aggregate sums Sum{Regionl), Sum(Region2), and Sum{Region3) 
of Region 1，Region 2, and Region 3 respectively: ‘ 
Sum{Regionl) = Sa — Sb — Sc + Sd 
I .. 
Sum(Region2) = Se — Sf 
• Sum{Region3) = Sg - Sh - Si-\- Sj 
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Up to now the examples we have shown are limited to the retrieval of 
data aggregates from rectangular areas. However, it does not mean that the 
proposed technique cannot be applied for the retrieval of data aggregates from 
areas with irregular shapes. In fact, we can tailor make queries on sensor values 
in order to answer data aggregate queries on regions of any shapes. Fig.3.9(b) 
is another example showing how queries can be tailor made to obtain the 
aggregate sum of a region with arbitrary shape. To compute the aggregate 
sum of that region with irregular shape, we can retrieve the prefix sums of 
sensors a to h and the desired aggregate sum is equal to s(a) — s{b) + s(c)— 
s(d)-s(e)-^s(f)-s(g) + s(h). 
Now we- will explain how the aggregate sum and aggregate average of any 
region in a grid-like sensor network can be answered using a distributed PS 
data cube. From our explanation, readers can know how a aggregate sum 
or aggregate average query can be tailor made to suit an area with irregular 
shape. 
Aggregate Sum Query 
The prefix sum s[i) of any sensor i is equal to the aggregate sum of the 
rectangular region bounded by the sensor at (0’ 0) and i. As a result, to obtain 
the aggregate sum of the region bounded by the sensor at (0,0) and any sensor 
z, we only need to know the value of s{i) and it is the aggregate sum of that 
region. 
For other cases, data from at most four sensors are needed to answer an 
aggregate sum query on any rectangular region. Consider Fig.3.9(a), the ag-
gregate sum of the shaded region is s{a) minus the sum of the sensor values 
of the unshaded region bounded by sensors b, d, and c. W e can subtract * ‘ 
s(b} and 5(c) from s(a), but the value held by sensor d would be deducted 
twice. So we add s{d) and hence the aggregate sum of the shaded region is 
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Algorithm 2 Aggregate S u m Querying Algorithm on a Rectangular region 
^  
Vaj Imaxf ^miw) Tmax, '^min 
var Sum{e : /); // the aggregate 
^max = niax(xe5 
Imin = mm(Xe,Xf) 
Tmax = max(ye,?//) 
Tmvn = min(仏，y/) 
if Imin = 0 and r — „ = 0 then 
Sum(e : f) = s{i) where (xi,yi) = (/max, W x ) 
end if 
, if Imin = 0 and rmin + 0 then 
Sum�e : f) = s{i) - s{j) where (xi,yi) = (/max, W x ) and {xj,yj)= 
ij'maxi『min — 1) 
end if 
if Imin + 0 a n d = 0 then 
Sum(e : /) = s � -s ( j ) where (xi,yi) = (Ir^^ax, rmax) and {xj^yj)= 
.’. {J"min — 15 f^max) 
end if ‘ 
if Imin — 0 and rmin + 0 then 
Sum(e : /) = s{i) - s{j) - s{k) + s{l) where 
Vi) ~ (^max5 ^max) and 
(工k, Vk) = {Imax, Tmin _ 1) and -
(巧，Vj) = i^min - 1, rmax) and 、 
i^h Vl) ~ ijmin — 1’�min — 1) 
end if  
• • • 
1 � 
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Construction Cost Update Cost Query Cost (rectangular regions) 
N-1 I N-1 I 4 
Table 3.1: The worst case construction cost, update cost, and query cost of a 
distributed PS data cube with N sensors 
s(a) — s{b) — s{c) + s{d). Notice that, similar to the construction algorithm, 
the inclusion-exclusion principle is used for querying the aggregate sum of any 
region in a sensor network. The algorithm for the retrieval of aggregate sum 
from any rectangular region is shown in Algorithm 2. 
To handle an aggregate sum query on a region with irregular shape, we 
need to know in advance which sensors have to be queried, so that we can 
get the required prefix sums for the calculation of the aggregate sum based on 
the inclusion-exclusion principle. In any cases, we can get the aggregate sum 
of a region with a bounded number of queries, and the value can be easily 
estimated once we know the number of sensors that we need to query. 
The worst case construction cost, update cost, and query cost of distributed 
PS data cube is summarized in Table 3.1. 
Aggregate Average Query 
” The prefix sum s{i) of sensor i equals the aggregate sum of the rectangular 
region bounded by the sensor at (0’ 0) and i. Similarly the prefix average m{i) 
of any sensor i equals the aggregate average of the rectangular region bounded 
by the sensor at (0,0) and i. Therefore, in order to obtain the aggregate 
average of the rectangular region bounded by the sensor at (0’ 0) and sensor i, 
we need to query for m{i) and it is the aggregate average of that region. 
However, if we want to obtain the aggregate average of a region not bounded 
I by (0,0), the prefix averages of sensors are no longer helpful since it is di cult 
to calculate the aggregate average of a region using the prefix averages of 
sensors. Instead, we need to rely on the prefix sums and the prefix sensor 
populations of the sensors at the corners of that region. Consider Fig.3.9(a) 
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again. To obtain the aggregate average of the shaded region, we can first 
retrieve the aggregate sum of that region. Then we can compute the number 
of sensors in that region using the x,y-coordinates of the anchor and endpoint 
of that region. After that, the aggregate average of the shaded region can be 
calculated. 
Generally, given any rectangular region e : f bounded by the anchor e and 
endpoint /, the number of sensors SenP(jp�e : /) in e : / is given by: 
SenPop{e ： f) = {xf - Xe1) x {yf - y^ + 1) (3.8) 
For example, the number of sensors in the region bounded by (1,2) and 
(5,4) is (5 二 1 + 1) X (4 — 2 + 1) = 15. 
After obtaining Sum(e : /) and SenPop{e : /)’ the aggregate average 
Avg{e : /) of that region would then be: 
(3.9) 
To compute Sum{e : f) and SenPop{e : /) of a rectangular region, we only 
need to send queries to not more than four sensors. Hence, same as the case 
of Sum{e : /)’ the computation of Avg{e : /) can also be done in a constant 
number of operations. 
If we want to know the aggregate average of a region with irregular shape, 
we would need to get the aggregate sum of that region first. Then we need 
to obtain the number of sensors in that region, by performing some additions 
and subtractions. After that the aggregate average can be obtained. Since 
finding the number of sensors in a region of irregular shape is trivial, we do 
not discuss it in this thesis. , 
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3.2.7 Simulation Results 
A series of simulations on the proposed technique were performed, and the 
simulations focused on the time needed to construct distributed PS data cubes, 
the network traffic incurred, and the scalability of the proposed technique. In 
this section, we will show and discuss the simulation results. 
Data Cube Construction Speed 
In the first set of simulations, we measured the construction speed of distrib-
uted PS data cubes in sensor networks by comparing the percentage of sensor 
nodes with their prefix sums and prefix averages computed against time. In 
each simulation, the relation between the width h and the length k of the 
gird-like sensor networks was h + k = 200. The simulation results are shown 
in Fig.3.11. 
Now we can compare the construction speeds of distributed PS data cubes 
in several different grid forms. From Fig.3.11 (a) to Fig.3.11(b), three main 
properties were found. 
1. The number of sensors with their prefix sums and prefix averages com-
“ put^d increased linearly in each iteration and attained a maximum. 
The number of sensor nodes with the prefix sums and prefix averages 
computed increased linearly in each iteration, then it attained a maxi-
m u m . It is because the number of sensors covered by the construction 
algorithm increased by one in each time unit (refer to Fig.3.6) during 
this period of time. When this value reached min(/i, k), it is limited by 
the smaller one among the number of rows and the number of columns 
in the grid of sensor. Therefore, the value cannot increase anymore. 
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. Figure 3.11: Construction time and network traffic against different h and k 
2. After attaining a maximum, the number of sensors with the prefix sums 
.. computed levelled off for the cases h = 150, k = 50 and h = 190，k = 10. 
In Fig.3.11(a) the increase in sensors with their prefix values computed 
levelled off for the cases h = 150, k = 50 and h = 190, k = 10 after 
attaining a maximum. It is because after k — I iterations, the number 
of sensor nodes with the prefix sums and prefix averages calculated was 
limited by the number of rows in the grid of sensor. This remained con-
stant until the number of iterations readied h — I. This case did not 
.appear when /?, 二 /r 二 100. It is because t = h — 1 happened at the same 
•J 
time when t = k - 1 occurred. Therefore, the number of sensor nodes 
with the prefix sums calculated was never limited by the number of rows 
in the grid. 
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3. After attaining a maximum, the number of sensors completed decreased 
linearly until the end of execution. 
The number of sensors with the prefix sums computed began to drop 
when the number of iterations exceeded h — 1. The decrease was linear 
because the number of sensor nodes covered by the construction algo-
rithm decreased by 1 in each iteration, as shown in Fig.3.6. 
Network Traffic 
In order to study the network traffic during the construction of distributed PS 
data cubes, we carried out simulations to measure the total number of messages 
injected to each of the sensor networks by the sensors in every time unit. In 
‘ the simulations, the width and the height of the grid-like sensor networks was 
once again h + k = 200. From Fig.3.11(c), three properties were observed. 
1. The number of messages injected into the network increased linearly and 
... attained a maximum. 
The network traffic increased linearly at the beginning of the distributed 
PS data cube construction process, as the number of sensors with the 
prefix sums and prefix averages computed increased linearly. 
2. When h ^ k, the network traffic levelled off for a period of time. 
After k — i iterations, the number of sensors with the prefix sums and 
prefix averages calculated was limited by the number of rows in the cube. 
Hence the network traffic levelled off. This remained constant until the 
number of iterations reached h — 1. Since t = k — 1 and t = h — 1 
happened at the same time unit for the case h = k, therefore the result 
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’. Figure 3.12: Network traffic against different network sizes 
for the case h — k = 100 did not level off. 
... 3. After' attaining a maximum, there was a linear drop in the network traffic 
until the end of execution. 
This linear drop in the network traffic occurred when t > h — 1. It is 
because the number of sensors with the prefix sums and prefix averages 
computed decreased linearly. .、 
Scalability 
, A sensor network usually consists of a huge number of small and cheap sensor 
nodes. Therefore, a good data retrieval algorithm for sensor networks should 
be scalable. In order to test the scalability of the proposed technique, especially 
the network traffic in terms of the total number of messages sent by the sensors, 
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simulations on 96 square grids of sensor network with different widths were 
performed. In the simulations, the sensor population sizes of the grids varied 
from 25 sensors to 10000 sensors and the total numbers of messages flowing 
in the networks during the construction of distributed PS data cubes were 
measured. The results are shown in Fig.3.12. 
The simulation results show that the proposed distributed PS data cube 
construction technique scales well as the size of the square grid of sensor net-
work increases. In Fig.3.12(a), we can see that the number of messages flowing 
through the network increased acceptably as the network population increased. 
When the sensor population increased from 25 to 10000, the number of mes-
sages flowing in the sensor network was only increased by about 30000. When 
Fig.3.12(b) is studied, we can observe that the percentage increase in network 
traffic decreased as the sensor network became larger, and the percentage in-
crease of both the network traffic and the sensor population were approxi-
mately the same and they converged to a limit. In Fig.3.12(c), it can also be 
observed that the network ‘traffic - sensor population ratio converged to 3 as 
the sensor population increased. That means each sensor sent 3 messages on 
average. Prom this observation, we can know that as the sensor network scales 
large, the network traffic in the sensor network is bounded by three times of « 
the sensor population. With such a sharp bound, we can see that the proposed 
distributed PS data cube technique is scalable. 
、 
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3.3 Distributed Local Prefix Sum (LPS) Data 
Cube 
Though queries can be answered quickly using a distributed PS data cube, 
updating a distributed PS data cube is quite expensive. In the worst case, 
updating a distributed PS data cube can take as much time as rebuilding a 
new distributed PS data cube. This observation matches the findings regarding 
to the update cost of a traditional PS data cube [26 . 
The drawback of distributed PS data cube is that it may take a very long 
time for an update on a sensor locating at the upper left corner of the cube to 
be propagated to the sensors at the bottom right corner, especially when the 
distributed PS data cube is huge. In the worst case it takes linear time for a 
distributed PS data cube to be updated. For large scale sensor networks con-
taining hundred thousands of sensors, it may be too expensive for distributed 
PS data cubes to be updated. 
A straight forward solution to overcome the problem is to keep every dis-
tributed PS data cube small. This sounds impossible for huge size sensor 
networks, but actually it is possible. The secret is to partition any grid of 
sensor network into a number of smaller blocks, such that a distributed PS 
data cube is built in each block. The resultant distributed data cube would 
then be a distributed local prefix sum (LPS) data cube. Notice that distributed 
LPS data cube is inspired by the use of local prefix sum data cube [26，28] in 
the traditional database systems. 、 
In Fig.3.13(a), a distributed PS data cube is shown. Since it may take 
quite a long time to update the distributed PS data cube, we can partition 
the distributed data cube into blocks. Fig.3.13(b) is an example such that the 
grid is divided into four blocks, and the grid becomes a distributed LPS data 
cube with block size equal to 3. Since the length and the width of each block 
are only half of those of the original grid, the construction time and update 
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Figure 3.13: (a) 'A distributed PS data cube; (b) A distributed LPS data cube 
with block size = 3; (c) A distributed LPS data cube with block size = 2; (d) 
A distributed LPS data cube with different block sizes. 
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time of the whole distributed data cube can be halved. However, as a tradeoff, 
the querying time would be increased. It is because we need to query more 
sensors in order to obtain the data aggregate of a region, if the region covers 
a large number of blocks. 
Fig.3.13(c) is another distributed LPS data cube with block size equal to 
2. Its construction and update time are be just | of those of Fig.3.13(b), but 
with a higher querying cost. According to [26], the blocks in an LPS data cube 
do not need to have the same block size. Fig.3.13(d) shows a distributed LPS 
data cube with different block sizes. However according to [26], the worst case 
update cost of an LPS data cube can be minimized if all blocks are of the same 
size. Therefore, in the rest of this thesis it is assumed that the blocks of any 
distributed LPS data cube are of the same block size. 
An intuitive illustration of the proposed distributed LPS data cube has 
been given. However, distributed LPS data cube is originated from LPS data 
cube. So it is necessary to understand the principle of LPS data cube before 
beginning the discussion on distributed LPS data cube. 
3.3.1 Local Prefix Sum Data Cube 
Local prefix sum (LPS) data cube [26’ 28] is a variation of prefix sum (PS) 
data cube. Since the update cost of PS data cube is relatively high, people 
then improved the data cube by partitioning it into a number of blocks and a 
PS data cube is built in each block."Each cell in an LPS data cube keeps the 
prefix sum of those cells of the source grid corresponding to its block (readers 
may refer to Definition 1 for the definition of prefix sum). 
An example is shown in Fig.3.14. Fig.3.14(a) is the source data grid, and 
Fig.3.14(c) is an LPS data cube of the source data grid with block size equal to 
2. Consider the block at the bottom left corner. Each cell in the block stores 
the prefix sum of those values in the grid shown in Fig.3.14(a), whose locations 
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1 49 115 58 135 
. 2 45 132 32 56 
、 ..., 
3 9 187 89 211 
“ (c) 
Figure 3.14: (a) The source data grid; (b) The PS data cube of the source 
grid; (c) The LPS data cube of the source grid with block size = 2. 
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are covered by the block. For instance, the cell at (1,3) of the LPS data cube 
stores the sum of values of those cells at (0，2), (1,2), (0,3)，and (1,3). As a 
result, the prefix sum stored at the cell at (1,3) is equal to 45+87+47+8 = 187. 
Here is the formal definition of LPS data cube as introduced in [26,28]: 
Definition 6 A 2-D local prefix sum (LPS) data cube is a 2-D grid which is 
partitioned into a number of square blocks bm with block sizes s^, 0 < m < 
M — 1. In each bm, a PS data cube is built. 
- • 
Describing the size of a block bm by its block size Sm may cause ambiguity 
on the number of cells residing in bm, since s^ may mean the number of cells 
in bm or the width of bm. Prom [26], we can define Sm without ambiguity: 
Definition 7 The block size s^ of any block bm of an LPS data cube refers to 
the width of the square block bm- In any case, Sm is the number of cells that 
composes the width of bm-
• 
From Definition 7, we can know the number of cells CellPop{bm) in a block 
bm given its block size Sm-
. CellPop{bm) = si (3.10) 
From Definition 4’ we know whether a cell c is in a region e : /• Similarly, 
we also need to define when a cell c is in a block 6爪.Notice that ef,^  and fb^ 
are the anchor and the endpoint of bm respectively. 
t 
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Definition 8 A cell c at {xc, Vc) is in 6爪 if and only if < Xc < 工“爪 and 
ye‘ <yc< Vh^-
• 
Finally, a block bm may or may not intersect with a region e : /，as defined 
as follows: 
Definition 9 A block bm is completely covered by a region e : / if and only 
if every cell q in bm is also in e : /. 
‘ • 
Definition 10 A block hm is not covered by a region e : / if and only if every 
cell Ci in bm is not in e : /. 
• 
Definition 11 A block bm is partially covered by a region e : / if and only if 
it is covered by e : /, but not completely covered by e : /. 
• 
3.3.2 Notations 
In Section 3.2.2, we have defined a set of notations for the explanation of 
the principle of PS data cube. Since LPS data cube originates from PS data 
cube, hence the notations used before can still be adopted. Notations that 
are defined previously include the anchor e and endpoint f of any rectangular 
region e : /，the aggregate sum Sum{e : /) of the region e : /, the sensor 
value v{i) of sensor i, and its prefix sum Readers are encouraged to read 
Definitions 1 to 5. 
Finally, for an LPS data cube with M blocks hm with block size s^, 0 < 
m < M - 1, we assume the anchor and endpoint of any block 6爪 to be e^爪 
and fb^ respectively. 
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3.3.3 Querying an LPS Data Cube 
When we want to issue a query to find the data aggregate of a region in a grid 
of sensor network, we need to specify the region e : / to be queried. W e can 
imagine that the region e : f will cover some blocks bm completely or partially 
if all or some of the cells in bm are also in e : /. Though regions and blocks 
are different terms describing collections of cells, we should try to relate them 
for the sake of further discussion. Here we formulate the rules for determining 
whether a block b^ is completely or partially covered by a region e : / as 
follows. 
Lemma 6 In an LPS data cube, a block bm is completely covered by a region 
e : / if and only if all of the following conditions are satisfied: 
y 
工e ^ 工 e b m 
ye < y � 
< 
工f >工hm 
�V e > Ve^m 
Proof of Lemma 6 The four conditions ensure that every cell q in block bm 
resides in e : /. The conditions can be visualized by Fig.3.15. 
Assume that all the four conditions are true but bm is not completely cov-
ered by e : f. Consider a cell q in bm- Since q is in bm, by Definition 8， 
工eb爪 < Xc, < Xf、and y 〜 < ya < Vh^- At the same time, by the four 
conditions the following inequalities can be obtained: 、 
^e < <Xf (3.11) 
. Ve < Ve,^ < Vhm ^ y- (3.12) 
As a result, we know that Xe < Xc, < Xf and y^ < Va < Vf- Therefore by 
Definition 4’ every cell q in bm is also in e : /• By Definition 9, bm is completely 
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Figure 3.15: A block in a region. 
covered by e : /. From the contrary result, bm is completely covered by a region 
e : / if all of the four conditions are satisfied. 
Now assume that bm is completely covered by e : /，but not all of the four 
conditions are true. It implies that there exists at least one cell Ci which is in 
bm but not in e : /. Hence Ci is not covered by e : /. As q is a part of bm, 
and Ci is not covered by e : /, by Definition 10，bm is not completely covered 
by e : /. Due to the contrary result, bm is completely covered by a region e : f 
only if all of the four conditions are satisfied. 
A block bm can be partially covered by a region e : / in too many cases. 
Hence instead, of finding out all conditions for bm to be partially covered by 
e : /，we would better find out the conditions where bm is not covered by e : /. 
Then the conditions for bm to be partially covered can be known. 
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Lemma 7 In an LPS data cube, a block bm is not covered by a region e : / if 




Ve > Vhm 
�Vf < " � 
Proof of Lemma 7 Assume that b^ is covered by a region e : f and at least 
one of the four conditions holds. Here bm being covered by e : / means that 
there exists at least one cell q in bm which is also in e : /. By Definition 
4, Xe < Xci < Xf and 2/e < Va < Vf- At the same time, by Definition 8， 
Xg^^ < Xci < ccfbm and y 〜 < Vci < Uhm' From these inequalities we can draw 
the following conclusion: 
f 
工e ^ 工Ci ^ 工 fbm ^ ^ 工hm 
工f > ^c, > 工 〜 X e , ^ 
< 
Ve < Vc, < yf�^ye< Vhm 
Vf > Va > Ve,^ ^yf> yeb爪 
\ 
\ 
It is contrary to the assumption that at least one of the four conditions 
holds. 
Now assume that bm is not covered by e : / and none of the four conditions 
holds. Then it is likely to exist a cell q in bm which satisfies the following 
conditions: 
工f > 工eb饥 ^C, > 工efem 
. < ‘ 
ye < Vhm ^ye<yci< Vh^ 
Vf > Ve,^ =^yf>ycH> yeb爪 
\ 
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By Definition 8’ Xe,^ < Xc, < Xf,^ and ye,^ < y^ < Vf,^ - At the same 
time, by Definition 4, Xe < Xc^  < xj and ye < Va < Vf- So q is also in e : /, 
violating the assumption that h^ is not covered by e : /. 
Therefore, hm is not covered by a region e : / if and only if any of the four 
conditions is satisfied. 
• 
From L e m m a 6 and Lemma 7, we know the condition for bm to be partially 
covered by e : /: 
Lemma 8 In an LPS data, cube, a block bm is partially covered by a region 
e : / if and only if at least one of the following conditions is not satisfied: 
工e ^ ^ C b ^ 
Ve < Ve,^ 
< 
工f >工An 
�y e > " � 





Ve > Vhm 
�Vf < ye6m � 
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Querying a PS data cube, as described before, is simple. By Lemma 1, 
we know that the prefix sums of at most four cells suffice for the calculation 
of the aggregate sum of any rectangular region. However, querying an LPS 
data cube is, in contrary, more complicated. It is because an LPS data cube is 
partitioned into blocks. For those blocks covered by the region where the data 
aggregate is wanted, some of them may be completely covered by the region 
while other may only be partially covered. W e need to distinguish these two 
types of blocks before queries are issued. It is because a block is equivalent 
to a PS data cube, so for those blocks completely covered by the region in 
interest, we only need to query the prefix values held by the endpoints of the 
blocks. Otherwise, we need to query at most four sensors in order to get the 
aggregate of a partially covered block. 
Since we know the block size of the LPS data cube and the region to be 
queried in advance, we can distinguish the two types of blocks by applying 
Lemma 6 and Lemma 8. Once the two types of blocks are distinguished, we 
can obtain the desired data aggregate by treating each block as a PS data cube, 
and applying the PS data cube querying algorithm on it. More specifically, 
Lemma 1 can be applied. To show the idea mathematically, assume that bm 
are the blocks covered by the region e : /, 0 < m < M - 1, the aggregate sum 
Sum{e : /) of e : / equals: 
Sum{e ： /) = ^ Sum{eb'^ ： fb'J ( 3 . 1 3 ) 
. � 
where Xe^,^ = max ( : r e , a;^^」，= max(?/e, 2/eb^), a：/^^ = m m { x f , x f , j , 
Vfy = The region ey^ : fy^ represents the intersection between 
bm and e : //and Sum{ey^ : fy^) is the aggregate sum of that intersecting 
region. 
Since we need to know the data aggregate of every block which can be either 
completely or partially covered by a region, the number of query messages 
issued to an LPS data cube needed would be significantly larger than that 
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for a PS data cube. Therefore, whether a PS data cube or an LPS data 
cube should be used depends on the conditions and the requirements of the 
application where a data cube is to be built. 
3.3.4 Building Distributed LPS Data Cube 
W e have addressed the working principle of LPS data cubes, the dependency 
between PS data cube and LPS data cube, and how aggregate sums can be 
queried from an LPS data cube. Now we are going to show how a distributed 
LPS data cube can be built in a grid of sensor network. 
The assumptions we make here are similar to those we made when we 
discussed distributed PS data cubes. W e suppose that the sensor network has 
a grid-lilce topology such that each cell contains a sensor. This can be achieved 
by adopting the G A F algorithm [29]. Besides that, each sensor i stores its 
sensor value v{i) and prefix sum s(z) in its memory. It is also assumed that 
each sensor can communicate with its neighbors and hence the sensor can 
broadcast messages to them. 
Notice that, unlike the case for a distributed PS data cube, prefix averages 
are not stored in a distributed LPS data cube. Let us explain the reason by 
considering how the aggregate average of a region can be obtained using an 
LPS data cube. In fact, there are two ways to do so. First of all, we can 
obtain the prefix averages of the blocks covered by the region, then restore 
the aggregate product of each block. After that we need to calculate the total 
product of the aggregate products. Finally we need to divide the total product 
by the number of cells in the region. On the other hand, we can obtain the 
aggregate sum of the region. Then we can get the aggregate average by simply 
dividing the aggregate sum by the number of cells in the region. Obviously, 
the first way requires much more calculations than the second one. Hence we 
do not even keep the prefix averages of sensors in a distributed LPS data cube. 
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Algorithm 3 Maintain Prefix Sum in a Local Prefix Sum Data Cube 
terminate = FALSE 
l{i) = empty, u{i) = empty, d{i) = empty 
repeat 
if s(j) from sensor j is received then 
if j is on the left of i then 
m = s(j) 
end if 
if j is on top of i then 
w � =s ( j ) 
end if 
if j is on the upper left of i then 
'd(i) = s(j) 
end if 
if /(z), u{i) and d{i) are not empty then 
s{i) = v{i) + l{i)u{i) - d{i) 
terminate = T R U E 
end if 
end if 
until terminate = T R U E 
if Xi — Xf^ ^ then 
// i is not at the right boundary of the block it locates 
i sends s{i) to ji where ji is on the right of i 
end if 
if Vi + Vh^ then 
// i is not at the bottom boundary of the block it locates 
i sends s{i) to j) where j) is at the bottom of i � 
end if 
if i + fbm then 
// i is not the endpoint of the block it locates 
、i sends s{i) to js where js is at the bottom right of i 
end if  
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Maintaining Prefix Sum 
The construction algorithm of distributed LPS data cubes, and hence the 
maintenance of the prefix sums of sensors, is also based on Lemma 2. Consider 
a grid-like 2-D sensor network, in which each node i maintains a prefix sum 
5(z), its own measurement v{i), and three variables, namely u[i), l{i) and d{i), 
where u(i), l(i) and d(i) store the prefix sums received from the upper, left, 
and the upper left neighbors (i.e. sensors b, a and c respectively for sensor d in 
Fig.3.4). At time t = 0, the anchor ei,^  of every block bm sets s(eb^) = 
Then it broadcasts to its neighbors. Once a sensor i receives the prefix 
sums from its upper, left and upper left neighbors, it will update the variables 
u(i), l{i), and d(i) respectively according to Algorithm 3. After that it can 
compute its own prefix sum, and then broadcast the prefix sum to its neighbors. 
Eventually as Algorithm 3 is followed, an LPS data cube can be constructed. 
The main difference between Algorithm 1 and Algorithm 3 is that the 
awareness of blocks is introduced in Algorithm 3. Now the distributed LPS 
data cube construction algorithm starts at the anchors of all blocks instead 
of just the anchor of the whole data cube. Furthermore, the sensors at the 
right and the bottom boundaries of each block are prohibited to send their 
prefix sums to the sensors belonging to other blocks. Finally, the construction 
algorithm stops at the endpoints of all blocks. 
3.3.5‘ Time Bounds 
� 
In [26], the construction cost, query cost, and update cost of a 1-D LPS data 
cube are summarized. However, the costs of a 2-D distributed LPS data cube 
may be different. Now we are going to study the construction cost and the 
update cost of a distributed LPS data cube. 
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Construction Time 
The construction of a distributed LPS data cube is equivalent to the construc-
tion of a number of small PS data cubes. As a result, the construction time 
of the proposed distributed LPS data cube depends on the selected block size. 
However, before analyzing the time bound of the algorithm, it is worth study-
ing the number of time units for individual sensors to know their prefix sums. 
Readers are reminded that we assume all blocks are of the same size Sc-
Lemma 9 In a distributed LPS data cube with the block size s。’ assume that 
the time bound for a sensor to calculate and broadcast its prefix sum, and for 
the broadcasted prefix sum to be received by all its neighbors is 1. At time t, 
the prefix sums of all the nodes locating at (x,y), such that x (mod s。）+ y 
(mod Sc) = t, where (mod Sc) is the modulus operator with divisor s。will 
be ready. 
Proof of Lemma 9 In a distributed LPS data cube, blocks are formed from 
‘ (0,0) horizontally and vertically with block size Sc. Therefore, those cells c 
“ at (x, y) with x (mod Sc) = 0 and y (mod Sc) = 0 will be the anchors of the 
blocks they reside. On the other hand, cells c at (x, y) with x (mod Sc) = s。—1 
and y (mod s。）= Sc — I are the endpoints. So now the scenario becomes 
constructing a number of distributed PS data cube in all blocks, with the 
construction process starting at the anchors of all blocks. By Lemma 3, at 
time t those cells c at (x, y) relative to the anchors of the blocks their belong 
where x y = t will, know their prefix sum. 
Consider a particular block bm with anchor e^^ at (a;〜，2/ebJ. At time 
t, the cell c at (x, y) relative to e；,^  knows its prefix sum. Assume that the 
real coordinates of c relative to (0,0) are (xreah Ureal)- The relation between 
{XreaUVreal) a n d {x,y) is： 
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Xreal = + X Xreal (mod sJ = X (3.14) 
Vreal = Ve、+ V Vreal (mod sJ = V (3.15) 
From Equation 3.14, Equation 3.15, and x y = t, we know that at time t 
the prefix sums of all the sensor nodes with x, y-coordinates (x,y), such that 
X (mod Sc) + y (mod Sc) = t, will be ready. 
• 
Now we are going to show the time bound of the proposed distributed LPS 
data cube construction algorithm. 
Lemma 10 In a sensor network with length 二 h cells and width = k cells, a 
distributed LPS data cube with the block size Sc can be completely constructed 
• in 2Sc — 2 units of time. 
Proof of Lemma 10 Consider a particular block bm with the endpoint ft^ 
at From Lemma 9, the prefix sum of fb^ will be computed at 
. time unit t = (mod 5c) + y/,^ (mod s^ ). Since (mod s^) + yj,^ 
\ 
(mod Sc) = Sc — 1 + Sc — 1 = 25c —2, fb^ will know its prefix sum at i = 25c —2, 
and so do the endpoints of other blocks. As a result, a distributed LPS data 
cube with block size Sc can be completely constructed in 25c — 2 units of time. 
• 
From Lemma 10, we know that the time complexity of the proposed dis-
tributed LPS data cube construction algorithm 0(sc), where Sc is the block 
size of the distributed LPS data cube. 
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Update Time 
Since sensors may update their sensor values continuously until they run out of 
batteries, we need to handle sensor value updates properly. Similar to the case 
of a distributed PS data cube, the sensor value of a sensor may be included 
in the calculation of the prefix sums of some other sensors. Hence after any 
sensor has updated its sensor value, the update should be forwarded to other 
sensors locating at the bottom right corner of the same block. 
If a sensor at the top left corner of a distributed PS data cube updates 
its sensor value, all other sensors will need to be updated. In contrast, in a 
distributed LPS data cube only the sensors in the same block of the sensor 
with its sensor value being changed need to be updated. It is because the 
cube is now divided into blocks, which are independent and do not affect one 
another. Actually, it is possible for blocks of sensors to be updated separately 
and asynchronously. It can be achieved by running Algorithm 3 in each block, 
by assuming the sensor being updated be the pseudo-anchor of the block. By 
doing so, we can know the time needed for a distributed LPS data cube to be 
updated. 
Lemma 11 In a distributed LPS data cube with the block size s。’ any block 
bm can be updated in 0(sc) time. 
Proof of Lemma 11 As we mentioned earlier, it is possible for blocks of 
sensors to be updated separately and asynchronously. It can be achieved by 
running Algorithm 3 in each block, by assuming the sensor be the pseudo-
anchor of bm- In the worst case, this pseudo-anchor is exactly the real anchor 
Cb^ of the block bm- By Lemma 10, a distributed LPS data cube with block 
size Sc can be completely constructed in 2sc — 2 units of time. Hence the block 
of sensors can be updated in 2sc — 2 units of time. As a result, block bm can 
be updated in 0(sc) time. “ 
• 
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3.3.6 Fast Aggregate Queries on Multiple Regions 
Querying a distributed LPS data cube is similar to querying a distributed PS 
data cube, though it is more complicated. It is because a distributed LPS data 
cube is partitioned into blocks. Hence when issuing queries to sensors for their 
prefix sums, we need to know which blocks are partially or completely covered 
by the region we query on. Since we know the block size of the distributed 
LPS data cube, and the anchor and the endpoint of the region to be queried in 
advance, we can distinguish the two types of blocks by applying Lemma 6 and 
Lemma 8. Once the two types of blocks are distinguished, we can obtain the 
desired aggregate sum of the region by treating each block as a distributed PS 
data cube, and applying the distributed PS data cube querying algorithm on it. 
More specifically, Lemma 1 can be applied. To show the idea mathematically, 
assume that bm are the blocks either completely or partially covered by the 
region e:/, 0 < m < M — 1, the aggregate sum Sum(e : /) of e : / equals: 
Sum{e : / ) = ： h'J ( 3 . 1 6 ) 
In Equation 3.16, we assume x^ ,^ = max(:Ee,^：〜)，？/e^ , = max(ye, Veb^), 
工h'm = y几‘爪=mm{yf,yf,J for each block 6爪 . T h e region 
: fb>^  represents the intersection between any block bm and the region 
e : /, and Sum{eb>^ : fb'J is the aggregate sum of that overlapping area. 
To compute for the aggregate average Avg{e : /) of e : /，we need to obtain 
the aggregate sum Sum(e : /) and the total number of sensor population 
SenPop(e : /) of e : /. Then Avg{e : f) = 二恐、. 
Since we need to know the aggregate sum of every block either completely 
or partially" covered by a region, the number of query messages issued to a 
distributed LPS data cube is significantly larger than that for the case of a 
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Distributed Data Cube Construction Update Query Cost 
Cost Cost (rectangular regions) 
"distributed PS Data Cube N -1 — TV - 1 4 
"distributed LPS Data C u l ^ 2sc - 2 2sc-2 ANp + N。 — 
Table 3.2: The worst case costs of the two distributed data cubes 
distributed PS data cube. In the worst case, one query is needed for the re-
trieval of aggregate sum from each block completely covered by the region, 
and four queries are needed for the retrieval of aggregate sum from each block 
partially covered by the region. As a result, assume that N。blocks are com-
pletely covered by the region and Np blocks are only partially covered, the 
total queries required will be up to Nc plus four times of Np. Therefore, the 
worst case query cost for a distributed LPS data cube can be much higher than 
that of a distributed PS data cube, especially when the block size is small. So 
whether a distributed PS data cube or a distributed LPS data cube should be 
used depends on the application in which a distributed data cube is needed. If 
we decide to use a distributed LPS data cube, we need to tune the block size 
carefully to obtain the optimal performance. 
Table 3.2 summarizes the construction costs, update costs, and querying 
costs of distributed PS and LPS data cubes. Notice that in Table 3.2, Nc and 
Np are the number of blocks completely and partially covered by the region 
being queried respectively, and Sc is the block size. 
3.3.7 Simulation Results 
W e performed simulations to study the behaviours of distributed LPS data 
cubes. In this part, we will show the simulation results on the construction 
, speed, network traffic, and scalability of distributed LPS data cubes. 
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Data Cube Construction Speed 
W e measured the construction speed of distributed LPS data cubes in sensor 
networks by comparing the percentage of sensor nodes with their prefix sums 
computed against time. In each simulation, the relation between the width 
h and the length k of the distributed LPS data cubes was h + k = 200. 
Furthermore, the block size is 10 so that each block contains 100 sensors. The 
simulation results are shown in Fig.3.16. 
Prom the figures, four observations can be made: 
1. The number of sensors with their prefix sums computed in each iteration 
increased linearly and attained a maximum. 
In Fig.3.16(a), the number of sensor nodes with the prefix sums computed 
in each iteration increased linearly first, then it attained a maximum. It 
is because each block was a distributed PS data cube, and according to 
. the result shown in Fig.3.11 (a) the number of sensor nodes with the prefix 
sums computed in each iteration increased linearly. Hence for distrib-
uted LPS data cubes, the total number of sensors with the prefix sums 
- computed increased linearly in each iteration and reached a maximum. 
2. After attaining a maximum, the number of sensors with the prefix sums 
computed did not level off 
Contrary to the results for distributed PS data cubes (Fig.3.11(a)), after 
attaining a maximum the number of sensors with the prefix sums com-
puted did not level off for distributed LPS data cubes (Fig.3.11(a)). It 
is because each distributed LPS data cube was divided into a number of 
square blocks in which distributed PS data cubes were built. Since the 
blocks were square, according to the result for a square distributed PS 
data cube shown in Fig.3.16(a), the number of sensors with the prefix 
sums computed did not level off. 
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Figure 3.16: Construction time and network traffic 
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3. After attaining the maximum, the number of sensors completed decreased 
linearly until the end of execution. 
The number of sensors with the prefix sums computed began to drop 
when the number of iterations exceeded Sc — 1, but not h — 1. It is 
because each block was a square distributed PS data cube and it followed 
the behaviours for a square distributed PS data cube as displayed in 
Fig.3.11(a). 
4. The cumulative percentages of sensors having their prefix sums computed 
were the same for the three distributed LPS data cubes. 
As shown in Fig.3.16(b), we found that for all the three distributed LPS 
data cubes being studied the cumulative percentages of sensors having 
their prefix sums computed were the same. It is because the three data 
cubes were partitioned into a number of blocks of the same size, and the 
number of sensors with the prefix sums computed followed Lemma 9. 
As a result, at the same time unit the cumulative percentages of sensors 
having their prefix sums computed were the same. 
‘ Network Traffic 
W e studied the network traffic during the construction of distributed LPS data 
cubes by carrying out simulations to measure the total number of messages 
injected to the network by the sensors in each time unit. In the simulations, 
the width and the height of the distributed LPS data cubes was again related 
by h k = 200 with block size 10. Prom Fig.3.16(c), three properties were 
found. 
丨 1. The number of messages injected into the network increased linearly and 
attained a maximum. 
The network traffic increased in the beginning, as the number of sensors 
with the prefix sums computed increased linearly. 
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2. The network traffic did not level off after attaining a maximum. 
Contrary to the results for distributed PS data cubes (Fig.3.11(c)), for 
distributed LPS data cubes, the number of messages in the network at-
tained a maximum value, and then the value did not level off (Fig.3.16(c)). 
It is because the distributed LPS data cubes were divided into a number 
of square blocks in which distributed PS data cubes were built. Since the 
blocks were square, hence according to the result shown in Fig.3.11(c), 
the number of sensors with the prefix sums computed did not level off. 
Notice that before the network traffic dropped quickly, there was a slight 
drop in the network traffic. It is because the sensors at the boundaries 
of the blocks send less than three messages, and hence there was a slight 
drop in the total number of messages flowing in the sensor network. 
3. When t > Sc — I the value decreased linearly. 
The network traffic decreased linearly because the number of sensors 
with their prefix sums computed decreased linearly. 
Scalability 
To study the scalability of distributed LPS data cube, we tested 96 distributed 
LPS data cubes with varying sizes. W e found that a distributed LPS data 
cube with the same size of a distributed PS data cube scaled exactly the same, 
independent of the block size. Therefore, we can conclude that distributed 
LPS data cubes have the same performance, in terms of scalability, as that of 
a distributed PS data cube. 
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3.3.8 Distributed PS Data Cube Vs Distributed LPS 
Data Cube 
Fig.3.17 shows the comparisons in the construction speeds and the network 
traffic incurred between a distributed PS data cube and three distributed LPS 
data cubes with varying block size. The distributed data cubes were all with 
h = 100，k = 100, and the block sizes of the three distributed LPS data cubes 
were 10，25，and 50 respectively. 
From Fig.3.17(a), we observe that all the three distributed LPS data cubes 
took less construction time than that of the distributed PS data cube did. For 
the three distributed LPS data cubes, the construction times were in the order 
Sc = 10 < 5c = 25 < 5c = 50. 
On the other hand, the distributed LPS data cubes led to much busier 
network traffic than that of a distributed PS data cube (Fig.3.17(b)). For the 
three distributed LPS data cubes, the network traffic incurred was in the order 
Sc = 10 > Sc = 25 > Sc = 50. 
As a conclusion, we should apply the suitable distributed data cube for 
an application. The choice depends heavily on the update frequency, query 
frequency, and network resources. If we decide to use a distributed LPS data 
cube, we may tune the block size until the behaviours match our requirements. 
I 
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Chapter 4 
Concurrency Control and 
Consistency in Sensor Networks 
The sensors in a sensor network may update their sensor values occasionally, 
and the updated sensor values should be diffused to all other sensors requiring 
them for the calculation of their prefix sums and prefix averages. These sensors 
- will then re-calculate their prefix values accordingly, and propagate the new 
values to the other sensors. However, during the propagation of the updated 
sensor values, aggregate queries may be issued. If the updates and the reads 
- of prefix values are not scheduled in a coordinated manner, aggregate queries 
• may not be answered correctly. 
4.1 Data Inconsistency in Sensor Networks 
W e can illustrate the problem using a distributed PS data cube shown in 
Fig.4.1. In the example we assume that the reading v(i) of every sensor i 
is positive, and hence so does s{i). Fig.4.1(a) shows the initial sensor values 
and the prefix sums. Assume that sensor b detects an environmental change 
and v{b) is increased by 32. Since s{b) includes v{b), s(b) is also updated in 
order to reflect the change in v{b). In Fig.4.1(b) we can see that the updated 
values of v{b) and s(6), which are 38 and 50 respectively. Now as s(b) has 
7 6 ‘ 
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v(a) = 5 v(i,) = 3 v(c) = 7 v(a) = 5 v(i,) = 3 v(c) = 7 
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s(b) = 18 8(!；)-.25 s(d)»40 s(b) = 50 卜、8{1；).»25.�(d) = 40 
(a) (b) 
Figure 4.1: (a) A consistent distributed PS data cube; (b) An inconsistent 
distributed PS data cube 
been updated; sensor b will propagate the new s(b) to its neighbors for them 
to update their prefix sums accordingly. However, it takes time for the update 
to be propagated and there exists a period of time such that sensor b has 
‘ updated its prefix sum but other sensors have not. At this moment, if someone 
issues a query on the aggregate sum of the shaded region, s(a), s(b), s(c), and 
s(d) will be returned and the aggregate sum is s(d) — s(b) — s(c) + s(a)= 
•“ 40 — 50 — 15 + 5 = —20，which is negative. Recall that all sensor values are 
. positive, so the aggregate sum of any region in the sensor network can never 
be negative. From this contradictory result, we see that the distributed PS 
data cube fails to answer the aggregate query correctly. It is because the prefix 
sums stored in the distributed PS data cube correspond to different time units 
and hence the distributed PS data cube becomes inconsistent. 
In fact, we found that inconsistency does not only appear in distributed 
data cubes that we proposed, but it also happens in other existing hierarchical 
aggregation techniques. Let us illustrate the problem by Fig.4.2. In the figure, 
an aggregation tree like the one proposed in [10] is maintained in the sensor 
.1 
network for the in-network calculation of the aggregate sum of the sensors. 
Chapter 乂 Concurrency Control and Consistency in Sensor Networks 78 
s(r) = 30 \ 
I r I v(r) = 1.5 j I v(r)-1.5 \ 
/ s(b卜 10.5 / / s{b)-10.5 
/ yoj^o. / y yoj^o.3 J 
辦 ： Z : 丨 二 / 辦 ： Z 二 
： ： ： ： 
(a) (b) 
Figure 4.2: Data inconsistency due to data transmission latency and the con-
current execution of conflict operations 
Each sensor i in the network holds two values, its sensor value v(i) and the 
aggregate sum s{i) of the sub-tree rooted at i. In the example, it is assumed 
that all the sensor values are positive. Fig.4.2(a) shows the initial sensor 
values and aggregate sums. At a particular moment, sensor c detects a sudden 
change in the environment and v(c) increases from 0.1 to 40. Consequently, 
s(c) increases to 45.4 (Fig.4.2(b)). Now since v(c) is updated, the updated 
value should be forwarded to all predecessors of sensor c in order to reflect the 
change of v(c). However, time is needed for the propagation of the updated 
value. Before the update reaches the root r, if we issue a query on s(r) and 
another one on 5(c) for the aggregate sum of the sensor values of all sensors 
excluding those in the sub-tree rooted at sensor c (i.e. the shaded region), we 
will get 30 and 45.4 respectively. Finally the desired result can be obtained by 
s(r) — s(c) = —15.4, which is contradictory to the assumption that all sensor 
values are positive. 
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Based on the examples we showed above, we can determine if the data 
obtained from any two sensors are consistent by the following conditions: 
Definition 12 For any two sensors a and 6 in a sensor network, the data 
retrieved from sensors a and b are consistent if any of the following conditions 
is satisfied: 
• The data retrieved from sensor a is independent from the data retrieved 
from sensor b, and vice versa; 
• The data retrieved from sensor b is dependent on the data retrieved 
from sensor a, and the data from sensor b includes the effect of the 
corresponding version of the data from sensor a. 
• 
Let us study the examples in Fig.4.1 and Fig.4.2 again, using Definition 12 
as the rule to determine if the data in the examples are consistent. 
In Fig.4.1, s{d) is dependent on s(b) since s(d) must be updated after 
s{b) has been updated. In Fig.4.1(a), s{b) and s{d) are consistent because 
s{d) includes the effect of the corresponding s(b). However s{b) and s(d) in 
Fig.4.1(b) are inconsistent because s(d) does not include the the effect of s(6), 
that is the increase in s{b). 
In Fig.4.2, s{b) is dependent on s(c) since s{b) must be updated after s(c) 
has been updated. s{b) and s(c) in Fig.4.2(a) are consistent because s{b) 
includes the latest update of s(c). However s(b) and s(c) in Fig.4.2(b) are 
inconsistent because s(b) does not include the effect of the increase in s(c). 
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4.2 Traditional Concurrency Control Protocols 
and Sensor Networks 
W e observe that the problem of data inconsistency exists in sensor network 
systems. As a consequence, we need some effective and efficient measures for 
the concurrency control of sensor networks. As we mentioned before, sensor 
networks are quite different from traditional distributed systems. So can tra-
ditional concurrency control protocols for distributed systems work in sensor 
networks? 
In traditional distributed systems, two protocols are widely used for the 
concurrency control of read-only and read-write operations. They are two-
phase locking, protocol and time-stamp ordering protocol. They ensure the 
serializability of concurrent interleaving operations, and hence provide concur-
rency control to a distributed system. Readers are recommended to refer to 
- Section 2.4 for more detail. 
From Section 2.4.1’ we know that the principle of two-phase locking pro-
tocol is to ensures transactions to be executed with a serialization order by 
- granting locks so that the transactions can be serializable. However, deadlocks 
‘ may occur when two or more transactions are waiting for the locks held by one 
t 
another in a circular way. In this case, the system may hang because none of 
the transactions involved in a deadlock can be executed to completion. Dead-
lock detection and avoidance algorithms have been proposed, but they usually 
incur significant overheads. As a result, they are not suitable to be used in 
distributed systems like sensor network systems with limited resources. 
Some people may think that timestamp ordering protocol fails to work in 
sensor networks. However, we found that it still works well in sensor network 
systems. It is because a timestamp is issued to a transaction once it is invoked, 
‘ and hence the serialization order (i.e. the serializable execution order) of all 
transactions is pre-determined [46]. After that, every transaction is forced 
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to obey this order even with the presence of transmission latency and sensor 
mobility. The main point is that aged transactions cannot be executed after 
those recent transactions even if they are delayed, and hence data will not be 
modified in a inconsistent way. 
To further improve the degree of concurrency, multiversion distributed sys-
tems are developed [46-53] such that more than one version of data are stored 
and more transactions can be served concurrently. In [52], a modular ap-
proach for the version control and concurrency control of distributed system 
is proposed. It allows read-only transaction to be executed independent of 
the implementation of the concurrency control protocol. W e think that this 
modular approach can fulfill the requirements of sensor network systems when 
it is combined with a timestamp-based concurrency control protocol. 
4.3 The Consistent Retrieval of Data from Dis-
tributed Data Cubes 
A state-of-the-art solution for the concurrency control of distributed systems is 
proposed in [52]. It acts as a platform with the support of multiversion control 
so that both of the two-phase locking protocol and timestamp ordering protocol 
can be applied based on it. However, instead of quoting the work in [52], we will 
introduce a simple synchronous algorithm for the proposed distributed data 
cubes so thp,t readers can understand the spirit of multiversion concurrency 
control protocol by studying our algorithm. The approach is synchronous 
not because there exists a common clock for the control of sensor operations. 
Instead, it is because only the sensor at the upper left corner of the whole 
distributed., data cube can invoke the update process of the distributed data 
cube, and other sensors are updated only when they have received all the three 
It 
prefix sums from the upper left neighbors. 
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Since multiversion concurrency control allows data to be read indepen-
dently from the data update process, the synchronous protocol we introduce 
here will be a multiversion algorithm and more than one version of sensor val-
ues, prefix sums, and prefix averages are stored in each sensor. Notice that as 
the prefix average of any sensor is derived from its prefix sum, we only need to 
deal with the prefix sums of sensors and ensure that they are modified and read 
consistently. Furthermore, we will introduce the proposed algorithms by focus-
ing on distributed PS data cubes. With slight modifications, the algorithms 
can also be applied on distributed LPS data cubes. 
In Section 3.2.4, we have presented the algorithm for maintaining prefix 
sums in a grid of sensors (please refer to Algorithm 1). The synchronous 
algorithm we propose is still based on Algorithm 1, with the addition of the 
following policies to the distributed PS data cube construction and update 
process: At time 亡=0, the sensor i at (0,0) of the whole distributed PS data 
. cube can compute its prefix sum and prefix average, since it does not depend 
on other sensors for its prefix values. Then it needs to save s(z) in its memory 
with a timestamp ts{i), which is initially one, in order to answer queries in 
. the future. After that, sensor i has to send s(i) to its neighbors according to 
. Algorithm 1. To invoke the update process of the whole distributed PS data 
cube, sensor i should update its sensor value, prefix sum, and prefix average at 
approximately regular time intervals. Every time when sensor i has done so, 
it needs to increment its timestamp ts(i), save s{i) in its memory with ts{i), 
and propagate the updated prefix sum to its neighbor. 
For the other sensors, each sensor j needs to maintain a timestamp ts(j) 
which is initially one. At any time t when any sensor j has received the prefix 
sum s(k) from a neighboring sensor k, sensor j will save s{k) in either one of 
l(j), u(J), or d(j) as required by Algorithm 1 depending on the position of 
sensor k. If all of these three variables l(J), u(J), and d(j) are updated, it can 
compute its prefix sum s(j), and this s{j) refers to the timestamp ts(j). Hence 
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sensor j will save s{j) and ts(j) in its memory for future queries. Sensor j will 
then forward s{j) to its neighbors at the bottom right of it. 
Algorithm 4 shows the procedures for the sensors to maintain their prefix 
sums for the consistent retrieval of data aggregates. Notice that no sensor can 
update its sensor value deliberately, unless it has obtained all the prefix sums 
from its immediate neighbors at the upper left of it. 
With Algorithm 4, data aggregates can be retrieved consistently from a 
distributed PS data cube. Recall that to obtain the aggregate sum or the 
aggregate average of any region in a distributed PS data cube, we need to 
retrieve the prefix sums from a set of target sensors. Now more than one 
version of prefix sums are stored in each sensor, therefore we have to specify 
the version of prefix sums we want by including a timestamp tsQ in the query 
messages and retrieve the desired prefix sums with the timestamps equal to 
tsQ from the target sensors. Finally, the resultant aggregate sum or aggregate 
. average will be corresponding to logical time tsQ. 
If not all the sensors contain the prefix sums with the timestamps equal 
to tsQ, then the query should be rejected because the required version of 
prefix sums are not yet ready. To resolve the problem, we can either re-
^ send queries to the sensors with the timestamp tsQ after a certain period 
of time, or specify another timestamp which is less than tsQ. W e should not 
calculate a aggregate sum or aggregate average using prefix sums with different 
timestamps, otherwise the resultant data aggregate will be inconsistent. 
The prefix sums retrieved from the sensors are consistent because they have 
the same timestamp, and hence they correspond to the same logical time. This 
ensures that the prefix sums retrieved satisfy the second condition in Definition 
12. It is because all the returned prefix sums must have the same timestamp. 
As a result, for any sensor i which is dependent on another sensor j, we can 
be convinced that the prefix sum s{i) of sensor i will include the effect of the 
prefix sum s{j) of sensor j. 
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Algorithm 4 Maintain Prefix Sum for Consistent Data Aggregate Retrieval 
static ts{i) = 1 
terminate = FALSE 
l{i) = empty, u{i) = empty, d{i) = empty 
if Sensor i is at (0’ 0) then 
Update v{i), s(z), and m{i) at regular time intervals 
Save s(z) with ts{i) 
ts{i) = ts{i) + 1 
terminate = T R U E 
end if 
if Sensor i is not at (0,0) then 
repeat 
if s{j) from sensor j is received then 
if j is on the left of i then 
m = s{j) 
end if 
if j is on top of i then 
• = s(j) 
end if 
if j is on the upper left of i then 
d{i) = s(j) 
end if 
if /(z), u{i) and d{i) are not empty then 
•• sli) = v(i)l(i)u{i) - d(i) 
Save s(z) with ts(i) 
ts{i) = ts(i) + 1 
terminate = T R U E 
end if 
end if -
until terminate = T R U E 
end if 
if terminate = T R U E then 
i sends s{i) to ji where ji is on the right of i 
i sends s{i) to j2 where j) is at the bottom of i 
i sends s{i) to js where is at the bottom right of i 
end if „ 
Chapter 5 
Conclusions 
In this thesis the retrieval of data aggregates and the consistency of data in 
sensor networks are studied. For the retrieval of data aggregates in sensor net-
works, we propose to construct distributed prefix sum data cube and distrib-
uted local prefix sum data cube such that the fast and simultaneously retrieval 
of data aggregates from multiple regions in a sensor network can be realized. 
- For the consistency of data in sensor networks, we proposed a synchronous 
concurrency control protocols for the proposed distributed data cubes so that 
they can be constructed, updated, and queried consistently. 
- In the literature many data aggregation techniques for sensor networks 
“ have been proposed, and these existing techniques are capable of returning the 
aggregate values of a single set of sensors. However, we notice that when data 
aggregates of several sets of sensors are needed at the same time, we have to 
build multiple distributed data structures or gossip groups in a sensor network. 
Hence in a sensor network with N sensors, we may need 2〃 distributed data 
structures or gossip groups in order to get the data aggregates of all possible 
sets of sensors. To deal with the problem, we proposed to construct distrib-
uted prefix sum data cube and distributed LPS data cube in sensor networks. 
Using a distributed data cube, simultaneous aggregate sum and aggregate av-
erage queries on multiple regions i'n a sensor network can be answered in a 
. 8 5 . 
constant number of operations. W e carried out simulations on the construc-
tion speed, network traffic, and scalability of the distributed data cubes. From 
our observations, the proposed techniques scale well. 
In contrary to the retrieval of data aggregates, data consistency in sensor 
networks has rarely been mentioned. In the latter half of this thesis, we pro-
posed a synchronous algorithm for the consistent construction and update of 
the proposed distributed data cubes. With this algorithm, data aggregates 
can be retrieved consistently from the two distributed data cubes. 
As a future work, we strong recommend the consistency of data in sen-
sor networks to be studied. Since sensor networks are application specific, it 
may be more desirable to decide different concurrency control protocols for 
different sensor network applications. With more sophisticated concurrency 
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