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Abstract
In the context of assisted living, human activity recog-
nition (HAR) is of increased importance to main-
tain people at home living independently longer.
Compared with directly using spectrograms (µD) or
range profiles (RP) as inputs for classification dis-
carding either range or explicit Doppler information,
range-Doppler-surface (RDS) can more fully repre-
sent the information contained in the observed activ-
ities. However, because the data are collected from
di↵erent activities, people, and locations, the RDS has
a requires non-trivial adjustments for pre-processing
as discussed in this paper to maintain the number
of points in the RDS to fixed integer. Although it
has improved performance ( 92%) compared to CNN
( 90%), this algorithm also discards phase informa-
tion as most algorithms do in HAR with radar. In
contrast, the phase information of the range-Doppler
domain, although its performance was not the best
( 88%), it had no obvious weakness in the recogni-
tion of all the movements. Our proposed complex
field-based fusion network (CFFN) combines the am-
plitude and phase which improves both the accuracy
of classification ( 94%) as well as accelerating training
time by 12.5%.
keyword: Human activities classification, Convolution
neural network, Doppler Radar, Adaptive threshold-
ing, Deep fusion scheme, Phase information
1 Introduction
With the increasing number of elderly people, assisted liv-
ing has attracted a lot of recent attention as of late in the
research community. For example, many older adults are fac-
ing risks of falling as well as managing multiple chronic dis-
eases, and their carers may not be on site to monitor them
24/7. The research in human activity recognition (HAR) can
help to solve this problem with remote sensing. There are few
technologies used in HAR like cameras, various wearable sen-
sors, ambient sensors, and radar. Compared with the camera
and some other types of sensors, radar systems are versatile,
contactless, and are perceived as non-intrusive [1–3].
In radar based HAR, spectrograms are widely used for the
relative simplicity to interpret the data compared to other
data domains and because continuous wave (CW) radar was
cheaper historically. Handcrafted features can be extracted
from these spectrograms and extensive literature exist cover-
ing this data domain [1, 4]. Various classification techniques
are applied in HAR both from supervised or unsupervised
learning techniques [5]. The development of deep learning
techniques like convolutional neural network (CNN) has been
used with great success to recognize HAR. CNNs have been
used successfully in radar applications on spectrograms to de-
tect humans and classify human activities in [6,7] yielding high
accuracy.
With the advent of automotive radar, the radar commu-
nity suddenly had increasingly access to more data domains
providing supplemental information (Raw data, range-time,
spectrograms, cadence velocity diagrams, cepstrograms, and
composite representations) for human activity classification.
Using data from only one date domain is reductive. How-
ever, this challenges the radar community as there is now
a plethora of data domains and features to choose from to
classify data e↵ectively. In terms of composite representa-
tions, B. Erol et al. [8] combined both range and Doppler fea-
tures in HAR improving accuracy. Multiple joint-variable do-
mains processed together showed to achieve an improvement
HAR [9], and others applied the joint time-frequency analysis
as well as the dynamic range-Doppler trajectory method to
continuous HAR [10]. Range-doppler surface (RDS) was first
introduced in [11] as a tool in HAR. In [12], the authors ex-
ploit RDS, sample the surface into a point cloud and use the
PointNet [13] to classify the activities which allow leveraging
information from both range and Doppler domains as they
evolve in time.
This paper will explore the use of phase information, which
is discarded in the vast majority of algorithms for HAR. This
paper proposed PhaseNet that uses the phase of the RDS,
and a novel the classification algorithm complex field-based
fusion network (CFFN) that fuses the RDS amplitude and
phase information from PhaseNet for improved performance,
the discussion of pre-processing adjustments to optimise the
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performance of the CFFN.
This paper is organised as follows. Section 2 will de-
scribe the methodology followed from this work introducing
the database used for training and testing and the classifica-
tion algorithms’ development. Section 3 will discuss the re-
sults obtained using our di↵erent approaches. Section 4 pro-
vides insight on the pitfalls and advantages of our approach
over spectrogram only classification as well as lessons learned.
Finally, Section 5 will provide the conclusions and further de-
velopment directions.
2 Methodology
2.1 Introduction to our database
We use the University of Glasgow (UoG) Radar Signature
of Human Activities dataset [14] to validate our proposed net-
work. The data was collected from 23 female and 49 male
participants aged 25-98 in 4 di↵erent locations, the labora-
tory and a common room of the University of Glasgow, rooms
of Glasgow NG Homes, and Age Uk West Cumbria.
Each participant was asked to perform 5 daily activities re-
peatedly, namely walking back and forth (A01), sitting down
(A02), standing up (A03), picking up an object (A04) and
drinking water (A05) within a certain area in front of the
radar. Only under laboratory-controlled conditions, was the
sixth action (A06), simulated frontal fall, collected. The snap-
shots of all activities mentioned above are illustrated in Figure
1.
Figure 1: Sketch of six daily human activities
The o↵-the-shelf FMCW radar (by Ancortek) operating
at 5.8 GHz with a bandwidth of 400 MHz and 1 ms chirp
duration was utilized for data collection. Micro-Doppler sig-
natures received by the radar are recorded by Yagi antennas
with a gain of about +17 dB. The overall duration of a single
piece of the data sample (walking excepted) is 5 s, whereas
the recording of walking is a bit longer, lasting for 10 s.
2.2 Range-Doppler-Time point clouds con-
struction
In [12], the authors proposed the range-Doppler-time
(RDT) point clouds for human activity recognition. The
data pre-processing work starts from the time domain com-
plex radar data (in-quadrature and in-Phase). Then they are
processed through the 2D Fourier transform with a sliding
window to obtain a series of range-Doppler (RD) images. The
sequence of RD images also captures the time domain infor-
mation with the sliding window. Since these images describe
the evolution of energy distribution in the range-time domain,
the interval between two successive RD images is the time step
of the sliding window.
However, as the background noise in RD images will in-
fluence the performance of classification model, a 2D constant
Constant False Alarm Rate (CFAR) detector is employed to
detect the signal of human activities. The next step is iso-
surface extraction. Depending on the energy distribution, an
iso-surface mesh is generated by fine-tuning the iso-threshold
value to find a surface that contains the same energy intensity.
After that, the meshes are saved in the polygon file format,
which can preserve the geometry feature (faces information) of
the iso-surface. The vertex information in the polygon file is
the discrete representation (down-sampling) of the iso-surface.
A key requirement for the classification algorithm is a uni-
form point cloud size. Since batch size is 32 in network train-
ing, the size of point clouds we choose are multiples of 32, i.e.
512,1024,2048. In reality, many point clouds, especially those
constructed from data of elderly subjects, have a much smaller
size than required. In this case, the geometric center point of
each face is used to up-sample the point clouds and maintain
the shape information of the point clouds at the same time.
The up-sampled point clouds contain much more details than
the original ones. However, an increased point cloud size not
only brings about useful information, but may amplify the
noise as well. Besides, a larger size of point clouds makes it
harder for the classification model to converge. In order to
select a satisfactory size, several experiments were conducted.
The results are shown in Table 1. A point cloud size of 1024
did have higher accuracy in motion recognition than that of
512. However, when we used the up-sampled point clouds
with a size of 2048, there was no significant improvement in
accuracy. Therefore, we choose 1024 as the default size of our
point clouds.
Table 1: The influence of point cloud size on accuracy






The architecture of our network is shown in Figure 2. It
consists of two parts, a feature extraction network and a fu-
sion network. The feature extraction network is composed of
the PointNet [13], a deep learning framework on point clouds
for 3D classification, and the PhaseNet, which captures the
phase information of RD. The inputs of PointNet are RDT
point clouds, which are firstly aligned by an input transform
matrix (annotated as T-Net) and then put into multi-layer
perceptrons (MLPs) to obtain RD magnitude features. Then
these features are aligned by a feature transform matrix and
processed through another series of MLPs to get local point
features. In the final stage, a symmetric function, max pool-
ing, is employed to aggregate the learned features into a global
one. The PhaseNet takes RD phase grey images as its inputs.
Through a series of 2D convolution and max-pooling layers,
the network can output global phase features. In the fusion
network, we adopt the deep fusion scheme instead early fusion
or late fusion to enable more interactions among features [15].
For the intermediate layers, common operations includes con-
catenation and element-wise mean. As concatenation leads to
high dimension intermediate layers, we choose the latter for
the sake of computation complexity. During this stage, the m-
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Figure 2: Basic structure of the proposed CFFN
-agnitude and phase features learned by PointNet and
PhaseNet interact with each other deeply. This is realized
by feeding back the average error in the fusion network to
both the PointNet and PhaseNet.
2.3 Discussion on thresholding
Data preprocessing is an important step before the network
training. According to the 3D outlier detection module [12],
we need to determine several parameters to alleviate the e↵ect
of anomalies and extract the energy layer. Because the CFAR
is used for noise detection and elimination, its iso-thresholding
value constrains our scope to a certain energy level. As the
magnitude of every pixel in the RD images can somehow rep-
resent the instantaneous energy at a point in time, the essence
of iso-value selection is to pick up an energy layer that con-
tains the most information. In other words, only the most
representative point cloud should be inputted to our neural
network. In this paper, we classify the six activities into two
cases and propose a hybrid iso-value method to extract the
RD iso-surface.
The intensity of the noise in a specific place is unpre-
dictable but relatively stable, therefore, two cases were consid-
ered. Case one concerns vigorous activities (like walking and
falling) as their SNR is relatively higher compared to the more
subtle activities. This way, we need to extract the RD surface
with a smaller iso-value. By contrast in the second case, for
more subtle activities (e.g., stand up and down), their energy
levels are relatively lower than for vigorous activities, the iso-
value needs to be set higher(focus on a relative higher energy
iso-surface) to neglect the unwanted noise. In this way, the
salient energy layer can be extracted to improve the training
accuracy of the proposed neural network. Given the energy
of RD sequence ERD, the relationship between the iso-value








In this section, the experimental results of the proposed
network are presented. The UoG research dataset contains
over 1700 radar signatures of the six daily human activities,
among which 1472 signatures were selected to form two train-
ing sets and 128 samples into three validation sets. The par-
ticipants are divided into two age groups. Those aged over
65 are considered the elderly whereas the others under are
the younger group. Our training sets are composed of partic-
ipants from both age groups. However, the validation sets are
formed of young, old, and mix-aged participants separately to
enhance the generalization of our trained model. We use the
data of 100 radar signatures of all the activities provided for
the Radar Challenge as the test set.
The raw radar data were processed through the 2D Fourier
transform to obtain the complex-field RD. It was swept by a
sliding window with a length of 200 ms and a padding factor
95% to generate the RD magnitude image sequences. Unlike
their magnitude counterparts, the RD phase images were pro-
duced by setting the time window-length equal to the whole
sample duration. From the RD magnitude images, we ex-
tracted the RDT point clouds according to the pre-processing
data pipeline described above. The false alarm rate is set as
0.36. Figure 3 is an illustration of the data pre-processing of
walking. After that, the outputs are trained by the network.
Figure 3: The construction of RDT point clouds and phase
extraction
To validate the feasibility of using the phase of RD to do
human activity classification, the PhaseNet was implemented
as a standalone classifier and compared with the PointNet
and CFFN. In the experiment, the CFFN uses the same input
point clouds as the PointNet and the same input phase im-
ages as the PhaseNet. The evaluation results are illustrated
in Table 2. In the hybrid dataset, A02, A03, and A04 are ex-
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Table 2: Human activity classification accuracy on the UoG dataset
avg acc avg class acc A01 A02 A03 A04 A05 A06
CNN 90.62 % 91.22 % 100 % 100 % 100 % 78.8 % 68.6 % 100 %
PhaseNet 86.45 % 86.95 % 97.2 % 94.3 % 83.3 % 72.7 % 80 % 94.1 %
PointNet+Hybrid 92.18 % 92.75 % 96.6 % 96.7 % 86.7 % 83.3 % 83.3 % 100 %
CFFN+Iso(-3.55 dB) 88.02 % 87.39 % 94.8 % 100 % 96.7 % 76.7 % 63.3 % 92.9 %
CFFN+Iso(-2.55 dB) 86.45 % 83.89 % 97.2 % 94.3 % 88.9 % 51.5 % 71.4 % 100 %
CFFN+Hybrid 94.27 % 94.73 % 100 % 97.1 % 88.9 % 90.9 % 91.4 % 100 %
-tracted with iso-value of -3.55 dB whereas A01, A05, and A06
are extracted with iso-value of -2.55 dB.
Additionally, we set up a control group that finishes the
classification through a simple CNN. This CNN has almost
the same network structure as our PhaseNet, but it takes a
traditional Doppler-Time spectrogram as input. It has supe-
rior prediction accuracy over activities like walking, standing
up, sitting down and falling down, whereas there is a serious
confusion between picking up an object and drinking water.
The CFFN takes full advantage of the RD phase features
and has the highest average accuracy. The training process of
three networks is illustrated in Figure 4(a). It takes 200 epochs
for the PointNet to converge. With the fusion of PhaseNet and
PointNet, our CFFN converges within 50 epochs, which is only
a quarter of the time to train the PointNet.
(a) Comparison among CFFN,
PointNet and PhaseNet
(b) Comparison among di↵erent
iso-value settings
Figure 4: The training accuracy of di↵erent networks and dif-
ferent iso-value settings
(a) The confusion matrix of
CFFN with mono iso-value
(b) The confusion matrix of CFFN
with hybrid iso-values
Figure 5: The confusion matrices of CFFN with mono iso-
value and hybrid iso-values
Figure 5 shows the confusion matrices of our CFFN. Ac-
cording to Figure 5(a), the CFFN with mono iso-value has
di culty in distinguishing between A04: picking up an ob-
ject and A05: drinking water. After applying the hybrid iso-
values, the accuracy for those activities increases by 14 and 28
%, respectively. Figure 4(b) reveals that during the training
process, the model with hybrid iso-values outperforms that
with mono iso-value.
As is shown in Table 2, the combination of CFFN+Hybrid
iso-values has the best overall performance in training, the
combination of CFFN+Mono iso-value also performs well in
the recognition of some actions, for example, the combina-
tion of CFFN+Iso (-3.55 dB) achieves the highest accuracy
in the recognition of A02 and A03. Hence, when applying
the trained model to the test set of radar challenge, we intro-
duced the idea of voting in order to achieve higher accuracy.
Based on the evaluation results, we selected the trained models
in the CFFN experimental group, they are CFFN pretrained
with Hybrid data, Iso (-3.55 dB) and Iso (-2.55 dB). And the
voting procedure is shown in Figure 6.
Figure 6: The voting procedure for predictions on test sets
The provided test data were processed with two iso-values
and then evaluated by three pre-trained models. For the pre-
diction results of CFFN+Hybrid, we only selected the results
corresponding to iso-value to participate in the final voting.
For example, since A02 (standing up), A03 (sitting down),
A04 (picking up objects) were extracted with iso-value of -
3.55 dB, so, according to Figure 6, only data judged as A02,
A03, and A04 (activities in the cyan rhombus) would be se-
lected to participate in the final voting. In other words, only
these three activities’ voting weight will be set to 1, whereas
the rest of them will be set to 0.
4 Discussions
Pitfalls: To enhance the performance of our network, we in-
troduced the multi-energy threshold. However, when we ap-
plied this method to the test set in the radar challenge, we
found that we needed to implement two threshold parame-
ter settings to extract the point cloud data for optimal per-
formances. Although our prediction results were very satis-
factory, we spent much time in data pre-processing. In real
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conditions, we would need to develop an adaptive method to
determine the threshold to account for variations in aspect
angle, signal-to-noise ratio, and interference.
Advantages over spectrograms: All of our training is done
on a GPU NVIDIA GTX 2080ti. The training time is counted
and illustrated in Table 3. By incorporating PhaseNet into our
CFFN, we improved the network’s predictive accuracy and im-
proved the training time by 12.5 % compared to PointNet.
Table 3: Time counting of the total training time




Lessons learned/take away message: Picking up objects
and drinking water has a high degree of similarity. Without
adopting the hybrid iso-value method, the accuracy will be
low.
5 Conclusion
Summarising results: The predicted results on the ’Radar
Challenge’ test set has demonstrated that our CFFN can real-
ize an accuracy of 100 % in radar-based human activities clas-
sification. Our model achieves a satisfactory accuracy of 94.7
% even on a mixed data set in which both older and younger
samples exist. On the one hand, it shows that PhaseNet com-
bined with PointNet can correct the abnormal prediction and
significantly improve the convergence rate. On the other hand,
it also suggests that for every action, its features may be more
prominent in a particular energy layer. So we need to de-
vise an adaptive method to predict the salient energy level for
real-time processing.
Opening research directions: Several things that need to
be mentioned are the iso-value we adopted is only a relatively
optimal value, and the data pre-processing procedure should
be simplified. So, future work will involve designing an adap-
tive algorithm to find the optimal iso-value and find a pos-
sible way to integrate the energy layers with di↵erent energy
(multiple energy layers to single data) together. Apart from
this, since our data samples are all discrete activities, future
research can extend the scope which enables our network to
predict a series of continuous human activities.
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