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INDEPENDENT RESOLUTIONS FOR TOTALLY DISCONNECTED
DYNAMICAL SYSTEMS II: C*-ALGEBRAIC CASE
XIN LI AND MAGNUS DAHLER NORLING
Abstract. We develop the notion of independent resolutions for crossed prod-
ucts attached to totally disconnected dynamical systems. If such a crossed prod-
uct admits an independent resolution of finite length, then its K-theory can be
computed (at least in principle) by analysing the corresponding six-term exact se-
quences. Building on our previous paper on algebraic independent resolutions, we
give a criterion for the existence of finite length independent resolutions. More-
over, we illustrate our ideas in various concrete examples.
1. Introduction
The crossed product construction is one of the most classical constructions in oper-
ator algebras, and topological K-theory is one of the most important invariants for
C*-algebras. Therefore, a very natural task is to find systematic ways to compute
K-theory for C*-algebraic crossed products.
The goal of the present paper is to take up this task in the situation of crossed
products attached to totally disconnected dynamical systems. We do so using the
central notion of independent resolutions. In our previous paper [L-N], we introduced
and discussed independent resolutions from a purely algebraic point of view. Now,
our goal is to develop a notion of independent resolutions in the C*-algebraic setting.
Building on our previous work [L-N], we then produce C*-algebraic independent
resolutions which allow us to compute K-theory for crossed products. More precisely,
let Ω be a totally disconnected locally compact Hausdorff space and Γ a discrete
group acting on Ω. Consider the reduced crossed product C0(Ω)⋊r Γ. If Γ satisfies
the Baum-Connes conjecture with coefficients and Ω admits a Γ-invariant regular
basis in the sense of [C-E-L2] (see also § 2 for explanations), then the main result
in [C-E-L2] provides a formula for the K-theory of C0(Ω) ⋊r Γ. However, it was
also observed in [C-E-L2] that in general, it is not possible to find a Γ-invariant
regular basis. Still, following [C-E-L2, Remark 3.22], what we can always do is to
produce a sequence X, X1, X2, ... of totally disconnected Γ-spaces which admit
Γ-invariant regular bases and which fit into a Γ-equivariant long exact sequence
. . . → C0(X2) → C0(X1) → C0(X) → C0(Ω) → 0. We call this an independent
resolution of Γ y C0(Ω). Under the assumption that Γ is exact, the sequence
. . . → C0(X2) ⋊r Γ → C0(X1) ⋊r Γ → C0(X) ⋊r Γ → C0(Ω) ⋊r Γ → 0 will still be
exact, and we call this an independent resolution of C0(X) ⋊r Γ. If, furthermore,
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Γ satisfies the Baum-Connes conjecture with coefficients, then we can apply the
K-theoretic formula from [C-E-L2] to each of the crossed products C0(X) ⋊r Γ,
C0(X1) ⋊r Γ, ... and try to compute K-theory for C0(Ω) ⋊r Γ using our long exact
sequence. In general, given an independent resolution of Γ y C0(Ω) satisfying a
certain freeness condition for the group actions, there is at least a spectral sequence
which converges to K∗(C0(Ω)⋊r Γ) in good cases.
The case where we have a finite length independent resultion (i.e., we can choose
Xn+1 = ∅ for some n) is particularly nice. In that case, the exact sequence 0 →
C0(Xn)⋊r Γ→ . . .→ C0(X2)⋊r Γ→ C0(X1)⋊r Γ→ C0(X)⋊r Γ→ C0(Ω)⋊r Γ→ 0
splits into short exact sequences which can be studied in K-theory by means of six-
term exact sequences. The point is that given a finite length independent resolution,
we only have to solve finitely many six-term exact sequences. And if we try to solve
these successively, we will always be in the situation that we already know the K-
groups for two out of the three C*-algebras which appear in each of our sequences.
The main goal of this paper is to give a criterion which guarantees the existence
of finite length independent resolutions. This builds on [L-N]. The bridge between
algebraic independent resolutions and C*-algebraic ones is given by the observation
that a sequence of totally disconnected dynamical systems which all admit invariant
regular bases gives rise to an algebraic independent resolution if and only if it gives
rise to a C*-algebraic one. In addition, these independent resolutions are intimately
related. For instance, the homomorphisms in the algebraic independent resolution
induce the ones in the C*-algebraic independent resolution. In particular, the former
one has finite length if and only if the latter one does. Therefore, the criterion for
the existence of finite length algebraic independent resolutions in [L-N] gives us a
criterion for the existence of C*-algebraic independent resolutions of finite length.
We remark that finding such an independent resolution of finite length is only the
first step in the K-theory computation for our crossed product. The second step
is to go through the short exact sequences into which our exact sequence splits
and to compute all the corresponding six-term exact sequences. It might be that
we encounter serious extension problems along the way, so this second step might
require extra work.
In order to illustrate our main result, we discuss various concrete examples. If we
want to apply our ideas to compute K-theory for a given C*-algebra, the first step is
to describe the C*-algebra as a crossed product of a totally disconnected dynamical
system, at least up to Morita equivalence. This is for instance possible for C*-
algebras of certain 0-F inverse semigroups and certain quotients of these. This
has already been observed in [Nor2], but we present a slightly different approach
which is more explicit and better suited for our purposes. More concretely, we
discuss graph C*-algebras and one dimensional tiling C*-algebras, and derive crossed
product descriptions for these. This might be of independent interest. We then
use independent resolutions to compute K-theory for graph C*-algebras and C*-
algebras of one dimensional tilings. We also determine K-theory for certain ideals
and quotients of semigroup C*-algebras. In particular, our method allows us to study
the K-theory of group C*-algebras with the help of semigroup C*-algebras. The idea
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is to choose a suitable subsemigroup of our group which gives rise to a finite length
independent resolution for the group C*-algebra we are interested in. Furthermore,
our ideas allow us to compute K-theory for the C*-algebra of semigroups which do
not satisfy the independence condition. Such semigroups could not be treated using
the original method of [C-E-L2]. Interestingly, in our example, we again encounter
the phenomenon that the K-theories of the left and right reduced semigroup C*-
algebras coincide.
2. Independent resolutions
The notion of independent resolutions has already been introduced in [L-N], but in
a purely algebraic setting. We now discuss C*-algebraic independent resolutions.
Throughout this paper, every group is supposed to be discrete and countable, and
every topological space is assumed to be second countable, locally compact and
Hausdorff. Given a dynamical system Γ y Ω with a group Γ acting on a totally
disconnected space Ω, we want to introduce the notion of an independent resolu-
tion of Γ y C0(Ω). Once we have done that, we can also talk about independent
resolutions for dynamical systems of the form Γ y D where D is a commutative
C*-algebra generated by projections since C*-algebras of the form C0(Ω) for a to-
tally disconnected space Ω are precisely those commutative C*-algebras which are
generated by projections.
First of all, a semilattice is by definition a commutative idempotent semigroup,
i.e., a commutative semigroup in which every element e satisfies ee = e. All our
semilattices are supposed to have a zero element. Given a semilattice E, the C*-
algebra of E is the universal C*-algebra
C∗u(E) = C
∗
(
{pe}e∈E
pe are projections, p0 = 0,
E ∋ e 7→ pe is a semigroup homomorphism
)
By an action of a group Γ on a semilattice E we mean a group homomorphism from
Γ to the semigroup automorphisms of E. Such an action obviously induces an action
of Γ on C∗u(E).
It turns out that every C*-algebra of the form C0(Ω) for a totally disconnected space
Ω is isomorphic to the C*-algebra of a suitable semilattice. Namely, by [C-E-L2,
Proposition 2.12], we can always find a regular basis V for Ω in the sense of [C-E-L2,
Definition 2.9]. Since the compact open sets in V are closed under intersection,
they form a semilattice. And as explained in [C-E-L2, Remark 3.22], we have the
isomorphism C∗u(V) ∼= C0(Ω), pV 7→ 1V . Here pV is the projection in the C*-algebra
of our semilattice V corresponding to V ∈ V (as in the definition of C∗u(V)), and 1V
is the characteristic function of V .
Now given a totally disconnected dynamical system Γy Ω, we can ask for a semilat-
tice E, together with an action of Γ, such that we have a Γ-equivariant isomorphism
C∗u(E)
∼= C0(Ω). It is easy to see that such a system Γ y E exists for Γ y Ω
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if and only if Ω admits a Γ-invariant regular basis in the sense of [C-E-L2, Defini-
tion 2.9]. In general, this does not need to be the case, as was remarked in [C-E-L2,
Proposition 3.18]. However, [C-E-L2, Remark 3.22] shows that given an arbitrary
totally disconnected dynamical system Γ y Ω, we can always find semilattices E,
E1, E2, ..., together with Γ-actions on these semilattices, and a Γ-equivariant long
exact sequence
(1) . . .→ C∗u(E2)→ C∗u(E1)→ C∗u(E)→ C0(Ω)→ 0.
We call such a long exact sequence an independent resolution of Γ y C0(Ω). Of
course, the requirement that the sequence is Γ-equivariant is crucial here. Moreover,
we define the length of such an independent resolution to be the smallest integer
n ≥ 0 with En+1 = {0}, or equivalently, C∗u(En+1) = {0}. If no such integer exists,
then we set the length to be ∞.
An independent resolution of Γy C0(Ω) for which the stabilizer groups are all trivial
(Γ acts freely on E× and E×k for all k) is a J-projective resolution for C0(Ω) in the
category KKΓ, in the sense of [Mey, § 2]. Here we take for J the K-theory functor
from the category KKΓ to Z/2Z-graded ZΓ-modules. As explained in [Mey, § 3],
every J-projective resolution embeds into a phantom tower, which in turn induces
the so-called ABC spectral sequence [Mey, § 4]. In [Mey], the reader may find
conditions under which this ABC spectral sequence converges to K∗(C0(Ω) ⋊r Γ)
(see for instance [Mey, Proposition 4.1] or [Mey, § 5]). The reader may find more
details in [M-N] and [Mey]. But at least in principle, an independent resolution with
trivial stabilizer groups helps to compute the K-theory of our crossed product. In
the case of finite length resolutions, we elaborate on this computational aspect in
§ 5.
Now let us assume that our group Γ is exact. In that case, every independent
resolution as in (1) gives rise to a long exact sequence of the form
(2) . . .→ C∗u(E2)⋊r Γ→ C∗u(E1)⋊r Γ→ C∗u(E)⋊r Γ→ C0(Ω)⋊r Γ→ 0.
Here we take the crossed products with respect to the Γ-actions provided by our in-
dependent resolution. We call such a long exact sequence an independent resolution
of C0(Ω) ⋊r Γ. As remarked at the beginning, we can also talk about independent
resolutions for dynamical systems of the form Γ y D or for D ⋊r Γ where D is a
commutative C*-algebra generated by projections.
If Γ y C0(Ω) admits an independent resolution of finite length, then we get the
following exact sequence:
0→ C∗u(En)⋊r Γ→ . . .→ C∗u(E1)⋊r Γ→ C∗u(E) ⋊r Γ→ C0(Ω)⋊r Γ→ 0.
This exact sequence can be split into several short exact sequences of the form
0→ C∗u(En)⋊r Γ→ C∗u(En−1)⋊r Γ→ kern−2 → 0
0→ kern−2 → C∗u(En−2)⋊r Γ→ kern−3 → 0
. . .
0→ ker1 → C∗u(E1)⋊r Γ→ ker0 → 0
0→ ker0 → C∗u(E)⋊r Γ→ C0(Ω)⋊r Γ→ 0.
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Now consider the corresponding six-term exact sequences in K-theory, and assume
that Γ satisfies the Baum-Connes conjecture with coefficients. In the first six-term
exact sequence, the K-theories for C∗u(En)⋊r Γ and C
∗
u(En−1)⋊r Γ can be computed
using [C-E-L2, Corollary 3.14]. If it is possible to compute the K-theory for kern−2
from this six-term exact sequence, we could plug in the result into the next six-
term exact sequence, apply [C-E-L2, Corollary 3.14] to C∗u(En−2) ⋊r Γ, and try to
determine the K-theory of kern−3. In this way, we could compute K-theory step by
step until we come to the C*-algebra of interest, namely C0(Ω)⋊r Γ. Of course, the
extension problems which we have to solve along the way might be difficult.
3. From algebraic independent resolutions to independent
resolutions
Let us now build the bridge between algebraic independent resolutions and C*-
algebraic ones.
Let A be a C*-algebra generated by a multiplicatively closed family of projections
P, and let Z be the sub-Z-algebra of A generated by P. Assume that E is a semi-
lattice with a semilattice homomorphism E → P, which induces homomorphisms
πZ: Z0[E]→ Z and π: C∗u(E)→ A. Let E′ be a semilattice of projections in Z0[E],
let IZ = Z-span(E
′) and I be the ideal of C∗u(E) generated by IZ.
Lemma 3.1. If ker πZ = IZ, then ker π = I.
Proof. Let F be the collection of finite subsets of E′ which are closed under mul-
tiplication. F is obviously inductively ordered with respect to inclusion. More-
over, set for F ∈ F : C∗F (E) := C∗({e: e ∈ F}) ⊆ C∗u(E). We obviously have
C∗u(E) =
⋃
F∈F C
∗
F (E). Since C
∗
u(E)/I =
⋃
F∈F(C
∗
F (E)/IF ) with IF = C
∗
F (E) ∩ I,
all we have to prove is that the homomorphism induced by restricting π to C∗F (E),
π|F : C∗F (E)/IF → A, is injective for all F ∈ F . Given F ∈ F , we can or-
thogonalize the projections in F and obtain a new set of non-zero projections
F (orth). But since F is multiplicatively closed, we have F (orth) ⊆ Z-span(F ). Since
C∗F (E) =
⊕
f∈F (orth) C · f , π|F is injective if and only if for all f ∈ F (orth), π(f) = 0
implies f ∈ IF . But π(f) = 0 means that πZ(f) = 0, so that f ∈ kerπZ. By
assumption, f must lie in IZ. Hence f ∈ I ∩ C∗F (E) = IF , as desired. 
Corollary 3.2. Let Γ y Ω be a totally disconnected dynamical system. Assume
that E, E1, E2, ... are Γ-semilattices and that
. . .→ Z0[E2]→ Z0[E1]→ Z0[E]→ C0(Ω,Z)→ 0
is an algebraic independent resolution. Then
. . .→ C∗u(E2)→ C∗u(E1)→ C∗u(E)→ C0(Ω)→ 0
is an independent resolution. The homomorphisms in this sequence are induced by
the ones from the algebraic independent resolution.
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In the following, we give a criterion for the existence of finite length independent
resolutions. The previous corollary reduces our investigations to the algebaic setting,
so that we can use [L-N, § 4]. We first introduce some notation. Let E be a
semilattice. A finite cover for e ∈ E× is a finite subset {fj}j∈J of E× (J is a finite
index set) with the property that
• fj ≤ e for all j ∈ J ,
• for every f ∈ E× with f ≤ e, there exists j ∈ J such that ffj 6= 0.
Given a finite cover {fj}j∈J for e ∈ E×, we can write, in a unique way,
∨
j∈J fj =∑
k nkεk where the εk are pairwise distinct idempotents in E
× and the nk are non-
zero integers. Here
∨
j∈J fj is the smallest projection in Z0[E] which dominates
all the fj. We set
∨ {fj}j∈J := ∨j∈J fj and E(∨ {fj}j∈J) := E(∨j∈J fj) :=
{εk: nk 6= 0}. Moreover, given another element d ∈ E×, we write d · {fj}j∈J :=
{dfj: j ∈ J} =: {fj}j∈J · d and (d · {fj}j∈J)× := (d · {fj}j∈J)∩E× = ({fj}j∈J · d)∩
E× =: ({fj}j∈J · d)×.
Now let E be a semilattice, and let Γ be a group acting on E via semigroup automor-
phisms denoted by e 7→ τg(e) (g ∈ Γ). Let us assume that we are given a collection
of finite covers R for E, i.e., for every e ∈ E× a set R(e) of finite covers for e.
Let IZ be the ideal 〈{e−
∨R: e ∈ E×, R ∈ R(e)}〉Z ⊳ Z0[E] of Z0[E], and assume
that the Γ-action on E or rather Z0[E] induces a Γ-action on the quotient Z0[E]/IZ.
Furthermore, let I be the Γ-invariant ideal 〈{e−∨R: e ∈ E×, R ∈ R(e)}〉⊳C∗u(E)
of C∗u(E). I is the ideal of C
∗
u(E) generated by IZ. Consider the Γ-action on the
quotient C∗u(E)/I induced by the Γ-action on E.
Theorem 3.3. In the situation above, assume that the following conditions are
satisfied:
(i) For d, e in E× with de 6= 0 and R ∈ R(e), either de ∈ (d ·R)× or (d ·R)× ∈
R(de).
(ii) For e ∈ E×, pairwise distinct R1, . . . ,Rr in R(e) and εi ∈ E(
∨Ri) for 1 ≤
i ≤ r, we have for every 1 ≤ j ≤ r: If ∏ri=1
i 6=j
εi 6= 0, then
∏r
i=1 εi 
∏r
i=1
i 6=j
εi.
Note that for r = 1, we set the product
∏r
i=1
i 6=j
εi as e.
(iii) For every g ∈ Γ and e ∈ E×, we have τg(R(e)) = R(τg(e)).
Then Theorem 4.11 in [L-N] gives rise to an algebraic independent resolution of
Γy Z0[E]/IZ, and hence also to an independent resolution of Γy C
∗
u(E)/I.
If we have, in addition to the assumptions above, that
(iv) supe∈E× |R(e)| <∞,
then the independent resolution of Γ y C∗u(E)/I from above is of length at most
supe∈E× |R(e)|.
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Proof. This is an immediate consequence of [L-N, Theorem 4.11] and Corollary 3.2.

4. Quotients of inverse semigroup C*-algebras
Reduced C*-algebras of 0-F-inverse semigroups which admit gradings injective on
maximal elements (in the sense of [Nor2]) can be described up to Morita equiva-
lence as crossed products of totally disconnected dynamical systems which admit
an invariant regular basis. This was observed in [Nor2]. Now we consider quotients
of such inverse semigroup C*-algebras, for instance tight C*-algebras of these in-
verse semigroups. We show that if the quotients are given by relations which satisfy
conditions analogous to the ones in Theorem 3.3, then these quotients are Morita
equivalent to crossed products which admit finite length independent resolutions.
This will be an application of Theorem 3.3.
The general framework for the study of these inverse semigroup C*-algebras and
their quotients is given by the notion of partial actions of groups on semilattices.
We show that such partial actions can be dilated to ordinary actions on enveloping
semilattices. Moreover, relations for our original semilattice satisfying conditions
analogous to the ones in Theorem 3.3 give rise to relations of the enveloping semi-
lattice which satisfy conditions (i) to (iv) from Theorem 3.3 with respect to the
dilated action.
Let E be a semilattice, let E1 be E if E already has a unit and the unitalization
E ∪ {1} otherwise.
Definition 4.1. A partial automorphism of E is given by the following data:
• a projection d ∈ E1 (the domain)
• a projection r ∈ E1 (the range)
• a semigroup isomorphism θ : dEd ∼= rEr.
We will usually write θ for the partial automorphism.
Definition 4.2. A partial action θ of a group Γ on E is given by partial automor-
phisms of E,
θg : d(g)Ed(g) ∼= r(g)Er(g)
one partial automorphism for every group element g ∈ Γ, such that we have d(1) =
r(1) = 1, θ1 = idE for the identity 1 ∈ Γ, and θg ◦ θh ≤ θgh.
This last inequality means the following: By definition, the composition θg ◦ θh of
θg with θh is given by
θ−1h (r(h)Er(h) ∩ d(g)Ed(g)) → θg(r(h)Er(h) ∩ d(g)Ed(g)), e 7→ θg(θh(e)).
Note that r(h)Er(h) ∩ d(g)Ed(g) = (r(h)d(g))E(r(h)d(g)). Therefore, θg ◦ θh is
again a partial automorphism of E in our sense, with domain θ−1h (r(h)d(g)) and
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range θg(r(h)d(g)). We observe that
θ−1h (r(h)d(g))Eθ
−1
h (r(h)d(g)) = {e ∈ E: e ≤ d(h) and θh(e) ≤ d(g)} .
So the projections in θ−1h (r(h)d(g))Eθ
−1
h (r(h)d(g)) are precisely those projections
for which it makes sense to apply θh and then θg. The condition θg ◦θh ≤ θgh means
that for every e ∈ θ−1h (r(h)d(g))Eθ−1h (r(h)d(g)), we want to have θg(θh(e)) = θgh(e).
For this to make sense, we need to have θ−1h (r(h)d(g)) ≤ d(gh). This is part of the
requirement when we ask for the condition θg ◦ θh ≤ θgh.
It is obvious that a partial action θ of Γ on E induces in a canonical way a partial
action of Γ on C∗u(E), and we again denote this partial action by θ.
Given a partial action θ of a group Γ on E, we construct the enveloping semilattice
and the dilated action. First, we introduce the following equivalence relation on
Γ× E:
(g, d) ∼ (h, e)⇔ θh−1g(d) = e.
More precisely, the equation θh−1g(d) = e includes the requirement that d ≤ d(h−1g).
It is clear that ∼ indeed defines an equivalence relation. The equivalence class of
(h, e) will be denoted by [h, e]. Moreover, it is easy to check that the formula
[g, d] · [h, e] := [g, dθg−1h(ed(g−1h))]
defines a product on Γ× E/ ∼ so that (Γ× E/ ∼, ·) becomes a semilattice.
Definition 4.3. We define a semilattice Env (E) by setting Env (E) := (Γ×E/ ∼, ·).
It is easy to see that for every g ∈ Γ, the map [h, e] 7→ [gh, e] is a well-defined
automorphism of Env (E).
Definition 4.4. We let τ be the action of Γ on Env (E) given by τg[h, e] = [gh, e],
and we denote the induced Γ-action on C∗u(Env (E)) by τ as well.
It is easy to see that the map E → Env (E), e 7→ [1, e] defines an injective homo-
morphism of semilattices. Moreover, the partial action θ of Γ on E induces a partial
action θ1 of Γ on E1 with θ1g := θg if d(g), r(g) ∈ E and where θ1g is the unique unital
extension of θg if d(g) = r(g) = 1. Our construction applied to E
1 and θ1 yields
another semilattice Env (E1) with a Γ-action. Again E1 sits as a subsemilattice in
Env (E1). Also, Env (E) sits canonically as a Γ-invariant ideal in Env (E1). Let 1
be the unit of E1. Then 1(Env (E))1 is the subsemilattice of Env (E) correspond-
ing to E. On the level of C*-algebras, we have that C∗u(Env (E)) is an essential
ideal of C∗u(Env (E
1)), so that we can think of 1 ∈ C∗u(Env (E1)) as a multiplier of
C∗u(Env (E)). In addition, we can canonically identify C
∗
u(E) with 1(C
∗
u(Env (E)))1.
Remark 4.5. It is straightforward to check that (τ, C∗u(Env (E))) is the enveloping
action of (θ,C∗u(E)), in the sense of [Aba, Definition 2.3]. Therefore, by [Aba, Propo-
sition 2.1], the dual action (τˆ , ̂Env (E)) of (τ, C∗u(Env (E))) is the enveloping action
of the dual action (θˆ, Ê) of (θ,C∗u(E)). In particular, (θˆ, Ê) admits an enveloping
action on a Hausdorff space.
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With this remark in mind, the following lemma is not surprising.
Lemma 4.6. We have an ismorphism C∗u(E) ⋊θ,r G
∼= 1 (C∗u(Env (E))⋊τ,r G) 1
determined by eVg 7→ e · (1Ug1) = eUg1 for all e ∈ E and g ∈ Γ, and the latter
C*-algebra is a full corner of C∗u(Env (E)) ⋊τ,r G. Here Vg is the canonical partial
isometry in the multiplier algebra of C∗u(E) ⋊θ,r G corresponding to g ∈ Γ, and Ug
is the canonical unitary in the multiplier algebra of C∗u(Env (E)) ⋊τ,r G for g ∈ Γ.
Proof. This is an immediate consequence of the observation that (τ, C∗u(Env (E)))
is the enveloping action of (θ,C∗u(E)) and of the construction of reduced crossed
products (see for instance [McCl]).
Given a faithful, non-degenerate representation π : C∗u(Env (E))→ L(H), we extend
π to C∗u(Env (E
1)) so that we can form π(1). Let π˜ be the twisted representation
C∗u(Env (E)) → L(H ⊗ ℓ2Γ) given by π˜(x)(ξ ⊗ εγ) = π(τγ−1(x))(ξ) ⊗ εγ . Since π˜ is
again non-degenerate, we can extend it to C∗u(Env (E
1)) and form π˜(1). Let λ be
the left regular representation of Γ on ℓ2Γ and form 1⊗ λ : Γ→ U(H ⊗ ℓ2Γ). The
reduced crossed product C∗u(Env (E))⋊τ,rΓ is by definition the C*-algebra generated
by π˜(x)(1⊗ λg) for x ∈ C∗u(Env (E)) and g ∈ Γ. Now π|C∗u(E) : C∗u(E)→ L(π(1)H)
is a faithful representation of C∗u(E), and the representation
(
π|C∗u(E)
)∼
(using the
notation from [McCl, § 3]) is just the cut-down of π˜|C∗u(E) by π˜(1). Moreover, for
every g ∈ Γ, π˜(1)(1 ⊗ λg)π˜(1) is just the partial isometry used in the definition of
reduced partial crossed products in [McCl, § 3]. The first part of our lemma follows.
That 1 (C∗u(Env (E)) ⋊τ,r Γ) 1 is a full corner follows immediately from the obvious
fact that Env (E) =
⋃
g∈Γ τg(E). 
Now let us consider relations.
Lemma 4.7. Assume that θ is a partial action of a group Γ on E. For every e ∈ E×,
let R(e) be a finite set of finite covers for e such that the following conditions hold:
(1p) For d, e in E× with de 6= 0 and R ∈ R(e), either de ∈ (d ·R)× or (d ·R)× ∈
R(de).
(2p) For e ∈ E×, pairwise distinct R1, . . . ,Rr in R(e) and εi ∈ E(
∨Ri)) for 1 ≤
i ≤ r, we have for every 1 ≤ j ≤ r: If ∏ri=1
i 6=j
εi 6= 0, then
∏r
i=1 εi 
∏r
i=1
i 6=j
εi.
As before, we define the product
∏r
i=1
i 6=j
εi to be e in the case r = 1.
(3p) For every g ∈ Γ and e ∈ E× with e ≤ d(g), we have τg(R(e)) = R(θg(e)).
(4p) supe∈E×|R(e)| <∞.
If we now set for [h, e] ∈ Env (E)×: R([h, e]) := τh(R(e)), then Env (E) and R(x),
x ∈ Env (E)× satisfy the conditions (i) to (iv) from Theorem 3.3.
Proof. It is easy to see that for every x ∈ Env (E)×, R(x) is a well-defined finite set
of finite covers for x. Moreover, conditions (ii), (iii) and (iv) are easy to check. It
remains to check condition (i). Let x = [g, d] and y = [h, e] be elements in Env (E)×
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with xy 6= 0. We have to show that for all R ∈ R(e), either xy lies in x · τh(R)
or (x · τh(R))× ∈ R(xy). First, let us see that we can without loss of generality
assume that x lies in E. Namely, x = τg([1, d]), and we have xy = τg([1, d]τ
−1
g y),
x · τh(R) = τg([1, d]τ−1g τh(R)) and R(xy) = R(τg([1, d]τ−1g y)) = τg(R([1, d]τ−1g y)).
This means that once we prove our claim for [1, d] in place of x and τ−1g y in place
of y, we are done. In other words, we can assume that g = 1.
For [1, f ] ∈ R, we compute [1, d]τh[1, f ] = [1, d][h, f ] = [1, dθh(fd(h))]. Condition
(1p) tells us that either ed(h) ∈ R · d(h) or that (R · d(h))× ∈ R(ed(h)). In the
first case, we conclude that xy = [1, d][h, e] = [1, dθh(ed(h))] = [1, d]τh[1, f ] (for
some f) lies in x · τh(R). In the second case, it follows that (θh(R · d(h)))× ∈
R(θh(ed(h))) by condition (3p). Now, condition (1p) again says that we either have
dθh(ed(h)) ∈ d(θh(R · d(h))) or (d(θh(R · d(h))))× ∈ R(d(θh(ed(h)))). In the first
case, we have xy = [1, dθh(ed(h))] ∈ x · τh(R). In the second case, we conclude that
(x · τh(R))× ∈ R(xy) since xy = d(θh(ed(h))). 
Proposition 4.8. In the situation of Lemma 4.7, set
I :=
〈{
e−
∨
R: e ∈ E×, R ∈ R(e)
}〉
⊳ C∗u(E),
Env (I) :=
〈{
x−
∨
R: x ∈ Env (E)×, R ∈ R(x)
}〉
⊳ C∗u(Env (E)).
Let 〈I〉 := 〈I〉C∗u(E)⋊θ,rΓ be the ideal of C∗u(E)⋊θ,r Γ generated by I and 〈Env (I)〉 :=
〈Env (I)〉C∗u(Env (E))⋊τ,rΓ be the ideal of C∗u(Env (E)) ⋊τ,r Γ generated by Env (I).
Then I = 1(Env (I))1, 〈I〉 = 1 〈Env (I)〉 1, and the isomorphism from Lemma 4.6 in-
duces an isomorphism (C∗u(E)⋊θ,r Γ) / 〈I〉 ∼= 1˙ ((C∗u(Env (E)) ⋊τ,r Γ) / 〈Env (I)〉) 1˙.
If furthermore Γ is exact, then the isomorphism from Lemma 4.6 also induces
an isomorphism (C∗u(E)⋊θ,r Γ) / 〈I〉 ∼= 1˙ ((C∗u(Env (E))/Env (I))⋊τ,r Γ) 1˙. Here
1˙ is the image of 1 in the multiplier algebra of the corresponding quotient, and
1˙ gives rise to a full corner (regardless whether Γ is exact or not). In addition,
Γy C∗u(Env (E))/Env (I) admits a finite length independent resolution.
Proof. The equation I = 1(Env (I))1 follows from (1p) and (3p). 〈I〉 = 1 〈Env (I)〉 1
is an immediate consequence. The rest follows from Lemma 4.6, Lemma 4.7 and
Theorem 3.3. 
Now let S be an inverse semigroup with zero element. For s ∈ S let Λ(s) be the
partial isometry on ℓ2S× defined by Λ(s)εx = εsx if s
∗sx = x and Λ(s)εs = 0
otherwise. By definition, C∗r (S) is the C*-algebra generated by Λ(s), s ∈ S. Note
that we consider partial isometries on ℓ2S× to make sure that Λ(0) = 0.
Let S be 0-F-inverse, and let G be a group and σ : (S1)× → G a morphism injective
on the set of maximal elements M(S1) as in [Nor2, § 1]. Let sg be the maximal
element of σ−1(g) if the latter set is non-empty, and let sg := 0 otherwise. We
denote by E the semilattice of idempotent elements in S. In such a situation, a
partial action θ of G on E is given as follows: For g ∈ G, we set d(g) := s∗gsg,
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r(g) := sgs
∗
g and θg : d(g)Ed(g) → r(g)Er(g), e 7→ sges∗g. First of all, let us prove
the following
Lemma 4.9. We have an isomorphism C∗u(E)⋊θ,rG
∼= C∗r (S) determined by eVg 7→
Λ(esg) for all e ∈ E and g ∈ G.
Proof. The map S× → E××G, s 7→ (ss∗, σ(s)) is injective since s = ss∗sσ(s). Using
this map, we view S× as a subset of E××G, and we let P ∈ L(ℓ2E×⊗ ℓ2G) be the
orthogonal projection onto ℓS× ⊆ ℓ2E× ⊗ ℓ2G.
Let π : C∗u(Env (E))→ L(ℓ2Env (E)×) be the left regular representation of the semi-
lattice E viewed as an inverse semigroup. As before, we extend π to C∗u(Env (E
1))
so that we can form π(1). It is clear that we can represent C∗u(Env (E)) ⋊τ,r G
faithfully on ℓ2Env (E)× ⊗ ℓ2G by sending x ∈ Env (E) to π(x) ⊗ 1 and Ug to
Tg ⊗ λg for g ∈ G, where Tg(εx) = ετg(x) for x ∈ Env (E)×. Using the isomorphism
C∗u(E)⋊θ,r G
∼= 1 (C∗u(Env (E))⋊τ,r G) 1 from Lemma 4.6, we obtain a faithful rep-
resentation of C∗u(E) ⋊θ,r G on π(1)(ℓ
2Env (E)×) ⊗ ℓ2G = ℓ2E× ⊗ ℓ2G given by
eVg 7→ (π(e)⊗ 1)(π(1)⊗ 1)(Tg ⊗ λg)(π(1)⊗ 1). An obvious computation shows that
both π(e) ⊗ 1, e ∈ E, and (π(1) ⊗ 1)(Tg ⊗ λg)(π(1) ⊗ 1), g ∈ G, leave the sub-
space ℓ2S× ⊆ ℓ2E× ⊗ ℓ2G invariant. Moreover, we have P (π(e)⊗ 1)(π(1)⊗ 1)(Tg ⊗
λg)(π(1) ⊗ 1)P = Λ(esg). Therefore, cutting down by P gives rise to a surjective
homomorphism C∗u(E)⋊θ,rG→ C∗r (S). This homomorphism is injective since it fits
into the following commutative diagram
C∗u(E) ⋊θ,r G //

C∗r (S)

C∗u(E)
id
// C∗u(E)
where the vertical arrows are given by the canonical faithful conditional expectations.

Combining Lemma 4.6 with Lemma 4.9, we obtain the following
Corollary 4.10. C∗r (S) is isomorphic to the full corner 1 (C
∗
u(Env (E)) ⋊τ,r G) 1 of
C∗u(Env (E))⋊τ,r G via Λ(esg) 7→ e · (1Ug1) = eUg1.
This makes the observations from [Nor2, § 2] a bit more explicit.
Again, we turn to relations and the corresponding ideals. The following is an im-
mediate consequence of our discussions:
Proposition 4.11. Let θ be the partial action of a group G on a semilattice E
attached to a 0-F-inverse semigroup S and a morphism σ: (S1)× → G injec-
tive on M(S1) as above. Assume that for every e ∈ E×, we are given a finite
set R(e) of finite covers for e such that conditions (1p) to (4p) from Lemma 4.7
hold. Set I := 〈{e−∨R: e ∈ E×, R ∈ R(e)}〉⊳C∗u(E), let 〈I〉 be ideal of C∗r (S) or
C∗u(E)⋊θ,r G, respectively, which is generated by I, and let Env (I), 〈Env (I)〉 be as
in Proposition 4.8.
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If G is exact, then the isomorphisms from Lemma 4.9 and Proposition 4.8 give rise
to isomorphisms
C∗r (S)/ 〈I〉 ∼= C∗u(E)⋊θ,r G/ 〈I〉 ∼= 1˙ ((C∗u(Env (E))/Env (I))⋊τ,r G) 1˙.
The latter C*-algebra is a full corner, so that all these C*-algebras are Morita equiva-
lent to (C∗u(Env (E))/Env (I))⋊τ,rG. And finally, Gy C
∗
u(Env (E))/Env (I) admits
a finite length independent resolution.
Remark 4.12. The dual system ( ̂Env (E), G, τˆ ) in our setting can be canonically
identified with the dynamical system (Ω, G, τ) from [Nor2, § 2].
Remark 4.13. Assume that in Proposition 4.11, we can choose relations R(e), e ∈
E× in such a way that the spectrum of C∗u(E)/I identifies with the tight spectrum
Êtight in the sense of [Exel]. Then Proposition 4.11 gives a way to describe the
tight (reduced) C*-algebra of S as a crossed product which admits a finite length
independent resolution.
5. Computing K-theory in the case of free actions
Let E be a fixed Γ-semilattice with a fixed system R of covers satisfying (i)-(iii)
of Theorem 3.3. Suppose also that Γ acts freely on E×. This situation was also
discussed in [L-N, §5] where we found methods for computing H∗(Γ,Z0(E)/IZ). If
we also suppose that Γ is exact and satisfies the Baum Connes conjecture with
coefficients we can use information about these homology groups to describe the
K-theory of (C∗u(E)/I) ⋊r Γ.
Lemma 5.1. Continue with the assumptions introduced in the beginning of the sec-
tion. By applying K0 to the sequence
. . .
φ3−→ C∗u(E2)⋊r Γ
φ2−→ C∗u(E1)⋊r Γ
φ1−→ C∗u(E)⋊r Γ→ 0
one obtains the chain complex
C = (. . .→ Z0[Γ \ E2]→ Z0[Γ \ E1]→ Z0[Γ \E]→ 0)
defined in [L-N, §5]. Moreover there is a Γ-equivariant isomorphism K0(C∗u(E)/I) ∼=
Z0(E)/IZ, and so we have H∗(C) ∼= H∗(Γ,K0(C∗u(E)/I)).
Proof. Let φk denote the ∗-homomorphism φk : C∗u(Ek) ⋊r Γ → C∗u(Ek−1) ⋊r Γ in
the long exact sequence. By definition, its restriction to Z0[Ek] is the map induced
from the inclusion Ek →֒ Z0[Ek−1]. Moreover, [C-E-L2, Corollary 3.14] gives us that
K0(C
∗
u(Ek)⋊rΓ) ≃ Z0[Γ\Ek]. In this isomorphism the K0-class of e ∈ Ek (identified
as an element of C∗u(Ek)) is sent to the class [e] ∈ Z0[Γ \ Ek]. Thus (omitting the
isomorphism) (φk)∗ maps [e] to [f ] ∈ Z0[Γ \ Ek−1], where f ∈ Z0[Ek−1] is the
inclusion of e. Then by definition [f ] = ∂k([e]), where ∂k : Z0[Γ\Ek]→ Z0[Γ\Ek−1]
is the k’th boundary map in C.
The last statement, that H∗(C) ∼= H∗(Γ,K0(C∗u(E)/I)) follows as in [L-N, §5]. 
Proposition 5.2. Continue with the assumptions introduced in the beginning of the
section. Let n = supe∈E×|R(e)|. Let D = C∗u(E)/I. Then
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• If n = 1, K0(D ⋊r Γ) ∼= H0(Γ,K0(D)) and K1(D ⋊r Γ) ∼= H1(Γ,K0(D)).
• If n = 2, K0(D ⋊r Γ) ∼= H0(Γ,K0(D)) ⊕H2(Γ,K0(D)) and K1(D ⋊r Γ) ∼=
H1(Γ,K0(D)).
• If n = 3 and H3(Γ,K0(D)) = 0, there is an extension
0→ H0(Γ,K0(D))→ K0(D ⋊r Γ)→ H2(Γ,K0(D))→ 0,
and K1(D ⋊r Γ) ∼= H1(Γ,K0(D)).
Proof. For any map f : X → Y between sets X,Y , let f◦ denote the restriction
f◦ : X → f(X). Assume n > 0 and look at the short exact sequence
0→ C∗u(En)⋊r Γ
φn−→ C∗u(En−1)⋊r Γ
φ◦n−1−→ kern−2 → 0
where kern−2 = imφn−1 = kerφn−2. Using Lemma 5.1 we get that this short exact
sequence induces the six-term exact sequence
Z0[Γ \ En] ∂n // Z0[Γ \ En−1]
(φ◦n−1)∗
// K0(kern−2)

K1(kern−2)
OO
0oo 0oo
So K0(kern−2) ∼= coker ∂n with (φ◦n−1)∗ being the quotient map, and K1(kern−2) ∼=
ker ∂n = Hn(C). Assuming for a moment that n = 1 we get kern−2 = D ⋊r Γ.
Moreover, H0(C) = coker ∂n. As shown in Lemma 5.1, H∗(Γ,K0(D)) = H∗(C), so
the first point is proved. Continuing the above computations with n > 1 we look at
the next short exact sequence
0→ kern−2 fn−2−→ C∗u(En−2)⋊r Γ
φ◦n−2−→ kern−3 → 0
where fn−2 is the inclusion ker φn−2 →֒ C∗u(En−2) ⋊r Γ. This induces the six-term
exact sequence
coker ∂n
(fn−2)∗
// Z0[Γ \ En−2]
(φ◦n−2)∗
// K0(kern−3)

K1(kern−3)
OO
0oo Hn(C)oo
Since φn−1 = fn−2φ
◦
n−1 we get ∂n−1(x) = (fn−2)∗(φ
◦
n−1)∗(x) = (fn−2)∗(x + im ∂n).
This gives us K1(kern−3) ∼= ker (fn−2)∗ = ker ∂n−1/im ∂n = Hn−1(C). As Hn(C) =
ker ∂n is free over Z we get K0(kern−3) ∼= Hn(C) ⊕ coker (fn−2)∗ = Hn(C) ⊕
coker ∂n−1. Here (φ
◦
n−2)∗ is the quotient map onto coker ∂n−1. If we assume for
a moment that n = 2, then kern−3 = D ⋊r Γ. Moreover, coker ∂n−1 = H0(C), so
the second point is proved. Continuing the computations for n > 2 we get the short
exact sequence
0→ kern−3 fn−3−→ C∗u(En−3)⋊r Γ→ kern−4 → 0
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and the associated six-term exact sequence
Hn(C)⊕ coker ∂n−1
(fn−3)∗
// Z0[Γ \En−3] // K0(kern−4)

K1(kern−4)
OO
0oo Hn−1(C)oo
Using a similar argument as for (fn−2)∗ we get that (fn−3)∗(x, y+im ∂n−1) = g(x)+
∂n−2(y) for some map g. Now if Hn(C) = 0, K1(kern−4) ∼= ker (fn−3)∗ = Hn−2(C).
We also see that there is an extension
0→ coker (fn−3)∗ → K0(kern−4)→ Hn−1(C)→ 0
If Hn(C) = 0, then coker (fn−3)∗ = coker ∂n−2. In particular, if n = 3 and H3(C) =
0, coker (fn−3)∗ = H0(C). This finishes the proof. 
Remark 5.3. As noted in Lemma 5.1, the homology groups H∗(Γ,K0(C
∗
u(E)/I))
may be computed as the homology groups of the chain complex C of [L-N, § 5]. If
the system of covers R also satisfies the conditions (A)-(C) of [L-N, §5], one may
due to [L-N, Remark 5.6] replace the chain complex C with the chain complex C˜ in
the situation of that remark. The chain complex C˜ is also defined in [L-N, § 5].
6. Examples
6.1. Graph C*-algebras. We show that using independent resolutions, it is easy
to compute K-theory for graph C*-algebras. We use the same notation as in [Nor2,
§ 5]: Let E = (E0, E1, σ, ρ) be a graph, and let SE be its graph inverse semigroup.
S1E is strongly 0-F-inverse with universal grading (S
1
E)
× → F , where F is the free
group on E1. The semilattice E of idempotent elements in SE can be identified with
E∗ ∪ {0}, where E∗ is the set of finite paths of E . Multiplicaton in E is given by
µ · ν := µ if ν = µν ′ for some ν ′ ∈ E∗, µ · ν := ν if µ = νµ′ for some µ′ ∈ E∗, and
µ · ν := 0 otherwise. Here µν ′ stands for concatenation of paths.
The partial action of F on E attached to SE in the sense of § 4 is given as follows:
We view E∗ as a subset of F in a canonical way. For paths µ and ν in E∗ with
length at least one and σ(µ) = σ(ν), let d(µν−1) = ν · E, r(µν−1) = µ · E and
θµν−1(ν · ξ) := µ · ξ. For the identity 1 ∈ F, we set θ1 := idE , and all the remaining
g ∈ F do not lie in the image of our grading.
As observed in [Nor2, § 5], C∗r (SE) is canonically isomorphic to the Toeplitz algebra
of E . The graph C*-algebra of E is the tight version of C∗r (SE), i.e., a quotient by
a certain ideal. To describe the graph C*-algebra of E , we consider the following
relations: Let E00 be the vertices v of E for which 0 < #
{
κ ∈ E1: v = ρ(κ)} <∞, and
let σ−1(E00 ) be the set of paths µ with σ(µ) ∈ E00 . For every µ ∈ σ−1(E00 ), we let R(µ)
be the finite cover
{
µκ: κ ∈ E1, σ(µ) = ρ(κ)} for µ, and we set R(µ) := {R(µ)}.
For the remaining µ ∈ E× which are not in σ−1(E00 ), just set R(µ) := ∅. Let eµ be
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the projection in C∗u(E) corresponding to µ ∈ E. If we now set
I :=
〈eµ − ∨
ν∈R(µ)
eν : µ ∈ σ−1(E00 )

〉
⊳ C∗u(E),
then it is clear by construction that the graph C*-algebra C∗(E) is canonically
isomorphic to C∗r (SE)/ 〈I〉. Moreover, it is easy to see that the partial action F y E
and R(µ), µ ∈ E×, satisfy conditions (1p) to (4p) from Lemma 4.7.
Proposition 4.10 implies that C∗r (SE) (and hence the Toeplitz algebra of E) is iso-
morphic to a full corner in C∗u(Env (E)) ⋊r F, and Proposition 4.11 implies that
C∗r (SE)/ 〈I〉 (and hence the graph C*-algebra of E) is isomorphic to a full corner in
(C∗u(Env (E))/Env (I))⋊r F.
Let us now come to K-theory. Since the stabilizer groups for the action of F on
Env (E)× are trivial (see [Nor2]) we could utilize Proposition 5.2, but in this case
it is more illuminating to do the computations directly to illustrate what goes on.
Lemma 4.7 and [L-N, Proposition 4.1] yield the semilattice
E1 :=
{
[g, µ]−
∨
R([g, µ]): g ∈ F, µ ∈ σ−1(E00 )
}
∪ {0} ⊆ Proj (C∗u(Env (E))),
where R([g, µ]) = τg(R(µ)) (τ is defined in Definition 4.4). By Theorem 3.3, since
we have supe∈E× |R(e)| = 1, we obtain a short exact sequence
(3) 0→ C∗u(E1)⋊r F i−→ C∗u(Env (E)) ⋊r F→ (C∗u(Env (E))/Env (I)) ⋊ F→ 0.
With [C-E-L2, Corollary 3.14] (see also [Nor2]), we computeK∗(C
∗
u(Env (E))⋊rF)
∼=
⊕v∈E0K∗(C), with generators for K0 given by [ev ], v ∈ E0, and K∗(C∗u(E1) ⋊r
F) ∼= ⊕w∈E00K∗(C), with generators for K0 given by [ew −
∨
ν∈Rw
eν ], w ∈ E00 .
Using
∨R([g, µ]) = ∑ κ∈E1
σ(µ)=ρ(κ)
[g, µκ], we obtain that i∗ : K0(C
∗
u(E1) ⋊r F) →
K0(C
∗
u(Env (E))⋊r F) sends [ew −
∨
ν∈Rw
eν ] to [ew]−
∑
κ∈E1
w=ρ(κ)
[eσ(κ)]. Thus we see
that i∗ can be described using the vertex matrix AE , i.e., the E0×E0 matrix given by
AE(v,w) = #
{
κ ∈ E1: ρ(κ) = v, σ(κ) = w} ∈ N0 ∪ {∞}. Under the decomposition
E0 = E00 ∪ (E0 \ E00 ), AE is of the form (A0 A1∗ ∗ ) where the entries in ∗ are 0 or
∞. Using A0 and A1 from the vertex matrix, i∗ identifies with the homomorphism[
I −At0
−At1
]
: ZE
0
0 → ZE0 . Plugging this result into the six-term exact sequence
attached to (3), we obtain for the K-theory of the graph C*-algebra C∗(E):
K0(C
∗(E)) ∼= coker
[
I −At0
−At1
]
and K1(C
∗(E)) ∼= ker
[
I −At0
−At1
]
.
This reproves [D-T, Theorem 3.1]. Note that the chain complex
0→ ZE00 i∗−→ ZE0 → 0
is easily identified with the chain complex C discussed in § 5, with i∗ = ∂1.
Question 6.1. Is a similar analysis possible for higher rank graph C*-algebras?
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6.2. C*-algebras of one dimensional tilings. We will see how independent res-
olutions can be used to compute the K-theory of the C*-algebras associated to one
dimensional tilings. A tile in R is a closed interval. A tiling T of R is a set of tiles
with pairwise disjoint interiors and union R. As in [Ke-Law, § 4.2] we describe the
connected tiling inverse semigroup as the inverse semigroup associated to a facto-
rial language. Let Σ be a finite alphabet (i.e. a finite set). A language L on Σ is
factorial if for every x ∈ L every substring of x also belongs to L. Assume also that
every element of Σ occurs in L. In our setting we imagine T as a bi-infinite string
on a finite set Σ of prototiles and L as the factorial language consisting of all finite
substrings of T .
Let SL be the inverse semigroup associated to the factorial language L. Then the
semilattice E of idempotent elements in SL consists of 0 as well as all strings on the
alphabet Σ ∪ {aˇ : a ∈ Σ} on the form xaˇy where x, y ∈ Σ∗ and xay ∈ L. In other
words, the nonzero elements of E are elements of L with a check above one of its
letters. Multiplication is defined as follows: Let e, d ∈ E× and place e above d such
that the checked letter of e is above the checked letter of d. If they match on the
overlap, glue e and d together on their overlap. If the resulting element belongs to
E define this element to be e · d. Otherwise e · d is defined to be 0.
It was shown in [Ke-Law] that SΣ is strongly 0-F-inverse with universal grading
(S1Σ)
× → F where F is the free group on the set {(a, b) ∈ Σ×Σ : ab ∈ L}. For higher
dimensional tilings the connected tiling semigroup is in general not 0-F-inverse. The
partial action F y E in the sense of § 4 becomes as follows: With g ∈ F on the form
g = (a1, a2)(a2, a3) · · · (an−2, an−1)(an−1, an), a1, . . . , an ∈ Σ we get
d(g) = {xa1a2 · · · an−1aˇny: x, y ∈ Σ∗, xa1a2 · · · an−1any ∈ L}
r(g) = {xaˇ1a2 · · · an−1any: x, y ∈ Σ∗, xa1a2 · · · an−1any ∈ L}
θg(xa1a2 · · · an−1aˇny) = xaˇ1a2 · · · an−1any
Moreover, θg−1 = θ
−1
g and θ1 = idE. No other g lies in the image of the grading.
For each e ∈ E× set R1(e) := {ae: a ∈ Σ, ae ∈ E}, R2(e) := {ea: a ∈ Σ, ea ∈ E}
and let R(e) := {R1(e),R2(e)}. These covers are chosen to make C∗r (ST )/〈I〉 iso-
morphic to the tiling C*-algebra AT of [Ke-Pu]. It is easy to see that the partial
action F y E and R(e), e ∈ E×, satisfy conditions (1p) to (4p) from Lemma 4.7.
Since every x ∈ L is a substring of T we have that ax ∈ L and xb ∈ L for at least
one a ∈ Σ and one b ∈ Σ. Thus |R(e)| = 2 for each e ∈ E×.
Let p(e) ∈ C∗u(Env (E)) stand for the projection corresponding to e ∈ E and similarly
let p([g, e]) stand for the projection corresponding to [g, e] where g ∈ F.
INDEPENDENT RESOLUTIONS II: C*-ALGEBRAIC CASE 17
We get the semilattice E1 consisting of 0 and the elements
p([g, e]||1) := p([g, e]) −
∨
R1([g, e]) = p([g, e]) −
∑
a∈Σ,ae∈E
p([g, ae])
p([g, e]||2) := p([g, e]) −
∨
R2([g, e]) = p([g, e]) −
∑
a∈Σ,ea∈E
p([g, ea])
p([g, e]||1, 2) := p([g, e]||1)p([g, e]||2)
for each g ∈ F and e ∈ E. We also get the semilattice E2 consisting of 0 and the
elements
p([g, e]||1|2) := p([g, e]||1) − p([g, e]||1, 2) −
∑
a∈Σ,ea∈E
p([g, ea]||1)
p([g, e]||2|1) := p([g, e]||2) − p([g, e]||1, 2) −
∑
a∈Σ,ea∈E
p([g, ae]||2)
for each g ∈ F and e ∈ E.
Theorem 3.3 gives an exact sequence
0 → C∗u(E2)⋊r F→ C∗u(E1)⋊r F
→ C∗u(Env (E))⋊r F→ (C∗u(Env (E))/Env (I)) ⋊r F→ 0.
As seen in [Nor2], F acts freely on Env (E)×, so with [C-E-L2, Corollary 3.14]
we compute K∗(C
∗
u(Env (E)) ⋊r F)
∼= ⊕x∈LK∗(C), with generators for K0 given
by [e], where e ∈ E and the first letter of e is checked. Similarly we compute
K∗(C
∗
u(E1) ⋊r F)
∼= ⊕x∈L(K∗(C) ⊕ K∗(C) ⊕ K∗(C)) with generators for K0 given
by [p(e||1)], [p(e||2)], [p(e||1, 2)] and K∗(C∗u(E2)⋊r F) ∼= ⊕x∈L(K∗(C)⊕K∗(C)) with
generators for K0 given by [p(e||1|2)], [p(e||2|1)] where e ∈ E and the first letter of e
is checked. Applying K0 to our long exact sequence we thus get the chain complex
C =
(
0→
⊕
x∈L
(Z ⊕ Z) ∂2−→
⊕
x∈L
(Z⊕ Z⊕ Z) ∂1−→
⊕
x∈L
Z→ 0
)
We can now apply Proposition 5.2. We get ker ∂2 = 0, and H1(C) ∼= Z, generated
by (
∑
a∈Σ([p(aˇ||1)]− [p(aˇ||2)])) + im ∂1. Let 1x be the generator of the x’th copy of
Z in
⊕
L Z and let H be the subgroup of
⊕
L Z generated by1x − ∑
a∈Σ,ax∈L
1ax: x ∈ L
 ∪
1x − ∑
a∈Σ,xa∈L
1xa: x ∈ L
 .
We then get K0(AT ) ∼= coker ∂1 ∼= (
⊕
L Z)/H and K1(AT )
∼= H1(C) ∼= Z.
With some work one can see that this is an affirmation of the observations about
the K-theory of one-dimensional tiling C*-algebras found in [Ke-Law].
6.3. Boundary quotients of semigroup C*-algebras.
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6.3.1. Right-angled Artin monoids. Let P be a right-angled Artin monoid and G
the corresponding Artin group. We refer to [Cr-La1] and [Cr-La2] for details. It
is known that P embeds as a subsemigroup into G. The left inverse hull Il(P ) is
an inverse semigroup of the type studied in § 4. The corresponding semilattice is
given by J = {pP : p ∈ P}∪{∅} with intersection as multiplication, and the partial
action θ of G on J attached to Il(P ) in § 4 is given by d(g) = (g−1 · P ) ∩ P ∈ J ,
r(g) = P ∩ (g · P ) ∈ J and θg : d(g)J d(g) → r(g)J r(g), X 7→ g · X. We
have canonical isomorphisms C∗r (P )
∼= C∗r (Il(P )) ∼= C∗u(J ) ⋊θ,r G. Here C∗r (P ) is
the semigroup C*-algebra of P , discussed in [Li1, Li2] in a general context and in
[Cr-La1, Cr-La2] in the particular case of Artin monoids.
Let us now assume that the underlying graph of our right-angled Artin monoid
P is irreducible and finite. Let S be the set of generators of P corresponding
to the edges of the graph. In this situation, let us describe the boundary quo-
tient of C∗r (P ) with the help of relations. For each p ∈ P , let R(pP ) be the
finite cover {psP : s ∈ S} for pP ∈ J , and set R(pP ) := {R(pP )}. With I :=〈{
eX −
∨
Y ∈R(X) eY : X ∈ J×
}〉
⊳ C∗u(J ), [Cr-La2, Lemma 3.8 and Corollary 6.6]
tell us that C∗r (P )/ 〈I〉 is the boundary quotient of C∗r (P ). Moreover, the par-
tial action θ of G on J and the relations R(X), X ∈ J×, satisfy conditions (1p)
to (4p) from Lemma 4.7: Conditions (2p), (3p) and (4p) are obviously satisfied.
Condition (1p) also holds because given p, q and x in P with pP ∩ qP = xP ,
we have that x ∈ pP = {p} ∪ ⋃s∈S psP . If x lies in psP for some s ∈ S,
then psP ∩ qP = psP ∩ pP ∩ qP = xP , and if x = p, then pP ⊆ qP , thus
psP ∩ qP = psP for all s ∈ S. The enveloping semilattice of J is given by
JP⊆G = {gP : g ∈ G} ∪ {∅}, and G acts by left multiplication. Setting R(gP ) :=
{gsP : s ∈ S} and R(gP ) := {R(gP )}, Lemma 4.7 tells us that G y JP⊆G and
R(Y ), Y ∈ J ×P⊆G, satisfy conditions (i) to (iv) of Theorem 3.3. Since G is exact by
[G-N], Proposition 4.10 and Proposition 4.11 imply that C∗r (P ) ∼M C∗u(JP⊆G)⋊rG
and C∗r (P )/ 〈I〉 ∼M (C∗u(JP⊆G)/Env (I)) ⋊r G. [L-N, Theorem 4.11] yields the
semilattice E1 =
{
egP −
∨
Y ∈R(gP ) eY : g ∈ G
}
∪ {0} ⊆ Proj (C∗u(JP⊆G)), and since
sup
Y ∈J×
P⊆G
|R(Y )| = 1, we obtain the short exact sequence
0→ C∗u(E1)⋊r G i−→ C∗u(JP⊆G)⋊r G→ (C∗u(JP⊆G)/Env (I))⋊r G→ 0.
[C-E-L2, Corollary 3.14] yields K∗(C
∗
u(E1)⋊rG)
∼= K∗(C), with the generator of K0
given by [eP −
∨
s∈S esP ], and K∗(C
∗
u(JP⊆G) ⋊r G) ∼= K∗(C), where the generator
of K0 is given by [eP ]. Since i∗ sends [eP −
∨
s∈S esP ] to χ · [eP ], where χ is the
Euler characteristic of the underlying graph of P in the sense of [Cr-La2] and [Iva],
we obtain for the K-theory of the boundary quotient C∗r (P )/ 〈I〉
• if χ = 0: K0(C∗r (P )/ 〈I〉) ∼= K0((C∗u(JP⊆G)/Env (I)) ⋊r G) ∼= Z and
K1(C
∗
r (P )/ 〈I〉) ∼= K1((C∗u(JP⊆G)/Env (I))⋊r G) ∼= Z,
• if χ 6= 0: K0(C∗r (P )/ 〈I〉) ∼= K0((C∗u(JP⊆G)/Env (I)) ⋊r G) ∼= Z/|χ|Z and
K1(C
∗
r (P )/ 〈I〉) ∼= K1((C∗u(JP⊆G)/Env (I))⋊r G) ∼= {0}.
We point out that the K-theory of the boundary quotient has already been computed
in [Iva] using different methods.
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6.3.2. Group C*-algebras as boundary quotients of semigroup C*-algebras. Under
the same assumptions as in [L-N, § 6], we obtain independent resolutions for group
C*-algebras. In special cases, for instance in the situation of [L-N, § 6.2], these
resolutions have finite length and hence can be used to compute K-theory for group
C*-algebras of particular groups.
6.3.3. Ring C*-algebras for rings of integers. We consider the same partial action
θ : G y J as in § 6.4. Let P be the set of non-zero prime ideals of R. Consider
the following relations:
R((r + a)× a×) = {{(r + s+ p · a)× a×: s ∈ a/p · a} : p ∈ P} .
With I :=
〈{
eX −
∨
Y ∈R eY : X ∈ J×, R ∈ R(X)
}〉
⊳ C∗u(J ), C∗(R ⋊ R×)/ 〈I〉 is
the boundary quotient of C∗(R ⋊ R×), hence isomorphic to the ring C*-algebra of
R from [Cu-Li1]. It is straightforward to see that θ : Gy J and R((r + a)× a×),
(r+a)×a× ∈ J ×, satisfy conditions (1p) to (3p) from Lemma 4.7, but (4p) does not
hold because P is infinite. This problem can be solved as follows: Enumerate the
prime ideals, i.e., write P = {p1, p2, p3, . . .} and set Pn := {p1, . . . , pn}. Moreover,
set R(Pn)((r+a)×a×) := {{(r + s+ p · a)× a×: s ∈ a/p · a} : p ∈ Pn}. In this way,
we have enforced the finiteness condition (4p), and all the remaining conditions are
still satisfied. Let I(Pn) be the ideal
〈{
eX −
∨
Y ∈R eY ): X ∈ J×, R ∈ R(Pn)(X)
}〉
of C∗u(J ) corresponding to Pn. The quotient C∗(R⋊R×)/ 〈I〉 can be identified with
the inductive limit lim−→nC
∗(R⋊R×)/
〈
I(Pn)
〉
. Therefore, by continuity of K-theory,
it suffices to understand the K-theory of C∗(R⋊R×)/
〈
I(Pn)
〉
. Again, we may apply
our results in § 3 and § 4 and proceed as in the previous examples. Although this
in principle leads to the K-theory of ring C*-algebras, there are lots of extension
problems to be solved along the way, which makes this approach very complicated.
Recently, the K-theory for such ring C*-algebras has been completely determined in
[Cu-Li2], [Cu-Li3] and [L-L], but these computations follow a different route. The
key role is played by the so-called duality theorem from [Cu-Li2].
In a similar fashion, one can also treat the Bost-Connes algebra from [B-C]. However,
as far as we can see, this approach does not give a direct computation of the K-
theory of the Bost-Connes algebra, unless there is a good understanding of the
group homology Hn(Q>0, K0(C0(Af ))) ∼= Hn(Q>0, C0(Af ,Z)).
6.4. Minimal non-zero primitive ideals of C∗(R⋊R×) and their quotients.
Let K be a number field with ring of integers R. Consider the ax + b-semigroup
P = R⋊R×, which is a subsemigroup of G = K ⋊K×. Again, consider the partial
action θ : G y J attached to the left inverse hull of P as in § 6.3.1. We have
J = {(r + a)× a×: r ∈ R, (0) 6= a ⊳ R} ∪ {∅}. We view J as a semilattice with
multiplication given by intersection of sets. For a non-zero prime ideal (0) 6= p
of R, let R((r + a) × a×) be the finite cover {(r + s+ p · a)× a×: s ∈ a/p · a} for
(r + a) × a× ∈ J ×, and set R((r + a) × a×) := {R((r + a)× a×)}. The ideal
Ip :=
〈{
e(r+a)×a× −
∨
Y ∈R((r+a)×a×) eY : (r + a)× a× ∈ J×
}〉
is the minimal non-
zero primitive ideal of C∗r (P ) attached to p. θ : G y J and R((r + a) × a×),
(r + a) × a× ∈ J×, satisfy conditions (1p) to (4p) from Lemma 4.7. This is proven
20 XIN LI AND MAGNUS DAHLER NORLING
in [Li3, Lemma 3.5], but in a slightly different language. Using our results in § 3 and
§ 4, the same procedure as in § 6.3.1 gives a description of the quotient C∗r (P )/Ip as
a full corner in a (reduced) crossed product which admits an independent resolution
of length one. The corresponding six-term exact sequence can be used to study K-
theory. This is worked out in detail in [Li3], where these ideas lead to a classification
result for the semigroup C*-algebras C∗r (R ⋊R
×).
6.5. The multiplicative boundary quotient of the C*-algebra of N ⋊Q. A
similar, but easier example as in § 6.3.3 is the following: Let p1, p2, ... be the
prime numbers (in any order). For a given n ≥ 1, set Q = [p1, . . . , pn〉 to be the
multiplicative semigroup generated by p1, . . . , pn. We form the semidirect product
P := N⋊Q with respect to the multiplicative action of Q on N = {0, 1, 2, . . .}. We
set G := Z[ 1
p1
, . . . , 1
pn
] ⋊ 〈p1, . . . , pn〉 and consider the partial action θ : G y J as
in § 6.3.1. J is given by {(j +mN)×mQ: j ∈ N, m ∈ Q} ∪ {∅}. We introduce the
relations
Ri((j +mN)×mQ) := {(j +mr +mpiN)×mpiQ: 0 ≤ r ≤ pi − 1}
and R((j +mN)×mQ) := {Ri((j +mN)×mQ)}ni=1. Let
I :=
〈{
eX −
∨
Y ∈R
eY : X ∈ J ×, R ∈ R(X)
}〉
⊳ C∗u(J )
be the corresponding ideal. A similar analysis as in the previous examples describes
the quotient C∗r (P )/ 〈I〉 as a full corner in a crossed product which admits a finite
length independent resolution. Moreover G acts freely on J ×P⊆G, G \ J×P⊆G is a
singleton, and R satisfies conditions (A)-(C) of [L-N, § 5] with i#j = j for all
i 6= j. We can now use Proposition 5.2 to describe the K-theory of C∗r (P )/ 〈I〉 for
1 ≤ n ≤ 3. First we see that the matrices Mi : Z0[G\JP⊆G]→ Z0[G\JP⊆G] defined
in [L-N, § 5] are given by [X] 7→∑Y ∈Ri(X)[Y ]. Since Z0[G\JP⊆G] = Z, we then get
Mix = pix for each x ∈ Z. As noted in Remark 5.3 we can use the chain complex C˜
defined in [L-N, § 5] for homology computations. We get for n = 1 (p := p1),
C = C˜ =
(
0→ Z (1−p)−→ Z→ 0
)
and so by Proposition 5.2 and the following remark,
K0(C
∗
r (P )/ 〈I〉) ∼= Z/(1− p)Z,
K1(C
∗
r (P )/ 〈I〉) = 0.
For n = 2 we get
C˜ =
(
0→ Z d2−→ Z⊕ Z d1−→ Z→ 0
)
with
d2 =
[
p2 − 1
1− p1
]
, d1 =
[
1− p1 1− p2
]
.
If we let g = gcd(p1 − 1, p2 − 1) this gives us H2(C˜) = 0, H1(C˜) = H0(C˜) = Z/gZ,
so
K0(C
∗
r (P )/ 〈I〉) ∼= Z/gZ,
K1(C
∗
r (P )/ 〈I〉) ∼= Z/gZ.
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Moving on to the case n = 3 we get
C˜ =
(
0→ Z d3−→ Z⊕ Z⊕ Z d2−→ Z⊕ Z⊕ Z d1−→ Z→ 0
)
with
d3 =
1− p3p2 − 1
1− p1
 , d2 =
p2 − 1 p3 − 1 01− p1 0 p3 − 1
0 1− p1 1− p2
 , d1 = [1− p1 1− p2 1− p3] .
Let g = gcd(p1 − 1, p2 − 1, p3 − 1). Then H3(C˜) = 0, H2(C˜) = H0(C˜) = Z/gZ and
H1(C˜) = Z/gZ ⊕ Z/gZ. So
K1(C
∗
r (P )/ 〈I〉) ∼= Z/gZ ⊕ Z/gZ
and there is an extension
0→ Z/gZ→ K0(C∗r (P )/ 〈I〉)→ Z/gZ→ 0.
6.6. C*-algebras of semigroups which do not satisfy independence. We
show that our methods allow us to compute K-theory for semigroup C*-algebras
in the case where the independence condition is not satisfied. Let us start with a
general observation.
Assume that D is a commutative C*-algebra generated by projections. This means
that there exists a semilattice E and a surjective homomorphism π: C∗u(E) → D.
Further assume that for every e ∈ E×, we are given a finite set R(e) of finite covers
of e such that for every e ∈ E× and R ∈ R(e), we have π(e) = π(∨R) in D.
Lemma 6.2. Assume that condition (i) from Theorem 3.3 holds for E and R(e),
e ∈ E×. If for every e ∈ E× and {ei}ni=1 ⊆ E, π(e) = π(
∨n
i=1 ei) in D implies that
there exists R ∈ R(e) with R ⊆ {ei}ni=1, then
ker (π) =
〈{
e−
∨
R: e ∈ E×, R ∈ R(e)
}〉
⊳ C∗u(E).
Proof. Write I := 〈{e−∨R: e ∈ E×, R ∈ R(e)}〉 ⊳ C∗u(E). We obviously have
I ⊆ ker (π). To show I = ker (π), we show that the homomorphism C∗u(E)/I → D
induced by π is injective. By [Li1, Lemma 2.20], we have to show that for all d
and d1, . . . , dn in E, π(d) = π(
∨n
i=1 di) in D implies that d −
∨n
i=1 di lies in I.
Let us suppose that we are given d and d1, . . . , dn in E with π(d) = π(
∨n
i=1 di)
in D. By assumption, we can find Q ∈ R(d) with Q ⊆ {di}ni=1. Let us prove
that
∨n
i=1 di −
∨Q lies in Z-span({e−∨R: e ∈ E×, R ∈ R(e)}). We proceed in-
ductively on the number of elements in {di}ni=1 \ Q. The base case {di}ni=1 = Q
is trivial. Now assume that we have Q ⊆ {di}n−1i=1 and
∨n−1
i=1 di −
∨Q lies in Z-
span({e−∨R: e ∈ E×, R ∈ R(e)}). This means that ∨n−1i=1 di −∨Q = ∑λe(e −
22 XIN LI AND MAGNUS DAHLER NORLING∨R) for some (finitely many) integer coefficients λe. We compute
n∨
i=1
di −
∨
Q =
n−1∨
i=1
di + dn − dn ·
(
n−1∨
i=1
di
)
−
∨
Q
=
(
n−1∨
i=1
di −
∨
Q
)
+ dn − dn ·
(∨
Q+
∑
λe(e−
∨
R)
)
=
(
n−1∨
i=1
di −
∨
Q
)
+ (dn − dn
∨
Q)−
∑
λe(dne− dn
∨
R).
Since E and R(e), e ∈ E× satisfy condition (i) from Theorem 3.3, we know that
dn−dn
∨Q = dnd−dn∨Q and dne−dn∨R are either 0 or of the form (dnd)−∨Q′
or (dne) −
∨Q′′ for some Q′ ∈ R(dnd), Q′′ ∈ R(dne). As ∨n−1i=1 di −∨Q is in Z-
span({e−∨R: e ∈ E×, R ∈ Re}) by induction hypothesis, we are done.
We have shown that
∨n
i=1 di −
∨Q lies in I. Thus also d − ∨ni=1 di = d − ∨Q −
(
∨n
i=1 di −
∨Q) lies in I. 
Now let us come to concrete examples of semigroups which do not satisfy indepen-
dence. Consider the ring R := Z[i
√
3]. Its quotient field is given by Q = Q[i
√
3].
R is not integrally closed in Q. Let α := 12(1 + i
√
3). α is a primitive sixth root of
unity. The integral closure of R is given by R¯ := Z[α]. We have Q = Q[α]. The
multiplicative units in R are given R∗ = {±1}, whereas the multiplicative units in
R¯ are given by R¯∗ = 〈α〉. A straightforward computation shows that the fractional
ideals of R are given by {yR: y ∈ Q×} ∪ {yR¯: y ∈ Q×}. This is explained in [Ste,
Example 4.2]. As in [Li3], we set I(R ⊆ Q) := {(x1 ·R) ∩ . . . (xn · R): xi ∈ Q×}. As
explained in [Li3], every element of I(R ⊆ Q) is a fractional ideal. But in our special
case, we have R¯ = Z[α] = 12R ∩ α2R ∈ I(R ⊆ Q). Thus, the set of fractional ideals
coincides with I(R ⊆ Q). Moreover, note that (R : R¯) = {x ∈ Q: xR¯ ⊆ R} = 2R¯.
It turns out that I(R ⊆ Q) is not independent. Indeed, it is straightforward to see
the following
Lemma 6.3. (a) We have R¯ = R ∪ αR ∪ α2R.
(b) We have R ∩ αR = R ∩ α2R = αR ∩ α2R = 2R¯, and 2R¯ is a proper subset
of R, αR or α2R.
(c) If R¯ =
⋃n
i=1 Ii for fractional ideals Ii with Ii ( R¯, then we must have{
R,αR,α2R
} ⊆ {Ii: 1 ≤ i ≤ n}.
(d) Let I be a fractional ideal. If I ∩ R¯ = yR for some y ∈ Q×, then yR ∈{
I ∩R, I ∩ αR, I ∩ α2R}. If I ∩ R¯ = yR¯ for some y ∈ Q×, then yR¯ ∈{
I ∩R, I ∩ αR, I ∩ α2R} or {I ∩R, I ∩ αR, I ∩ α2R} = {yR, yαR, yα2R}.
Let us turn to semigroup C*-algebras. We start with the multiplicative semigroup
R×. The constructible ideals of R× are given by J (R×) = {aR×: a ∈ R×} ∪{
2cR¯: c ∈ R¯}∪ {∅}. R× is a subsemigroup of the multiplicative group Q×, and the
constructible R×-ideals in Q× are given by J (R× ⊆ Q×) = {yR×, yR¯×: y ∈ Q×}∪
{∅}. J (R× ⊆ Q×) is a semilattice under intersection (XY := X ∩ Y ). Let us
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set for y ∈ Q×: R(yR×) := ∅ and R(yR¯×) := {yR×, yαR×, yα2R×}, R(yR¯×) :={R(yR¯×)}. Using Lemma 6.3, it is easy to see that R(yR¯×) is a finite cover for
yR¯×, and that Q× y J (R× ⊆ Q×) and R(Y ), Y ∈ J (R× ⊆ Q×), satisfy condi-
tions (i) to (iv) of our Theorem 3.3 and the assumptions in Lemma 6.2. Thus, if
we write E for the semilattice J (R× ⊆ Q×) from above, and if D is the canonical
commutative sub-C*-algebra of ℓ∞(Q×) corresponding to J (R× ⊆ Q×) (see [Li2,
Definition 3.4]), then Lemma 6.2 tells us that D ∼= C∗u(E)/I. Here I is the ideal of
C∗u(E) corresponding to our relations R(Y ), Y ∈ J (R× ⊆ Q×). We are now able
to compute K-theory for the reduced semigroup C*-algebra C∗r (R
×). We denote the
projection in C∗u(E) corresponding to X ∈ J (R× ⊆ Q×) by eX . Also, we let E1
be the semilattice
{
eX −
∨
Y ∈R eY : X ∈ J (R× ⊆ Q×), R ∈ R(X)
} ∪ {0}. E1 is a
semilattice of projections in C∗u(E). Theorem 3.3 yields that the following sequence
is exact (and Q×-equivariant):
0→ C∗u(E1)→ C∗u(E)→ D → 0.
Here, the first homomorphism is induced by the canonical inclusion E1 →֒ C∗u(E),
and the second homomorphism is the canonical projection determined by eX 7→ EX .
Since the group Q× is amenable, hence exact, the following sequence is also exact:
(4) 0→ C∗u(E1)⋊r Q× ι−→ C∗u(E)⋊r Q× pi−→ D ⋊r Q× → 0.
Here, ι and π are induced by the homomorphisms from above.
We can now compute K-theory for D ⋊r Q
× using the six-term exact sequence for
(4). Consider the homomorphisms
C∗(〈α〉) φ−→ C∗u(E1)⋊r Q×, ug 7→ (eR¯× − (eR× + eαR× + eα2R× − e2R¯×))ug
C∗(R∗)
ψR∗−→ C∗u(E) ⋊r Q×, ug 7→ eR×ug
C∗(〈α〉) ψ〈α〉−→ C∗u(E) ⋊r Q×, ug 7→ eR¯×ug.
By [C-E-L2, Corollary 3.14], φ induces an isomorphism in K-theory, and also (ψR∗)∗+
(ψ〈α〉)∗: K∗(C
∗(R∗))⊕K∗(C∗(〈α〉))→ K∗(C∗u(E)⋊r Q×) is an isomorphism.
Let resR
∗
〈α〉: K∗(C
∗(〈α〉)) → K∗(C∗(R∗)) and ind 〈α〉R∗ : K∗(C∗(R∗)) → K∗(C∗(〈α〉))
be the canonical restriction and induction maps. As a direct computation shows,
we have ((ψR∗)∗+(ψ〈α〉)∗)
−1 ◦ ι∗ ◦φ∗ = (−resR∗〈α〉, ind
〈α〉
R∗ ◦ resR
∗
〈α〉) as homomorphisms
K0(C
∗(〈α〉)) → K0(C∗(R∗)) ⊕ K0(C∗(〈α〉)). Further computations show that on
the whole, we have
K0(C
∗
r (R
×)) ∼= K0(D ⋊r Q×) ∼= coker (−resR∗〈α〉, ind 〈α〉R∗ ◦ resR
∗
〈α〉)
∼= Z8/Z2 ∼= Z6
K1(C
∗
r (R
×)) ∼= K1(D ⋊r Q×) ∼= ker (−res R∗〈α〉, ind 〈α〉R∗ ◦ resR
∗
〈α〉)
∼= Z4.
Let us now discuss the right reduced semigroup C*-algebra of R ⋊ R×. The con-
structible left ideals of R⋊ R× are given by Jρ(R ⋊ R×) = {R×X: X ∈ J (R×)}.
R ⋊ R× is a subsemigroup of the ax + b-group Q ⋊ Q×, and the constructible left
R⋊R×-ideals in Q⋊Q× are given by
Jρ(R⋊R× ⊆ Q⋊Q×) =
{
X · g: X ∈ Jρ(R⋊R×), g ∈ Q⋊Q×
} ∪ {∅} .
24 XIN LI AND MAGNUS DAHLER NORLING
Jρ(R⋊R× ⊆ Q⋊Q×) is a semilattice under intersection (XY := X∩Y ). Let us set
for g ∈ Q⋊Q×: R((R×R×) · g) := ∅ and R((R× 2R¯×) · g) := {R((R× 2R¯×) · g)},
where R((R×2R¯×) ·g) := {(R× 2R×) · g, (R × 2αR×) · g, (R × 2α2R×) · g}. Using
Lemma 6.3, it is easy to see that R((R× 2R¯×) · g) is a finite cover for (R× 2R¯×) · g,
and that Q ⋊ Q× y Jρ(R ⋊ R× ⊆ Q ⋊ Q×) and RY , Y ∈ Jρ(R ⋊ R× ⊆ Q ⋊
Q×), satisfy conditions (i) to (iv) of our Theorem 3.3 and the assumptions in
Lemma 6.2. Hence, writing E for the semilattice Jρ(R ⋊ R× ⊆ Q ⋊ Q×) and
D for the commutative C*-algebra corresponding to Jρ(R ⋊ R× ⊆ Q ⋊ Q×) as
above, Lemma 6.2 tells us that D ∼= C∗u(E)/I. Here I is the ideal of C∗u(E) cor-
responding to our relations. Again, this allows us to compute K-theory for the
right reduced semigroup C*-algebra C∗ρ(R ⋊ R
×). We let E1 be the semilattice{
eX −
∨
Y ∈R eY : X ∈ Jρ(R⋊R× ⊆ Q⋊Q×), R ∈ R(X)
} ∪ {0} ⊆ Proj (C∗u(E)).
The same argument as for the multiplicative semigroup R× yields that the following
sequence is exact:
0→ C∗u(E1)⋊r (Q⋊Q×) ι−→ C∗u(E)⋊r (Q⋊Q×) pi−→ D ⋊r (Q⋊Q×)→ 0.
Here, ι and π are the canonical homomorphisms. We can now compute K-theory
for D ⋊r (Q⋊Q
×) using the six-term exact sequence for this short exact sequence.
Consider the homomorphisms
C∗(2R¯⋊ 〈α〉) φ−→ C∗u(E1)⋊r (Q⋊Q×)
ug 7→ (eR×R¯× − (eR×R× + eR×αR× + eR×α2R× − eR×2R¯×))ug
C∗(R∗)
ψR⋊R∗−→ C∗u(E)⋊r (Q⋊Q×), ug 7→ eR×R×ug
C∗(2R¯⋊ 〈α〉) ψ2R¯⋊〈α〉−→ C∗u(E)⋊r (Q⋊Q×), ug 7→ eR×R¯×ug.
By [C-E-L2, Corollary 3.14], φ induces an isomorphism in K-theory, and also
(ψR⋊R∗)∗ + (ψ2R¯⋊〈α〉)∗ :
K∗(C
∗(R⋊R∗))⊕K∗(C∗(2R¯ ⋊ 〈α〉))→ K∗(C∗u(E)⋊r (Q⋊Q×))
is an isomorphism.
Let res 2R¯⋊R
∗
2R¯⋊〈α〉
: K∗(C
∗(2R¯ ⋊ 〈α〉)) → K∗(C∗(2R¯ ⋊ R∗)), indR⋊R∗2R¯⋊R∗ : K∗(C∗(2R¯ ⋊
R∗)) → K∗(C∗(R ⋊ R∗)) and ind 2R¯⋊〈α〉2R¯⋊R∗ : K∗(C∗(2R¯ ⋊ R∗)) → K∗(C∗(2R¯ ⋊ 〈α〉))
be the canonical restriction and induction maps. Moreover, let ν: C∗(2R¯ ⋊ 〈α〉)→
C∗(2R¯ ⋊ 〈α〉) be the homomorphism induced by the group homomorphism 2R¯ ⋊
〈α〉 → 2R¯ ⋊ 〈α〉, (z, y) 7→ (2z, y). As a direct computation shows, we have
((ψR⋊R∗)∗ + (ψ2R¯⋊〈α〉)∗)
−1 ◦ ι∗ ◦ φ∗
= (−indR⋊R∗
2R¯⋊R∗
◦ res 2R¯⋊R∗
2R¯⋊〈α〉
, id + ν∗ ◦ ind 2R¯⋊〈α〉2R¯⋊R∗ ◦ res 2R¯⋊R
∗
2R¯⋊〈α〉
− ν∗)
INDEPENDENT RESOLUTIONS II: C*-ALGEBRAIC CASE 25
as homomorphisms K0(C
∗(2R¯ ⋊ 〈α〉)) → K0(C∗(R ⋊ R∗)) ⊕ K0(C∗(2R¯ ⋊ 〈α〉)).
Further computations show that all in all, we have
K0(C
∗
ρ(R ⋊R
×)) ∼= K0(D ⋊r (Q⋊Q×))
∼= coker (−indR⋊R∗2R¯⋊R∗ ◦ res 2R¯⋊R
∗
2R¯⋊〈α〉
, id + ν∗ ◦ ind 2R¯⋊〈α〉2R¯⋊R∗ ◦ res 2R¯⋊R
∗
2R¯⋊〈α〉
− ν∗)
∼= Z16/Z4 ∼= Z12,
K1(C
∗
ρ(R ⋊R
×)) ∼= K1(D ⋊r (Q⋊Q×))
∼= ker (−indR⋊R∗2R¯⋊R∗ ◦ res 2R¯⋊R
∗
2R¯⋊〈α〉
, id + ν∗ ◦ ind 2R¯⋊〈α〉2R¯⋊R∗ ◦ res 2R¯⋊R
∗
2R¯⋊〈α〉
− ν∗) ∼= Z6.
Finally, we discuss the left reduced semigroup C*-algebra of R ⋊ R×. The con-
structible right ideals of R⋊R× are given by Jλ(R⋊R×) = {(r + I)× I×: I ∈ I(R)},
where I(R) is the set of integral fractional ideals of R. R⋊R× is a subsemigroup of
Q⋊Q×, and the constructible right R⋊R×-ideals inQ⋊Q× are given by Jλ(R⋊R× ⊆
Q ⋊ Q×) = {g ·X: g ∈ Q⋊Q×,X ∈ Jλ(R⋊R×)} ∪ {∅}. Jλ(R ⋊ R× ⊆ Q ⋊ Q×)
is a semilattice under intersection (XY := X ∩ Y ). Let us set for g ∈ Q ⋊ Q×:
R(g · (R×R×)) := ∅ and R(g · (R¯× R¯×)) := {R(g · (R¯× R¯×))}, where
R(g · (R¯× R¯×)) :=

g · (R ×R×), g · ((α +R)×R×),
g · (αR × αR×), g · ((1 + αR)× αR×),
g · (α2R× α2R×), g · ((1 + α2R)× α2R×)
 .
Again, using Lemma 6.3, it is easy to see that R(g · (R¯ × R¯×)) is a finite cover
for g · (R¯ × R¯×), and that Q ⋊ Q× y Jλ(R ⋊ R× ⊆ Q ⋊ Q×) and R(Y ), Y ∈
Jλ(R ⋊ R× ⊆ Q ⋊ Q×), satisfy conditions (i) to (iv) of our Theorem 3.3 and
the assumptions in Lemma 6.2. Hence, writing E for the semilattice Jλ(R ⋊
R× ⊆ Q ⋊ Q×) and D for the commutative C*-algebra corresponding to Jλ(R ⋊
R× ⊆ Q ⋊ Q×) as above, Lemma 6.2 tells us that D ∼= C∗u(E)/I. Here I is
the ideal of C∗u(E) corresponding to our relations. We let E1 be the semilattice{
eX −
∨
Y ∈R eY : X ∈ Jλ(R⋊R× ⊆ Q⋊Q×), R ∈ R(X)
} ∪ {0} ⊆ Proj (C∗u(E)).
As before, we obtain that the following sequence is exact:
0→ C∗u(E1)⋊r (Q⋊Q×) ι−→ C∗u(E)⋊r (Q⋊Q×) pi−→ D ⋊r (Q⋊Q×)→ 0,
where ι and π are the canonical homomorphisms. We can now compute K-theory
for D ⋊r (Q⋊Q
×) using the six-term exact sequence for this short exact sequence.
Let ε be given by
= eR×R× + e(α+R)×R× + eαR×αR× + e(1+αR)×αR× + eα2R×α2R× + e(1+α2R)×α2R×
− (e2R¯×2R¯× + e(1+2R¯)×2R¯× + e(α+2R¯)×2R¯× + e(1+α+2R¯)×2R¯×).
Consider the homomorphisms
C∗(2R¯ ⋊ 〈α〉) φ−→ C∗u(E1)⋊r (Q⋊Q×), ug 7→ (eR¯×R¯× − ε)ug,
C∗(R∗)
ψR⋊R∗−→ C∗u(E)⋊r (Q⋊Q×), ug 7→ eR×R×ug,
C∗(R¯ ⋊ 〈α〉) ψR¯⋊〈α〉−→ C∗u(E)⋊r (Q⋊Q×), ug 7→ eR¯×R¯×ug.
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By [C-E-L2, Corollary 3.14], φ induces an isomorphism in K-theory, and also
(ψR⋊R∗)∗+(ψR¯⋊〈α〉)∗ : K∗(C
∗(R⋊R∗))⊕K∗(C∗(R¯⋊〈α〉))→ K∗(C∗u(E)⋊r(Q⋊Q×))
is an isomorphism.
Let resR⋊R
∗
R¯⋊〈α〉
: K∗(C
∗(R¯⋊ 〈α〉))→ K∗(C∗(R⋊R∗)), res 2R¯⋊R∗R¯⋊〈α〉 : K∗(C∗(R¯⋊ 〈α〉))→
K∗(C
∗(2R¯⋊R∗)), res
2R¯⋊〈α〉
R¯⋊〈α〉
: K∗(C
∗(R¯⋊ 〈α〉))→ K∗(C∗(2R¯⋊ 〈α〉)) and ind R¯⋊〈α〉R¯⋊R∗ :
K∗(C
∗(R¯ ⋊ R∗)) → K∗(C∗(R¯ ⋊ 〈α〉)) be the canonical restriction and induction
maps. Moreover, let µ: C∗(2R¯ ⋊ R∗) → C∗(R¯ ⋊ R∗) be the isomorphism induced
by the group isomorphism 2R¯ ⋊ R∗ → R¯ ⋊ R∗, (z, y) 7→ (2−1z, y), and let µ′:
C∗(2R¯⋊〈α〉)→ C∗(R¯⋊〈α〉) be the isomorphism induced by the group isomorphism
2R¯⋊ 〈α〉 → R¯⋊ 〈α〉, (z, y) 7→ (2−1z, y). As a direct computation shows, we have
((ψR⋊R∗)∗ + (ψR¯⋊〈α〉)∗)
−1 ◦ ι∗ ◦ φ∗
= (−resR⋊R∗
R¯⋊〈α〉
, id + ind
R¯⋊〈α〉
R¯⋊R∗
◦ µ∗ ◦ res 2R¯⋊R∗R¯⋊〈α〉 − µ′∗ ◦ res
2R¯⋊〈α〉
R¯⋊〈α〉
)
as homomorphismsK0(C
∗(R¯⋊〈α〉))→ K0(C∗(R⋊R∗))⊕K0(C∗(R¯⋊〈α〉)). Further
computations show that on the whole, we have
K0(C
∗
λ(R⋊R
×)) ∼= K0(D ⋊r (Q⋊Q×))
∼= coker (−resR⋊R∗
R¯⋊〈α〉
, id + ind
R¯⋊〈α〉
R¯⋊R∗
◦ µ∗ ◦ res 2R¯⋊R∗R¯⋊〈α〉 − µ′∗ ◦ res
2R¯⋊〈α〉
R¯⋊〈α〉
)
∼= Z16/Z4 ∼= Z12,
K1(C
∗
λ(R⋊R
×)) ∼= K1(D ⋊r (Q⋊Q×))
∼= ker (−resR⋊R∗
R¯⋊〈α〉
, id + ind
R¯⋊〈α〉
R¯⋊R∗
◦ µ∗ ◦ res 2R¯⋊R∗R¯⋊〈α〉 − µ′∗ ◦ res
2R¯⋊〈α〉
R¯⋊〈α〉
) ∼= Z6.
Remark 6.4. As in [C-E-L2, § 6.4], we see that the K-theories of the left and right
reduced semigroup C*-algebras of R⋊R× coincide.
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