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This paper generalizes numerous classes of queues with vacationing servers. In our model, a server
not only leaves the system, but he services packets of jobs at a secondary facility up until the total
number of single jobs exceeds a specific threshold. The strategy of server processes is represented for
different state of queue. We use various techniques (including fluctuation analysis) to deliver explicit
formulas for the queueing process with discrete time parameters. We also utilize some game-theoretic
principles (namely sequential games) to efficiently construct our model.
Îáîáùåíû ìíîãî÷èñëåííûå êëàññû î÷åðåäåé ñ ïðîñòàèâàþùèìè ñåðâåðàìè. Â ïðåäëàãàå-
ìîé ìîäåëè ñåðâåð íå ïðîñòî âûõîäèò èç ñèñòåìû, à îáðàáàòûâàåò ïàêåòû çàäà÷ â ôîíîâîì
ðåæèìå äî òåõ ïîð, ïîêà îáùåå ÷èñëî îäèíî÷íûõ çàäàíèé íå ïðåâûñèò îïðåäåëåííûé ïî-
ðîã. Ïðåäñòàâëåíà ñòðàòåãèÿ ðàáîòû ñåðâåðà ïðè ðàçëè÷íûõ ñîñòîÿíèÿõ î÷åðåäè. Èñïîëü-
çîâàíû ðàçëè÷íûå ìåòîäèêè ïîëó÷åíèÿ ÿâíûõ ôîðìóë (âêëþ÷àÿ ôëóêòóàöèîííûé àíàëèç) äëÿ
ïðîöåññà ìàññîâîãî îáñëóæèâàíèÿ ñ äèñêðåòíûì âðåìåíåì, à òàêæå íåêîòîðûå ïîäõîäû
òåîðèè èãð (ïîñëåäîâàòåëüíûå èãðû) äëÿ ýôôåêòèâíîãî êîíñòðóèðîâàíèÿ ìîäåëè.
K e y w o r d s: queueing, game theory, random walk analysis, fluctuation theory, marked point
process, multiple vacations.
1. Introduction. In this article we consider a complex queueing model, in which
a single server leaves an exhausted system to run a secondary work. Unlike tradi-
tional vacations queues, in our system the server works on real units and not until
he is done with some minimum of them, does he return to the system again. In a
nutshell the server enters a secondary facility (SF) with an unlimited quantity of
jobs placed in packets of random sizes. The server begins processing them one
by one and when the total number of jobs he processed reached a minimum of to
L he is allowed return to the primary facility (PF).
Now, since the jobs are placed in packets, the server is not permitted to
break any packet when he completes processing L jobs. Consequently, there will
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be an excess of L by the time his obligation at the SF is fulfilled. When the server
returns to the PF thereafter, he is expected to see at least N customers waiting for
service. If the line is shorter than that, the server returns to the SF and processes
exactly one packet followed by its checking with the queue. If it still less than N,
then a next packet will be processed and so on. By the time the queue in the PF
accumulates to N or more units, the server upon the completion of a packet, re-
turns to the PF, now to begin a busy period.
Consequently, the server vacates during two consecutive phases. By the end
of the second phase (if it will occur), the server will be done with a number of
jobs at the SF(  L ), and the number of customers waiting at the PF will be
greater than or equal to N. Thus there will be three reference values: the number
of processed jobs at the SF, the number of accumulated customers at the PF upon
the end of server’s absence, and the time of his absence. Using Kendall’s sym-
bolic, we will call our system the M G S PX L N/ / / / 1 queue (with secondary
and primary facilities and the associated exit thresholds L and N). Naturally, we
will refer to this model as a queue with (L, N)-policy.
Our article will primarily focus on the evaluation of their joint distribution in
the form of a transform using fluctuation analysis and noncooperative games.
Once this transform is known to us, we proceed with the embedded queueing
process upon departures. We however, postpone the continuous time parameter
process (that requires time sensitive analysis) to a follow-up paper considering a
limited space and our desire to focus on fluctuations.
As already mentioned, our model differs from common queues with vaca-
tioning server(s) (cf. [1]) in the sense that our server performs a background ac-
tivity during his vacations expressed in terms of processed jobs. The protocol of
the associated process will come to its full realization in our forthcoming article
on continuous time parameter process with some optimization. We still calculate
the number of fully processed jobs during a prolonged service cycle by using
fluctuation analysis and a game-theoretic approach developed in a number of
papers by the second author.
The game aspect of this model is integrated during the first two phases of an
extended idle period of the server, during which not only does he work at a
secondary facility, but he is commuting between the two facilities continuing ser-
vicing secondary jobs on the packet by packet bases. Consequently, the first phase
of server’s vacation is modeled by a game of two players A and B who attack each
other at random times with strikes of random magnitudes. Each player can sustain
only a certain amount of losses specified by two control levels L and N.
In earlier work by the second author [2], the game ended when one of the
players made the other player’s losses exceed an associated threshold of toler-
ance. In the present case, the first phase of the game lasts up until player A suf-
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fers losses in excess L of regardless of how player B has been doing. Upon the
end of the this phase, if besides player A who was severely damaged, player B’s
losses also exceeded N, then the game is over. Otherwise, the game will continue
until player B’s losses will finally exceed N . During this period of time, called
phase II, player A continues sustaining further damages. When the game is over
two phases later, it is not clear who really won the game, but in this case it is not an
issue and all we need is to know the exit time of the game and the total quantity of
damages to each player. (By the way, should we worry about who is the winner and
who is the loser, we can always figure it out using a reasonable criterion.)
As it is easy to guess, player A represents the secondary facility and player B —
the primary facility and the associated losses are the amount of jobs fully pro-
cessed at the SF and the number of customers accumulated at the PF. A some-
what similar approach was previously introduced in [3] by Al-Matar and Dsha-
lalow, only [3], the server was waiting during the second phase instead of com-
muting back and forth between the SF and PF. Other related literature is on se-
quential games [4] and fluctuation analysis applied to finance [5], physics [6],
and queueing [7].
The paper is laid out as follows. Sections 2 and 3 are preliminaries with for-
malism of our model and a general theorem from fluctuation analysis. Sections 4
and 5 deal with two phases of a model under the assumption that service times of
jobs are exponentially distributed and the sizes of associated packs are geomet-
ric. Sections 6 and 7 consider two special cases with ordinary input and no
N-policy, respectively. Section 8 concludes with Kendall’s-like formula for the dis-
crete time parameter process. In a follow-up paper we will treat the continuous time
parameter queueing process using time sensitive analysis and semi-regenerative
techniques, and obtain key performance measures such as the number of switch-
overs, potential of processed jobs, and the mean buffer load.
2. Formalism of the model. When the queue is exhausted, the server de-
parts from the system and begins serving secondary jobs at the SF. We assume
that upon its arrival at SF, there are unlimited quantities of jobs in packed in
groups of random sizes. The ith job requires a random time of processing. We as-
sume that their processing times are iid r.v.’s from an equivalence class [] . Sup-
pose the kth packet contains Xk jobs requiring service time  k . Hence the time
 n needed to process n packets is
    n n X n X nn
 	 	  	 	 	 	 	 	 1 11 1 11
... ... ... ... , (1)
where  ij is the processing time of the ith job from the jth packet. As previously
mentioned,
 ij 
[ ] , i j, , , ...1 2 (2)
and they are iid.
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The server continues processing the packets of jobs up until it is done with L
of them. Since server’s work on any packet cannot be interrupted, it will con-
tinue processing the packet, even if the total number of jobs rendered is L . Con-
sequently, the server’s SF is finished if it completes a minimum of L jobs and not
more than L X n	 	1 1 such that X X Ln1 	 	 ... within the condition that only
integer number of packets may be processed. After this, the server is called back
to the system.
Upon its return, the server may or may not find waiting customers. In the
former case, the server starts processing them immediately. Otherwise, it again
resumes its work at the SF on the packet-by-packet basis. In other words, after it
is done with a packet it checks if the queue in the PF is replenished with at least
one customer, and if this is the case it unconditionally returns to the system. Oth-
erwise, it keeps on working on the next pack and so on, up until the queue be-
comes positive.
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We may say that the server enters the second phase of work at the SF after
the total quantity of processed jobs hits L. The second phase resembles some-
what the system with multiple vacations, with the processing time of a packet be-
ing the time of a vacation segment.
Once the queue becomes positive for the first time upon server’s completion
of a packet, the server enters phase III during which it resumes its work at the PF
and this phase is referred to the busy period.
We proceed with some more formalism. The total number of jobs processed
with k packages is A Xk i
i
k



1
. The cumulative time needed to complete Ak jobs
is  k i
i
k




1
, where  i ij
j
X i



1
. Now, we introduce the so-called exit index I
: inf { : } n A Ln . (3)
Associated with  are the following key r.v.’s (see Figure):
A

is the number of jobs ( in excess of L) by the end of phase I;
B

is the number of customers in the buffer by the end of phase I;


is the time of server’s return at the end of phase I (exit time I).
We define B

as follows. Let y11 be the number of arriving customers in the
interval [T T0 0 11, 	 ] , where T0 = 0. We now consider all pertinent events from
the trace -algebraF { }Q0 0 from probability space ( , , ) F P . Thus,
B y y y yX
Y
X
Y
  


 	 	 	 	 	 	11 1 11
1
... ... ..., ,     
,
where in particular, y X 1 1, is the number of arriving customers in interval
( ... , ... ],   11 1 1 11 11 1	 	 	 	X X ; Y1 is the number of arriving customers in interval
[0 1, ]; Yi is the number of arriving customers in interval ( i i1 , ], i = 1, 2, ... . Let


: inf { : } r B 0 referred to as the exit index II. Then,
~
A

is the number of jobs done at the SF by the end of phase II;
~
B

is the number of customers in the buffer by the end of phase II;
~


is the exit time II (from phase II).
In the beginning we will be concerned with the first exit functional




  ( , , )u z Eu z eA B 
and using this, we will find the second exit functional




  ( , , )
~ ~ ~
u z Eu z e
A B


.
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3. The random walk analysis of the system during phase I. As noticed in
the Introduction, the first phase is specified by the trivariate «interdependent»
process on a probability space (, ,F P):
( , , ) : ( , )A B T X Yi i
i
i






0
(4)
(

is the unit mass at ) is a bivariate marked point process with position de-
pendent marking. We can also regards ( , , )A B T as a trivariate generalized
random walk process on a three-dimensional random lattice. According to (3),
 v is the hitting time or exit time of the random walk from the set [ , )0 L   	  .
The random walk ( , , )A B T can be specified by the following conditions
adapted to our model:
(i) since the server departs from the system when the buffer is completely
depleted, we have B0 = 0;
(ii) without loss of generality, we consider the system on the first service cy-
cle, which starts at T0 = 0 and ends at T1 1 	
~
 

, where ~

is the end of the sec-
ond phase (if any) and1 is the first service duration at the PF. Hence the server
finds itself at the SF at T0 0 0  ;
(iii) the random walk ( , , )A B T corresponds to phase I and it is pertinent to
the paths of the entire process on the trace -algebraF { }Q0 0 ;
(iv) at time T0, the number of processed jobs A0 = 0.
Accordingly, the initial functional  0 is defined as
 0
0 0 1( , , ) [ ]u z E u z e
A B



 

. (5)
From the construction of our model, ( , , )A B T is a bivariate marked renewal
process with position dependent marking. The random vectors ( , , )X Y1 1 1 ,
( , , )X Y2 2 2 , … are independent and identically distributed as a generic random
vector ( , , )X Y  , so that ( , , )X Yi i i ’s belong to the equivalent class [( , , )X Y  ].
We are interested in the joint functional of ( , , )X Y  .
First we assume the knowledge of   ( )  Ee ,    E (see (2)).
Furthermore, suppose G u Eu X( )  with X EX , be a given pgf (probability ge-
nerating function) of the r.v. X. Then,  ( , , ) [ ]u z E u z eX Y   can be ex-
pressed in terms of  ( ) and G (u) as follows:
 ( , , ) [ ] [ ]u z E u z e E u z eX Y
X Y




  

1 1
 
	 	  	 	
E u E z e X
X y yX X[ [ | ]]
... ... ),1 11 1 1 1
1
 
 
  	  

E E u Ez e X E u a z
X y X X X
[ [ ( ) | ] [ ( ( )) ]1 11 1 1 11


   
 	 G u a z[ ( ( ))]    . (6)
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Introduce a transformation
D f p x x f p xp
p
p
{ ( )}( ) : ( )( ) 



1
0
, x 1,
(7)
where f is an integrable function defined on set 0 0 1{ , , ...}. The inverse opera-
tor below can restore f, if we apply it for all k : D x
k
pD f p x f k( { ( )}( )) ( ) ,
k 0 1, ,... , where the inverseD k is
k x y k x x
x y k
k
x
k
x
k
kD 



( , )
lim
!
( , ) , ,
,



 
!
"
#
$

%0
1 1
1
0
0 
&
'
(
)
( 0
(8)
if applied to a function ( , )x y analytic at zero in the first variable. Now, we will
use the general result [8] for the extended functional.
Theorem 1. Let ( , , )A B T given in (4) be a bivariate marked point process
with position dependent marking which starts at 0 0 with A B0 0 0  as the ini-
tial conditions, and the entire process on the trace -algebraF { }Q0 0 ends at


when its active componentA crosses the threshold L. Then the joint func-
tional  

( , , )u z satisfies the following formula:
 


  ( , , ) [ ]u z E u z eA B 
  	


D x
L u z ux z
ux z
ux z
1
0 0
0
1
 


( , , ) ( , , )
( , , )
( , , )
[ 


( , , ) ( , , )]u z ux z 
&
'
)
*
+
,
 ,
whereD (the inverse operator of (7)) is defined in (8).
Considering the initial functional  0
0 0 0 1( , , ) [ ]u z E u z e
A B


 

of (5) we
arrive at
 


  ( , , ) : [ ]u z E u z eA B 
  	


&
'
)
*
+
,

1 1
1
1
1
D x
L
ux z
u z ux z

 
( , , )
[ ( , , ) ( , , )]

 



&
'
)
*
+
,
  

D x
L u z ux z
ux z
u1
1
1 1
 


( , , ) ( , , )
( , , )
[ (
 

, , )]
( , , )
z
ux z
x
L


D


&
'
)
*
+
,
1 1
1 
followed by Theorem with the implementation of (6).
Theorem 2. In light of Theorem 1 and under the specification in (6), the
joint functional  


  ( , , ) [ ]u z E u z eA B  satisfies the following formula:
 


  ( , , ) : [ ]u z E u z eA B 
   	 
 	 
&
'
1 1
1
1
1[ [ ( ( ))]]
[ ( ( ))]
G u a z
G xu a z
x
L
   
   
D
)
*
+
,
.
(9)
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4. Special case of phase I. The number of processed jobs. We will con-
sider the following special case:
(i)  is exponential with parameter d > 0, i.e.
 

( )  
	
Ee
d
d
; (10)
(ii) The number of jobs in a packet is geometric with parameter p, i.e.
G u Eu
pu
qu
X( )  
1
. (11)
We will use assumptions (i-ii) in light of formula (8) for 

( , , )u z . Firstly,
from (6) we have:
 ( , , ) [ ( ( ))]u z G u a z     	  

	 
 	 

	 	  
pu a z
qu a z
pdu
d a z qdu
   
      
( ( ))
( ( )) ( )1
. (12)
Then, from (12),
1 	  G u a z[ ( ( ))]   
d a z du
d a z qdu
	 	  
	 	  
  
  
( )
( )
, (13)
and finally, from (13),
1
1 	 

G u a z[ ( ( ))]   
q p
d
d a z
u
	

	 	 
1
1
   ( )
. (14)
From (8) and (14),
D x
L
G xu a z

 	 
&
'
)
*
+
,

1 1
1 [ ( ( ))]   
D x
L q p
d
d a z
xu

	

	 	 
&
'
(
(
)
(
(
*
+
(
(
,
(
(
1 1
1
   ( )
.
Using the property of D as a linear operator having fixed points at all constant
functions, and that
D x
k
k
bx
b
b
1
1
1
1
1

&
'
)
*
+
,



	
(see Section 9, (40)) we have
D x
L q p
d
d a z
xu
q p
du
d

	

	 	 
&
'
(
(
)
(
(
*
+
(
(
,
(
(
 	

	1 1
1
1
  

( )
	 
-
.
/
0
1
2

	 	 
 
  
a z
d
d a z
u
L
( )
( )
1
. (15)
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Now, returning to formula (8), along with (13) and (15), we have
 
  
  

( , , )
( )
( )
u z
d a z ud
d a z udq
q p
du
d
 
	 	  
	 	  
	

	
1
1
  
  
	 
-
.
/
0
1
2

	 	 

 
!
!
!
!
!
"
#
$
$
$
$
$

a z
d
d a z
u
L
( )
( )
1

	 	   	 	 

p du
d a z dqu d a z
L
L
( )
( ( ) )( ( ))      1
.
(16)
For the sequel, we need the marginal functionals of 


  ( , , ) [ ]u z E u z eA B 
under assumptions (i  ii). We start with the amount of jobs A

processed by the
end of phase I. From (16) we have
 
     

( , , )
( )
( ( ) )( ( )
u Eu
p du
d a dqu d a
A
L
1
1 1
 
	 	   	 	  )L1
which simplifies to
Eu
pu
qu
uA L 


1
1 .
This compact expression consists of two parts:
pu
qu1
and uL1. The first fac-
tor is the pgf of the geometrically distributed packet size, while the second factor
is the pgf of a constant packet of size L – 1 . It stands for reason to interpret the re-
sult as follows. After the total number of processed jobs reached L – 1, the server
takes one more packet of random size to complete the first phase.
The expected number of the processed jobs in phase I will therefore be
Eu
p
LA  	 
1
1.
5. The random walk analysis of the system during phase II. When the
server completes its first phase at the SF, it returns to the system and begins ser-
vicing all customers one by one if there are N or more customers lined up and
waiting. Otherwise it keeps on commuting to the SF working on one-by-one
packed basis up until on one of its returns from the SF he finds N or more cus-
tomers. Since we do not alter our assumptions on server’s policy at the SF during
phase II, we continue to operate with the same functional
 ( , , ) [ ]u z E u z eX Y   , (17)
where X stands for a packet size,  — the time needed to process all jobs in-
cluded in that packet, and Y is the number of customers entering the queue during
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time . (Recall that [X, Y,  ] is the equivalence class of all such random
vectors).
In this case, phase II with the initial status of the system at the beginning of
phase II is the exit status of the system from phase I. Namely,
~ ~
A X A0 0   , (18)
~ ~
B Y B0 0   , (19)
and
~ ~
 
0 0  . (20)
Altogether, we have the new delayed random walk process
(
~
,
~
,
~
): (
~
,
~
) ~A B T X Yi i
i
i






0
,
(21)
with the initial conditions specified by (18) — (20) and increments (
~
,
~
,
~
)X Yi i i 


[ , , ]X Y  , i 1 2, , ... distributed as those during phase I starting with i 1 2, , ...
and with the associated functional (17). As far as the initial functional
E u z e u z
X Y
[ ] : ( , , )
~ ~ ~
0 0 0
0





3 ,
we equate it to  

( , , )u z of (9) or its more particular version (16). The ran-
dom walk (
~
,
~
,
~
)A B T of (21) will now be terminated once
~
...
~
Y Yn0 	 	 exceeds
N – 1 for some n to occur at some ~n . Again we define the second exit index
   	 	 min{ :
~ ~
...
~
}n B Y Y Nn n0 . The functional of our further interest will be
4



  ( , , ) : [ ]
~ ~ ~
u z E u z e
A B


, (22)
where 4

( , , )u z satisfies the formula (cf. [8])
4 3 3
3
3

  

( , , ) ( , , ) [ ( , , )]
( , , )
u z u z u z
u yz
y
N
  


0
1 01
1
D
( , , )u yz 
&
'
)
*
+
,
, (23)
where as already mentioned
3 0 ( , , ) ( , , )u z u z  (24)
and
3 ( , , ) ( , , ) [ ( ( ))].u z u z G u a z       	  (25)
6. Special case I. The ordinary Poisson input. This model will be treated
under the assumptions made in (10), (11) and in addition, we assume that input is
ordinary. In other words, we set a z z( )  . For consistency, we list again all three
assumptions:
(i)  

( )  
	
Ee
d
d
;
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(ii) G u Eu
pu
qu
X( )  
1
;
(iii) a z z( )  .
First we will use assumptions (i- ii) in light of formula (16):
3 0 ( , , ) ( , , )u z u z  
p du
d a z dqu d a z
L
L
( )
( ( ) ) ( ( ))	 	   	 	        1
,
3 ( , , ) ( , , )u z u z   
pdu
d a z dqu	 	     ( )
.
Furthermore,
3 ( , , )u z  
d a z du
d a z dqu
	 	  
	 	  
  
  
( )
( )
,
3
3
0
1
( , , )
( , , )
u z
u z



p du
d a z du d a z
L
L
( )
( ( ) ) ( ( ))	 	   	 	        1
. (26)
To continue with the main part of (22), namely
D y
N u yz
u yz


&
'
)
*
+
,
1 0
1
3
3
( , , )
( , , )


(with (26)), we now add our third assumption that a z z( )  . Then (23) — (25)
will read
4 3 3
3
3

  

( , , ) ( , , ) [ ( , , )]
( , , )
u z u z u z
u yz
y
N
  


0
1 01
1
D
( , , )u yz 
&
'
)
*
+
,


	 	   	 	 


p du
d z dqu d z
L
L
( )
( )( )      1

	 	  
	 	  
	 	  

d z du
d z dqu
p du
d zy du
y
N
L
  
  
  
D
1 ( )
( ) (d zy L	 	 
&
'
)
*
+
,

   ) 1
. (27)
Formula (27) will be modified to tame the use of operatorD k :
4


     
 
( , , )
( )
( ) ( )
u z
p du
d z dqu d z
d
L
L

	 	   	 	 

	 	 
1

  
z du
d z dqu

	 	  

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	 	  
	 	 
-
.
/
0
1
2
	 	

D y
N
L
L
p du
d du
zy
d du
d
1
1
1( )
( ) ( ) 

 
 



	 	
-
.
/
0
1
2
&
'
(
(
)
(
(
*
+
(
(
,
(
(
1
1
1

 
zy
d
L
. (28)
Denote
4 ( ) :
( )
( ) ( )
y
p du
d du
zy
d du
d
L
L

	 	  
	 	 
-
.
/
0
1
2
	 	
 

 
 
1
1



	 	
-
.
/
0
1
2
1
1
1

 
zy
d
L
.
To findD y
N y1{ ( )}4 we will use formulas (40) and (41) from section 9 for the
inverse operatorD k .
Case 1: L = 1
4 ( )
( )
y
pdu
d du
zy
d du

	 	  
	 	 
-
.
/
0
1
2
 

 
1
,
D y
N
N
y
pdu
d du
z
d du
z
d


	 	 

	 	 
-
.
/
0
1
2

	
1
1
1
{ ( )}
( )
4
 

 

 	 

du

	 	  

	 	 
-
.
/
0
1
2

 
!
"
#
$
pdu
d z du
z
d du
N
  

 
1 .
Returning to (28) in light of formula (40) from section 9 we have
4


  
  
  
( , , )u z
pdu
d z dqu
d z du
d z dqu

	 	  

	 	  
	 	  


	 	  

	 	 
-
.
/
0
1
2

 
!
"
#
$
-
.
/
/
0
1
2
2

pdu
d z du
z
d du
N
  

 
1

	 	  
	
	 	 
-
.
/
0
1
2
pdu
d z dqu
z
d du
N
  

 
. (29)
Case 2: L  2
4 ( ):
( )
( ) ( )
y
p du
d du
zy
d du
d
L
L

	 	  
	 	 
-
.
/
0
1
2
	 	
 

 
 
1
1



	 	
-
.
/
0
1
2
1
1
1

 
zy
d
L
,
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D y
N
L
L
y
p du
d du d z
d d



	 	  	 	

	 	 
1
1
1
1
{ ( )}
( )
( )( )
4
   

  u
,
L j
j
z
d
z
d duj
N j
	 
-
.
/
0
1
2
	 	
-
.
/
0
1
2

	 	 
-
.
/
0
1
2



2
0
1

 

 
N j
d du
d
	 	
	 	
-
.
/
0
1
2
-
.
/
/
0
1
2
2

  
 

	 	   	 	

p du
d z du d
L
L
( )
( )( )     1
,
L j
j
z
d
z
d duj
N j
	 
-
.
/
0
1
2
	 	
-
.
/
0
1
2

	 	 
-
.
/
0
1
2



2
0
1

 

 
N j
d du
d
	 	
	 	
-
.
/
0
1
2
-
.
/
/
0
1
2
2
  
 
.
Returning to (28) in light of formula (41) from the Section 9 we have
4



  
  ( , , ) [ ]
( )
( )(
~ ~ ~
u z E u z e
p du
d z dqu d
A B
L
 
	 	 

	 	


  z L) 1

	 	  
	 	  
	 	   	 	
d z du
d z dqu
p du
d z du d
L
  
  
    
( )
( ) ( )L

 
!

1

	 
-
.
/
0
1
2
	 	
-
.
/
0
1
2

	 	 
-
.
/
0
1



L j
j
z
d
z
d duj
N j2
0
1

 

 
2
	 	
	 	
-
.
/
0
1
2
-
.
/
/
0
1
2
2
"
#
$

N jd du
d
  
 

	 	 
	 	 

 
!

	 	

 
p du
d z dqu d z d
L
L L
( )
( ) ( )       
1 1
1 1

	 
-
.
/
0
1
2
	 	
-
.
/
0
1
2

	 	 
-
.
/
0
1



L j
j
z
d
z
d duj
N j2
0
1

 

 
2
	 	
	 	
-
.
/
0
1
2
-
.
/
/
0
1
2
2
"
#
$
N j
d du
d
  
 
. (30)
Theorem 3 . In the M G S PX L N/ / / / 1 queue (with secondary and pri-
mary facilities and the associated exit thresholds L and N) under the assumptions
(i-iii), the joint functional 4



  ( , , ) [ ]
~ ~ ~
u z E u z e
A B


of the exit time ~

from
phase II, the number of jobs
~
A

, and the queue length
~
B

at time ~

satisfies for-
mulas (29) and (30).
7. Special case II. No N-policy. In this section, we are going to investigate
another special case of 4

under the assumption that N = 1. We however, retain
the generality of the input stream. Here again we list all three assumptions perti-
nent for this section:
(i)  

( )  
	
Ee
d
d
;
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(ii) G u Eu
pu
qu
X( )  
1
;
(iii) N = 1.
From (23)—(25) we have
4 3 3


  
  ( , , ) [ ] ( , , ) [ ( , , )]
~ ~ ~
u z E u z e u z u z
A B
   

0 1
3
3
0 0
1 0
( , , )
( , , )
u
u


&
'
)
*
+
,


	 	 
	 	 
	 	  

p d a z
du
d a z
d a z duq
L
L
( ( ))
( )
( ( ))
( )
  
  
  

	 	  
	 	  
	 	
	 	
-
.
/
0
1
d a z du
d a z duq
p d
du
d  
  
 
 
( )
( )
( )
2
	 	 
	

	 	
-
.
/
/
/
/
0
1
2
2
2
2
L
d duq
q p
du
d
 
 
1
1
. (31)
Theorem 4. In the M G S PX L N/ / / / 1 queue (with secondary and pri-
mary facilities and the associated exit thresholds L and N) under the assump-
tions (i-iii), the joint functional 4



  ( , , ) [ ]
~ ~ ~
u z E u z e
A B


of the exit time ~

from phase II, the number of jobs
~
A

, and the queue length
~
B

at time ~

satisfies
formula (31).
Remark. If in this special case we assume that L is a random variable with a
pgf H z Ez L( )  , then we can interpret (31) as the conditional expectation
4


5
  ( , , ) [ | ]
~ ~ ~
u z L E u z e L
A B


.
Consequently, the functional 4

( , , )u z will be «recovered» from
E u z L E E u z e L
A B
[ ( , , ) [ [ | ]]
~ ~ ~
4


5
  
 


	 	 
	 	 
-
.
/
0
1
2
	 	  
p d a z H
du
d a z
d a z duq
( ( ))
( )
( )
  
  
  


	 	  
	 	  
	 	
	 	
-
.
/
0
d a z du
d a z duq
p d H
du
d  
  
 
 
( )
( )
( )
1
2
	 	 
	

	 	
-
.
/
/
/
/
0
1
2
2
2
2
d duq
q p
du
d
 
 
1
1
.
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8. The embedded queueing process. In this section we turn to the queueing
process, actually regarding all previous sections as preliminaries. We start with
its formal description:
(i) the input to the system is bulk Poisson I 



U i t
i
i

1
with position inde-
pendent marking, a z EzU i( ): , a EU i: ,  , i 1, and intensity  of its point
process  t
i
i



1
;
(ii) service is general and independent including independence of the input,
i.e. service times  1 2, ,... are iid r. v. with a common LST 6 

( ) 

Ee 1 ,
Re ( )  0 and b E:  1 ;
(iii) Q(t) is the right continuous queueing process (the number of customers
at time t  0);
(iv) T0, T1, T2, ... are successive departures of the individually processed
units;
(v){ : ( ); , ,...}Q Q T nn n 0 1 is the embedded process upon departures. Since
our system is of M GX / /1 type, the queueing process { ( )}Q t is semi-regenera-
tive relative to the sequence{ }Tn of stopping times and the associated embedded
process{ }Qn is a Markov chain;
(vi) the transition probability matrix P pij ( ) of{ }Qn is a delta-2 matrix (cf.
[3]) similar to that of M GX / / /1  queue, with only zero row different, with no
impact on common the necessary and sufficient ergodicity condition : ab 1.
The zero row contains the transition probabilities over the two-phase secondary
with waiting and service period (zero-service cycle), so that the queue length
upon the end of such cycle is 4



 ( , ) : [ ]
~ ~
z E z e
B


, and its pgf P z0( ), is
readily seen to be: P z E z Q a z z z
Q
0 0
11 0( ) : [ | ] ( ( )) ( )    6    , where

( ) :
~
z Ez
B
 with ( )z being of one of the two types treated in Sections 6 and 7;
(vii) consequently, if Kendall’s (or Pollaczek-Khinchine) formula in the
M GX / / /1  system is
P z p a z
a z
z a z
( ) ( ( ))
( )
( ( ))
 

 
0
1
6  
6  
,
(cf. [9]) all we need to do is to replace a z( ) with  ( ):
~
z Ez
B
 .
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Under the special case of the ordinary input (Section 6), the joint functional of
(29) will be used to find the marginal functional for  ( )z . For the case of L = 1,

 

( ) ( , , )z z
pd
z pd
z N 
 	
	4 1 0 (32)
and for the case of L  2, we will use the joint functional formula in (30):

   
 

( ) ( , , )
( ) ( )
z z
pd
pd z d z
pd
pd z
d
d
L
L
 
	  	 

	 

4 1 0
1
	
-
.
/
0
1
2



L 1

	 
-
.
/
0
1
2
	
-
.
/
0
1
2
	



L j
j d
z z
j
N j
j N2
0
1


( ) .
(33)
From Section 7 for the case of N = 1, we will get the marginal functional
from the joint functional (31),

   

( ) ( , , )
( ( ))( ( ))
z z
pd
pd a z d a z
L
L
 
	  	 


4 1 0
1


	  	
-
.
/
0
1
2
pd a z
pd a z
d
d
L( ( ))
( )
1 1
  
(34)
to get
P z p a z
z
z a z
( ) ( )
( )
( ( ))


 
0
1
6 

6  
.
Here P z( ) is the pgf of the embedded queueing process in equilibrium. Also, in
Kendall’s formula, p a0 1 ( ) / . So, we also replace a with   EB
~
. For the
case of L = 1 when a z z( )  , we will continue from formula (32):




  	
%
lim
( )
z
z
z pd
N
1
(35)
and for the case of L  2, we will use formula in (33);



 	 
-
.
/
0
1
2
	
	
-
.
/
0
1
2

d p
L
d
d
L
1
1
1 L j
j d
N j
j
N j
	 
-
.
/
0
1
2
	
-
.
/
0
1
2




2
0
1


( ) . (36)
For the case of N = 1 in Section 7, we will use formula (34):



 	 
-
.
/
0
1
2
	
	
-
.
/
0
1
2

a
d p
L a
d
d
L
1
1
1
. (37)
We can summarize the above as
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Theorem 5. The embedded queueing process {Qn}in the M G
X / / /1  type
queue with a two-phase is ergodic if and only if1. Under this condition the pgf
of the invariant probability measure p  ( , ,...)p p0 1 of the transition probability
matrix P satisfies the Kendall like formula
P z a z
z
z a z
( ) ( ))
( )
( ( ))



 
1 1


6  
6  ,
where  ( )z and , under the assumptions of (i-iii) of Sections 6 and 7, satisfy
formulas (32)—(34) and (35)—(37).
9. Properties of operatorD
k . Proposition 1. Let g be an analytic function
at zero. Then, it holds true that
D Dx
k j
x
k jx g x g x( ( )) ( ( ))  . (38)
P r o o f. Indeed, first we use the Leibnitz formula
d
dx
F x G x
k
s
F x G x
k
k
s
k
s k s( ( ) ( )) ( ( )) ( )( ) ( )
-
.
/
0
1
2



0
and set F x x j( )  and G x
g x
x
( )
( )

1
. Hence when applyingD k we have
D Dx
k j
s
k s
s
j
x
x
kx g x
k
k
s
d
dx
x k s( ( ))
!
( ) ( )!
-
.
/
0
1
2





1
0 0
1( ( ))g x .
7
Let b x b xi
i
i
( ) 



0
. Then, using Proposition 1 (38) with g (x) = 1 for all x we
have
D x
k
i
i
k
b x b( ( )) 


0
.
(39)
Now using Taylor series expansion of
1
1bx
and formula (39) we have
D x
k
k
bx
b
b
b
k b
1
1
1
1
1
1 1
1

&
'
)
*
+
,



8
	 
&
'
(
)
(
	
, ,
, .
(40)
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Proposition 2. Generalization of (40). For any real number a and for a posi-
tive integer n, it holds true that
D x
k
n
j
j
k
ax
n j
j
a a1
1
1
0
( )
,

&
'
)
*
+
,

	 
-
.
/
0
1
2


except for  
	  
&
'
(
)
(
n
k a n
1
1 1
,
, .
P r o o f. Using the binomial expansion for an integer  (not necessarily
positive) we have
( )
( )
!
...
...( )
!
...1 1
1
2
12
	  	 	

	 	
 	
	z z
z j z
j
j


   
,
which converges in the open unit ball B(0, 1). Thus,
( ) ( )
( )( )( )
!
...1 1
1
2
2
    	
   
	
ax n ax
n n axn
... ( )
( ) ...( )( )
!
...	 
   	
	1
1j
jn n j ax
j
.
In summary,
1
1
1
0
-
.
/
0
1
2

	 
-
.
/
0
1
2



ax
n j
j
ax
n
j
j( ) .
The statement follows after we use formula (39).
Proposition 3. For two real numbers a and b it holds true that
D x
k
n
j
k
j k
bx ax
b
n j
j
a b
1
1
1
1
1
1
1
0


&
'
)
*
+
,


	 
-
.
/
0
1
2


	

( )
1
0
1
1
1
a
b
b
n j
j
a k j
j
j
k
j
-
.
/
0
1
2
-
.
/
/
0
1
2
2
8

	 
-
.
/
0
1
2
 	


, ,
( ), .b 
&
'
(
(
)
(
(
1
(41)
P r o o f. Expanding
1
1bx
in Taylor series we have
D Dx
k
x
k i i
i
f x
bx
b x f x
( )
( )
1 0
&
'
)
*
+
,

&
'
)
*
+
,


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interchanging the operator and the series, and then using Proposition 1
9 :
D Dx
k i
i
k
x
k if x
bx
b f x
( )
( )
1 0
&
'
)
*
+
,




with f x
ax
n
( ) 

-
.
/
0
1
2
1
1
D Dx
k i
i
k
x
k i
n
f x
bx
b
ax
( )
1
1
10
&
'
)
*
+
,


-
.
/
0
1
2
&
'
)
*
+
,


.
From Proposition 2
D x
k i
i
k
j
k i
jf x
bx
b
n j
j
a
( )
1
1
0 0
&
'
)
*
+
,

	 
-
.
/
0
1
2
 

 
interchanging the sums
D x
k j i
i
k j
f x
bx
n j
j
a b
n j
j
( )
1
1 1
0
&
'
)
*
+
,

	 
-
.
/
0
1
2

	 
-
.



/
0
1
2




 	


a
b
b
j
j
k k j
j
k
0
1
0
1
1


	 
-
.
/
0
1
2

-
.
/
0
1
2
-
.
/
/
0
1
2
2

	

1
1
1
0
1
b
n j
j
a b
a
bj
k
j k
j
, b 81.
For b = 1, it equals
D x
k
j
k
jf x
x
n j
j
a k j
( )
( )
1
1
1
0
&
'
)
*
+
,

	 
-
.
/
0
1
2
 	


.
Óçàãàëüíåíî áàãàòo÷èñåëüí³ êëàñè ÷åðã ñåðâåð³â ùî ïðîñòîþþòü. Â çàïðîïîíîâàí³é ìîäåë³
ñåðâåð íå ïðîñòî âèõîäèòü ç ñèñòåìè, à îáðîáëÿº ïàêåòè çàäà÷ ó ôîíîâîìó ðåæèì³ äî òèõ ï³ð,
ïîêè çàãàëüíå ÷èñëî ïîîäèíîêèõ çàâäàíü íå ïåðåâèùèòü îçíà÷åíèé ïîð³ã. Ïðåäñòàâëåíî
ñòðàòåã³þ ðîáîòè ñåðâåðà â óìîâàõ ð³çíîãî ñòàíó ÷åðãè. Âèêîðèñòàíî ð³çí³ ìåòîäèêè îòðèìàí-
íÿ ÿâíèõ ôîðìóë (âêëþ÷àþ÷è ôëóêòóàö³éíèé àíàë³ç) äëÿ ïðîöåñó ìàñîâîãî îáñëóãîâóâàííÿ ç
äèñêðåòíèì ÷àñîì, à òàêîæ äåÿê³ ï³äõîäè òåîð³¿ ãðè (ïîñë³äîâí³ ³ãðè) äëÿ åôåêòèâíîãî
êîíñòðóþâàííÿ ìîäåë³.
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