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Kivonat A klasszikus beszédfelismerő rendszerek számára hatalmas ki-
hívást jelentenek az agglutináló nyelvek, hiszen pontos eredmények eléré-
séhez hatalmas szótárakra van szükség a ragozás és a szóösszetétel miatt.
A probléma főleg a nyelvi modell részét érinti a felismerőnek, tekintve,
hogy túl nagy szótárméret esetén a tanulási fázis rendkívül nehéz, ez pe-
dig szuboptimális modellhez vezethet. Ezen problémára megoldást jelent-
het, ha szavak helyett azoknál kisebb egységet, morfémákat használunk
a nyelvi modellezés során. A cikkben bemutatásra kerül egy morféma-
alapú, rekurrens neuronhálós nyelvi modellt alkalmazó beszédfelismerő,
amely használatával szignifikánsan jobb eredményeket tudtunk elérni egy
magyar nyelvű beszédkorpuszon mint a hagyományos szószintű megkö-
zelítéssel.
Kulcsszavak: beszédfelismerés, nyelvi modell, morféma, rekurrens neu-
ronháló
1. Bevezetés
Az elmúlt pár évben elfogadott ténnyé vált, hogy mély neuronhálós akusztikus és
nyelvi modellekkel lehet elérni a legjobb beszédfelismerési pontosságot (Hinton
és mtsai, 2012). Ezen új beszédfelismerő rendszerek többsége a nyelvi modell
építése során szavakat használ építőelemként, ami angol nyelv esetén jól működik,
azonban komoly problémát okoz agglutináló nyelvek esetében.
A legnagyobb problémát a szóalaki változatosság okozza, amely egy fontos
jellemzője a morfológiailag gazdag nyelveknek. Sok szóalak esetén rendkívül nagy
méretű szótárat kell használnunk, hogy elfogadható pontosságot tudjunk elérni,
ez pedig megnehezíti a nyelvi modell tanítását, mivel nagy szótár esetén viszony-
lag kevés tanítóminta áll rendelkezésünkre osztályonként.
Megoldásként módosíthatjuk a nyelvi modellünket, hogy szavak helyett azok-
nál kisebb egységeket használjon. Egy ilyen lehetséges egység a morféma, amit
korábban már sikeresen használtak finn és magyar nyelvű beszédfelismerőkben.
Extrém esetben átválthatunk akár karakter szintű nyelvi modellre is, az ún. end-
to-end beszédfelismerő rendszerek jelentős része ezt a megoldást használja. Mind-
két megközelítés esetén számottevően csökken a szótárméret, ezáltal könnyebbé
válik a nyelvi modell tanítása. Munkánkban mi a morfémaalapú megközelítést
vizsgáltuk.
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Cikkünkben egy általános módszert mutatunk be, amelynek segítségével mor-
fémaalapú beszédfelismerő rendszereket tanítunk magyar nyelvű híradós adatbá-
zison. A felismerőnk akusztikus modellként egy modern mély neuronháló struk-
túrát alkalmaz, nyelvi modell oldalon pedig a hagyományos n-gram megközelítést
hasonlítjuk össze mély rekurrens hálókkal. Eredményeink alapján kijelenthetjük,
hogy a morfémaalapú nyelvi modell használatával nem csak a szótár méretét
csökkentettük, de a felismerés pontosságot is szignifikánsan javítottuk.
2. Kapcsolódó irodalom
Morfémaalapú rendszer esetén első lépésként szegmentálnunk (a szavakat mor-
fémákra bontani) kell a tanítóadatunkat, ezt többféle módon is megtehetjük. A
szegmentáláshoz használhatunk nyelvspecifikus szabályokon és szótáron alapuló
módszert, például a HunMorph (Trón és mtsai, 2005) rendszer alkalmazásával.
Alternatívaként használhatunk statisztikai szegmentáló eljárást is, ennek elő-
nye, hogy nem igényel semmilyen külső tudást, a rendelkezésére álló szöveget
felhasználva keres egy optimális felbontást. Ezen módszerek közül mi a Morfes-
sor Baseline (Creutz és Lagus, 2002) eljárást használtuk, amely egy Minimum
Description Length (MDL) elven működő módszer. Célja, hogy felügyelet nélkül
létrehozzon egy optimális lexikont, amely segítségével szegmentálható a tanító
szöveg.
Magyar nyelvű beszédfelismerésen belül morfémaalapú nyelvi modell haszná-
latával már több mű is foglalkozott (Mihajlik és mtsai, 2007; Németh és mtsai,
2007; Tarján és mtsai, 2009; Tarján és mtsai, 2014), melyek több lehetséges szeg-
mentálási módszert hasonlítanak össze. Eredményeikből megállapítható, hogy a
Morfessor Baseline módszer képes hatékonyan szegmentálni magyar nyelvű szö-
vegeket. Az eddigi munkákban közös, hogy nyelvi modellként a hagyományos
n-gram módszert alkalmazták, ezzel ellentétben mi mély rekurrens neuronháló-
kat is alkalmaztunk kísérleteink során.
A közelmúltban megmutatták, hogy más nyelveken (finn és észt) is számot-
tevő javulások érhetőek el automatikusan konstruált morféma szintű nyelvi mo-
dell használatával (Smit és mtsai, 2017). A javasolt eljárásukban a Morfessor
Baseline-t alkalmazták a szegmentálási lépés során, majd n-gram modelleket
hasonlítottak össze rekurrens neuronhálókkal, vizsgálataink során mi is ezt a
módszert követtük.
3. Morfémák szegmentálása
Szavak szegmentálása során célunk meghatározni, hogy az egyes szak mely mor-
fémákból épülnek fel. A feladat elvégzésére alkalmazhatunk nyelvspecifikus sza-
bályalapú rendszereket vagy automatikus módszereket, esetleg ezek kombináci-
óját. Fontos megjegyezni, hogy mi az automatikus módszerekre fókuszáltunk,
az általuk javasolt egységek azonban nyelvészeti szempontból nem feltétlenül te-
kinthetőek morfémáknak, de az egyszerűség kedvéért mi morfémaként fogunk
ezekre az egységekre hivatkozni.
XVI. Magyar Számítógépes Nyelvészeti Konferencia Szeged, 2020. január 23–24.
74
Az itt alkalmazott Morfessor Baseline algoritmus a felügyelet nélküli mód-
szerek családjába tartozik. Tanítás során egy mohó, lokális keresést hajt végre az
optimális morféma lexikon meghatározásához, amely a következő hibafüggvény
optimalizálja:
L(Θ,Dw) = −logp(Θ)− αlogp(Dw|Θ), (1)
ahol Θ a modell paraméterei, Dw a tanító adat, α pedig a hibafüggvény para-
métere. A prior valószínűség (p(Θ)) kizárólag a lexikontól függ, számítása MDL
alapú módszerrel történik (Virpioja és mtsai, 2013). Az adat likelihood valószínű-









ahol mji a j-edik szó felbontásának i-edik morfémája, wb pedig a szavak közötti
határoló szimbólum. Az α paraméter segítségével tudjuk kontrollálni a lexikon-
ban található morfémák számát, kicsi érték esetén a prior lesz a meghatározó tag,
így az optimalizáló próbál minél kisebb lexikont létrehozni. Nagy α érték esetén
a likelihood lesz a domináns, ami miatt a modell hosszú morfémákat preferál, ez
pedig nagyobb lexikont eredményez.
A tanítás kezdetén az összes szó, amely előfordul a tanító adatbázisban beke-
rül a lexikonba, majd az algoritmus kiválaszt ezek közül egyet, amelynek megke-
resi az optimális felbontását a 1. képlet alapján. Az algoritmus ez után iteratívan
folytatja a felbontások keresését, amíg egy optimális lexikont nem kap.
A tanítási lépés után a dekódolási lépés következik, amikor is szavakat próbá-
lunk morfémákra bontani, a legvalószínűbb felbontás meghatározására a Viterbi
algoritmust használhatjuk.
Kísérleteink során a Morfessor-2.0 (Virpioja és mtsai, 2013) szoftvert hasz-
náltuk a szegmentáló modell létrehozására. Az egyszerűség kedvéért csak a szeg-
mentálás végrehajtása után, a nyelvi modell tanítás során különböztettük meg
a prefix, szuffix és közbülső morfémákat. A 1. táblázat egy példa mondat szeg-
mentálását tartalmazza. Megfigyelhető, hogy az α értékének csökkenésével egyre
kisebb egységekre bontja a modell a szavakat.
α szegmentált példamondat
0.1 közösség+ +ét minden oldalról fenyegető veszélyeket
0.01 közösség+ +ét minden oldalról fenyegető veszély+ +eket
0.001 közös+ +ség+ +ét minden oldal+ +ról fenyeget+ +ő veszély+ +eket
1. táblázat. Példa szegmentálásra különböző α paraméterek esetén.
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4. Akusztikus modell
Egy standard akusztikus modell feladata, hogy a bementi spektrális jellemzők
alapján megbecsülje az egyes fonémák valószínűségét. Tanítás során a kiejté-
si szótár segítségével határozzuk meg az egyes szakhoz tartozó fonémákat, ez
a megközelítés sajnos esetünkben nem alkalmazható, mivel a nyelvi modellünk
morféma szinten működik. A problémát az okozza, hogy minden morfémához
definiálnunk kellene annak kiejtését a kontextus (környező morfémák) ismerete
nélkül. Szerencsére a probléma viszonylag könnyen kezelhető, amennyiben foné-
mák helyett grafémákat használunk akusztikus egységként, ebben az esetben a
kiejtési szótár könnyen generálható.
Kísérleteinkben graféma alapú akusztikus modelleket használtunk, amelyeket
a Kaldi (Povey és mtsai, 2011) rendszer segítségével tanítottunk. Végső modell-
ként egy időkésleltett neuronhálót (time-delay neural network, TDNN) (Peddinti
és mtsai, 2015) használtunk, amelyet lattice-mentes maximális kölcsönös infor-
máció (lattice-free maximum mutual information)(Povey és mtsai, 2016) mód-
szerrel tanítottunk.
1. ábra: Egy három réteges TDNN neuronháló struktúrája.
A TDNN hálók specialitása, hogy rejtett rétegeik időbeli konvolúciót végez-
nek, az első rejtett réteg csak egy kis időbeli kontextust dolgoz fel, a későbbi
rétegek pedig egyre nagyobb időablakot fednek le a korábbi rejtett rétegek segít-
ségével. Működését a 4. ábra szemlélteti. Tanításuk során a Kaldi keretrendszer-
ben elérhető ún. chain receptet követtük. A neuronháló 10 rejtett réteget tar-
talmazott, amelyek mindegyike 1000 darab relu aktivációs függvényt alkalmazó
neuronból állt. Bemenetként standard MFCC jellemzővektorokat használtunk,
összesen 13 koefficienst illetve azok ∆-ját és ∆∆-ját.
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5. Nyelvi modell
Tradicionálisan nyelvi modellezésre az ú.n. n-gram modelleket szokás használni,
amelyek az előző n – 1 darab szó alapján becsülik a következő szó valószínűsé-
gét. Ezen modellek tanítása során a szükséges statisztikákat a rendelkezésre álló
szövegből számítjuk. A pontosabb eredmények elérése érdekében több finomí-
tása is létezik a módszernek, mi ezek közül a Kneser-Ney simítást alkalmaztuk
a VariKN (Siivola és mtsai, 2007) rendszer használatával. Kísérleteink során a
hagyományos 3-gram modellek mellett számottevően nagyobb n-gram-okat is fel-
használtunk, abban bízva, hogy morfémaalapú modellek esetén hasznos lehet a
nagyobb kontextus használata.
A hagyományos n-gram megközelítés mellett a manapság nagy népszerűség-
nek örvendő rekurrens neuronhálókat is kipróbáltuk. Az utóbbi években a rekur-
rens neuronhálók kiemelkedően jó eredményeket értek el természetes nyelvi fel-
dolgozásban. Beszédfelismerésben a rövid- és hosszú-távú memória cellákat (long
short-term memory, LSTM) alkalmazó változatuk terjedt el leginkább(Young
és mtsai, 2018). A legfőbb különbség a hagyományos rekurrens neuron és az
LSTM cella között, hogy utóbbi nem csak a korábbi kimenetét kapja meg be-
menetként, hanem rendelkezik egy belső állapottal is, amely a hosszú-távú em-
lékezésben segít.
Formálisan, egy bemeneti vektor (xt−1) esetén egy LSTM cella első lépésben
a következő számításokat végzi:
ft =σ(Wfxt−1 + Ufht−1 + bf )
it =σ(Wixt−1 + Uiht−1 + bi)
ot =σ(Woxt−1 + Uoht−1 + bo),
(3)
ahol ht−1 az előző kimenet, σ pedig a sigmoid függvény. A kiszámított bemeneti
(it), kimeneti (ot) és felejtő (ft) kapuk értékei alapján pedig a végső kimenet
(ht) illetve a belső memória (ct) új értéke kerül meghatározásra;
ct =ftct−1 + ittanh(Wcxt−1 + Ucht−1 + bc)
ht =ottanh(ct)
(4)
Munkánkban a nyelvi modellként használt neuronhálók struktúráját a 2 ábra
szemlélteti. Első lépésben a bementet egy projekciós réteg dolgozza fel, amely
a beágyazást (embedding) végzi, ezt a réteget nem tanítottuk külön, a tanítás
elején véletlenszerűen inicializáltuk. A beágyazó réteg után következik az LSTM
réteg, ami a belső memória segítségével próbál információt tárolni a korábbi
szavakról vagy morfémákról, majd négy highway réteg dolgozza fel ennek ki-
menetét. A highway rétegek lényege, hogy kimenetük az eredeti bemenet és a
rejtett neuronok kimenetének lineáris kombinációja, ez megkönnyíti a gradiens
propagálását tanítás során, ami pedig lehetővé teszi, hogy sok rejtett réteget
használjuk hatékonyan. A lehetséges következő szavak valószínűségeit egy soft-
max réteg segítségével becsüljük, a neuronhálók tanításhoz a TheanoLM (Enarvi
és Kurimo, 2016) keretrendszert használtuk.










2. ábra: A kísérleteink során használt rekurrens nyelvi modell felépítése.
5.1. Kiértékelés neuronhálós nyelvi modellel
A felismerési folyamat során sajnos nem realisztikus egyből a neronhálós nyelvi
modellt használni, hiszen ismert, hogy a dekódolás keresési tere exponenciálisan
növekszik a hipotézis hosszával, ez pedig lelassítja a rendszert. További ellenérv,
hogy a neuronhálók kiértékelése számottevően több időt igényel mint egy egy-
szerűbb n-gram használata. Ezen problémára több megoldás is létezik, az egy
lehetőség, hogy a neuronháló felhasználásával szöveget generálunk, melyből ha-
gyományos n-gram modellt tanítunk és ezt használjuk a felismerés során (Mittul
és mtsai, 2018; Tarján és mtsai, 2019), így ugyan veszítünk némi információt, de
lehetőségünk van gyors, akár online dekódolásra is.
Talán a legelterjedtebb megoldás mégis a kétkörös dekódolás (two pass deco-
ding). Ekkor első körben egy egyszerű n-gram nyelvi modell (tipikusan 3-gram)
segítségével ún. lattice-t hozunk létre, majd a második körben újrasúlyozzuk (re-
score) a felismerési hipotéziseket a lattice-ben a neuronháló kimenetei alapján.
Kísérleteinkben mi is ezt a megközelítést alkalmaztuk, hiszen így tisztább képet
kaphatunk a neuronhálók pontosságáról.
Alternatívaként használhatunk n-legjobb listákat (n-best list) (Deoras és mt-
sai, 2011), azonban kezdeti kísérleteink alapján ez a megközelítés rosszabb ered-
ményeket ad mint a kétkörös módszer. Megemlítenénk, hogy közelmúltban meg-
jelentek új módszerek, amelyek képesek a dekódolást csak neuronhálós nyelvi
modellel hatékonyan végrehajtani (Jorge és mtsai, 2019), sajnos ezt a megköze-
lítést nem volt időnk tesztelni.
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Nyelvi modell egysége Szótár méret teszt OOV ráta
Szó 420520 9.9%
Morf. α=0.1 183803 0.5%
Morf. α=0.01 53667 0.3%
Morf. α=0.001 11562 0.2%
2. táblázat. Tanító adatbázis statisztikái.
6. Tanító adatbázisok
Az akusztikus modellek tanítására az Origo korpuszt használtuk, amely összesen
2.7 millió mondatot tartalmaz, a szóalakok száma pedig meghaladja az 50 mil-
liót. A Morfessor modellek tanítása előtt véletlenszerűen kiválasztottunk 10000
mondatot, ezeket validációs halmazként használtuk.
Az akusztikus modell tanításához egy magyar nyelvű híradós adatbázist (Tóth
és Grósz, 2013) használtunk, amely megközelítőleg 30 órányi beszédanyagot tar-
talmazott, ebből 2 órányit használtunk validációs, 4 órányit pedig teszt halmaz-
ként.
7. Eredmények
Első lépésben a szószintű és a morféma szegmentálással kapott szótárakat ha-
sonlítottuk össze (2. táblázat). Ezek létrehozása során kizárólag a szöveges adat-
bázist használtuk (az akusztikus tanítóadat átirata nem lett hozzáadva a taní-
tóadathoz). A szószintű megközelítés esetén a VariKN rendszert használtuk a
szótár létrehozására, a kiválasztott nagyjából 420000 szavas szótár a szöveges
tanítóadat leggyakoribb szavaiból lett kiválasztva, ez az akusztikus teszthalmaz-
ban található szavak 9.9%-át nem tartalmazza. Természetesen nagyobb szótár
esetén ez az arány csökkenthető, ám ekkor a nyelvi modell mérete számottevően
megugrik, különösen a nagy n-gram esetén.
Morfémaalapú megközelítések esetén látható, hogy sokkal kisebb szótárral
is sokkal jobban le tudjuk fedni a teszt adatot, ezzel lehetővé téve a pontosabb
felismerést. Ahogy egyre jobban csökken a lexikon mérete (annak eredményeként,
hogy a prior tagra koncentrál a szegmentáló algoritmus), egyre kevesebb szót
találunk a teszt halmazban, amit nem tudunk a morfémákkal lefedni (out-of-
vocabulary, OOV arány). Természetesen a kisebb szótár azt is jelenti, hogy egyre
kisebb egységekre bontjuk az egyes szavakat, ami nem feltétlenül előnyös a nyelvi
modell számára.
Vizsgálataink során három különböző nyelvi modellt alkalmaztunk, a felis-
merés első fázisát mindig a 3-gram modellel végeztük. A második körben pedig
egy nagy n-gram modellt illetve a neuronhálós rendszerünket használtuk. Az
összehasonlításokhoz a szóhiba-arány (word error rate, WER) metrikát használ-
tuk, a morféma alapú felismerő kiértékelésénél a WER ugyanazt a szószintet
jelenti-e, mint a szóalapúnál. A szóalakok rekonstrukciójához a felismerés végén
a morfémákat a ’+’ határoló jelzés esetén összevontuk.
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Nyelvi modell egysége Nyelvi modell típusa Validációs halmaz Teszt
Szószintű
VariKN (3-gram) 20.91% 19.73%
VariKN (16-gram) 20.95% 19.65%
LSTM 19.30% 17.98%
Morfessor α=0.1
VariKN (3-gram) 17.60% 16.17%
VariKN (16-gram) 17.48% 16.17%
LSTM 16.69% 15.29%
Morfessor α=0.01
VariKN (3-gram) 18.92% 17.48%
VariKN (21-gram) 19.00% 17.49%
LSTM 15.28% 14.09%
Morfessor α=0.001
VariKN (3-gram) 19.18% 18.00%
VariKN (24-gram) 18.70% 17.44%
LSTM 15.69% 14.41%
3. táblázat. Beszédfelismerési eredmények.
A 3. táblázatban láthatóak a különböző megközelítésekkel elért eredménye-
ink. A szószintű rendszereket tekintve megállapítható, hogy nagy méretű (16-
gram) modell használata nem javít a felismerés pontosságán, a neuronhálós meg-
oldás viszont szignifikánsan jobb eredményt képes produkálni, mint amit n-gram
használatával el tudunk érni. Ez utóbbi megfigyelés a morfémaalapú rendszerek
esetén is igaz. Morfémákat alkalmazó felismerők minden esetben jobban telje-
sítettek mint a hagyományos szószintűek, így megállapíthatjuk, hogy magyar
nyelvű beszéd esetén célszerű használatuk.
Érdekességként megfigyelhető, hogy kicsi α esetén, amikor is a szavakat sok
kicsi egységre bontjuk, akkor a 23-gram modell már jobban teljesít mint a sima
3-gram. Ennek magyarázata abban keresendő, hogy ekkor már fontos a nagy
kontextus használata, hiszen a 3-gram használatával előfordulhat, hogy hosszabb
szavakat (amik több mint 3 morfémára lettek bontva) nem tudunk lefedni és így
semmi információval nem rendelkezünk a korábbi szavakról.
A legjobb eredményeket neuronhálós nyelvi modellel értük el α = 0.01 hasz-
nálatával. Ekkor 3.9% javulást láthatunk a szószintű változathoz hasonlítva, ami
közel 22%-os relatív javulást jelent. A magyarázat arra, hogy miért pont ez a
szegmentálás bizonyult legjobbnak az lehet, hogy ekkor már kellően lecsökkent
a szótár mérete ahhoz, hogy hatékonyan tudjon a neuronháló tanulni és a szava-
kat nem bontottuk túl sok egységre, így nem jelentet túl nagy kihívást a korábbi
morfémákra való "emlékezés" sem.
Megfigyelhető továbbá, hogy egyre kisebb morfémaszótár esetén az n-gram-
ok egyre rosszabb eredményt értek el. Ebből arra lehet következtetni, hogy ezen
modellek a nagy méretű morfémákat preferálják, ami nagy szótárat eredményez.
8. Konklúzió
Cikkünkben morfémaalapú rekurrens nyelvi modelleket alkalmazó beszédfelis-
merők teljesítményét vizsgáltunk egy magyar nyelvű korpuszon. Megállapítható,
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hogy a szavak felbontása morfémákra megkönnyíti a nyelvi modell feladatát, így
pontosabb felismerő rendszereket taníthatunk. A morfémákat alkalmazó model-
lek előnye a szószintűekkel szemben két fő tényezőnek köszönhető, egyrészről a
lényegesen kisebb felismerési szótárnak, másrészről pedig annak, hogy morfémák
segítségével lényegesen több szót tudunk felépíteni így csökkentve az OOV rá-
tát. Fontos azonban megtalálni az egyensúlyt a szótár és a morfémák mérete
között, hiszen a túl kicsi egységekre bontás ugyan lényegesen csökkenti a lexikon
méretét, de nehezebbé is teszi a pontos modell tanítását.
Eredményeink alapján az is nyilvánvaló, hogy a hagyományos n-gram mo-
delleknél számottevően jobban teljesítenek a neuronhálót alkalmazók, ahogy ezt
már több korábbi munka is igazolta. További kutatásaink során a neuronhálós
nyelvi modell továbbfejlesztésére tervezünk fókuszálni. Érdekes kérdés például,
hogy vajon a szószintű modellek esetén rendkívül jól teljesítő figyelem (attention)
mechanizmus (Bahdanau és mtsai, 2015) vajon morfémaalapú rendszer esetén is
hasznos-e?
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