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Abstract
In this paper we consider the problem (due to A. Cantini) of the existence of a λ-theory T such
that:
– T is recursive enumerable;
– the ω-rule holds in T (that is: if two terms M , N are such that for every closed term Q,
M Q = N Q holds in T , then M = N holds in T ).
We solve affirmatively this problem.
Some related questions are also discussed.
© 2004 Elsevier B.V. All rights reserved.
1. Introduction
After Plotkin’s celebrated counterexample (see [1], 17.3 or the Appendix at the end of
the paper), we know that the ω-rule does not hold in the λβη-calculus.
If we add the ω-rule as a new rule, we a get a consistent theory, that, in accordance
with [1], we can name λβω (as we show below, η becomes a derived rule in λβω). λβω
consistency is proved in [1], Section 17.2. In particular, Scott’s model D∞ is a model
for this theory, i.e. every equality provable in λβω is true in D∞. However, λβω is not
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a recursive enumerable theory, as conjectured by Barendregt (see [6], Section 1). Indeed,
the authors of the present paper have recently proved that equality in λβω is Π02-hard
and believe that the proof extends to Σ03-completeness [7], thus answering Barendregt’s
conjecture in the affirmative. The intuition behind this result is the possibility of encoding
a difficult problem (actually aΠ02-complete one) in the Plotkin terms (see the Appendix),
thus exploiting the universal quantifier of the ω-rule.
Therefore, the following problem, due to A. Cantini [3], arises in a natural way:
Problem.
Is there a λ-theory T such that:
– T is recursive enumerable (r.e.);
– the ω-rule holds in T ?
In this paper, we solve affirmatively this problem. As a by-product, we get a better
understanding of Plotkin’s counterexample, implicitly showing that the use of free
variables is needed to make the argument conclusive. In other terms, unlike other
λ-calculus constructions, such as the existence of fixed points or the range theorem (see
[2]), Plotkin’s construction does not have a recursion-theoretic nature, but it is strictly
related to the term model.
To solve the problem, we first use an extension of λ-calculus, obtained by adding new
constants and a new rule to the calculus. This extension is an r.e. λ-theory (in the extended
signature) in which the ω-rule holds. Then we go back to λ-theories, by showing how to
dispense with the new constants. We think that this detour is of heuristic value and could
be used for other problems in λ-calculus.
In the above mentioned extension, we have a simplified version of Plotkin terms, whose
structure turns out to be easily analyzable in a language-theoretic framework.
The paper is organized as follows.
In Section 2, we review some basic facts on extensionality and the ω-rule. In Section 3,
we introduce λ-theories with constants and the corresponding λ-theories are considered in
Section 5. The simplified Plotkin terms are treated in Sections 4 and 6. In the Appendix, we
recall the definition of the Plotkin terms in the λβη-calculus and illustrate their functional
behaviour.
2. Extensionality and the ω-rule
Notation will be standard and we refer to [1], for terminology and results on λ-calculus.
In particular:
– ≡ denotes syntactical identity;
– k denotes the kth Church numeral;
– −→ denotes β-reduction and −→∗ its reflexive and transitive closure;
– combinators such e.g. I have the usual meaning.
By λβ we denote the theory of β-convertibility (see [1]). Following [1] we define:
Definition 1. A λ-theory T is an extension of λβ such that:
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– T is obtained adding to λβ a set of closed equations;
– T is closed w.r.t. λβ derivation rules;
– T is consistent ([1], page 33).
Equality in a theory T will be denoted by =T . Moreover we define:
Definition 2. We say that M and N are extensionally equal in a theory T iff for every P ,
P closed, M P = N P holds in T .
We shall also consider λ-theories with constants, obtained by adding to the signature
of λβ a set A of new constants. We use a, a0, a1, b etc. as metavariables for the new
constants. In the following, we assume that the notion of λ-theory has been extended in
the obvious way in the presence of constants. In particular, we shall call λβ A the theory of
β-convertibility in the extended signature.
Definition 3. A λ-theory T is:
– recursively enumerable (r.e.) if T is, via coding, a recursively enumerable set of natural
numbers;
– extensional if T is closed under the extensionality rule:
Mx =T Nx ⇒ M =T N
where x is a variable not occurring in M or in N ;
– closed under the ω-rule if T is closed under the rule:
(∀P, P closed .M P =T N P) ⇒ M =T N.
It is clear that every λ-theory T closed under the ω-rule is extensional. Indeed, if Mx =T
Nx holds for a variable x then M P =T N P holds for every closed term P . The converse
is not true, as we will see soon.
As concerns the theory λβ, the following is well known (see [1]).
Proposition 1 (Curry). The theory λβ is not extensional. In λβ, the extensionality rule is
equivalent to the η-rule:
λx .Mx = M
where x /∈ FV(M).
As usual, we denote by λβη the theory λβ + η. As concerns the theory λβη, we recall the
following classical result.
Proposition 2 (Plotkin). The theory λβη is not closed under the ω-rule.
Indeed, two closed terms Ξ and Ψ can be constructed (Plotkin terms), such that for
every closed term P one has Ξ P =λβη Ψ P; however for a free variable x , Ξ x =λβη Ψ x
does not hold. So they are not λβη-equal. In the Appendix the reader can find a short
presentation of Plotkin’s argument. One may wonder whether, in Plotkin’s construction,
the role played by free variables is essential: in other words, whether by some technical
adjustment one can dispense with free variables. In the following, we will see that this is
not the case.
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3. λ-Theories with constants
Let A be an infinite set of constants and let λβηA be the theory λβη in the extended
signature. The following holds (see [6]).
Proposition 3. The ω-rule holds in the theory λβηA.
The proof relies on the observation that in any equality, the involved terms contain only
a finite number of constants. The situation is different if we start from a finite set B of
new constants. In this case, the construction of Plotkin goes through in λβηB . To see this,
observe that in λβηB there exists a term EB such that for every closed term M , there
exists a Church numeral n such that EB(n) =λβηB M . Now, define Plotkin terms as usual,
replacing Barendregt’s universal enumerator E by EB . The rest of the proof is the same.
(For more details, see the Appendix.) Therefore, the following proposition holds, which
answers a question of [6].
Proposition 4. The ω-rule does not hold in the theory λβηB.
Now, we consider a new theory on the set of constants {a, b}. In this theory, unlike the
previous ones, constants are not passive objects, but play a special role.
Definition 4. The theory Ta,b is the theory obtained by adding to λβ the following rule
(a, b-rule, for further reference):
∀M, N :
Ma =Ta,b Na ∧ Mb =Ta,b Nb ⇒ M =Ta,b N.
We want to prove that Ta,b has some interesting properties. First, we make the following
observations.
Lemma 1. The η-rule holds in Ta,b.
Proof. Obvious, since for every M , (λx .Mx)a =Ta,b Ma and (λx .Mx)b =Ta,b Mb.
Lemma 2. The ω-rule holds in Ta,b.
Proof. Obvious.
Now we turn to consistency. It is not immediate that Ta,b is consistent. As an example,
consider the theory Ta obtained by adding to λβ{a} the following rule:
∀M, N :
Ma =Ta Na ⇒ M =Ta N.
It turns out that Ta is not consistent since in Ta:
(λx .x)a =Ta (λx .a)a ⇒ λx .x =Ta λx .a
and it follows that M =Ta a for every M .
To prove the consistency of Ta,b, we will consider the theory λβ{a, b}.
From now on, we work in λβ{a, b}.
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In this theory constants a and b behave as free variables, and are in normal form.
Therefore, the natural notion of a Böhm tree is as follows (see [1], 10.1.3). (Equality of
Böhm trees is denoted by =.)
Definition 5. Let M be a term of λβ{a, b} then the Böhm tree of M , notation BT (M), is
defined as follows:
1. if M is solvable and has as principal hnf λx1 . . . xn.ξ M1 . . . Mm then
BT (M) =
λx1 . . . xn. ξ
/ \
BT (M1) . . . BT (Mm)
where ξ is either a variable, or a, or b, and m, n ≥ 0.
2. if M is unsolvable then BT (M) =⊥.
Therefore, in particular, if, say, M ≡ a then BT (M) = a, i.e. the tree with only one
node, labelled by a.
We need the following simple lemma.
Lemma 3. In λβ{a, b}, M is unsolvable iff Ma is unsolvable (and iff Mb is unsolvable).
Proof. Immediate, since a and b behave as free variables.
Moreover, the standardization theorem holds in λβ{a, b} (as usual, treat a and b as free
variables). So we have the following proposition (see [1], 8.3.11), that allows us to compute
the hnf of a term and, therefore, the structure of its Böhm tree.
Proposition 5. In λβ{a, b}, a term M has an hnf iff the head reduction path of M
terminates.
Now, by making use of the same machinery of [1] (ch. 10, par. 2), one defines, in exactly
the same way, the notions of η-expansion and of infinite η-normal form of a Böhm tree,
and proves that every Böhm tree A has a unique infinite η-nf, denoted by ∞η(A). For the
sake of the reader we recall the main definition ([1], Def.10.2.10).
Definition 6. Let A be a Böhm tree, and X be a subset of the set of all sequence numbers
Seq.
– X extends A iff
1. X is a tree and | A | ⊆ X , that is the underlying tree of A is included in B; moreover
X is finitely branching;
2. if at a node α, we have A(α) =⊥ then α is a terminal node (or a leaf) of X ;
– if X extends A, then (A; X) is the Böhm-like tree (with underlying tree X) defined as
follows:
1. (A; X)(α) = A(α), if α ∈ A and has the same number of successors in A as in X ;
2. (A; X)(α) =< λ−→x zα0 · · · zαk−1.y, m+k >, if A(α) =< λ−→x .y, m > and α has m+k
successors in X ;
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3. (A; X)(α) =< λzα0 · · · zαn−1.zβi , n >, if α = β∗ < k + i > is in X− | A |, β ∈ A
and α has n successors in X ;
4. (A; X)(α) =< λzα0 · · · zαn−1.zβi , n >, if α = β∗ < i > is in X− | A |, β ∈ A and
α has n successors in X ;
5. (A; X)(α) is not defined if α ∈ A.
– B is an infinite η-expansion of A iff for some X ⊆ Seq one has B = (A; X).
The following proposition can be proved as in [1], 10.2.15.
Proposition 6. Every Böhm tree A has an infinite η-nf, denoted by ∞η(A) such that:
– A is an infinite η-expansion of ∞η(A);
– for every B, if A is an infinite η-expansion of B then B is an infinite η-expansion of
∞η(A).
Moreover ∞η(A) is unique.
Lemma 4. For every M and N, if
∞η(BT (Ma)) = ∞η(BT (Na))
and
∞η(BT (Mb)) = ∞η(BT (Nb))
then
∞η(BT (M)) = ∞η(BT (N)).
Proof. First, we give the intuitive idea of the proof. Consider the reduction process on Ma
and Na which produces their ∞η Böhm trees and keep track of the traces of the argument
a. Some argument a must be matched with some non-argument a otherwise it is obvious
that Mx and Nx have the same ∞η Böhm tree. But then Mb and Nb cannot have the same
∞η Böhm tree.
Now, we turn to the formal proof.
By the previous lemma, we can assume that neither M nor N are unsolvable. We have
to distinguish between different cases:
– both M and N have order 0 head normal forms, that is of the form a P1 . . . Pn or
bP1 . . . Pn ;
– one of them has an order 0 head normal form and the other has a head normal form
beginning with λ;
– both M and N have head normal forms beginning with a λ.
We limit ourselves to this last case, the others being similar.
Assume that BT (M) = BT (N). Then there is a node α such that BT (M)(α) =
BT (N)(α).
Assume that M ≡ λx .M1 and N ≡ λx .N1. Observe that we may assume that x occurs
in one term, say M . Otherwise, Ma =λβ{a,b} M1 and Na =λβ{a,b} N1. Therefore,
∞η(BT (M1)) = ∞η(BT (N1))
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and it follows that
∞η(BT (λx .M1)) = ∞η(BT (λx .N1)).
So assume that x occurs in M . Now, ∞η(BT (Ma)) = ∞η(BT (Na)) holds and since a is
in normal form and does not have functional behaviour, BT (Ma) is obtained from BT (M)
by re-labelling x-nodes by a. The same holds for b, and it follows that if α is labelled by
x in BT (M) and α belongs to BT (N), then BT (N)(α) must be labelled by x , against
the hypothesis. If α is not labelled by x in BT (M) and belongs to BT (N) (with a label
different from x , by the same argument), then it is not changed in BT (Ma) and BT (Na);
therefore the equality ∞η(BT (Ma)) = ∞η(BT (Na)) is possible only if α has in BT (N)
the same label of BT (M), against the hypothesis. Therefore α is a virtual node of BT (N)
and since no β-reductions take place in BT (Ma) or in BT (Na), α can be eliminated
from BT (Ma) by η-reduction. It is clear that this η-reduction can be accomplished also in
BT (M) and again a contradiction arises. The lemma follows.
Now we come back to Ta,b.
Proposition 7. For every M and N, M =Ta,b N ⇒ ∞η(BT (M)) = ∞η(BT (N)).
Proof. We argue by induction on the length of the proof of M =Ta,b N in Ta,b.
– Assume that the last rule used is λ-conversion. Then M ≡ (λx .M1)N1 and N ≡
M1[N1/x]. Replace every occurrence of a (b) by a fresh variable ya (resp. yb). Therefore
M and N become λβ convertible and so they have the same infinite η normal form.
– If M ≡ M1 Z and N ≡ N1 Z for some M1, N1, and the last rule is:
M1 =Ta,b N1 ⇒ M1 Z =Ta,b N1 Z
then let A = ∞η(BT (M1)) = ∞η(BT (N1)). So both BT (M1 Z) and BT (N1 Z) are
infinite η-expansions of ABT (Z) and therefore have the same infinite η normal form.
– If the last rule is the a, b-rule, then use the previous lemma.
The other cases are similar.
We have the following proposition.
Proposition 8. The theory Ta,b is:
– consistent;
– r.e.
Moreover the ω-rule holds in Ta,b.
Proof.
– Consistency:
From the previous proposition, two terms are equalized in Ta,b only if they have the
same infinite η normal form. Therefore Ta,b is consistent.
– Recursively enumerable:
To show that Ta,b is r.e. observe that to verify P =Ta,b Q one has to go through all the
proofs in Ta,b. Each proof π is a finite object consisting of a sequence of applications
of rules. After coding, one gets, by the Church Thesis, a recursively enumerable set.
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4. Plotkin’s terms in Ta,b
One may ask which is the relation between Ta,b and the theory λβ{a, b} + ω-rule.
In particular, the latter is not r.e. (this is related to the above-mentioned solution of the
conjecture of Barendregt). The point is that Ta,b enforces the ω-rule by a larger collapse of
terms, as we now show.
The following terms can be easily obtained by a fixed point construction.
Let V be such that V xy −→∗ V (xy)a.
Let U be such that U −→∗ Ub.
Observe now that, in λβη{a, b}, V Ub =λβη{a,b} V (Ub)a =λβη{a,b} V Ua.
It follows that in Ta,b, V U =Ta,b λx .(V Ua). Observe that V U and λx .(V Ua) are not
extensionally equal in λβη{a, b}, since in this theory V U M =λβη{a,b} (λx .(V Ua))M for
M ∈ {a, b}. This construction, which is a simplified version of the Plotkin’s terms based on
the same idea, shows that Ta,b by no means axiomatizes the notion of extensional equality
in λβη{a, b}. Interesting enough, if one considers the reducts of V U x , systematically
reducing both V and U , then the following general structure is obtained:
V (Ubb . . . bxaa . . . a)a.
This is related to the fact that the two-sided infinite word:
. . . bbbbxaaaa . . .
is such that it returns the same word when x is substituted by either a or b. For more on
such a kind of words, see Section 6.
5. λ-Theories
Now, we want to eliminate the constants a and b, to prove that there exist r.e. λ-theories
closed under the ω-rule. First we recall that:
ω ≡ λx .xx
Ω ≡ ωω.
Recall moreover that although Ω is not in normal form, the only β-reduction possible
in Ω is Ω −→ Ω . Therefore,Ω reduces only to itself.
Definition 7. The theory TΩ is the theory obtained by adding to the usual axioms of λβ
the following rule (Ω ,ΩΩ -rule, for further reference):
∀M, N :
MΩ =TΩ NΩ ∧ M(ΩΩ) =TΩ N(ΩΩ) ⇒ M =TΩ N.
To show that the theory TΩ is consistent, we shall introduce, also in this case, a suitable
modification of Böhm trees, by making Ω behave as a constant object. In other terms, we
allow Ω to appear as a label in the extended trees. Since Ω retains its functional behavior,
such trees are no longer static objects. However, since Ω reduces only to itself, there is no
essential conflict between the static and the dynamic point of view. This idea is similar to
the one introduced by [5] in the theory of rewriting systems.
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From now on, we work in the theory λβ.
Definition 8. 1. We say that M is in Ω -head normal form (Ω -hnf ) iff M is in the form
λx1 . . . xn.ΩM1 . . . Mm (with m, n ≥ 0);
2. We say that M has an Ω -head normal form iff M =λβ N with N in Ω -hnf.
A result analogous to Theorem 8.3.11 of [1] does not directly hold. That is, we cannot
compute the Ω -hnf of a term M by means of the head reduction path of M (ω(Iω) is
a counterexample). However all the Ω -hnf of a term are “similar”, in the sense of the
following lemma.
Lemma 5. If M has an Ω -hnf, then there exist n, m, with n, m ≥ 0 such that if N is an
Ω -hnf of M then it is in the form:
λx1 . . . xn.ΩN1 . . . Nm (1)
for some N1, . . . , Nn. Moreover, if N ′ is another Ω -hnf of M of the form
N ′ ≡ λx1 . . . xn.ΩN ′1 . . . N ′m (2)
then N1 =λβ N ′1, . . . , Nm =λβ N ′m.
Proof. Immediate, by the Church–Rosser Theorem, and the fact that Ω reduces only to
itself.
Definition 9. Let M be a term of λβ then the Ω -Böhm tree of M , notation Ω -BT (M), is
defined as follows:
1. if M is solvable and has as principal hnf λx1 . . . xn .ξ M1 . . . Mm then
Ω -BT (M) =
λx1 . . . xn. ξ
/ \
Ω -BT (M1) . . . Ω -BT (Mm )
where ξ is a variable and m, n ≥ 0.
2. If M is unsolvable with Ω -hnf, and has an Ω -hnf λx1 . . . xn.ΩM1 . . . Mm then
Ω -BT (M) =
λx1 . . . xn. Ω
/ \
Ω -BT (M1) . . . Ω -BT (Mm )
where m, n ≥ 0.
3. If M is unsolvable and does not have Ω -hnf then Ω -BT (M) =⊥.
Equality of Ω -Böhm trees is denoted by =.
The following proposition shows that the Ω -Böhm trees are well defined.
Proposition 9. If M =λβ N then Ω -BT (M) = Ω -BT (N), that is Ω -BT (M) does not
depend on the particular Ω -hnf (if any) chosen for M.
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Proof. Let M , N be such that M =λβ N and Ω -BT (M) = Ω -BT (N) hold; we can
assume that Ω -BT (M) and Ω -BT (N) differ at a node ν of smallest length between all
possible counterexamples. Now M has an hnf if and only if N has an hnf, and M is
unsolvable without an Ω -hnf if and only if N is unsolvable without an Ω -hnf. In both
cases, this leads to a contradiction. Therefore, M and N have an Ω -hnf. By Lemma 5, the
Ω -hnfs chosen to set up Ω -BT (M) and Ω -BT (N), have the form λx1 . . . xn.ΩM1 . . . Mm
and, respectively, λx1 . . . xn.ΩN1 . . . Nm for some terms M1, . . . , Mm , N1, . . . , Nm such
that M1 =λβ N1, . . . , Mm =λβ Nm . It follows that for some i , with 1 ≤ i ≤ m,
Ω -BT (Mi ) = Ω -BT (Ni ) must hold, against the hypothesis on the node ν.
Remark. Observe that the previous proposition allows us to compute the Ω -hnf of a term
M (if any) by means of a cofinal reduction strategy ([1], Ch. 13), starting from M .
We shall need the following technical lemma.
Lemma 6. If M is unsolvable and does not have anΩ -hnf, then MΩ is unsolvable without
an Ω -hnf.
Proof. Assume that MΩ has anΩ -hnf N . We can assume that MΩ −→∗ N by a reduction
σ . Consider the first term P in σ such that in P Ω is the head redex (see [1], 8.3.9).
This occurrence of Ω must be a residual (see [1], 11.2.4), of the argument Ω in MΩ (for
otherwise M would have an Ω -hnf). Now, by considering Mx and performing the same
reductions done in σ , with the exception of the useless reductions Ω −→ Ω , we obtain a
term P ′ with Ω -hnf, which is impossible.
The following lemma points out that the result of the application of a term of the form
λx .M to Ω returns the same tree as one can obtain replacing the “label” x with the “label”
Ω in the tree of M .
Lemma 7. The result of the application of a term of the form λx .M to Ω returns the same
tree which is obtained replacing the “label” x with the “label” Ω in the tree of M, that is:
Ω -BT ((λx .M)Ω) = Ω -BT (M)[Ω/x].
Proof. Immediate from the fact that Ω reduces only to itself and does not affect the terms
to which is applied.
Lemma 8. The result of the application of a term of the form λx .M to ΩΩ returns the
same tree which is obtained replacing in Ω -BT (M) every node of the form:
λx1 . . . xn . x
/ \
T1 . . . Tm
with the node
λx1 . . . xn . Ω
// \
Ω T ′1 . . . T ′m
where T ′i is obtained from Ti by the same replacement.
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Proof. After reduction, the node is changed only in the substitution of the “label” x with
the “label” Ω and in the insertion of the new descendant Ω .
Again by making use of the machinery of [1] (ch. 10, par. 2), one defines the notions
of η-expansion and of infinite η-normal form of an Ω -Böhm tree, and proves that every
Ω -Böhm tree A has a unique infinite η-nf, still denoted by ∞η(A).
Lemma 9. For every M and N, ∞η(Ω -BT (MΩ)) = ∞η(Ω -BT (NΩ))∧∞η(Ω -BT
(M(ΩΩ))) = ∞η(Ω -BT (N(ΩΩ))) ⇒ ∞η(Ω -BT (M)) = ∞η(Ω -BT (N)).
Proof. We argue much in the same way as done in Lemma 4.
Assume first that Ω -BT (M) =⊥. By Lemma 6, Ω -BT (MΩ) =⊥ holds. Therefore, we
have Ω -BT (NΩ) =⊥. But if N has an Ω -hnf, then also NΩ has an Ω -hnf. It follows that
Ω -BT (N) =⊥ holds and so
∞η(Ω -BT (M)) = ∞η(Ω -BT (N)).
Therefore, we can assume that both M and N have an Ω -hnf.
Again, we have to distinguish between different Ω -head normal forms:
– both M and N have order 0 Ω -head normal forms, that is of the form Ω P1 . . . Pn ;
– one of them has an order 0 Ω -head normal form and the other has an Ω -head normal
form beginning with λ;
– both M and N have Ω -head normal forms beginning with a λ.
Again, we limit ourselves to this last case, the others being similar.
So assume that M ≡ λx .M1 and N ≡ λx .N1. To simplify matters, we assume also
that Ω -BT (M) and Ω -BT (N) are already in infinite η-nf. Assume that Ω -BT (M) =
Ω -BT (N). Then there is a node α, of smallest length, such that Ω -BT (M)(α) =
Ω -BT (N)(α).
Moreover x must occur in one term, say M . By Lemma 7, Ω -BT (MΩ) and
Ω -BT (NΩ) are obtained from Ω -BT (M) and, respectively, Ω -BT (N) by relabelling
x-nodes byΩ . Therefore bothΩ -BT (MΩ) andΩ -BT (NΩ) are in infinite η-nf. Moreover,
we may assume that α is labelled by x in Ω -BT (M) or in Ω -BT (N), for otherwise they
are equal in α. So assume that the label of Ω -BT (M)(α) is x ; since Ω -BT (N) is in infinite
η-nf, α cannot be a virtual node in Ω -BT (N) and then we have the following alternative:
1. Ω -BT (N)(α) is labelled by x ;
2. Ω -BT (N)(α) is labelled by Ω .
In the first case, we have a contradiction with the choice of α. In the second one, we may
assume that the node α is labelled in Ω -BT (M) by:
λx1 . . . xn. x
/ \
T1 . . . Tm
and in Ω -BT (N) by:
λx1 . . . xn. Ω
/ \
T ′1 . . . T ′m .
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Moreover, no node T1, . . . , Tm , T ′1, . . . , T ′m can be eliminated by η-reduction. By
Lemma 8, in Ω -BT (M(ΩΩ)) the node α has the shape:
λx1 . . . xn . Ω
// \
Ω T ′′1 . . . T ′′m
and we have a contradiction with the hypothesis ∞η(Ω -BT (M(ΩΩ))) = ∞η(Ω -BT
(N(ΩΩ))) since in α there are two different numbers of arguments.
Proposition 10. For every M and N, M =TΩ N ⇒ ∞η(BT (M)) = ∞η(BT (N)).
Proof. We argue by induction on the length of the proof of M =TΩ N in TΩ .
– Assume that the last rule used is λ-conversion. Then M ≡ (λx .M1)N1 and N ≡
M1[N1/x]. Therefore M and N are λβ convertible and so, by 9, they have the same
infinite η normal form.
– If M ≡ M1 Z and N ≡ N1 Z for some M1, N1, and the last rule is:
M1 =Ta,b N1 ⇒ M1 Z =Ta,b N1 Z
then let A = ∞η(Ω -BT (M1)) = ∞η(Ω -BT (N1)). So both Ω -BT (M1 Z) and
Ω -BT (N1 Z) are infinite η-expansions of A Ω -BT (Z) and therefore have the same
infinite η normal form.
– If the last rule is the Ω ,ΩΩ -rule, then use the previous lemma.
The other cases are similar.
Summarizing, we have the following proposition.
Proposition 11. The theory TΩ is:
– consistent;
– r.e.
Moreover the ω-rule holds in TΩ .
Proof. TΩ is consistent since it equalizes only terms with the same infinite η normal form.
Moreover, it is r.e. since proofs in TΩ are finite objects, and the set of all proofs is, after
coding, a recursive set. So decide equality amounts to a search throughout a recursive set.
Corollary 1. There exist r.e. λ-theories T such that the ω-rule holds in T .
This solves in the affirmative Cantini’s problem.
6. Plotkin terms and infinite words
Plotkin terms Ξ and Ψ have the property that for every closed term M , ΞM = ΨM
holds in λβη. It is difficult to grasp what is the underlying structure of these terms, beyond
the technicalities of λ-calculus. In the simplified version of Section 4, this structure is more
evident and can be even described in a language-theoretic setting, as we want to do in the
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present Section. We shall need a few notions of language-theoretic character, see e.g. [8,4]
and references therein.
Definition 10. A two-sided infinite (or bi-infinite) word on an alphabet A is any map
w : Z −→ A, where Z is the set of integers.
A left (right) infinite word on an alphabet A is any map w : Z− −→ A (respectively,
w : Z+ −→ A), where Z− (Z+) is the set of negative (respectively, positive) integers.
Definition 11. Two bi-infinite words t and t ′ are equal iff there exists a mapping
f : Z −→ Z such that:
1. f is injective and onto,
2. ti = t ′f (i),
3. f is order preserving: f (i + 1) = f (i) + 1 and f (i − 1) = f (i) − 1.
It can be easily noticed that f must be a shift.
Let u be a word on A; by the notation u−ω (u+ω) we indicate the left (respectively, right)
infinite word obtained concatenating u with itself on the left (respectively, on the right), an
infinite number of times.
Definition 12. A P-word on an alphabet {a, b} is a bi-infinite word t such that
1. t = u1xu2, with x ∈ {a, b}, u1 ∈ {a, b}−ω and u2 ∈ {a, b}+ω
2. u1au2 = u1bu2.
We have the following characterization of P-words.
Proposition 12. Let t be a bi-infinite P-word, then up to a permutation of a and b and up
to a permutation of left and right, t = z1xz2 where z1 = (br)−ω and z2 = (r(br)na)+ω,
for some r in {a, b}∗ and some n in N.
Proof. Let v = u1au2 and w = u1bu2. We have v = w, so let f be a shift mapping say
v in w. We may freely assume that v− = u1, v+ = u2 and v0 = a. Assume moreover that
f (0) > 0. Let s be the sequence v+1 v+2 . . . v+f (0)−1. By the properties of f , it follows that:
v+ = sav+f (0)+1v+f (0)+2 . . . = sav+
and therefore v+ = (sa)ω. Now assume that 0 = f −1(k) for some k > 0. Then by
repeating the previous argument, we get, for some r :
w+ = (rb)ω.
This, however, contradicts the previous equation, since v+ = w+ and by the Theorem
of Fine and Wilf, sa and rb would be powers of the same word, which is impossible.
It follows that 0 = f −1(−k) for some k > 0. Now the argument above can be used with
respect to w−, getting:
w− = (br)−ω.
By symmetry, we may assume that |s| > |r |. It follows that s = r(br)n , for some n. This
ends the proof.
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The generalization to finitely many occurrences of x is given by the following
proposition, whose proof is left to the reader.
Proposition 13. Suppose we are given the two sided infinite word
w(x) = u p(x) v
where u is a left infinite word, p(x) is a non-constant, finite, word polynomial, and v is a
right infinite word, all on the alphabet {a, b}. Then w(a) = w(b) iff, up to a permutation
of a and b, one of the following happens:
1. u = p(a)−ω and u = p(b)+ω
2. there exist polynomials q(x), r(x), s(x) such that:
– p(x) = q(x)r(x)s(x)
– s(a) = q(b)
– u = (q(a)r(a))−ω
– v = (r(b)s(b))+ω
3. there exist polynomials q(x), r(x), s(x) such that
– p(x) = q(x)r(x)s(x)
– s(a) = r(b)
– r(a) = q(b)
– u = q(a)−ω
– v = s(b)+ω
(this requires that the length of p(x) be divisible by 3).
From the previous characterizations, it is easy to see that there are no P-words on an
alphabet with more than two elements. Therefore, the full Plotkin terms cannot be longer
described in this way.
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Appendix. Plotkin terms
The purpose of the present Section is to recall the main steps in Plotkin’s construction of
a counterexample to the ω-rule in the λβη-calculus. Moreover, we discuss the construction
of Plotkin Terms in λ-theories with constants.
We work in the λβη-calculus. First we recall the notion of universal enumerator.
Definition 13. A term Q is a universal enumerator iff for every closed term M there exists
a Church numeral n such that Qn =λβη M .
The first construction of a universal enumerator is due to Kleene. A very simple and elegant
construction of a universal enumerator E can be found in [1], Section 8.1. This construction
B. Intrigila, R. Statman / Annals of Pure and Applied Logic 132 (2005) 109–125 123
only depends on the fact that there exists a basis consisting of one element X (see [1],
Proposition 8.1.4).
We make the following definitions:
– G ≡ Y(λgu.Y(λ f x yz. f x(Ex)( f (sx)y(g(sx))z))(su)(E(su))(g(su))(gu))
– F ≡ Y(λ f x yz. f x(Ex)( f (sx)y(G(sx))z))
where:
– s ≡ λxyz.y(xyz) is the successor combinator of Church numerals;
– Y ≡ (λxy.y(xxy))(λxy.y(xxy)) is the Turing fixed point combinator.
Observe that F and G have the following functional behavior:
Lemma 10.
– Fxyz = Fx(Ex)(F(sx)y(G(sx))z)
– Gu = F(su)(E(su))(G(su))(Gu).
Definition 14 (Plotkin Terms).
The Plotkin terms are defined as follows:
– Ξ ≡ λx .F0x(G0)
– Ψ ≡ λz.Ξ (E0).
Proposition 14. For every closed term M, ΞM =λβη ΨM.
Proof. Since for every closed term M , M =λβη En, for some n, it is of course sufficient
to prove that for every n, Ξ (E0) =λβη Ξ (En).
To see how Plotkin terms work, we first consider the case: Ξ (E0) =λβη Ξ (E1).
By the lemma, we have:
Ξ (E1) =λβη F0(E0)(F1(E1)(G1)(G0))
but, by the lemma again, we have:
F1(E1)(G1)(G0) =λβη G0
and so:
Ξ (E1) =λβη F0(E1)(G0) =λβη F0(E0)(G0) =λβη Ξ (E0).
To treat the general case, we make the following abbreviations:
– Fn ≡ Fn
– Gn ≡ Gn
– En ≡ En
– Un ≡ FnEn .
Now, starting from Ξ X , where X is a generic closed term, and using k times the first
equation in the lemma, we get:
Ξ X =λβη U0(U1(U2(. . . (Uk−1(Uk(Fk+1 XGk+1Gk)Gk−1)Gk−2) . . .)G1)G0). (3)
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Now, observe that if X =λβη Ek+1, then (3) becomes:
Ξ X =λβη U0(U1(U2(. . . (Uk−1(Uk(Fk+1Ek+1Gk+1Gk)Gk−1)Gk−2) . . .)G1)G0)
(4)
but by the second equation in the lemma, Fk+1Ek+1Gk+1Gk =λβη Gk and (4) becomes:
Ξ X =λβη U0(U1(U2(. . . (Uk−1(Uk Gk Gk−1)Gk−2) . . .)G1)G0) (5)
and, in turn, (5) becomes:
Ξ X =λβη U0(U1(U2(. . . (Uk−1Gk−1Gk−2) . . .)G1)G0) (6)
until we eventually get
Ξ X =λβη U0G0 =λβη ΞE0. (7)
Proposition 15. Let x be a free variable, then Ξ x =λβη Ψ x. Therefore Ξ =λβη Ψ .
Proof. Consider again Eq. (3) in Proposition 14. Assume now that X is a free variable x .
In this case, x =λβη Ek+1 for every k, so that x appears in any β-reduct of Ξ x . In contrast
Ψ x immediately reduces to a closed term. The proposition follows.
Corollary 2. The theory λβη is not closed under the ω-rule.
Now we consider λ-theories with constants. As in Section 3, let A be an infinite set of
constants and let λβηA be the theory λβη in the extended signature. It is clear that in λβηA
there is no a universal enumerator, since for each constant a ∈ A, a is in a reduct N of a
term M only if a is already in M .
Consider a finite set B = {b1, . . . , bm} of constants. We want to show that in λβηB
there exists a term EB such that for every closed term M , there exists a Church numeral k
such that EB(k) = M . With this aim, we define:
– Kn(M) ≡ λx1 . . . λxn .M where M is any term and x1, . . . , xn are variables not
occurring in M;
– XB ≡< K2m+1(X), b1, . . . , bm > where < M1, . . . , Mr > denotes the Church tuple
with r elements (see [1], 6.2.6) and X is the one-element-basis term recalled above;
Proposition 16. XB is a basis in λβηB.
Proof. We have:
XBXB =λβηB K2m+1(X)(K2m+1(X))b1 . . . bmb1 . . . bm =λβηB X.
Now X can generate, by application, any closed λ-term. In particular, it can generate
Uim+1 ≡ λxx1 . . . xm .xi , with 1 ≤ i ≤ m. So, each constant bi , with 1 ≤ i ≤ m, can
be obtained from XBUim+1. The proposition follows.
Now, a universal enumerator EB for λβηB can be constructed making use of XB ,
exactly in the same way as [1], Proposition 8.1.4. Moreover, a direct inspection of the
Plotkin construction, as exposed above, shows that it goes through λβηB .
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