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Introduction and Preliminaries
In 1940 (and 1964) Stanislaw M. Ulam [9] proposed the following stability problem, well-known as Ulam stability problem:
"When is true that by slightly changing the hypotheses of a theorem one can still assert that the thesis of the theorem remains true or approximately true?"
In particular he stated the stability question:
"Let G 1 be a group and G 2 a metric group with the metric ρ(., .). Given a constant δ > 0, does there exist a constant c > 0 such that if a mapping f : G 1 → G 2 satisfies ρ(f (xy), f (x)f (y)) < c for all x, y ∈ G 1 , then a unique homomorphism h : G 1 → G 2 exists with ρ(f (x), h(x)) < δ for all x ∈ G 1 ?"
In 1941 D. H. Hyers [3] 
for some fixed ε > 0 and all x, y ∈ E, where E and E are Banach spaces, then there exists a unique additive mapping A : E → E , satisfying the formula
and inequality
for some fixed ε > 0 and all x ∈ E.
No continuity conditions are required for this result.
In 1992, Euler-Lagrange functional equations were introduced ( [5] , [6] 
for all x, y ∈ X, then there exists a unique non-linear mapping N :
and In 2008, the JMRassias "product-sum" stability was investigated for the first time ( [1] , [2] , [7] , [8] ).
For the theorem that follows, let (E, ⊥) denote an orthogonality normed space with norm ||.|| E and (F, ||.|| F ) is a Banach space. Rassias, 2008 : [7] ) Let f : E → F be a mapping which satisfies the inequality
for all x, y ∈ E with x ⊥ y, where ε and p are constants with ε, p > 0 and either m > 1; p > 1 or m < 1; p > 1 with m = 0; m = ±1; m = ± √ 2 and
exists for all x ∈ E and Q : E → F is the unique orthogonally Euler-Lagrange quadratic mapping such that
Note that the mixed type product-sum function
, [2] , [7] , [8] 
for all x, y ∈ X if and only if there exists a mapping T : X → Y satisfying the Euler-Lagrange quadratic equation
Proof. (⇒) Let mapping Q : X → Y satisfy the Euler-Lagrange type quadratic equation
for all x, y ∈ X. Assume that there exists a mapping T :
Observe that for x = y = 0 and x = x, y = 0 from (2.2) we obtain respectively
and
From (2.2) and (2.4) it is obvious that
Hence, T satisfies the Euler-Lagrange quadratic equation.
(⇐) Let mapping T : X → Y satisfy the Euler-Lagrange quadratic equation
for all x, y ∈ X. Assume that there exists a mapping Q : X → Y such that Q(x) = T (x) for all x ∈ X. Observe that for x = y = 0 and x = 0, y = x from (2.5) we obtain
Thus, from (2.5) -(2.7) one gets
2[Q(x) + Q(y)] = 2[T (x) + T (y)] = T (x + y) + T (x − y)
Hence, Q satisfies the Euler-Lagrange type quadratic equation. Thus the proof of Lemma 2.2 is complete.
Theorem 2.3. Assume that f : X → Y is an approximately Euler-Lagrange type additive mapping satisfying (2.1). Then, there exists a unique Euler-Lagrange type quadratic mapping Q : X → Y which satisfies the formula
where
for all x ∈ X and n ∈ N = {0, 1, 2, ...}, which is the set of natural numbers and
for some fixed ε > 0, α = 2 and all x ∈ X. Q : X → Y is a unique Euler-Lagrange type quadratic mapping satisfying equation
Proof. We start our proof considering: −∞ < α < 2.
Step 1. By substituting x = y in (2.1), we can observe that
from which for x = 0 it occurs that
and in extension
for n ∈ N − {0} and −∞ < α < 2.
Step 2. Following, we need to show that if there is a sequence {f n } :
For every n > m > 0, we can obtain
for m → ∞, as α < 2. Therefore, {f n } is a Cauchy sequence. Since Y is complete we can conclude that {f n } is convergent. Thus, there is a well-defined Q :
Step 3. Observe that
from which by letting n → ∞ we obtain
(2.14)
Step 4. Claim that mapping Q : X → Y satisfies (2.10). In fact, by letting x → 2 n x and y → 2 n y, from (2.1), we have:
Next, by multiplying with 2
−2n
we obtain 
Therefore, existence of Theorem holds.
Step 5. We need to prove that Q is unique. Observe, from (2.15), that for a) x = y = 0, b) x = x, y = 0 and c) x = y, we obtain:
respectively. Therefore, by induction, by claiming that Q(2 The rest of the proof for α > 2 is omitted as similar to the above mentioned proof for −∞ < α < 2.
