Particle Filter is a tool, which has been used more frequently over the years. Calculations with using Particle Filter methods are very versatile (in comparison to the Kalman Filter), which can be used in high complex and nonlinear problems. Example of such a problem is the power system, where Particle Filter is used to state estimation of network parameters based on measurements. Paper presents theoretical basis regarding Particle Filter and power system state estimation. Results of experiment have shown that Particle Filter usually gives better outcome comparing to the Weighted Least Squares method. In extension Multi Probability Density Function Particle Filter is proposed, which improves obtained results so that they are always better than Weighted Least Squares method.
Introduction
Particle Filter has been used for about 20 years. It was caused by high computational requirements, especially in high-dimensional objects. In relation to this, PF usefulness grows with the development of technology and computational power. In addition, advantage of PF is its easiness to implement parallel computing, which in recent years is becoming more and more popular [15] . Good implementation with the use of FPGA systems allows to reduce computation time even by few magnitude orders [13] .
PF, on the contrary of Kalman Filter, can be used to linear and nonlinear objects, but in practice it is used only to high nonlinear problems.
In the following article, nonlinear, multidimensional object -power system was chosen. This is one of a few attempts that can be found in literature to use PF in such as complex problem -in given task, there are 14 state variables and even more input signals.
Second chapter introduces particle filter operation principle. Third chapter is devoted to state estimation of power system. Fourth chapter describes proposed power network and explains how the object was modelled. Simulation results are shown in fifth chapter. In the sixth chapter Multi PDF PF is proposed and simulation results are shown.
Particle Filter
PF principle of operations is based on Bayesian estimation and is one of the possible implementations of Recursive Bayesian Filter [3] ( ) 
where prior probability density function (PDF) is given by (2) In (1) (2) assumed that x(k) represents state vector in time step k, y(k) is the measurement vector in time step k, and
The uniqueness of this implementation is caused by represent posterior density by set of particles, where each has values x i (k) and weight q i (k). Set of all particles {x i (k),q i (k)} i = 1, ..., N gives information about PDF p(x(k)|Y(k))
Based on strong law of large numbers, it can be written that (5) Zezwala się na korzystanie z artykułu na warunkach licencji Creative Commons Uznanie autorstwa 3.0
Each iteration in PF algorithm consists of two parts: prediction and update (respectively (2) and (1)). Transition density p(x(k)|x(k -1)) and likelihood p(y(k)|x(k)) are given with the knowledge of the system. PF algorithm was proposed in 1993 by Gordon, Salmond and Smith [8] and it was named Bootstrap Filter. It is one of SIR (Sequential Importance Resampling) algorithms varieties, which is very simple to implement. Bootstrap Filter operation principle is shown below.
Algorithm (Bootstrap Filter)
1. Initialization. Draw N particles from initial density x i (0) ~ p(x(0)). Set initial particle weights q i (0) = 1 / N and initial time step k = 1. 2. Prediction. Draw particles from importance density
Compute weights values of all particles using expression q* i (k) = p(y(k)|x i (k)). 4. Normalization. Normalize weights so that the sum is equal 1. 5. Resampling. Draw new particles set based on posterior PDF. 6. Iteration end. Compute state estimation using (4) .
Time step update k = k + 1. Go to step 2.
Information about PF were presented very briefly. Additional knowledge and more accurate description can be found in literature. A very extensive publication is [5] , but it is recommended only for the experienced particle filter designers. If one would like to learn basics, it is suggested to read [2, 10 or 14] . Position [16] is also recommended because of rich illustrations and wide description of the use PF in robotics.
Power system state estimation
There exist lots of power systems worldwide. Each of them supplies electrical energy to thousands or millions of people and each of them requires estimation of its internal state. Thanks to the information of power distributor it is possible to calculate power flow in network, protect it of any possible failures (N -1 rule -system is able to withstand the loss of any single component [12] ) and find optimal power flow (OPF) in order to minimize losses and costs of energy production [9, 18] .
Estimation goal is to obtain state vector x based on measurements y, which are (generally) nonlinearly dependent on the state y = h(x)+n (6) In equation (6) h(x) means a true values vector of measured parameters, y is a measurement vector, and n is a measurement noise vector. State vector in power system is a set of nodal voltage magnitudes and angles (7) where B is a number of all network buses (nodes).
Buses are linked by lines with a certain admittance 1 1
where R ij and X ij are resistance and reactance between i-th and j-th buses. Based on (8), the admittance matrix of size
Based on Euler's formula, the following notation can be assumed
Usually measured values are the powers (nodal and flow) and voltages (magnitude). In the calculations it is possible to take into account the currents, but in practice it was never used on a wide scale [11] . The relationship between all types of measurements and state vector (admittance values are given together with the network topology) is given by [1] : -real and reactive power injection at bus i ( ) ( )
-real and reactive power flow from bus i to bus j ( )
In expression (16) y' ij /2 there is the half total line charging susceptance [19] . A special case is the voltage measure, which is linearly dependent on the state vector (one of a state variable is measured directly). One may notice the difference of phase angles in each equation. It is required to choose the reference angle, that will be constant į r = 0. By doing that state vector dimension is decreased by 1.
Weighted least squares estimation method
In order to estimate the state vector, weighted least squares (WLS) method was used. It assumes the knowledge about initial state x(0). Goal of this method (like in PF) is a selection of state x, so sum of squares between measured value and calculated one based on x was as low as possible. Formally it can be written as
where h(x) is the value vector calculated from state variables and W is weight matrix, which possesses the elements only on diagonal
where ı i 2 is noise variance i-th measure, m is a number of all measurements in network.
Iteration equation to calculate state variables is given by expression
where H is Jacobi matrix, therefore it is a partial derivatives matrix 
Simulated system
In simulation, the 7-node network was used, proposed in [17] , which is presented in fig. 1 . Parameters of the network were shown in table 1, and initial state of the system in table 2. On fig. 1 . were marked the places from which the measures were taken. One can see that the bus
where k -1 means the previous time step, u is the control vector, whereas v, p and n are noises -respectively system, control and measurement (all of them are Gaussian).
The modelled system has 13 state variables (assumption was made that first node is reference, so angle į 1 is not included into state variables), 13 input signals and 32 output signals (because measurement occurs in 32 places in the system).
There is a need to explain what control and noise control is. Particle filter has possibility to observe state of the system not only from its outputs but also from using input signals. In relation to this, assumption can be made that one knows certain control signal, which modifies values of state variables from previous time step. This control signal can be realized by preliminary assessment, what value can be. For simplicity assumed that this information is available, but also that it has high control noise (error) of approximately 20 %.
In case of WLS calculation was conducted according to formula (19) .
The measurement noise standard deviation was set to ı n = 0.01 for all kind of measures (calculations were made in relative units). System noise standard deviation was set to ı vU = 0.0005 for voltage magnitude and ı vį = 0.0002 for voltage angles. Control noise standard deviation was set to ı p = 0.001 for voltage magnitude and angle.
Simulation results
Power system from chapter 4 was used in simulations. Every simulation was conducted on the same data so that the comparison of algorithms could be possible. Each simulation consisted of 100 time steps. In the first time step the assumptions were made that the correct state of the system is well known, and the estimation begins from the second time step. PF implementation use a relatively small number of particles -500 (some studies are using up to 10 times more particles [4, 6] ).
Simulation results are shown in table 3. For WLS method, calculations were made only once (result is dependent only on measurement values), while for PF calculations, the simulations were made multiple times, each time a different random generator seed was used.
Results from table 3. regard the mean square errors (MSE) particular state variable in comparison to real values. Comparison factor D was defined in form ( ) Based on the results, one can state that the proposed approach with using PF is usually better than WLS. Few more simulations were performed with PF estimator and it was calculated that the mean value D from PF is around 26.5, so it is significantly superior to WLS method (which is around 52.2).
Multi PDF Particle Filter
Based on results presented in tab. 3 one can see that one of few PF simulation result is not satisfactory. This problem can be solve by parallel running of several particle filters and averaging estimation results. But this approach would involve a more time for computations -three particle filters will worked 3 times longer on the standard CPU. Therefore decided to check how 3 independent particle filters with N/3 particles would worked.
Principle of operation
Assumption has been made that posterior PDF of every PF are completely independent and affect only for estimation result by calculating average value from these 3 estimated state vectors. Based on (4) can be written
where p a (x(k)|Y(k)) is a posterior of a-th PF. Every of these partial particle filters has 166 particles, so computational time is similar to one PF composed of 500 particles.
All other elements, including power system, remained unchanged.
Results
100 simulations with different seed were performed, both Multi PDF PF method and standard PF with 500 particles. Results of simulations are shown in tab. 4. The same results are presented in fig. 2 (all values refer to the factor D, described in (22)).
Based on obtained results one can see that the use of Multi PDF PF provides almost 2-fold improvement in performance. Maximum performance has been reduced (from 79 to 50.5), which was the main aim of the proposed method, but also the minimum value has improved. By reducing the maximum value also much smaller variance of the results were achieved.
Summary
In the article, a new approach is presented in order to state variable estimation in the power system with using the particle filter. Based on performed simulations it can be concluded that this new approach offers better results than standard WLS algorithm.
In the future studies, the presented algorithm will be expanded by preliminary state estimation. There will be also the implementation of more complex algorithms. It is planned to develop more the estimation subject because of the algorithm's susceptibility to gross errors, the lack of some the measurements and the loss of observability.
In extension new approach was presented -Multi PDF Particle Filter. Simulation results shown that this approach is better than basic PF. 
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