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ABSTRACT 
This note investigates the convergence of a linear stationary iterative process of 
the form xk+, = Hx, +f. It is shown that if H is a weakly convergent matrix, then the 
sequence ((I - H)x, ) converges for any choice of x0 and f. There are relaxation 
schemes for solving a symmetric positive semidefinite system of linear equations, 
Gx = b, whose iteration matrix is weakly convergent (e.g. the SOR method). In such a 
case the above result implies that the sequence (Cx, - b} always converges. In other 
words, the sequence of residuals converges even when the system Gx = b is inconsis- 
tent. Special attention is given to the case when H is weakly convergent and 
symmetric. Here the sequence { IjCx, - bll} is monotonic decreasing, and the se- 
quence { Gxn > converges to GP, where k is a least squares solution. Furthermore, if x0 
belongs to the column space of C and the system Cx = b is solvable, then the 
sequence {xL } converges to the minimum norm solution. 
This note investigates the convergence of a linear stationary iterative 
process of the form 
X k+, = Hxk +f, k=0,1,2 ,..., (1) 
where H is a real n X n matrix, and the vectors f and xk, k = 0,1,2,. . . , 
belong to R”. 
Let hi, i =l,..., n, denote the eigenvalues of H. Then H is said to be 
weakly convergent if jhil<l for i=l,...,n, IAil= implies Xi=l, andall 
the elementary divisors that correspond to hi = 1 are linear, i.e., there are no 
principal vectors that correspond to hi = 1. Assume for simplicity that hi = 1 
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for i = l,..., t, and IX,I<l for i==t+l,...,n (t may be zero). Then H is 
weakly convergent if and only if there exists a nonsingular matrix S such that 
H = SK’, @a) 
where 
W 
Zt is the t x t unit matrix, and f has a Jordan canonical form with 
eigenvalues A,, i = t + 1,. . , , n. 
THEOREM 1. The following three conditions are equivalent: 
(a) The sequence {xk } converges for any choice of x0. 
(b) lim~-mllx~+l - xkJ\ = 0 for any choice of x0. 
(c) H is weakly convergent, and the linear system 
(I- H)x=f (3) 
is solvable. 
Proof. It is clear that (a) implies (b). Hence it is sufficient to show that 
(b) implies (c), and (c) implies (a). It is also easy to verify that (1) leads to 
X - Hk+‘xO+ i Hjf, k+l- k=0,1,2 ,..., (4 
j=O 
and 
Xk+l-Xk- - Hk( H - 1)x, + Hkf. (5) 
In order to show that (b) impIies (c), consider the special choice x0 = 0. This 
choice implies that 
lim Hkf = 0 
k+m 
(6) 
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and 
lim Hk(H-Z)u=O (7) 
k+oo 
for any u E C”. Hence if we let u to be an eigenvector of H that corresponds 
to h i, then (7) yields 
lim A:( Ai - l)U = 0, (8) 
k-m 
which means that either Ai = 1 or 1 Ail < 1. 
a principal vector, say v, corresponding to 
+vand Hu=ugive 
Hk(H-I)v 
Similarly, it is not possible to have 
Xi = 1, since the relations Hv = u 
=u (9) 
which contradicts (7). The above discussion indicates that H is weakly 
convergent. Hence it is left to show that (3) is solvable. If IX iI < 1 for 
i = l,..., n, then Z - H is nonsingular and the claim is straightforward. 
Therefore it is possible to assume that t >, 1 and H has the form (2). Since S 
is nonsingular, f has a unique representation in the form 
f=S ;;, 
( 1 
where zr E R’ and zs E R”-‘. This representation gives 
lim Hkf = S,zl = 0, 
k+a 
(10) 
01) 
where the last equality is implied by (6). The n X t matrix S, is composed of 
the first t columns of S. Therefore, since the columns of S are linearly 
independent, z , = 0. In other words, f as the representation 
f = s,z,, 02) 
where S, is composed of the last n - t columns of S. Let f denote the 
(n - t ) X (n - t ) unit matrix. Then the matrix I’- f is nonsingular. Hence 
the system 
(I”- JI)z = za (13) 
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has a unique solution, say Z, and the vector S,Z solves (3). 
Our next task is to show that (c) implies (a). Let x* denote a solution of 
(3), and define the error vectors ek by the relations 
ek = xk - x*, k=0,1,2 ).... (14) 
Then substructing the equality x* = Hx* +f from (1) gives 
e k+l= Hek, k=0,1,2 )...) (15) 
ek = Hke,, k=0,1,2 ,...) (16) 
and 
xk = x* + Hke,, k=0,1,2 ,.... (17) 
Consequently it is sufficient to show that the sequence { Hkeo} converges. If 
(~i(~Ifori=i,...,n,thenclearlylimk,,~ke,=0,andthesequence{xk} 
converges to x*, the unique solution of (3). Hence in the rest of the proof we 
assume that t > 1, which means that (3) has many solutions. Following (lo), 
we write e,, in the form 
e, = S 
Yl ( 1 Y2 ' (18) 
where yi E R’ and y2 E R”-‘. Then (2) implies 
lim Hke, = Sly,. 
k+m 
n (19) 
The equivalence of conditions (a) and (c) is due to Oldenburger [6], 
Forsythe and Wasow [3], and Keller [5]. A further discussion of these 
conditions can be found in the works of Young [9, lo], Tanabe [S], and 
others. The equivalence of condition (b), apparently a new result, is provided 
to simplify the proof of Theorem 5. The main contribution of this paper is the 
following observation and its corollaries. 
THEOREMS. lf H is weakly convergent, then the sequence { (1 - H )xk } 
converges for any choice of x0 and f. 
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Proof. If (3) is solvable, then Theorem 2 is a direct consequence of 
Theorem 1. Hence in the rest of the proof we assume that (3) is inconsistent. 
In this case t >, 1 and f has the form (10). Substituting (10) into (4) gives 
X 
k 
A 
=xk+l+ c HjS =:,+,+a 
j=O 
where 
k 
i - Hk+‘xo + c HjS k+l- 
j=O 
The sequence { 2 k } is generated by the rule 
i 
where Go = xc,. Therefore, since the system 
(I- H)x=S[;~) 
(20) 
(21) 
(22) 
(23) 
is solvable, the sequence {i k } converges to a point, say i, that solves (23). On 
the other hand we have 
(I-H)S[;j=O. (24) 
Hence 
(I-H)xk+i=(z-H)fk+i (25) 
and 
kl~m(Z-H)xk+l=>@m(Z-H)fk+l=(Z-H)%. n 
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COROLLAFtY 3. lf H is weakly convergent and symmetric, then the 
following three claims hold: 
(3.1) The sequence (/I(1 - H)xk - f /12) is monotonic decreasing, where 
1) (( denotes the Euclidean norm. 
(3.2) f solves the least squares problem 
minimize I[(1 - H)x - f (12. (26) 
(3.3) If xrl belongs to the column space of Z - H, that is x0 = (I - H )u 
where u E R”, then i is the minimum norm solution of (26). In other words, 
lljzll < llxll for any vector x that solves (26). 
Proof. In this case J is diagonal, S is orthogonal, and 
qs2 = 0. (27) 
That is, the null space of I - H is spanned by the columns of S,, while the 
column space of Z - H is spanned by the columns of S,. Therefore, since R” 
is a direct sum of these two spaces, a vector x E R” solves (26) if and only if 
it solves (23), which proves the second claim. 
Let sr,..., s, denote the columns of S, and define 2, = i, - i, where 
Go=xO- i = Sy = Cy=iyjs j. Then th e irs c aim follows from the relations f . t 1 
11(Z-H)xk-f1j2= (I-H)i,-S 
II 
=({-H)Hk$“= t Yj(l-hj)AkjSj> 
j=t+l 
and 
/I 
I, 
II 
2 n 
C yj(l-Xj)A~Sj = C Y~(1-hj)2A~' 
j=t+l j=t+l 
In order to prove the third claim we recall that the minimum norm 
solution of (26) is the unique vector which solves (26) and belongs to the 
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column space of Z - H (see Lemma 1.2 of Bjorck and Elfving [l]). Hence it is 
sufficient to show that % has the form 
2 = s,i, (2f4 
where P E R”-‘. The assumption on x0 indicates that it has a similar form, 
say 
X” = s 0 ( i Y2 ’ 
where ys E R”-“. Therefore 
(29) 
lim Hk+rxO = lim SJkil (30) 
k+oc k-m 
and (21) gives 
=s, 
i 1 E jj z2=s,(?-j)-12,. n (31) j=O 
The rest of the paper concentrates on iterative methods for solving a 
system of linear equations, 
Gx=b, (32) 
where G is an n x n symmetric positive semidefinite matrix whose diagonal 
elements do not vanish. The method to be considered has the form 
Nx k+.l=(N-G)xk+b, k=0,1,2 ,..., (33) 
where N is a nonsingular matrix such that 
G=N+NT-P, (34) 
and P is symmetric positive definite matrix. (The SOR method may serve as 
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an example of such a method.) The iteration (33) has the form (1) where 
and 
H=N+(N-6) (35) 
f = N-lb. (36) 
It is also easy to verify that x solves (32) if and only if x solves (3). Similarly, 
Gx = 0 if and only if (I - H)x = 0. The main feature that characterizes the 
above process is the following inequality. 
THEOREM 4. Let x* solve (32). Then the error vectors ek = xI; - x*, 
k = 0, 1,2,. . . , satisfy 
(37) 
The above inequality was first proved by Forsythe and Wasow [3] in the 
special case when b = 0. Later it was extended by Keller [5] to the case b # 0. 
THEOREM 5. Assume that (32) is solvable. In this case the sequence 
{xk } converges and the limit point solves (32). 
Proof. The inequality (37) implies that the sequence {eiGek} is mono- 
tonic decreasing. Also, since G is positive semidefinite, this sequence is 
bounded from below and consequently converges. This implies that the left 
hand side of (37) tends to zero as k tends to infinity. Therefore the right 
hand side of (37) also tends to zero, and since P is positive definite, 
lim k+Jxk+l- xkl] = 0. Hence, by Theorem 1, the sequence { xk } converges. 
n 
Theorem 5 was essentially proved by Keller [5]. However, the above proof 
seems to be simpler and shorter than Keller’s proof. Furthermore, the results 
of Theorem 2 enable us to answer the question of what happens when the 
system (32) is inconsistent. In this case the sequence {xk} must diverge. But, 
as we now show, the sequence of residuals still converges. 
THEOREM 6. The sequence { Gx, - b} always converges. 
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Proof. If (32) is solvable, then Theorem 6 is a direct consequence of 
Theorem 5. Hence it is sufficient to consider the case when (32) is inconsis- 
tent. In this case there exists a vector v E R” for which the system 
Gx=v (36) 
is solvable (e.g. v = 0). Therefore the sequence {uk }, which is defined by the 
relation 
NUk+l =(N-G)u~+v, (39) 
converges. Hence, by Theorem 1, ZZ is weakly convergent. NOW by Theorem 
2 the sequence {(I - H)x,} converges. Therefore, since N(Z - H)x, = Gxk, 
the sequence { Gx k } also converges. n 
COROLLARY 7. Assume that H is symmetric. In this case the sequence 
{ W’(Gxk - W is monotonic decreasing, and 
lim Gx,-b=Gi-b, 
k-m 
(40) 
where ji. solves the least squares problem 
minimize IINpi(Gx - b) 112. (41) 
Furthermore, if (32) is solvable and x0 belongs to the column space of G, 
then the sequence {xk } converges to the minimum norm solution of (32). 
COROLLARY 8. Let p(G) denote the spectral radius of G, and let a be a 
positive constant that is greater than p(G)/2. Consider the iteration (33) 
with N = aI. That is, 
X k+l = xk + B(b - Gx,) (42) 
where 6 = l/a. Then the sequence { ((Gx, - bl\} is monotonic decreasing, 
and 
lim Gx,- b=Gi-b, (43) 
k+m 
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where i solves the least squares problem 
minimize IlGx -. b ]12. (44) 
Furthermore, if (32) is solvable and x0 belongs to the column space of G, 
then the sequence {xk} converges to the minimum norm solution of (32). 
The proofs of Corollaries 7 and 8 are left to the reader. Note that the 
iteration (42) is related to the steepest descent method (see [3]) and is 
sometimes called the stationary Richardson’s method (see [9]). 
We shall finish our discussion with a remark on the convergence of 
Kaczmarz’s method. Consider a system of linear equations 
Ax=b, (45) 
whereA isareal mXn matrix,b=(bl,...,b,)*~Rm,andxER”denotes 
the vector of unknowns. We shall use ai to denote the ith row of A, assuming 
that aj # 0 for i = l,..., m. Thus an equivalent way to write (45) is 
a:x = b. t> i = l,...,m. (48) 
The method of Kaczmarz is an iterative algorithm that is aimed at solving 
these equations. The basic iteration is composed of m steps, where each step 
considers a different equation. Let x cksi) denote the current estimate at the 
beginning of the ith step of the kth iteration, i = 1,. . . , m, k = 0,1,2,. . . . 
Then X(~,~+ ‘) is obtained from xcksi) by the rule 
X(k.i+l) = x(k,i) + 
a,( bi - a?;x(k,i)) 
Ibill ’ (47) 
That is, x(~,~+‘) is the projection of ~(~3~) on the hyperplane {x ]aTx = bi }. In 
order to simplify our notation we shall use xk to denote the current estimate 
at the end of the kth iteration. This way x(~,~+‘) = ~(~+r*i) = xk, k = 1,2,. . . , 
where x0 = ~(‘1’) is an arbitrary initial point. The scheme (47) was suggested 
by Kaczmarz [4], who proved convergence when A is a square nonsingular 
matrix. Later Tanabe [7] investigated the case when m # n and proved that 
the sequence {xk} always converges. [By “always” we mean that rank(A) 
can be smaller than n, and that (45) can be inconsistent.] The results of 
Tanabe [7] show that if (45) is solvable and x0 belongs to the row space of A 
(i.e. x0 = A*u where u E R”), then the sequence {xk } converges to the 
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minimum norm solution of (45). The convergence of Kaczmarz’s method can 
be accelerated by introducing a relaxation parameter, 0 < w < 2, and replac- 
ing (47) with 
x(k,i+l) = X(k.i) + 
wai( bi - aTx(“,i)) 
bill2 ’ 
(48) 
The fact that the method needs only one row at a time makes this scheme a 
useful tool for solving large unstructured systems (see [2]). The following 
theorem provides a new proof of convergence and extends Tanabe’s results to 
the accelerated scheme. 
THEOREM 9. The sequence {xk } which is generated by the scheme (48) 
always converges. Moreover, if (45) is solvable and x0 belongs to the row 
space of A, then it converges to the minimum norm solution of (45). 
Proof. The vector x0 has a unique representation in the form 
x,=y,+z, (49) 
where y0 belongs to the row space of A, and z belongs to the null space of A. 
Let the sequence {yk } be obtained by applying (48) with ye as an initial 
point. Then it is easy to verify that 
xk=yk+z for k=0,1,2 ,.... (50) 
Consequently it is sufficient to consider the sequence {yk}. Since y0 belongs 
to the row space of A, there exists a vector u0 E R” such that y0 = Aru,. Let 
the sequence {u k } be generated by applying the SOR method to solve the 
linear system 
AATu = b, (51) 
using u0 as a starting point. Then the sequences {yk } and {uk } satisfy 
ATuk=yk for k=0,1,2 ,.... (52) 
(This observation is due to Bjorck and Elfving [l].) Now by Theorem 6 the 
sequence { AATu, } always converges, which implies the convergence of the 
sequence { ATu k } . 
(53) 
(54) 
n 
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It is left to show that if (45) is solvable, then p = lim, _a3 yk is the 
minimum norm solution. Recall that in this case the sequence {uk } converges 
to a point, G say, that solves (51). It is also easy to verify that any point which 
solves (51) solves the problem 
minimize UTAATU 
subject to AATu = b. 
The last observation means that F solves the problem 
minimize IIY~/~ 
subject to Ay = b, 
which completes the proof. 
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