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Непараметрический анализ стохастических 
систем с нелинейной функциональной 
неоднородностью
1
В данной статье рассматриваются задачи анализа стохастических систем, описывае-
мых нелинейными статистическими моделями с неоднородной функциональной формой 
в пространстве существенно зависимых признаков. Предполагается, что функцио-
нальная неоднородность моделей обусловлена различными классами состояний сис-
темы. Приводятся результаты аналитического и экспериментального исследования 
алгоритма классификации состояний системы, а также алгоритма прогнозирования 
зависимых переменных, основанных на непараметрической оценке многомерной плот-
ности вероятностей с адаптивным гауссовским ядром.
Ключевые слова: многомерные модели, существенно зависимые признаки, функциональная 
неоднородность, многомерная непараметрическая оценка плотности, адаптивное гауссовское 





















































































































































































































÷ÎÂ = ¢ÎÂ = ¢Î ,( ,..., ),(, ..., )    11 Z ZÌÂ
M ,  (1)
где  pNMi n





  Ty xf zin ii ii () =-() == ¼ x ,, ,,    1    (2)
где: Tf × () × () ,   — неизвестные достаточно гладкие векторные функции; xx x ii iN
N =() ¢ÎÂ ¼ 1, ,  — 
случайный вектор ошибок с нулевым математическим ожиданием и невырожденной кова-
риационной матрицей  S= ÎÁ () sij N, где ÁN  — семейство положительно определенных 
симметричных матриц размер  ности  NN ´ ; случайные векторы  zi ÎZ  и xi
N ÎÂ  являются 




С учетом сделанных предположений плотность распределения  py ()  случайного векто-
ра  yin i
p ÎÂ =¼ ()   1, ,  имеет вид:
  py px fz pz xz y z
NM NM () =- () () () ÎÂ ÎÌ ÂÎ Â
+
x ,, ,       Z .  (3)
Для пояснения сути рассматриваемой проблемы статистического оценивания плотности 
вида (3) введем конкретизирующие предположения относительно плотностей распределе-












IZ ,  pn NN x xx () = () 0, S ,  z
N ÎÎ Â Z, x ,  (4)
где  nNN x 0, S ()  — функция плотности N-мерного нормального распределения с нуле-
вым вектором математического ожидания и ковариационной матрицей  SÎÁN ;  IZ() z  и 
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iN ii .  (6)
Асимптотика (6) означает усиливающуюся статистическую зависимость компонент век-
тора  yp i
p ÎÂ > () 1  при уменьшении дисперсий компонент вектора случайных ошибок 
xx x ii iN
N =() ¢ÎÂ ¼ 1, , . Условие (6) означает, что наблюдения {} ,..., yi n i = () 1  концентриру-
ются в пространстве Â
p  «вблизи» некоторой N-мерной () Np <  гиперповерхности (мно-


























































































































































случайной величиной  nn i i yS in = () Î= =¼ {, }( ,, ) 12 1    с распределением вероятностей 
PS i {} napa a ==>Î () 0 ,  pp 12 1 += , параметры  pa a,} Î { S  называются априорными 
вероятностями классов состояний системы.
Классам {} Wa  соответствуют неизвестные функции {( )} fz a , удовлетворяющие условию 
функциональной структурной неоднородности модели наблюдений:
  PZ fz fz z 120 () = () () =Î ,  ,  (7)
которое означает, что для различных классов состояний модели статистических зависимо-
стей признаков различны с точностью до множества меры нуль. Условные плотности рас-
пределения  py a()  случайного вектора наблюдений  y
p ÎÂ  для классов состояний сис-
темы {} Wa  имеют вид (3) при  fz fzTy Ty S () º () () º () () Î aa a , .
Априорная информация и задачи анализа. Относительно описания модели делаются 
следующие предположения:
вероятностные характеристики классов  z  pa aa ,, py S () Î {}  неизвестны;












имеется классифицированная обучающая выборка наблюдений  z  Yy i
pn =() ÎÂ , до-




a =() ÎÂ  — выборка наблюдений из класса Wa a (, ) Î= + Sn nn   12 .83
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1.  Задача прогнозирования (оценки) класса состояния системы. Она заключается в опре-
делении класса состояния системы (режима функционирования) на основе классификации 
вновь поступающих наблюдений за системой к одному из заданных классов, т. е. в оценке но-














(, ,...) in n =+ + 12 . Эндогенно-экзогенная структура вектора признаков при этом может 
быть неизвестна.


















Непараметрическая оценка плотности с адаптивным гауссовским ядром. Посколь-
ку параметрический вид функций Tf × () × () ,  , а также само разбиение вектора  y
p ÎÂ  
на подвекторы неизвестны, то для оценивания плотности распределения  py ()  по слу-
чайной выборке Yy i
pn =() ÎÂ  используется непараметрическая оценка плотности Ро-
зенблатта − Парзена с многомерным гауссовским ядром, определяемая по формуле (Фу-
кунага, 1979):
   py
n
ny yh H p
j
n





2 , ,  (8)
где H, h — управляемые компоненты гауссовского ядра: H p ÎÁ  — матрица гауссовского 
ядра;  hh n º ()  — коэффициенты сглаживания, удовлетворяющие условиям асимптоти-
ческой несмещенности и состоятельности оценки плотности:
  hn nh nn () ,( ), ®® ¥® ¥ 0    .  (9)
При построении оценки (8) наряду с задачей вычисления коэффициентов сглаживания 
hn ()  приходится решать задачу выбора матрицы ядра H. Обычно в качестве H использует-
ся либо фиксированная (единичная) матрица  H p
() 1 ÎÁ , либо выборочная (по всей выбор-
ке) оценка ковариационной матрицы H p
() 2 ÎÁ  (Фукунага, 1979).
Как показано в (Малюгин, 1985), если зависимость (2) является линейной 
Ty yp M
P () = ¢ ÎÂ =+ qq  ( ,) 1  и выполняются предположения (3) − (5), то оценка плотности 
 py ()  с матрицей HH =






() 1 () , использующей произвольную фиксированную матрицу 84
































































































() 2 ()  и   py





















откуда следует, что в рассматриваемой асимптотике nn 21  .
Коэффициенты сглаживания для оценки   py
() 2 () , оптимальные в смысле рассматривае-
мой в (Епанечников, 1969) относительной глобальной ошибки аппроксимации плотности, 
вычисляются по следующей формуле (см. (Малюгин, 1985)):






































дуре достигается за счет использования для каждого наблюдения  yi n i = () 1,...,  своей мат-
рицы ядра (локальной выборочной оценки ковариационной матрицы случайного вектора 
y






p ÎÂ  в окрестности точек  yi n i = () 1,...,  (при этом само наблюдение  yi  в число mi () 
наблюдений не входит):

















































где O ik , ()  — локальная окрестность точки  yi  радиуса k, обеспечивающая наилучшую ли-
нейную аппроксимацию нелинейной зависимости (2) в точке  yi n i = () 1,..., .
Таким образом, непараметрическая оценка плотности  py ()  с адаптивным гауссовским 
ядром по случайной выборке Yy in i == {} (, ..., ) 1 , удовлетворяющей предположениям (1) 
и (2), определяется соотношениями:
   py
n








() () () = () å ,
, ,   (12)85
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где коэффициенты сглаживания hh mi i º 0(( )), т. е. вычисляются по формуле (10) с заменой 
n на mi in () = ,, ...,  1 .
Алгоритм прогнозирования (оценки) класса состояния сложной системы. Как извест-
но (Айвазян и др., 1989; Харин, 1992), оптимальное в смысле минимума риска байесовское 
решающее правило (БРП) классификации наблюдений из классов {} Wa  с вероятностными 
характеристиками  pa aa ,, py S () Î {}  имеет вид:










    























       






  Gy cp yc py cw wc ww () () () ,(), () () =- =-=- - 22 11 11 12 11 21 21 22 1       pp ,   (14)
а Ww S =() Î () ab ab ,  — заданная матрица потерь.
Для оценки класса состояния сложной системы в условиях параметрической неопреде-
ленности традиционно применяются подстановочные байесовские решающие правила (под-
становочные БРП), использующие вместо неизвестных условных плотностей распределе-
ния  py S a a () Î {} ,  их непараметрические оценки. Согласно (13), подстановочные БРП 
dy l




  dy Gy Gycp yc py
l ll ll ()()= () += -    1
   () () () () () ,( )( )( ) 1 22 11 ,  (15)
где при вычислении {}  ca  по формуле (14) используются оценки априорных вероятностей 
классов pa aa == nn /( ,)  1 2 .
Алгоритм прогнозирования эндогенных переменных. В качестве прогнозного значе-
ния вектора эндогенных переменных  xN












с плотностью распределения  py px z aa () º () ,  предлагается использовать максимальное 





















где   px z a
() ,
3 ()  — оценка совместной плотности распределения случайных векторов  xz ,  
вида (12),   pz ()  — непараметрическая оценка с фиксированным ядром частной плотности 86

































































































1 (, ) Np M == + 11  используется прогноз на основе 
ядерной оценки функции регрессии с некоторой функцией ядра  Ku u () Î  ( ) Z  (Айвазян 
и др., 1985; Thomas, 1997). Для наиболее часто используемого на практике гауссовского яд-
ра данная оценка определяется соотношениями:






































































  rzER zY n
l
Yn










условный  z  e-риск в фиксированной точке  zÎZ:
rz ER zY l n
l
Yn











где Tz e, () ÌZ — ограниченная область, удовлетворяющая условию
  rz rz n
l
n
l () () () - () £ ee , ,  (19)
здесь величина  e>0 задает точность приближения  rz n




































сификации с заданной точностью, определяемой величиной  ee  ( ) 01 << . При  e®0  точ-
ность вычисления условного риска возрастает. В случае «антиединичной» матрицы потерь 






Ty xB zi nS ii ii aa xa () ,, ..., () =- == Î    1 ,
где Ba  — неизвестная фиксированная  NM ´  — матрица, удовлетворяющая условию функ-
циональной неоднородности PZ Bz Bz z 120 = () =Î ,  .
Приведем результаты сравнительного анализа риска двух подстановочных решающих 
правил  dy
1 ()()  и  dy
2 ()() , использующих соответственно фиксированную матрицу ядра 
H p
() 1 ÎÁ  и вычисленную по всей выборке матрицу H p
() 2 ÎÁ  на основе характеристики
  Drzrz rz z nn n eee ,,,
() () = () - ()Î ()
() 1 2   Z ,  (20)
где  rz rz nn
1 2 ()() () ee ,, ,
()  — условные  e-риски решающих правил  dy
1 ()()  и  dy
2 ()()  в точке 











,..., iN ii   , гдеS
- =
1 () sij  (усиливающаяся статистическая зависимость ком-
понент вектора признаков);
В)  e®0 (повышающаяся точность приближения rz n
l ()() e,  к rz n
l ()() ).




С1)  большой объем выборки, если  bs (,) n ®0;
С2)  малый объем выборки, если  bs ll (,)( ) n ®< <¥  0 ;




1 ()()  по точности, характеризуемое величиной Drz n e, () , для ситуаций С1, С2 и С3 
определяется соотношениями:
С1)  Drz n e, () ®0 (нет преимущества);
С2)  Drz n el , () ®> 0  (есть некоторое преимущество);
















































































































классов nnn 12 2 == / ; объем экзаменационной выборки равен n3; априорные вероятности 
классов pp 12 05 == . ;  ¢ = ¢¢ ¢ ÎÂ yx zz ii ii aa aa ,, ,, ,, (, ,) 12
3 — составной вектор признаков для клас-
са  aÎ{, } 12 , компоненты которого связаны статистической моделью зависимости вида 
xf zz ii ii aa aa a x ,, ,, ,, , = () +   12 , где  (, )[ ,][,] ,, ,, zz ab ab ii aa 12   Î= ´ Z  и  xa,i  — взаимно независи-
мые случайные величины, имеющие соответственно равномерный в области Z=´ [,][,] ab ab  
и нормальный  N1
2 0 (, ) s  законы распределения.
Полагается, что для фиксированных  (, ) zz 12   ÎZ условие функциональной неоднород-

























ll l () () () =+ =
1
2






классов  Wa {}  и аналогично определяемые оценки безусловной вероятности ошибок по эк-
заменационной выборке PP Pl
ll l () () () =+ =
1
2
0123 12 () ,, ,,   .89
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11 05 5 ,( ), ,, [;][ ;] () =+ == =-
- ds ;




10 11 ,s in() ,, ,[;] [; ] () == == -
- pd s .
a) б)







l () = (, ,,) 0123 Pl
l () =  ( ,,,) 0123
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l () = (, ,,) 0123 Pl
l () =  ( ,,,) 0123
































в)  fz za b () ===
- exp{ }, ,[;] [;]; s
22 10 02
г)  fz za b () == =
- sin( ), ,[;] [;] ps
22 10 02,
где в обоих случаях n3 200 = , hn ==
-g g ,. 03 .
Таблица 3. Значения ошибки прогноза RMSE











































































условной плотности допускает построение многомерных прогнозов () N >1  и в одномерном 
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