This paper investigates the linear and non-linear instabilities during evaporation of liquid layers and droplets by means of two-phase 3D direct numerical simulations. The interface is open to the atmosphere under the consideration that vapour diffusion is the ratelimiting mechanism for evaporation. In both configurations, the vapour-liquid interface is prone to travelling thermal instabilities, i.e., hydrothermal waves (HTWs), due to the presence of temperature gradients along the interface. We have already shown in our recent work 7 that under saturated conditions (negligible evaporation) the HTWs additionally give rise to interface deformations of similar features, i.e., physical waves. We have also demonstrated 8 that phase change plays a dual role through its effect on these instabilities: the latent energy required during the evaporation process tends to inhibit the HTWs while the accompanying level reduction enhances the physical waves by minimizing the role of gravity. The dynamics of the gas phase are also discussed. We have also established that the HTW-induced convective patterns in the gas along with the travelling nature of the instabilities have a significant impact on the local evaporation flux and the vapour distribution above the interface. The Marangoni effect plays a major role in the vapour distribution generating a vacuum effect in the warm region and vapour accumulations at the cold boundary capable of inverting the phase change, i.e., the capillary flow can lead to local condensation. These results provide evidence of the inefficiencies of the traditional phase change models based on pure vapour diffusion to capture the dynamics of thermocapillary flows. To conclude, we also present results of a parallel investigation focusing on three-dimensional phenomena on evaporating sessile drops placed on heated substrates.
Introduction
Thermocapillary instabilities in Marangoni-driven flows is a fundamental phenomenon encountered in a vast variety of situations, ranging from the biomedical or the industrial to the geophysical or the domestic. The intriguing behaviour exhibited by these travelling perturbations has received considerable attention in the literature ( vulnerable to the formation of an oscillatory regime characterized by a myriad of thermal wave-like patterns propagating along the gas-liquid interface. i.e. hydrothermal waves (HTWs) (Fig. 1b) . Using linear stability theory, these authors observed that, for sufficiently large horizontal temperature gradients, the preferred mode in the return-flow configuration is always a HTW propagating upstream at angles ±ψ with respect to the axis opposite to the direction of the surface flow. The angle of propagation for oblique HTWs is solely a function of Pr. To date, other than Sáenz et al. 8 , investigations on HTWs have always ignored the effects of phase change. This is a simplification seldom encountered in experiments or real-life applications wherein liquid layers are frequently open to unsaturated atmospheres and, are therefore, subject to evaporation. Assumptions common to previous investigations addressing evaporation in other contexts have always included the use of the so-called one-sided or 1.5-sided approaches. In these approaches, rather that attempting full DNS of both phases, the authors employ the arguments of negligible gas viscosity and/or thermal conductivity to decouple both phases and to justify concentrating in the liquid only. The work presented here avoids these and similar simplifications by developing two-phase models grounded in general advection-diffusion transport equations and accounting for interfacial deformations. This distinctive capability permits us not only to capture advection-related phenomena in the gas (obviated in the past) but also to solve the interface energy, mass and momentum balances according to more realistic local conditions. To conclude, we present preliminary results of a similar investigation currently being performed on evaporating sessile drops on heated substrates.
Nomenclature

DI
diffuse-interface method DNS direct numerical simulations FFT fast Fourier transform HTWs hydrothermal waves VOF volume-of-fluid method
Mathematical modelling
A sketch of the problem is provided in Fig. 1a . A rectangular pool of lengthl x , widthl y and heightl z is filled with a liquid layer of depthd, bounded from above by an unsaturated gas. The carets identify dimensional quantities. The liquid is a pure substance while the gas is a mixture of two component, non-condensable gas and vapour, of variable composition. The density, dynamic viscosity, thermal conductivity, specific heat capacity and coefficient of thermal expansion areρ l ,μ l ,k l ,ĉ pl ,β l for the liquid andρ g ,μ g ,k g ,ĉ pg ,β g for the gas, respectively. The liquid-gas interface tensionσ varies linearly with the temperatureT according toσ =σ r −γ(T −T a ), whereγ = -∂σ/∂T andT a is the ambient temperature. The Marangoni effect induced by an externally-imposed thermal gradient in the x-direction, T h −T c /l x , gives rise to a capillary flow in the liquid equivalent to that referred to as return-flow solution in Smith & Davis 3 . The gas right next to the interface is assumed to be quasi-saturated, which is consistent with processes of relatively slow evaporation as the one under consideration. The problem is solved in dimensionless form scaling the space, velocity, pressure, and time byd,γΔT /μ l ,γΔT /d, andμ ld /(γΔT ), respectively. The surface tension is non-dimensionalized with its reference valueσ r and the change of variables for the temperature is T = (T −T a )/ΔT with ΔT =T h −T c . The physical properties are scaled using those of the liquid as reference.
The Volume-of-Fluid (VOF) method 4 is used to compute the dynamics of the two-phase system under consideration. Regarding the interface as a deformable diffuse region of finite thickness, its spatio-temporal evolution is captured via the conservation equation,
where c is the liquid volume fraction acting as order parameter; t denotes the time, u = (u, v, w) is the velocity vector and S = (1 − c) ρ g [ω s − ω] /t s is the volumetric phase change rate accounting for the interface mass transfer (S > 0 corresponds to evaporation and S < 0 to condensation). The two-phase conservation of mass, momentum and energy is addressed with the one-fluid form of the continuity, Navier-Stokes and energy equations, respectively, i.e.,
Here, p and T are the pressure and temperature, respectively; Ω ρ is the ratio of liquid to vapor density; ρ, μ, k and c p are the one-fluid density, viscosity, thermal conductivity and specific heat capacity, respectively; f σ = (σκn/We − ∇ s T/Re) δ accounts for the normal and tangential (Marangoni effect) stress additions due to surface tension; and f g = -ρ(1/Fr − Bo d βT/Re)e z incorporates the effects of gravity and buoyancy. Re, Pr, Ja, We, Fr, and Bo d are the Reynolds, Prandtl, Jackob, Weber, Froude and dynamic Bond numbers, respectively. The model is completed implementing a general advection-diffusion equation to solve the transient vapour distribution in the gas phase, i.e.,
where ω represents the vapour mass fraction, ρ g is the gas-mixture density, and Sc is the Schmidt number. The rectangular domain is bounded below by a adiabatic wall and in the x direction by vertical walls at fixed temperatures. These solid boundaries are all impermeable and the no-slip condition is applied for the momentum equation. Periodic boundary conditions are employed at the sidewalls. The upper surface is assumed to be a constant-pressure open boundary, which allows flow into and/or out of the domain, with negligible concentration of vapour.
Results and discussion
To ensure that the numerical model provides physically meaningful results, thorough validation work has been undertaken against the experiments by Riley & Neitzel 5 and Zhu & Liu 6 and against the theory by Smith & Davis 3 . Earlier, 7 we addressed the deformable-interface problem with negligible phase change to investigate the linear and nonlinear spatio-temporal growth of the HTWs (Fig. 1b) . This investigation revealed previously-unknown interfacial waves coupled with the HTWs, travelling with the same angle of propagation and phase speed but with a phase-lag. The interface heat transfer was modelled via the local conditions resulting from solving the general advection-diffusion transport of energy in both phases. Interestingly, the heat flux was found to be maximum not at the points of extreme temperature (hot or cold) but somewhere between these, which provided evidence of the unsuitability of the traditional one-sided approaches to capture the realistic interface heat transfer mechanism.
Here, we analyse the onset and growth of the oscillatory regime when the liquid layer is undergoing evaporation. The main problem parameters are Pr = 0.75, Re = 11900, Fr = 1720, We = 748, Bo d = 0.11, Sc = 0.06, and Ja = 0.11. We consider the mid-section between the heated walls (x = 0) to track the instantaneous development of the temperature (T ) and interface-deformation (z i ) fluctuations. The maxima of these disturbances are captured by performing an instantaneous FFT analysis along the mentioned cross-section to make sure that the amplitude of the fundamental mode is captured independently of the spatial location of the maxima. Fig. 2a depicts the growth of the HTWs when the liquid layer is subjected to different levels of evaporation. The evaporation rate increases for decreasing thickness of the gas layer, which in dimensionless terms is denoted by
Evaporation has a stabilizing effect on the HTWs. The amount of energy absorbed during phase change (latent heat) increases with the interface mass-transfer rate. Consequently, the saturation amplitude for T presents its maximum value when there is no evaporation, point from which it decreases as the evaporation flux becomes larger. The saturation amplitudes for
for the non-evaporating case, d g = 20 and d g = 10 respectively (Fig. 2a) . The temporal growth rates η t for the fundamental modes are extracted by fitting functions of the type ϕ(t) = ϕ 0 e η t t , which correspond to the initial linear segments in Fig. 2a . It is found that η t,T 1 = 8.4 × 10 -5 , η t,T 2 0.71η t,T 1 , and η t,T 3 0.62η t,T 1 , which reinforces the idea that evaporation mitigates the growth of the thermal instabilities. The corresponding interfacial instabilities (z i ) also become weaker with larger evaporation flux, since they are strongly dependent on T . To a lesser degree, the HTW-induced interfacial waves are also dependent on the layer depth, d, which changes with evaporation. The associated liquid consumption promotes the interfacial waves by minimizing the role of gravity. To illustrate this, Fig. 2b compares the fundamental modes for the interface deformations of two cases subjected to the same level of evaporation (d g = 20) but with the difference that in one of them the liquid level decreases due to phase change while in the other this is assumed to remain constant. From the theoretical point of view, the latter configuration requires setting S = 0 in equation 1, but not for the rest of the governing equations. Under these conditions, while the resulting HTWs are of the same strength (amplitude), the associated interface deformations are noticeably larger when the liquid consumption is taken into account (Fig. 2b) . The maximum amplitude, A(z i ) d const = 8.068 × 10 -3 , is 18 % larger than that for constant filling level, A(z i ) d=const = 6.847 × 10 -3 . The temporal growth rates are found to be unaffected, η t,z2 η t,z3 . Showing a linear behaviour as in the model validation, the resulting overall evaporation rate M(t) = -dz i /dt is 5.78 × 10 -8 (0.237 μm s -1 ) which is similar to the value measured in the experiments of Zhu & Liu. Davis 3 suggests c R = 1.36 × 10 -3 (converted to our dimensionless framework via the factorb id /ΔT ). In terms of the angle of propagation, ψ, evaporation results in a slight increment from ψ = 55
• found when there is no phase change to ψ = 58
• observed with d g = 20. Smith & Davis 3 predict ψ = 57
• . To conclude, the wavenumber, k, registers a small decrease, from k = 1.02 to 0.99 when the layer is undergoing evaporation in the reference case, while Smith & Davis 3 report k = 1.52. Thus, there is a good agreement even though this validation compares results from linear theory 3 against the non-linear mode once this is well-developed. The dynamics of the gas phase are also extensively examined noticing the significance of instability-induced convective mechanisms on the local vapour distribution, see Fig. 3 . The HTWs lead to local fluctuations in the evaporation flux (here represented via the local Sherwood number, Sh). The saturation pressure is a direct function of T and, therefore, the interface mass-transfer rate is larger for the hot spots, and vice versa. Nevertheless, high (low) concentration regions of vapour appear at a certain small distance above cold (hot) spots, even though the vapour concentration right at the interface follows exactly the opposite tendency as expected. For instance, Fig. 3 (top) depicts a cold spot at y = −3 above which there is a local vapour accumulation as shown in Fig. 3 (middle) . This previously-unknown effect is due to the gas advection induced by the HTWs and the Marangoni effect. Cold spots are regions with comparatively larger surface tension, hence interface flow is driven toward them from the surrounding warmer areas also inducing convective transport of gas in the same direction. This leads to the emergence of pairs of counter-rotating rolls travelling with the HTWs, see Fig. 3 (bottom) . The gas transported in the lower side of these rolls comes from hot spots and contains noteworthy amounts of vapour which accumulate above cold spots, where the streams associate with each counter-rotating collide. As a result, the vapour mass-fraction shows the wavy pattern presented in Fig. 3 (middle) with vapour accumulations (depressions) above cold (hot) spots. We also analyse the gas dynamics and evaporation flux along the streamwise direction (yz-plane), wherein the Marangoni effect is much stronger. Note that the thermal gradients in the spanwise section are a consequence of the thermocapillary instabilities (weaker) while the gradient in the streamwise direction is externally imposed by the heated walls (significantly more pronounced). In this case the counter-rotating rolls propagating with the HTWs are masked by the main thermocapillary flow, the so-called base state in Smith & Davis 3 , which transports liquid and gas along the interface from the cold to the hot wall. Following a similar explanation as above, this Marangoniinduced gas convection transports important amounts of vapour towards the cold area. Thus, when we compare our vapour distribution with the solution obtained for pure diffusive transport of ω (i.e. Δω = 0), widely used in other investigations available in the literature considering different problems such as drops or vertically heated thin films, we observe a vacuum effect towards the cold wall. There is a significant comparatively vapour depression around the warm area and a vapour accumulation next to the cold boundary. The local evaporation flux is also affected and becomes decoupled from the local temperature. The additional vapour transported downstream along the interface makes it possible to maintain the saturation condition with a lower evaporation rate. The extreme cases of this phenomenon are found at the boundaries. The mass transfer rate is much larger near the hot wall to compensate this thermocapillary-driven vacuum effect. On the other hand, the amount of vapour accumulated near the cold wall is so important that the vapour pressure exceeds the saturation pressure leading to the inversion of the phase change. Fig. 4a shows how there is a relatively large region of gas wherein ω > ω s suggesting that there should be condensation along the vertical wall up to roughly z = 5d. In other words, the Marangoni effect is capable of self-inducing local condensation in an otherwise evaporating liquid layer.
Evaporating sessile drops
We also present results from a parallel investigation devoted to elucidating the underlying transient dynamics of sessile drops evaporating on heated substrates. To that end, a more advanced model based on the diffuse-interface (DI) method is developed to solve complexities pertaining to contact-line dynamics in this configuration. A schematic of the problem is shown in Fig. 4b . We use a DI method based on that developed by Ding et al. 11 for pure hydrodynamic problems (following Jacqmin 12 and Badalassi et al. 13 ), but with a number of extensions to address non-isothermal conditions and phase change. The main difference of this new model lies in that the color function characteristic of the VOF method (equation 1) is replaced by the Cahn-Hilliard equation, i.e., where Pe is the the Péclet number, M is a diffusive coefficient referred to as mobility, and φ is the chemical potential.
With the appropriate boundary conditions, equation 6 conforms a mass-conservative interface capturing method in which the the interface profile is maintained regular by means of the diffusive term. The boundary conditions are selected to mimic the experiments performed in parallel (not shown here) to provide a comprehensive validation of the code. The lower boundary is an isothermally heated wall. The vertical and upper boundaries recreate the conditions of the experimental set-up, i.e. dry inert gas.
To date, the theoretical study of evaporating sessile drops has been restricted to the two-dimensional axisymmetric case for sake of simplicity. On this premise, experimental setups are meticulously designed to maximize the probability of producing drops with a perfectly circular contact area. In the majority of the cases and in most real-life applications, however, obtaining these ideal drops is an exception rather than the rule. Fig. 5 shows a drop with elliptical contact area, which is usually found in situations where the droplet deposition is not exactly perpendicular to the substrate, e.g. vertical dosing onto inclined substrates. Our simulations suggest that an ellipsoid is not a possible shape for a drop with an elliptical pinned contact line. The initial drop geometry (arbitrarily selected) undergoes a rapid change as surface tension enforces the interface surface-area minimization for the given volume. The pinned contact line impedes the formation of a sphere but surface tension drives the drop shape to reach the closest possible configuration. In an attempt to even the different axis lengths, there is interface pulling along the longest axis, x, while the geometry expands in the other two directions, y and z axes. The resulting contact angle, θ, is not constant along the triple line as it happens in the spherical case. Here, θ progressively changes between 58
• (xz-plane) and 94
• (yz-plane). For the same volume and base perimeter, the interface area of thus non-uniform drop is smaller that the area of an ellipsoid (98.8%) but larger than the area of a spherical cap (101.2%). The resulting evaporation rate M(t) is 2.3% larger than that for the spherical drop, which is in accordance with the surface area increment. The two-phase flow depicted in Fig. 5 is completely three-dimensional. We are currently investigating azimuthal currents emerging due to the 3D geometry which are in agreement with experimental observations conducted in irregular drops. The versatility of this DI model also allows modelling the theoretical constant-angle evaporation mode, see Picknett & Bexon.
14 In this configuration, the contact line recedes due to the transient mass loss of liquid. Preliminary results shows the suitability of the DI model to resolve this more complex problem achieving qualitative agreement with the predictions by Picknett & Bexon 14 for the non-heated case. However, we also observe early deviations in the evaporation rate for the constant angle mode which might suggest a behaviour not captured in isothermal case. 14 
Conclusions
Whether a horizontally-heated planar liquid layer or a sessile drop on a superheated substrate is considered, the resulting bulk flow in both the liquid and in the surrounding gas may be significantly affected by the Marangoni effect. Despite the more complex singularities inherent to evaporating drops, some of the physics underlying both systems bear similarities and, therefore, have been studied employing similar approaches in the past. A novel model based on the Volume-of-Fluid method has been developed to examine the stability of laterally-heated shallow liquid layers undergoing phase change. Analysis of the onset and growth of the oscillatory regime has shown a stabilizing-destabilizing effect associated with the interface mass transfer: the latent-heat consumption due to evaporation mitigates the inception of the thermal fluctuations whereas the associated liquid consumption promotes the interfacial waves. Our results also show that the advection in the gas associated with the Marangoni effect plays a major role in the bulk vapour distribution as well as in the local evaporation flux along the interface. In some cases this can even lead to areas of local condensation in an otherwise evaporating liquid layer. These results illustrate the importance of some of the physical mechanisms obviated by the previous simplified models.
The last part of this paper has been devoted to the study of similar phenomena in evaporating sessile drops on heated substrates. A new model based on the DI method has been developed to solve this more intricate problem, especially due to the contact-line dynamics and non-uniform geometry. Drops with non-circular contact areas have been found to exhibit a sophisticated contact-angle distribution due to the complex three-dimensional drop geometries dictated by interface tension. The non-spherical geometry leads to different evaporation rates as well as to two-phase flows which become different for each vertical section across the drop center. The DI method offers a significant opportunity towards resolving non-spherical drops in 3D (see Fig. 5 ) as well as self-excited HTWs in evaporating drops, recently discovered by Sefiane et al. 9 . Karapetsas et al. 10 showed that the thermal fluctuations in the drops share the same mechanisms as the HTWs in planar layers.
