Listeners are able to glean information from the gestures that speakers produce, seemingly without conscious awareness. However, little is known about the mechanisms that underlie this process. Research on human action understanding shows that perceiving another's actions results in automatic activation of the motor system in the observer, which then affects the observer's understanding of the actor's goals. We ask here whether perceiving another's gesture can similarly result in automatic activation of the motor system in the observer. In Experiment 1, we first established a new procedure in which listener response times are used to study how gesture impacts sentence comprehension. In Experiment 2, we used this procedure, in conjunction with a secondary motor task, to investigate whether the listener's motor system is involved in this process. We showed that moving arms and hands (but not legs and feet) interferes with the listener's ability to use information conveyed in a speaker's hand gestures. Our data thus suggest that understanding gesture relies, at least in part, on the listener's own motor system.
When we watch others act on the world, our own motor systems are activated, which, in turn, affects how we interpret the actors' goals (e.g., Buccino et al., 2001; Hamilton, Wolpert, & Frith, 2004; Sebanz, Bekkering, & Knoblich, 2006; Wilson, Collins, & Bingham, 2005) . Here we ask whether this same process takes place even when the actions we observe do not have a direct effect on the world but rather impact the world indirectly through their communicative potential. When people speak, they often move their hands--they gesture--and listeners are able to glean substantive information from these gestures, although typically without being aware of doing so. Does watching a speaker who gestures activate our own motor system? Perception and action have been shown to be linked, both within an individual and across individuals. In one line of studies, participants must perceive or produce bilateral movements that are perceptually and motorically difficult. Without training, humans can easily perceive and produce movements that are either identical (e.g., simultaneously moving both pointer fingers left and right together-a 0°phase) or symmetric (e.g., simultaneously moving both pointer fingers in and out together-a 180°phase). Distinguishing or producing bilateral movements at any other phase is difficult, requires extensive practice, and falls apart once movements reach a threshold frequency. Within an individual, learning to perceive distinctions at difficult phases (perception) improves the ability to produce movements (action) at those phases-movements that otherwise would require extensive motor practice to master (Wilson, Snapp-Childs, & Bingham, 2010 ; see also Bingham, Schmidt, & Zaal, 1999; Zaal, Bingham, & Schmidt, 2000) . Conversely, learning to produce movements at particular phases, without visual feedback of one's own body, improves perceptual discrimination of those phases specifically (Hecht, Vogt, & Prinz, 2001 ). Across individuals, there is considerable overlap between the neural circuitry activated in perceiving someone perform an action and the neural circuitry activated when we ourselves plan and produce that same action (e.g., Buccino et al., 2001; Calvo-Merino, Glaser, Grezes, Passingham, & Haggard, 2005; Hamilton et al., 2004; Jacobs & Shiffrar, 2005; Maeda, Mazziotta, & Iacoboni, 2002) . If the motor system is recruited when an observer attempts to understand another's action, then reducing the motor resources available to the observer should have an impact on the way that action is understood (e.g., Beilock & Holt, 2007) .
In one of many experiments demonstrating this effect, Reed and McGoldrick (2007) asked observers to judge whether two sequentially presented pictures of body postures were the same or different; in some of the trials, the leg posture differed in the two pictures; in others, the arm posture differed. While observers were making their judgments about the postures, they planned and produced movements with either their arms or legs. When the interval between the two pictures was relatively short (2 s), observers were less accurate in detecting changes in arm posture while moving their arms and less accurate in detecting changes in leg posture while moving their legs. When the interval between the two pictures was longer (5 s), the pattern changed, and observers were more accurate in detecting changes in the particular body part they were moving. The body movements the observer planned and executed while processing another's body configurations affected the way the observer judged those configurations. As long as the observer's body movements relied on the same body parts as he was judging, his understanding of another's body was affected. 1 Activating the planning and execution resources of the motor system when observing another person act is thought to have a social function-it helps the observer to understand the goals and intentions of the other and to plan her own action responses accordingly (e.g., Sebanz, Bekkering, & Knoblich, 2006; Woodward, Sommerville, Gerson, Henderson, & Buresh, 2009 ). This social effect has been studied using a variation of the "Simon" paradigm. In one study (Sebanz, Knoblich, & Prinz, 2003) , participants were instructed to respond to one color prompt (a green ring) by using their left hand to push a button on their left side and to another color prompt (a red ring) by using their right hand to push a button on their right side. On some trials, the ring was presented on a finger pointing toward the right; on others, the ring was presented on a finger pointing toward the left. Although this direction information was completely irrelevant to their instructed task, participants were slower to respond if the green ring was presented on a finger pointing toward the right (and vice versa for the red ring). This pattern presumably reflects the fact that the participant must inhibit the directional information when responding to color information on trials where ring color and finger point direction were incompatible. Another group of participants was asked to track and respond to only one of the two prompts (green ring or red ring), effectively participating in a go-no go task. These participants were equally fast to respond to their assigned ring color, regardless of the direction of the finger point-in other words, there was no interference. The crucial group of participants was assigned to respond to only one ring color, just like the participants in the go-no go condition; however, they were seated next to a partner who was instructed to respond to the other ring color. Participants in this condition showed interference between finger direction and ring color-they were slower to respond to their ring color when the finger was pointing toward the opposite side of the screen. These data suggest that individuals understand and represent the actions of others in functionally the same way as they represent their own actions (Sebanz, Knoblich, & Prinz, 2003; Sebanz, Knoblich, Prinz, & Wascher, 2006 ; also see Hommel, Colzato, & van den Wildenberg, 2009) .
Not all human actions have direct physical effects on the surrounding world, and not all actions require a physical response from others. People spontaneously, and frequently, produce hand gestures when they speak-representational actions that do not have a direct impact on the physical world but impact the world indirectly through their communicative potential.
2 Studies have found that listeners encode and understand the information conveyed in a speaker's gestures. For example, participants who watched and listened to learners explain how they solved math problems credited the learners with problem-solving strategies that they had produced only in gesture and not in speech-even though the participants were never told to attend to gesture (Alibali, Flevares, & Goldin-Meadow, 1997; Goldin-Meadow & Sandhofer, 1999) . As another example, when asked to retell a narrative told to them by a speaker who gestured, listeners incorporated information that was conveyed only in the speaker's gestures into their own verbal retellings of the story (McNeill, Cassell, & McCullough, 1994) . Interviews with the listeners suggested that they were unaware of the source of the gestured information-they typically reported that the speaker had conveyed the information in speech. These studies make it clear that listeners can interpret the information conveyed in a speaker's gestures, even when they are not explicitly told to attend to it. However, very little is known about how listeners incorporate information from a speaker's gestures into their understanding of the accompanying speech. Our goal in the current studies was to explore the mechanism that underlies this phenomenon.
In Experiment 1, we established a new procedure for studying gesture understanding in the context of talk by measuring listener response times immediately following a speaker's utterance. The experiments described earlier did not tap gesture understanding in real time in ecologically valid ways. The Goldin-Meadow and Sandhofer (1999) study required an initial phase where listeners were trained on various problem-solving strategies so that they could later categorize children's explanations about how they solved a specific problem. The McNeill, Cassell, and McCullough (1994) study relied on listeners' retellings of a narrative, which took place quite a while after the initial telling of the story. These paradigms, while useful for demonstrating that listeners can understand gestured information not conveyed in speech, are not adequate for studying exactly how information is gleaned from gesture. The paradigm we used in Experiment 1 relies on listener response times immediately following a speaker's utterance (within 1 s), and thus can be used to study the mechanisms underlying gesture understanding in real time.
In Experiment 2, this newly developed procedure was used in conjunction with a simultaneous arm or leg movement task (cf. Reed & Farah, 1995; Reed & McGoldrick, 2007) to investigate whether the listener's motor system is involved in processing a speaker's gestures. Gestures do not require a physical response from the listener. However, seeing a speaker's gestures could activate the listener's own motor system, which, in turn, could affect how the listener understands the representational information conveyed in gesture. If so, then asking listeners to perform a concurrent motor task while observing a speaker's gestures could have an impact on how those gestures are understood.
Experiment 1
In our procedure, reaction time is used to investigate whether listeners use the information conveyed in a speaker's gestures in building a mental model of a speaker's message. This procedure is based on a paradigm developed by Zwaan and colleagues (e.g., Stanfield & Zwaan, 2001; Zwaan, Stanfield, & Yaxley, 2002) in 1 Reed and McGoldrick's (2007) explanation for the difference between interstimulus intervals (ISIs) of 2 s and ISIs of 5 s is that visual motor integration of self and other movements requires time to activate shared portions of the body schema. At short time scales, embodied information is still unintegrated and therefore interferes with understanding; at longer time scales, this integration has occurred, resulting in facilitation of understanding. 2 We focused in this study on iconic, pointing, and tracing gestures. This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
which participants read a sentence and then respond to a drawing of an object. Participants are instructed to respond "yes" if the name of the pictured object was mentioned in the sentence (target trials) and "no" if it was not (filler trials, included to keep participants on task). Zwaan and colleagues found that contextual information provided by the sentence affected how quickly participants responded "yes" to pictures in the target trials. For example, after reading the sentence, "He hammered the nail into the floor," participants were faster to say "yes" to a picture of a vertically oriented nail (congruent context-picture trial) than to a picture of a horizontally oriented nail (incongruent context-picture trial). The opposite pattern of reaction times was found for the two pictures when the sentence was, "He hammered the nail into the wall." These findings suggest that language comprehenders infer meaning (in this case, orientation of the nail) from contextual information inherent in the sentence and incorporate it into their models of the written sentence. Our procedure allowed us to explore whether listeners incorporate information represented in a speaker's gestures when building mental models of spoken language. Participants saw a video clip of a woman speaking a sentence (e.g., "The woman hammered the nail into the wood"). On some trials, the woman produced a gesture that conveyed additional information about the object-for this example, a gesture demonstrating hammering a vertically oriented nail or a gesture demonstrating hammering a horizontally oriented nail (see Table 1 3 ). Participants were then shown a picture (in this example, a picture of either a vertically oriented nail, or a horizontally oriented nail). As in Zwaan's paradigm, the measure of interest was the time participants took to indicate whether the object in the picture had been named in the spoken sentence. If listeners process information from the gesture and incorporate it into their perceptual model of the spoken sentence, they should be faster to respond "yes" when gesture and picture are congruent (e.g., vertical hammering gesture followed by a picture of a vertically oriented nail) than when gesture and picture are incongruent (e.g., vertical hammering gesture followed by a picture of a horizontally oriented nail).
Method
Participants. Forty-eight right-handed English-speaking undergraduate students (mean age ϭ 20.56 years, SE ϭ 0.46 years; 63% were women) participated in Experiment 1 in exchange for course credit or a small payment.
Procedure.
Audio-only familiarization trials (presented with feedback).
Participants were seated at a computer and received 10 audio-only sentences. The purpose of the audio-only sentences was to familiarize participants with what was considered an appropriate "yes" versus "no" response. They were instructed to listen to the sentence and then respond to the line drawing presented afterward. Participants were told to respond "yes" if a name for the pictured object had been mentioned in the sentence and "no" if it had not. For example, participants were trained to respond "yes" to the picture following the sentence, "The light bulb was hanging from the ceiling," even if the picture depicted a light bulb shattered on the ground (because the object name, "light bulb," was spoken in the sentence). In other words, participants were taught to respond to the object names mentioned in the sentence, not to the overall scenario described in the sentence. For each audio-only sentence, participants heard a spoken sentence (without video) and then responded to a picture presented on the computer screen using a keyboard placed in front of them. They received positive feedback from the computer for pushing the y key (for "yes") if the pictured object had been named by a noun in the sentence and for pushing the n key (for "no") if the pictured object had not been named; they received negative feedback for all other responses. Note. During target trials in the main experimental block, some participants saw congruent gesture-picture combinations (i.e., horizontal gesture followed by horizontal picture, or vertical gesture followed by vertical picture). Others saw incongruent gesture-picture combinations (i.e., horizontal gesture followed by vertical picture, or vertical gesture followed by horizontal picture). This document is copyrighted by the American Psychological Association or one of its allied publishers.
Audio-visual test trials (presented without feedback).
Participants were informed that they would now see video clips (with audio) instead of hearing only an audio clip and that they should continue to respond to the pictures that followed the sentences as quickly and accurately as possible. They were also told that instead of keying in their response, they would make the response orally.
4 Participants were instructed to say "yes" if a name for the pictured object had been mentioned in the sentence and "no" if it had not. Participants spoke into a microphone; the computer recorded reaction time (latency between picture presentation and microphone trigger) while the experimenter manually recorded the yes/no response. After the participant responded, there was a 1,000-ms pause and then the next video began.
We assembled a total of 80 "yes" sentences to be presented via video clip (e.g., "The woman hammered the nail into the wood," followed by a picture of a vertically or horizontally oriented nail); the majority of these sentences were created specifically for this study, but some were modifications of items from Stanfield and Zwaan (2001) ; Zwaan, Stanfield, and Yaxley (2002) , or Holt and Beilock (2006) . We also assembled 80 "no" sentences (fillers, e.g., "The boy played the harmonica," followed by a picture of a saxophone).
Counterbalancing: Main experimental block. In the main experimental block, each participant saw one of four versions of the sentences. In each version, 40 of the "yes" sentences were presented with either a congruent (20) or incongruent (20) gesture (target items). The other 40 "yes" sentences were presented without gesture--the speaker in the video clip did not move her hands. The no-gesture sentences were included to ensure that participants saw an equal number of trials with gesture and without gesture in an effort to keep them from becoming overly aware of the speaker's gestures and explicitly relying on them for information in a way that listeners typically do not (see Goldin-Meadow & Sandhofer, 1999; McNeill et al., 1994) . Thus, each participant was presented with all 80 "yes" sentences. However, whether each particular "yes" sentence was paired with gesture was counterbalanced across participants.
In line with the procedure used by Zwaan and colleagues and to equalize the number of "yes" and "no" responses for each participant, 80 sentences designed to elicit a "no" response were also included. Like the "yes" sentences, 40 "no" sentences were presented with gesture, and 40 "no" sentences were presented without gesture. In the "no" sentences, gesture was irrelevant to the response simply because it captured aspects of the object mentioned in the sentence but not portrayed in the picture (e.g., a gesture miming playing a harmonica produced with the sentence, "The boy played the harmonica," followed by a picture of a saxophone). All of the "no" sentences, as well as the "yes" sentences presented without gesture, served as filler items to balance the total number of "yes" and "no" sentences, and the total number of sentences with and without gesture, that participants saw. Data from these filler sentences were not analyzed. Our measure of interest was the response time for "yes" sentences when presented in congruent versus incongruent gesture-picture combinations.
Counterbalancing: Practice phase. Prior to the main experimental block, we included a practice phase to familiarize participants with the audio-visual procedure and the stimuli used in the study. We also used accuracy data from the practice phase to ensure that the line drawings we crafted were recognizable by participants. The practice phase trials were analogous to those in the main experimental block-each participant saw 80 "yes" sentences-half with gesture and half without-and 80 "no" sentences-again, half with gesture and half without. The gestures used during the main experimental block were not seen during the practice phase. For a given participant, the "yes" sentences that were accompanied by gesture during the experimental block were presented without gesture during the practice phase. We can therefore use responses to these practice phase trials to ensure that participants did not show systematic biases for particular sentence-picture pairs, when gesture is not a factor. That is, during the practice phase, participants should be equally fast to respond to sentences that will later be presented in incongruent or congruent gesture-picture combination trials, since at this point each subset of trials should be functionally identical.
Procedure summary. In total, each participant took part in 320 trials spread across the practice phase and main experimental block. In the main experimental block, participants saw 40 "yes" sentences with gesture and 40 "yes" sentences without gesture. They also saw 40 "no" sentences with gesture and 40 "no" sentences without gesture, for a total of 160 trials. These trials were presented in a random order within each participant and were counterbalanced across participants such that each "yes" and each "no" sentence was seen with and without gesture by a subset of participants during the main experimental block. The practice phase had the same pattern of trials but with different video clips; target sentences that appeared during the practice phase without gesture were presented with gesture during the main experimental block. Following the sentence task, participants completed a demographic questionnaire and wrote down their best guess about the purpose of the study before being debriefed. The entire study took approximately 30 min.
Results and Discussion
On nine target sentences presented without gesture during the practice phrase, 10% or more of participants failed to realize that the object displayed in the picture had been mentioned in the preceding sentence (i.e., they failed to say "yes"). On the basis of these low accuracy levels, these nine target sentences were removed from all analyses.
We found that accuracy was high for the remaining 71 "yes" sentences (M ϭ 96.8%, SE ϭ 0.7%) during the main experimental block. We analyzed reaction times (RTs) for these sentences when they were paired with gesture during this block, focusing on the sentence-picture pairs to which participants accurately responded "yes" and removing outlier RTs (scores that were beyond two standard deviations from the mean for a participant). Overall, 95% of "yes" sentence data were included in the analyses. Figure 1 presents the mean RTs.
RTs were analyzed in a linear mixed model with participant and sentence as random effects and gesture-picture congruence as a fixed effect (number of observations ϭ 1,622). Gesture-picture congruence was a significant predictor of RT (coefficient estimate ϭ Ϫ17.18, 4 Key presses were used in the audio-only sentences so that participants could receive feedback from the computer. The procedure changed to oral responses at this point in the study so that participants kept their arms and hands still. This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. (1) ϭ 4.80, p ϭ .0285. RTs were faster for congruent gesture-picture combinations (e.g., vertical hammering ϩ vertical nail) than for incongruent gesture-picture combinations (e.g., vertical hammering ϩ horizontal nail).
If these results were driven by the congruence between the speaker's gestures and the pictures, and not by some other relationship between the sentences and the pictures, then we should find no differences in RTs when the same sentence-picture pairs were presented without gesture. Our counterbalancing protocol allowed us to address this issue because each participant heard the same "yes" sentences presented without gesture during the practice phase that she heard presented with gesture during the main experimental block. RTs for these trials were analyzed in a linear mixed model with participant and sentence as random effects and later gesture-picture congruence (i.e., whether the sentence would later be paired in an incongruent or a congruent combination for that particular participant during the main experimental block) as a fixed effect (number of observations ϭ 1,626). Mean RTs are presented in Figure 2 . As predicted, later gesture-picture congruence was not a significant predictor (coefficient estimate ϭ 5.30, SE ϭ 8.33, t value ϭ 0.64, p ϭ .5222) of RT during the practice phase when sentences were presented without gesture. Further, the model including the later gesture-picture congruence term did not improve data fit beyond a model including only the random participant (variance ϭ 15,341, SD ϭ 123.86) and sentence (variance ϭ 3,419, SD ϭ 58.47) effects (BIC for three-term model ϭ 21,524; BIC for two-term model ϭ 21,517), 2 (1) ϭ 0.40, p ϭ .5246).
5 Although we must be cautious in interpreting data from the practice phase before participants had been thoroughly familiarized with the task, this analysis does suggest that the congruence effect in the main experimental block is likely to be due to the information presented in gesture. 6 In sum, when the information conveyed in gesture matched the information conveyed in the picture that followed, listeners were relatively quick to respond that the pictured object had been named in the sentence. Participants were never instructed to attend to gesture and, in the majority of sentences that contained gesture, gesture was either irrelevant ("no" sentences) or misleading (incongruent trials). These data demonstrate that listeners incorporate information from a speaker's hand gestures into the mental representations they form of the speaker's message. Experiment 2 explores a potential mechanism underlying this phenomenon.
Experiment 2
Listeners responded faster to congruent than to incongruent gesture-picture combinations in Experiment 1, suggesting that our picture judgment task is an effective paradigm for investigating gesture perception on a relatively short time scale (less than 1 s after the speaker's utterance). In Experiment 2, listeners completed the same picture judgment task as in Experiment 1 (the primary task) while simultaneously performing a motor task (the secondary 5 A two-way interaction between block (practice phase, main experimental block) and gesture-picture congruence during the main experimental block (congruent, incongruent) was a significant predictor (coefficient estimate ϭ Ϫ29.06, SE ϭ 12.72, t value ϭ Ϫ2.28, p ϭ .0226) in a model of the RT data from both blocks of trials, warranting the separate analysis of RT data for the main experimental block and practice phase. 6 Note that all participants heard each sentence, presented without gesture, and saw all pictures during the practice phase. The participants' responses during the main experimental block therefore may have been influenced by the fact that they had already heard the sentences and seen the pictures once during the practice phase. We counterbalanced the stimuli in this way so that we could be certain that it was pairing the sentence/ picture with the gestures, rather than some other aspect of the sentence/ picture, that determined the pattern of responses. Indeed, we found that RTs during the experimental block differed as a function of the congruence between sentence/picture (Figure 1 ), but RTs to the same sentence/pictures presented without gestures during the practice phase did not (Figure 2) . Taken together, the findings make it clear that the participants processed the gestures they saw and used the information to construct mental models of the sentences. Mean reaction times (RTs), tallied by-participant, for the practice phase in Experiment 1 when sentences were presented without gesture. RTs were no shorter for pictures following sentences that would later be paired with congruent gesture during the main experimental block than they were for pictures following sentences that would later be paired with incongruent gesture. Error bars are standard errors of the mean. This document is copyrighted by the American Psychological Association or one of its allied publishers.
task). If listeners call upon motor processes that are involved in executing gesture when watching a speaker gesture, then busying those motor processes with the planning and execution of movements should interfere with the congruence effect in the primary task. This interference should be specific to motor resources controlling the effectors used in producing gesture-in this case, the arms and hands. Consuming motor resources that control other parts of the body-for example, the legs and feet-should not interfere with the congruence effect (see Beilock & Holt, 2007; Yang, Gallo, & Beilock, 2009 ).
To test this prediction, we asked half of the listeners in Experiment 2 to plan and execute movements with their arms and hands, the effectors used by the speaker gesturing in the video clips (arm movements condition), while watching the videos and responding to the pictures. If understanding gesture involves motor activation in the listener, then listeners who move their arms and hands should experience interference on the picture judgment task. This interference should eliminate the congruence effect found in Experiment 1; that is, there should be no difference in RTs to congruent versus incongruent gesture-picture combinations.
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As a control, the other half of listeners planned and executed movements with their legs and feet, different effectors from those used by the speaker to gesture (leg movements condition), while watching the videos and judging the pictures. Planning and executing leg movements should not interfere with gesture understanding simply because the effectors in the two acts are not the same (arms in the speaker, legs in the listener). Listeners in the leg movements condition should therefore show the congruence effect found in Experiment 1; that is, they should show faster RTs for congruent than for incongruent gesture-picture combinations. Overall, our hypothesis was that planning and producing arm movements would interfere with the gesture-picture congruence effect, while planning and producing leg movements would not.
Method
Participants. Ninety-six right-handed English-speaking undergraduates participated in Experiment 2 (mean age ϭ 22.15 years; SE ϭ 0.46 years, 69% were women). One participant in each condition did not follow the motor task instructions, leaving data from 94 participants for analysis.
Procedure. The stimuli, design, counterbalancing, and procedure of the picture judgment task used in Experiment 2 were identical to Experiment 1. After completing the audio-only feedback trials for the primary picture judgment task, participants were introduced to the secondary motor task. Participants in the arm movements condition were asked to move their arms and hands continuously while watching the video clips and judging the pictures. They were told that they could make any movements they wanted as long as they were not repetitive. Movements needed to be nonrepetitive so that participants would be continuously planning novel movements to execute. This planning is thought to engage premotor resources (resources important for decoding others' actions; see Farah, 1995, and McGoldrick, 2007) . Participants in the leg movements condition were given the same instructions with respect to their legs and feet. After receiving instructions in the secondary motor task, participants completed a few trials and were given feedback on their movements.
Participants were typically able to follow instructions, with an infrequent reminder that movements could not be repetitive.
Results and Discussion
For consistency across experiments, the nine target sentences that had been eliminated from the analyses in Experiment 1 because of low accuracy (i.e., participants did not consistently report that the object displayed in the picture had been mentioned in the preceding sentence) were also eliminated from the analyses in Experiment 2. Accuracy levels for the remaining 71 sentences were high for "yes" sentences in the main experimental block (M ϭ 96.8%, SE ϭ 0.4%). RTs for non-outlying target trials where participants correctly responded "yes" were analyzed-data from 93% of "yes" sentence data are included in the following analyses.
As in Experiment 1, RTs for the main experimental block were analyzed in a linear mixed model with participant and sentence as random effects. Condition (arm movements, leg movements), gesture-picture congruence (congruent, incongruent), and the interaction between them were entered as fixed effects (number of observations ϭ 3,122, see Table 2 for model summary). Mean RTs are displayed in Figure 3 . Gesture-picture congruence did not significantly predict RT (coefficient estimate ϭ 8.49, SE ϭ 10.80, t value ϭ 0.79, p ϭ .4295) across the two conditions. Condition was a significant predictor of RT (coefficient estimate ϭ 65.00, SE ϭ 10.84, t value ϭ 6.00, p Ͻ .0001)-RTs in the leg movements condition were longer overall than those in the arm movements condition. One possible explanation for this main effect is that planning and producing nonrepetitive leg and foot movements might require more attention, which takes time to deploy, compared with the attention required for planning and producing nonrepetitive arm and hand movements. Another possibility is that-counter to our hypothesis-planning and producing leg and foot movements could interfere with simulating the speaker's gestures regardless of meaning, leading to longer RTs for both congruent and incongruent gesture-picture trials. We return to these two possibilities later.
Our research question centers on the relationship between information conveyed in gesture and body movement so the key term of interest in our analyses is the interaction between gesturepicture congruence (congruent vs. incongruent) and condition (arm vs. leg movements). We hypothesized that gesture-picture congruence would not predict RT for the arm movements condition but would for the leg movements condition. This interaction term was, in fact, a significant predictor of RT (coefficient estimate ϭ Ϫ40.20, SE ϭ 15.23, t value ϭ Ϫ2.64, p ϭ .0083), suggesting that gesture-picture congruence predicts RT differentially in each of the two conditions. The model including the interaction term fit the data better than a model with only the two main effects and two random effects (BIC for five-term model ϭ 42,539; BIC for four-term model ϭ 42,540), 2 (1) ϭ 6.97, p ϭ .0083. Taken 7 We predicted interference, not facilitation, in processing for participants in this condition because of the relatively short interval between seeing the gesture and responding-in this study, less than 3 s. Reed and McGoldrick (2007) found interference in processing body posture changes due to simultaneous effector-specific movement at 2-s intervals and facilitation in processing changes at 5-s intervals. This document is copyrighted by the American Psychological Association or one of its allied publishers.
together, these findings warrant analysis of RT data for each condition separately. For the leg movements condition (number of observations ϭ 1,567), the fixed effect of gesture-picture congruence was a significant predictor of RT (coefficient estimate ϭ Ϫ32.81, SE ϭ 9.12, t value ϭ Ϫ3.60, p ϭ .0003), and the model with gesturepicture congruence fit the data better than a model with only the random participant (variance ϭ 19,268, SD ϭ 138.81) and sentence (variance ϭ 1,264, SD ϭ 35.56) effects (BIC for three-term model ϭ 20,933; BIC for two-term model ϭ 20,939), 2 (1) ϭ 12.89, p ϭ .0003. For participants who were planning and producing movements with their legs and feet RTs were shorter for congruent than for incongruent gesture-picture combinationsreplicating the gesture-picture congruence effect found in Experiment 1.
For the arm movements condition (number of observations ϭ 1,555), the fixed effect of gesture-picture congruence was not a significant predictor of RT (coefficient estimate ϭ 8.52, SE ϭ 9.84, t value ϭ 0.87, p ϭ .3898), and the model including the congruence term did not fit the data any better than a model including only the random participant (variance ϭ 23,223, SD ϭ 152.39) and sentence (variance ϭ 735, SD ϭ 27.11) effects (BIC for three-term model ϭ 20,985; BIC for two-term model ϭ 20,978), 2 (1) ϭ 0.75, p ϭ .3862. Planning and producing arm and hand movements eliminated the gesture-picture congruence effect found in Experiment 1 and in the leg movements condition.
To be certain that the findings of Experiment 2 stem from the interaction between the participants' movements and the gestures they saw rather than from the specific sentences and pictures used, we again analyzed RTs for correct responses to the same "yes" sentences presented without gesture during the practice phase. These data were analyzed in a linear mixed model with participant and sentence as random effects and condition, later gesture-picture congruence, and the interaction between the two as fixed effects (number of observations ϭ 3,055; see Table 3 for model summary). Mean RTs are displayed in Figure 4 . The only significant predictor was condition (coefficient estimate ϭ 23.44, SE ϭ 10.55, t value ϭ 2.22, p ϭ .0264)-just as in the main experimental block, RTs for the leg movements condition were longer than those for the arm movements condition. The fact that there was a significant condition effect (i.e., that RT was higher in the leg movement condition than the arm movement condition) not only in the main experimental block (Figure 3 ) but also in the initial nongesture block (Figure 4 ) suggests that this effect was not because the leg and foot movements interfered with simulating arm and hand movements (since the effect was present even on the nongesture trials). Rather, the pattern lends support to the hypothesis that the leg and foot movements require more attention, which takes time to deploy, than the arm and hand movements.
Later gesture-picture congruence was not a significant predictor (coefficient estimate ϭ Ϫ6.22, SE ϭ 10.59, t value ϭ Ϫ0.59, p ϭ .5552). Critically, neither was the interaction term (coefficient estimate ϭ 11.56, SE ϭ 14.87, t value ϭ 0.78, p ϭ .4354). This model did not predict the data any better than a model including the two main fixed effects and two random effects (BIC for 5-term model ϭ 41,474; BIC for 4-term model ϭ 41,467, 2 (1) ϭ 0.61, p ϭ .4364).
8 As in Experiment 1, we must be cautious in interpreting data from the practice phase, before participants were thoroughly familiarized with the task. Nonetheless, it is worth 8 The separate analysis of the practice phase and main experimental block was warranted-a series of models predicting RTs from both blocks showed that the three-way interaction (Block ϫ Condition ϫ Later Gesture-Picture Congruence) term was a significant predictor (coefficient estimate ϭ Ϫ49.57, SE ϭ 21.83, t value ϭ Ϫ2.27, p ϭ .0232) and improved the fit of the model compared with a model including every term besides the three-way interaction term (BIC for nine-term model ϭ 84,164; BIC for eight-term model ϭ 84,167), 2 (1) ϭ 5.16, p ϭ .0231). Figure 3 . Mean reaction times (RTs), tallied by-participant, for the main experimental block in Experiment 2. As predicted, RTs in the leg movements condition were shorter for congruent than for incongruent trials, whereas RTs in the arm movements condition did not show a congruence effect. Error bars are standard errors of the mean. This document is copyrighted by the American Psychological Association or one of its allied publishers.
noting that we found different patterns of RTs for the two movement conditions only when gesture was involved. When sentences were presented without gesture, there were no significant main effects or interactions as a function of sentences, pictures, and the particular movement task participants performed.
General Discussion
Speakers often convey information in their gestures that is not conveyed in their speech (Church & Goldin-Meadow, 1986; Goldin-Meadow, 2003; Perry, Church, & Goldin-Meadow, 1988; Pine, Lufkin, & Messer, 2004) . Listeners have been shown to understand and subsequently use this information, usually without being aware of its source (Goldin-Meadow & Sandhofer, 1999; McNeill et al., 1994) . Even children at the early stages of language learning (Kelly, 2001; Morford & Goldin-Meadow, 1992 ) are able to glean information from a speaker's gestures.
In Experiment 1, we built on these studies, introducing a new experimental paradigm for exploring gesture perception. We used RT to show that listeners incorporate information that a speaker conveys in gesture into their mental models of the message conveyed in speech--participants were faster to indicate that a picture had been named in a spoken sentence when that picture was congruent with information previously conveyed in the speaker's gestures (and not speech).
In Experiment 2, we used this paradigm to show that the listener's own motor system is involved in processing the information conveyed in another's gesture. Planning and producing arm and hand movements while watching a speaker gesture interfered with the listener's ability to interpret gesture--listeners who were moving their arms did not respond more quickly to pictures that were congruent with the speaker's gestures than to pictures that were incongruent. In contrast, planning and producing leg and foot movements while watching a speaker gesture did not interfere with the listener's ability to use gestured information-listeners who were moving their legs responded more quickly to pictures that were congruent with the speaker's gestures than to pictures that were incongruent. Motor simulation of another's actions is thought to be automatic and involved in action and goal understanding, action planning, and action coordination. We suggest that motor simulation also plays a role in gesture perception and understanding.
A perception-action link has recently been established for gesture, as it has for human actions that do not serve to represent meaning (Bingham et al., 1999 Hecht et al., 2001 Wilson, Snapp-Childs, & Bingham, 2010; Zaal et al., 2000) . Beilock and Goldin-Meadow (2010; see also Goldin-Meadow & Beilock, 2010) showed that a speaker's gestures can impact his or her own later actions; that is, there is a perception-action link for gesture within an individual. A comparable link has also been found across individuals- Cook and Tanenhaus (2009) found that a speaker's gestures can affect his or her listener's later actions. Our findings speak to the mechanism underlying these phenomena and suggest that motor simulation may play a role in the process, as it does in the perception of nonrepresentational human actions (e.g., Calvo-Merino et al., 2005; Hamilton et al., 2004; Jacobs & Shiffrar, 2005) . We suggest that when listeners observe gesture, they exploit the motor simulations that automatically occur when observing human action and that this simulation has an impact on how they glean information from those gestures. Gesture is, after all, a type of human action. But it is action that does not have a direct impact on the physical world. Instead, gesture affects the world through the information it conveys--through representation. Our data show that the perception-action links found for actions Figure 4 . Mean reaction times (RTs), tallied by-participant, for the practice phase in Experiment 2. RTs were no shorter for pictures following sentences that would later be paired with congruent gesture during the main experimental block than they were for pictures following sentences that would later be paired with incongruent gesture in either condition. Error bars are standard errors of the mean. This document is copyrighted by the American Psychological Association or one of its allied publishers.
that have a physical effect on the world extend to actions that are representational and exert their force in conversation. Although our procedure does not tell us precisely how the listener's motor system is involved in the simulation process, our data do suggest that the listener's motor system is involved in the process. If not, then planning and producing arm and hand movements would have had no impact on the congruence effectparticipants who moved their arms would show the same congruence effect as those who made no movements and as those who made leg and foot movements. Future work is needed to determine whether listeners are simulating the movements that the speaker actually makes when gesturing, or the movements that those gestures represent. One way to address this question is to examine hand gestures that represent movements of the foot; for example, wiggling the two fingers in an upside-down-V hand shape as the hand moves forward, a gesture that represents a figure walking. If listeners are simulating the movements that the gesture represents, then being told to plan and execute movements of their feet should disrupt processing of this particular gesture, which should, in turn, lead to the elimination of the gesture-picture congruence effect (as in the arm movement condition in Figure 3 ). The paradigm we have developed thus has the potential to be used to pin down the role that the listener's motor system plays when processing a speaker's gestures.
Previous work has shown that the motor system is at least partially responsible for how we comprehend information represented by language (Glenberg & Kaschak, 2002; Tucker & Ellis, 2004; Zwaan & Taylor, 2006) . Motor simulation, particularly in the premotor cortex, has been found to be involved in language comprehension (e.g., Beilock, Lyons, MattarellaMicke, Nusbaum, & Small, 2008) . In other words, understanding action concepts represented by language appears to draw on resources that one would use to plan those actions. Our findings suggest that gesture can modulate this process--seeing a representational action, that is, a gesture, while listening to speech leads to simulation of that action, which, in turn, impacts the way that the accompanying speech is processed. Hostetter and Alibali (2008; see also Hostetter & Alibali, 2010) suggested that motor simulation is at work in language production as well. Given the right circumstances, actual actions--in the form of representational hand gestures--emerge as a product of this simulation. Gesture as simulated action (GSA), as this account is known, posits a causal relationship between motor simulation and the production of representational actions (gestures) within a single individual. Here, we suggest a similar relationship between motor simulation and the perception of representational actions (gestures) across individuals--gesture perception involves online links between the speaker's gestures and activation in the listener's motor system. Automatic simulation of representational actions (gestures) may thus have a role to play in decoding the speech that accompanies those gestures.
In sum, we began by introducing a new paradigm for studying gesture perception online. We then used this paradigm to show that listeners automatically activate their own motor systems when watching a speaker's gestures, which, in turn, has an impact on their ability to use the information conveyed in gesture. Gleaning information from another's gestures seems to call upon the listener's own motor system.
