Abstract. Whereas Holm proved that the ring of differential operators on a generic hyperplane arrangement is finitely generated as an algebra, the problem of its Noetherian properties is still open. In this article, after proving that the ring of differential operators on a central arrangement is right Noetherian if and only if it is left Noetherian, we prove that the ring of differential operators on a central 2-arrangement is Noetherian. In addition, we prove that its graded ring associated to the order filtration is not Noetherian when the number of the consistuent hyperplanes is greater than 1.
Introduction
Let K be a field of characteristic zero. For a commutative K-algebra R, we inductively define K-vector spaces of linear differential operators by D 0 (R) := {θ ∈ End K (R) | a ∈ R, θa − aθ = 0},
We set D(R) := m≥0 D m (R), and we call D(R) the ring of differential operators of R. Let S := K[x 1 , . . . , x n ] denote the polynomial ring. It is well known that the ring D(S) of differential operators of S is the n-th Weyl algebra K[x 1 , . . . , x n ] ∂ 1 , . . . , ∂ n where ∂ i := ∂ ∂x i (see for example [4] ). We use the multi-index notetions, for example,
1 · · · ∂ αn n and |α| := α 1 + · · · + α n for α = (α 1 , . . . , α n ) ∈ N n . We set D (m) (S) := |α|=m S∂ α for m ≥ 0. Then the Weyl algebra D(S) is decomposed into the direct sum of the modules D (m) (S) of homogeneous differential operators: D(S) = m≥0 D (m) (S). There has been a lot of research on finiteness properties of the rings of differential operators. It is well known that D(R) is Noetherian, if R is a regular domain (see [4] ). There are some other important classes of algebras such that D(R) are Noetherian. For example, if R is an integral domain of Krull dimension one, then D(R)
is Noetherian (Muhasky [5] and Smith-Stafford [9] ). Saito-Takahashi [8] showed that D(R) is right Noetherian if R is an affine semigroup algebra. However, D(R) is not Noetherian in general. Bernstein-Gel'fand-Gel'fand [1] gave an example of a ring of differential operators that is neither Noetherian nor finitely generated.
Let A = {H i | i = 1, . . . , r} be a central (hyperplane) arrangement (i.e., every hyperplane in A contains the origin) in K n . Let I be the defining ideal of A. We consider the module D (m) (I) of differential operators homogeneous of order m that preserve the ideal I. We call D (m) (I) the modules of A-differential operators. We find many results about the module D
(1) (I) of A-derivations in a rich literature (see for example [7] ). In contrast, there are only a few literatures about the modules of Adifferential operators of a higher order. Holm [3] proved that the ring of differential operators of the coordinate ring S/I is finitely generated when I is the ideal defining a generic hyperplane arrangement. In this paper, we will prove that D(S/I) is Noetherian if n = 2.
In Section 3, we prove that D(S/I) is right Noetherian if and only if it is left Noetherian. Thus the Noetherian property of D(S/I) can be proved by the right or left Noetherian property.
In Section 4, we prove that D(S/I) is right Noetherian in the case n = 2. Let R be a filtered ring, and F the filtration. If the graded ring associated to the filtration F of R is right (left) Noetherian, then R is right (left) Noetherian. However, the graded ring associated to the order filtration of D(S/I) is not Noetherian if r ≥ 2 (Example 4.17). Hence we cannot take this convenient approach to prove the Noetherian property of D(S/I).
There is a well-known basis for the module D (1) (I) of A-derivation (see for examle [7] ). Holm [2] studied the module D (m) (I), and gave its basis for any order m. Let D(J) denote the subring of D(S) consisting of the operators preserving an ideal J. Holm [2] , [3] showed that D(I) decomposes into the direct sum of D (m) (I). For an ideal J, there is a ring isomorphism:
(see [4, Theorem 15.5 .13]). Using these facts, we can write any element of D(S/I) as a linear combination of bases of the modules of A-differential operators. This expression is useful to prove Corollary 4.11.
We consider a sequence of two-sided ideals of D(I):
We prove that D(I)/ID(S) is right Noetherian by proving that
we study a module of lower order operators in L i−1 /L i and that of higher order operators separately. We prove that the right D(I)-module generated by the higher order operators in L i−1 /L i is Noetherian in Corollary 4.11, and that the module of lower order operators in L i−1 /L i is right Noetherian as a right S-module in Lemma 4.14. In this way, we see that D(S/I) is Noetherian.
Differential operators on a central arrangement
In this section, we fix some notation, and we refer to some facts used in Section 4. Let A = {H i | i = 1, . . . , r} be a central arrangement in K n . Fix a polynomial p i defining H i , and put Q := p 1 · · · p r . Thus Q is a product of certain homogeneous polynomials of degree 1. We call Q a defining polynomial of A. Let I denote the principal ideal of S generated by Q.
For any ideal J of S, we define an S-submodule
Among others, Holm [3] proved the following two propositions.
Proposition 2.1 (Proposition 4.3 in [3])
.
Proposition 2.2 (Proposition 2.4 in [3]
). Suppose that f 1 , . . . , f k ∈ S are coprime to one another. Then
The following is well known (e.g., see [3, Proposition 2.3] ).
Proposition 2.3. Let J be the ideal of S generated by f 1 , . . . , f k , and let θ ∈ D(S) be an operator of order m ≥ 1. Then θ ∈ D(J) if and only if θ(x α f j ) ∈ J for |α| ≤ m − 1 and j = 1, . . . , k.
We use the following lemma in Section 4.
where
Proof. For any f ∈ S, we see δ ℓ f = f δ ℓ + ℓδ(f )δ ℓ−1 . We can prove the assertion by induction on k.
For a monomial x α ∂ β in D(S), we define its total degree by
For θ ∈ D(S), we define the total degree of θ as the largest total degree of monomials in θ. We consider D(S) a graded ring by the total degree.
The operator
Then ε 1 is the Euler derivation, and
3. Right Noetherian property and left Noetherian property Let 0 = h ∈ S, and set J := hS.
Lemma 3.1. As a ring,
Proof. Assume that hθh −1 ∈ D(S) with θ ∈ D(S). For any f ∈ S,
which means hθh −1 ∈ D(J). Next we will prove the converse inclusion. Let θ ∈ D(J). We denote by K(x 1 , . . . , x n ) the field of fraction of S. Since h −1 θh ∈ K(x 1 , . . . , x n ) ∂ 1 , . . . , ∂ n , we can write
We show that f α ∈ S for all α by induction on |α|.
we have f 0 ∈ S. Assume that f α ∈ S for all α with |α| < m. For |β| = m,
Since θ ∈ D(J), we obtain
Then f β ∈ S by the induction hypothesis. Therefore we conclude that h
Define an anti-automorphism
. . , n (we say that t is an anti-automorphism if t is an automorphism as a linear map, and if
by Lemma 3.1. Thus
It is clear that θ = (θ * ) * for any θ ∈ D(J). Hence we have (JD(S)) * = JD(S). Therefore the anti-automorphism * induces an anti-automorphism * :
The following is clear from the existence of the anti-automorphism * .
Theorem 3.2. The ring D(J)/JD(S) is right Noetherian if and only if D(J)/JD(S)
is left Noetherian. 
The case n = 2
In this section, let n = 2 and S = K[x, y]. We will prove that the ring D(S/I) ≃ D(I)/ID(S) of differential operators is Noetherian. We will also prove that, in contrast, the graded ring Gr D(S/I) associated to the order filtration is not Noetherian when r ≥ 2.
Put
. . , r, and define 
where the set {δ
By Proposition 2.1, we have 
Proof. It is clear that L i is a right ideal of D(I).
To prove that L i is a left ideal of D(I), by Proposition 2.1, we only need to prove that
In the case ℓ = 0, let (4.1) act on 1. Then
For any i ′ = j and |α| = ℓ − 1, it also follows from the induction hypothesis that
Since p j and p i ′ are coprime, we see that η
By Proposition 2.1, L i is decomposed as follows:
We consider a sequence
is a right Noetherian ring. Now we fix i, and we will prove that
As an S-module,
We will study L i−1 /L i <r−1 and L i−1 /L i ≥r−1 separately. First we argue the part of order ≥ r − 1.
. We see the assertion by Proposition 4.1 and the definition of L i . Proposition 4.4. As a left S-module,
It remains to prove that
We define a left S-module
≥r−1 with the S-submodule of E i of order m ≥ r − 1. For g ∈ S, we have
and hence
Moreover, the following proposition is true:
Proof. We only need to check the right multiplication by the elements of S and the bases for D(I) in Proposition 4.1.
Let m ≥ 1. For g ∈ S, we have
and hence P i δ m i · S ⊆ E i . We show that E i is closed under the right action of the elements of bases for D(I). We only need to check the right multiplication by the elements P i δ
It remains to show that E i is closed under the right multiplication by ε ℓ = ε 1 (ε 1 − 1) · · · (ε 1 − ℓ + 1). We consider the Euler derivation ε 1 . We may assume
we have, for any m ≥ 0,
Hence E i · ε ℓ ⊆ E i . This completes the assertion.
As a left S-module,
The right D(I)-module generated by
L i−1 /L i ≥r−1 is a D(I)-submodule of E i by Proposition 4.5: L i−1 /L i ≥r−1 · D(I) ⊆ E i .
If we prove that
is Noetherian as a D(I)-module. We will prove that E i is a right Noetherian. We define a left action of S/p i S on E i by
for f ∈ S/p i S and θ ∈ E i . This is well-defined, since
with f − g ∈ p i S and θ − θ ′ ∈ L i . Thus E i is a left S/p i S-module. We may assume that p i = y − ax with a = 0. Then E i is a K-vector space with a basis y α · P i δ for an element of the basis above. We call y α · P i δ m i a monomial of E i . Let θ 1 and θ 2 be two monomials of E i with exp(θ 1 ) = (α 1 , m 1 ) and exp(θ 2 ) = (α 2 , m 2 ). We define a total order in the set of exponents of monomials by exp(θ 1 ) < exp(θ 2 ), if m 1 < m 2 , or if m 1 = m 2 and α 1 < α 2 . For θ ∈ E i , write θ as a linear combination of monomials. Then we define an exponent of θ as the largest exponent of a monomial in θ with a nonzero coefficient, and we denote it by exp(θ). For a subset X of E i , set
Throughout the remaining of this section, we write θ ∈ E i instead of θ for simplicity.
Since exp(θ) ∈ Exp(M 2 ) = Exp(M 1 ), there exists η ∈ M 1 such that exp(η) = exp(θ). Then exp(θ − cη) < exp(θ) for some c ∈ K × . We have θ − cη ∈ M 2 \ M 1 since θ ∈ M 1 . This is a contradiction to the minimality.
Proof. By the assumption, there exists θ ∈ M such that exp(θ) = (k, m).
The multiplication θ · y a belongs to M, since S ⊆ D(I). Thus we see that (k + a, m) ∈ Exp(M) for all a ≥ 0. Fix 1 ≤ j = i ≤ r, b ≥ r + 1, and m ′ ≥ 1. We can write 
We may assume that a 0 = 1. Set Ω := {1, . . . , i−1, i+1, . . . , r}. For 0 ≤ ℓ ≤ s−r+1, we write
for some d ℓ ′ ∈ K by Lemma 2.4. We obtain d 0 = 0, d r−1 = 0 from this computation. Then
for 0 ≤ t ≤ s. We remark that c t does not depend on m ′ . Put m 0 := max{ℓ | (s − 1, ℓ) Exp(M)} + s. Proof. We prove the assertion by induction. It is clear in the case j = 1.
Let 1 < j < r. Assume that there exist θ m 1 , . . . , θ m j ∈ M s (m 1 < · · · < m j ) satisfying the condition (4.8).
For m > m j , put a vector
, and put an (s + 1) × (s − r + j + 2) matrix
[m]r−2dr−2 0 c 
We consider m as a variable. By the induction hypothesis, there exists a nonzero j-minor of the matrix in (4.8). We denote by B the matrix of this j-minor. We take the lowest s − r rows of A and j rows from the remaining r − 1 rows of A so that we get the (s − r + j + 2)-minor C whose matrix contains the matrix B. The coefficient of the leading term of C is the determinant of B. Thus C is not zero as a polynomial in variable m, and hence the solutions of C = 0 is finite. Because of this, the number of m with rank(A) < s − r + j + 2 is finite. Hence we can take a positive integer m > m j such that exp(θ m ) ∈ M s , and rank(A) = s − r + j + 2. We write θ m = s−r+1 ℓ=0
in the same way as in (4.5). Put
Then
Put θ m j+1 := θ m , and suppose that
Then there exists (λ 1 , . . . , λ j+1 ) ∈ K j+1 \ {0} such that
0 , . . . , c
(1)
} is linearly independent, we have
Hence we can write exp Then there exists a nonzero vector (λ 1 , . . . , λ r ) ∈ K r \ {0} such that
0 , . . . , c Proof. Recall that D(I) is a graded ring by the total degree, and that E i is a graded D(I)-module. By [6, Theorem II.3.5] , it is enough to prove that E i is right grNoetherian. Let M be a right graded D(I)-submodule of E i . We will prove that M is finitely generated. Set G := {(t ℓ , ℓ) | ℓ < n 0 and (k, ℓ) ∈ Exp(M) for some k} . Then G is a finite set. Fix an operator θ (t ℓ ,ℓ) ∈ M for (t ℓ , ℓ) ∈ G, and set
Then G is also a finite set.
Let n 0 be the integer satsfying Lemma 4.9. We denote by M ′ the right D(I)-module generated by G and N. Then M ′ is finitely generated and 
Next we study the S-module L i−1 /L i <r−1 .
Lemma 4.12. The K-vector space
is a right S-module.
Thus θf ∈ D(I). It follows from Proposition 2.1 that θf ∈ m ℓ=0 D (ℓ) (I). The operator θf is divisible by the polynomial
The following holds in general. Proof. Since D(S) <r−1 is a finitely generated right S-module, D(S) <r−1 is Noetherian as a right S-module. Hence the
<r−1 is Noetherian as a right S-module.
<r−1 is finitely generated as a right S-module.
is also finitely generated as a right D(I)-module with generators u 1 , . . . , u ℓ .
As right D(I)-modules,
is finitely generated as a D(I)-module. We take a system of generators {v 1 , . . . , v ℓ ′ }.
We will prove that M is a finitely generated D(I)-module. We denote by S j the K-vector subspace of S spanned by the monomials of degree j. An element θ = α f α ∂ α ∈ D(S) is of polynomial degree k, if k is the smallest integer such that f α ∈ k j=0 S j for all α with nonzero f α . Example 4.17. Let S = k[x, y] be the polynomial ring, and let I be the ideal generated by the polynomial Q = p 1 · · · p r (r ≥ 2) defining a central arrangement.
The graded ring Gr D(S/I) associated to the order filtration is a commutative ring. We consider the ideal M := P 1 δ If θ ∈ D(I) with ord(θ) ≤ 1, then the polynomial degree of θ is greater than or equal to 1 by Proposition 4.1. Since the order of the LHS of (4.11) equals m, there exists at least one θ j such that the order of θ j is greater than or equal to 1. Thus the polynomial degree of the RHS of (4.11) is greater than r − 1. However, the polynomial degree of the LHS of (4.11) is exactly r − 1. This is a contradiction.
Therefore M is not finitely generated, and thus we have proved that Gr D(S/I) is not Noetherian.
