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The authors investigated in Boos and Leiger (2008) [5] the ‘duality’ of the Nikodym
property (NP) of the set of all null sets of the density deﬁned by any nonnegative matrix
and the Hahn property (HP) of the strong null domain of it. In this paper, the investigation
of the intimated duality is continued by considering densities deﬁned by sequences
of nonnegative matrices. These considerations are motivated by the known result that
the ideal of the null sets of the uniform density has NP. In this context the general notion
of S-convergence of double sequences (cf. Drewnowski, 2002 [8]) containing Pringsheim
convergence, Hardy convergence and uniform convergence of double sequences is used.
© 2011 Elsevier Inc. All rights reserved.
1. Preliminaries and introduction
We start with a few preliminaries. (Otherwise, we refer mainly to [5] and also to [4].) ω denotes the space of all
sequences x = (xk) in K, K := R or K := C, and any vector subspace of ω is called a sequence space. Let χ be the set of all
sequences of 0’s and 1’s and, if E is any real sequence space, let χ(E) denote the linear hull of the sequences of 0’s and
1’s contained in E. A real sequence space E is said to have the Hahn property (HP), if χ(E) ⊂ F implies E ⊂ F for every
FK-space F (cf. [3]).
Let A = (ank) be an inﬁnite matrix with entries in K. The domain cA of A is deﬁned as cA = {x ∈ ω | Ax :=
(
∑
k ankxk)n ∈ c} where the deﬁnition of Ax implies the convergence of the series. Moreover, c0A = {x ∈ ω | Ax ∈ c0} is
called the null domain of A. By deﬁnition, A is regular for null sequences if c0 ⊂ c0A , and it is called regular if c ⊂ cA and
lim◦A|c = lim . By the Toeplitz–Silverman theorem (cf. [4, Theorem 2.3.6]) A = (ank) is regular for null sequences if and
only if all columns of A converge to 0 and the row norm ‖A‖ := supn
∑
k |ank| of A is ﬁnite. A regular matrix A is called
strongly regular, if ac ⊂ cA where ac denotes the set of all almost convergent sequences.
2. S-convergence of double sequences and general Toeplitz–Silverman theorems
L. Drewnowski considered in [8] a very general notion of convergence for sequences deﬁned on any countable inﬁnite
index set S (with a convergence). This notion of convergence is applicable to multiple sequences and contains Pringsheim
convergence, Hardy convergence and uniform convergence of double sequences.
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• ω(S) for the locally convex space of all functions x : S → K (usually written as x = (xs)s∈S ) equipped with the topology
of pointwise convergence on S , and
• ∞(S) for the Banach space of all bounded functions x : S → K with the standard supremum norm which will be
denoted by ‖ ‖∞ .
We say that S is a set with convergence if it is considered together with a strictly decreasing sequence S = (Sn) of
nonempty subsets of it with empty intersection. Whenever convenient, we set S0 = S and Sm,n = Sm \ Sn for m,n ∈ N
with 0m < n.
In the following, let (S,S) be a set with convergence. We say that a function x : S → K:
• is eventually bounded if there is an n ∈ N such that the function x|Sn is bounded, and• converges to (or has a limit) ξ ∈ K, and we write limS x = ξ , if for each ε > 0 there is an n ∈ N such that |x(s)− ξ | < ε
for all s ∈ Sn .
For a sequence (sk) in S , we write sk → ∞ if |{k ∈ N | sk ∈ S0,n}| < ∞ for each n.
Remark 2.1. (Cf. [8, Remark 3.1] and also [7, Section 3].) For a function x : S → K and a number ξ the following are
equivalent:
(a) x is eventually bounded [converges to ξ ].
(b) Whenever (sk) is a sequence in S with sk → ∞, the sequence (x(sk)) is bounded [converges to ξ ].
(c) Whenever (sn) is a sequence in S such that sn ∈ Sn,n+1 for each n, the sequence (x(sn)) is bounded [converges to ξ ].
We denote by (∞)(S,S), c(0)(S,S), and c0(S,S) or simply (∞)(S), c(0)(S), and c0(S) the linear subspaces of ω(S)
consisting of functions that are eventually bounded, or converge to zero, or are bounded and converge to zero, respectively.
Clearly, c0(S) ⊂ ∞(S) and c0(S) ⊂ c(0)(S) ⊂ (∞)(S).
Example 2.2.
(a) Let S := N and Sn := {k ∈ N | k n} = [n,∞[N. Then ω(S) = ω, ∞(S) = ∞ , and c0(S) = c(0)(S) = c0.
(b) Let S := N × N. Then ω(S) = 2ω is the set of all double sequences and ∞(S) = 2∞ the set of all bounded double
sequences. The uniform, Pringsheim, and Hardy convergence of double sequences (that is, of sequences on S = N × N)
are deﬁned by setting:
• Su = (Sn) with Sn = [n,∞[N × N, or
• Sp = (Sn) with Sn = [n,∞[N × [n,∞[N , or
• Sh = (Sn) with Sn = (N × N) \ ([1,n[N×[1,n[N),
respectively (cf. [8, Example 3.4]). In this context we use the notations 2S(∞) = (∞)(S,S), 2cS(0) = c(0)(S,S), and
2cS0 = c0(S,S) and, more specially, 2(∞) , 2c(0) , and 2c0, respectively, if  ∈ {u, p,h} and S=S .
In the following, let K = R and S = N × N with a convergence S = (Sn). For any sequence A = (A( j)) of matrices
A( j) = (ankj)n,k and double sequence space Y , we deﬁne
ωA :=
{
x = (xk) ∈ ω
∣∣∣∑
k
ankjxk exists for all n, j ∈ N
}
,
YA :=
{
x = (xk) ∈ ωA
∣∣Ax ∈ Y} (domain of A (with respect to Y)),
2cS(0)A :=
{
x = (xk) ∈ ωA
∣∣Ax ∈ 2cS(0)} (S-null domain of A),
and, if A is nonnegative, that is, ankj  0 (n,k, j ∈ N),
|A|S0 :=
{
x = (xk) ∈ ∞
∣∣∣ (∑
k
ankj|xk|
)
n, j
∈ 2cS0 = 2∞ ∩ 2cS(0)
}
(strongS-null domain of A).
Thereby, if  ∈ {u, p,h}, we write simply 2c(0)A and |A|0 instead of 2cS(0)A or |A|S0, respectively.
Proposition 2.3. (Cf. [8, Theorem 6.5 and Propositions 6.2 and 6.3], [7, p. 156] and, for S=Su , [13, Folgerung 2].) If A = (A( j)) is a
sequence of matrices A( j) = (ankj)n,k, then the following statements are equivalent:
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(b) (ankj)n, j ∈ 2cS(0) for every k ∈ N, (ankj)k ∈ 1 (n, j ∈ N) and
∃r ∈ N: sup
(n, j)∈Sr
∑
k
|ankj| < ∞.
Special case. IfS=S ( ∈ {u, p,h}), then condition (b) is equivalent to
(b∗) (ankj)n, j ∈ 2c(0) for every k ∈ N, (ankj)k ∈ 1 (n, j ∈ N) and⎧⎪⎨
⎪⎩
∃n0 ∈ N: supnn0, j∈N
∑
k |ankj| < ∞ if  = u,
∃N ∈ N: supn, jN
∑
k |ankj| < ∞ if  = p,
supn, j∈N
∑
k |ankj| < ∞ if  = h.
Proof. Apply [8, Theorem 6.5] to the special case S = N and T = N × N and note 2.2. 
Proposition 2.4. Let A = (A( j)) be a sequence of nonnegative matrices A( j) = (ankj)n,k. Then the following statements are equivalent:
(a) A is absolutelyS-regular for null sequences, that is, c0 ⊂ |A|S0.
(b) (ankj)n, j ∈ 2cS0 for every k ∈ N and supn, j∈N
∑
k ankj < ∞.
Moreover, if A is absolutelyS-regular for null sequences, then (|A|S0,‖ ‖∞) is a BK-space (since (2∞ ∩ 2cS(0),‖ ‖∞) is a Banach
space with continuous coordinate functionals).
Proof. Apply Proposition 2.3. 
3. Densities deﬁned by sequences of matrices
In this section we extend some results obtained in [5] from densities deﬁned by matrices to densities deﬁned by se-
quences of matrices (3-dimensional matrices). Thereby, we consider S-convergence on double sequence spaces. Concerning
basic notions like Nikodym property (NP) etc. we refer to [5].
Now, let S = (Sr) be a convergence on S = N × N, A = (A( j)) be a sequence of nonnegative matrices, and let A be
absolutely S-regular for null sequences. Then, for each E ⊂ N, we deﬁne
τnj(E) :=
∞∑
k=1
ankjχE(k) (n, j ∈ N)
and
dSA(E) := limsup
r→∞
sup
(n, j)∈Sr
τnj(E).
Note, in the case S=S and  ∈ {u, p,h} we obviously have
d

A(E) := d
S
A (E) =
⎧⎪⎨
⎪⎩
limsupn→∞ sup j τnj(E) if  = u,
limsupr→∞ supn, jr τnj(E) if  = p,
limsupr→∞ supmax{n, j}r τnj(E) if  = h.
Clearly, each τnj is a nonnegative (not necessarily ﬁnite) σ -measure on P(N) and dSA is a submeasure on P(N). We will
often refer to dSA as the submeasure or S-density deﬁned by A. By ZSA we denote the ideal of dSA-null sets, that is,
ZSA :=
{
E ⊂ N ∣∣ dSA(E) = 0}.
Obviously,
χ ∩ |A|S0 =
{
χE
∣∣ E ∈ ZSA }.
Example 3.1.
(a) If A is any nonnegative matrix and A = (A( j)) is deﬁned by A( j) = A ( j ∈ N), then ZS = ZA and dS = dA (cf. [5]).A A
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ankj =
{
cn,k− j+1 if k j,
0 otherwise
(n,k, j ∈ N).
Then duA is the uniform density as considered in [16, p. 356] and [10].
First of all, we aim to an analogue of [5, Theorem 1.5] in the case of sequences of nonnegative matrices which are
absolutely S-regular for null sequences.
Proposition 3.2. Let A = (A( j)) be a sequence of nonnegative matrices which is absolutelyS-regular for null sequences.
(a) ZSA has the ASP if and only if it has the σ -NP.
(b) ZSA has the ASP if and only if χ(|A|S0)β = 1.
(c) supn, j∈N
∑
k ankj < ∞.
(d) If ZSA has the ASP, then limr sup(n, j)∈Sr supk ankj = 0.
Proof. (a) For ZSA the properties ASP and σ -NP are equivalent by [11, Proposition 3.4] because {k} ∈ ZSA (k ∈ N) and
therefore
⋃
N∈ZSA N = N.
(b) The condition χ(|A|S0)β = 1 is the (equivalent) translation of ASP into the language of sequence space theory (cf.
[5, Theorem 1.5]).
(c) The statement follows immediately from Proposition 2.4.
(d) We assume limsupr sup(n, j)∈Sr supk ankj > a > 0. Then there exist an index sequence (rν) and for each ν ∈ N an
nν ∈ N with (nν, jν) ∈ Srν and supk anνkjν  a. Thus A = (anνkjν )ν,k satisﬁes limsupν supk anνkjν  a > 0. Consequently, ZA
does not have ASP by [11, Proposition 5.2] (cf. [5, Proposition 1.1] too), thus χ(|A|0)β  1 by [5, Theorem 1.5]. Thereby,
since χ(|A|S0) ⊂ χ(|A|0) by Remark 2.1 and by applying the ‘reduction method’ in [7] to this situation, we get χ(|A|S0)β ⊃
χ(|A|0)β  1, that is, ZSA does not have ASP by (b). 
Theorem 3.3. Let A = (A( j)) be a sequence of nonnegative matrices which is absolutely S-regular for null sequences. Then for the
ideal ZSA and the sequence space |A|S0 we consider the following statements:
(a) ZSA has the NP.
(b) ZSA has the σ -NP.
(c) ZSA has the ASP (or, equivalently the PSP).
(d) χ(|A|S0)β = 1.
(e) |A|S0 has the Hahn property.
(f) χ(|A|S0) is barrelled in the BK-space (|A|S0,‖ ‖∞).
Then we have (b) ⇐ (a) ⇔ (f) ⇔ (e) ⇒ (d) ⇔ (c) ⇔ (b).
Remark. The statements (a)–(f) would be (pairwise) equivalent, if ‘(c) ⇒ (a)’ or ‘(d) ⇒ (e)’ were valid.
Proof. Obviously, (a) implies (b), and, by Proposition 3.2, the conditions (b), (c) and (d) are (pairwise) equivalent. The equiv-
alence ‘(e) ⇔ (f)’ holds by [3, Theorem 1.1] since (|A|S0,‖ ‖∞) is a BK-space (note that χ(|A|S0) is ‖ ‖∞-dense in
(|A|S0,‖ ‖∞) because |A|S0 is a solid subspace of ∞ (cf. [2, 〈11〉])). Furthermore, (e) implies (d) by [3, Proposition 2.3],
and the equivalence of (a) and (f) is contained in a corresponding remark in [9, p. 64, lines 18–21] in a more general
situation. 
There is a relatively general suﬃcient condition and result due to Drewnowski and Paúl:
Proposition 3.4. (Cf. [11, Proposition 6.3].) If η is a strongly nonatomic submeasure on P(N), then the ideal Z(η) :=
{N ∈ P(N) | η(N) = 0} has the NP. Thereby, η is called strongly nonatomic on P(N), if for all ε > 0 there exists a ﬁnite parti-
tion E1, . . . , EN of N with3 η(Eν) ε (ν ∈ NN ).
Remark 3.5. In this connection, Drewnowski and Paúl asked in [11] whether the converse is true in general. Recently, Alon,
Drewnowski and Łuczak stated in [1, Theorem 2.3] that the answer to this question is negative by presenting an example
3 For n ∈N we use the notation Nn := {1, . . . ,n}.
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submeasure η in consideration is generated by a nonnegative regular matrix A = (ank). Now, if A = (A( j)) is deﬁned by
A( j) := A, then dSA = dA and ZSA = ZA . Thus, dSA is not strongly nonatomic and ZSA has NP.
Let (νt)t be a sequence in N and, for each t ∈ N, Nt = {Nνt | ν ∈ Nνt } a partition of N, that is, N =
⋃νt
ν=1 Nνt and
Nνt ∩ Nμt = ∅ if ν = μ. Then (Nt) is called an admissible partition sequence of N. In particular, if we put4 νt := t (t ∈ N) and
Nνt := {ν + rt | r ∈ N0} (t ∈ N, ν ∈ Nt), then Nt = {Nνt | ν ∈ Nt} is an admissible partition sequence of N. In the following
we refer to it as standard admissible partition sequence of N.
The following obvious observation turns out to be useful for the below considerations.
Remark 3.6. Let A = (A( j)) be a sequence of nonnegative matrices. If A is absolutely S-regular for null sequences, then the
following conditions are equivalent:
(a) dSA is strongly nonatomic on P(N).
(b) There exists an admissible partition sequence (Nt) of N such that5
limsup
t→∞
limsup
r→∞
sup
1ννt , (n, j)∈Sr
Anjνt = 0 where Anjνt :=
∑
k∈Nνt
ankj. (3.1)
Additional remark. Let A be a nonnegative matrix which is regular for null sequences, and let A = (A( j)) with A( j) = A. If
(Nt) is an admissible partition sequence, then (3.1) corresponds with condition (3) in [5, Proposition 2.3].
Example 3.7. Let A be a nonnegative matrix which is regular for null sequences, and let A = (A( j)) with A( j) = (ankj) be
deﬁned by A(1) := A and
ankj :=
{
an,k− j+1 if k j,
0 if 1 k < j
(n,k ∈ N, j  2).
Then A satisﬁes (3.1) for the standard admissible partition sequence if and only if A satisﬁes the corresponding condition
(8) for matrices in [5, Proposition 2.6] and, should the occasion arise, Remark 3.6 applies to A: The density dSA is strongly
nonatomic, ZSA has the NP, and |A|S0 the HP (cf. [16, p. 356] and [10] for the uniform density duA).
Example 3.8. Let νk = k! (k ∈ N) and pn = 1 + 2−n if n = νk for some k ∈ N, and pn = 2−n if n = νk for any k ∈ N (n ∈ N).
We consider the Riesz matrix Rp = (rnk) deﬁned by
rnk :=
{ pk
Pn
if 1 k n,
0 if k < n
(n,k ∈ N) where Pn :=∑nk=1 pk.
In [5, Example 3.1.4] it is veriﬁed, that Rp satisﬁes condition (3) in [5, Proposition 2.3] for a suitable admissible partition
sequence (Nt) of N, but Rp does not satisfy this condition in the case of the standard admissible partition sequence of N.
Now, we give for Rp a concrete admissible partition sequence (Nt) of N such that (3) in [5, Proposition 2.3] is satisﬁed, and
we verify that A = (A( j)) with A(1) = Rp corresponding to Remark 3.7 satisﬁes (3.1). Therefore, duA is strongly nonatomic
and |A|u0 has the Hahn property. For that let νt := t (t ∈ N) and, for ν ∈ Nt , we put
Nνt :=
∞⋃
r=0
{
(ν + rt)!, (ν + rt)! + 1, . . . , (ν + rt + 1)! − 1}.
Then, for s ∈ N and s! n < (s + 1)!, we get
1
Pn
∑
k∈Nνt∩Nn
pk 
1
Pn
(
s
t
+
n∑
k=1
2−k
)
 1
t
+ 1
s
(3.2)
and therefore
limsup
t→∞
limsup
n→∞
sup
1νt
1
Pn
∑
k∈Nνt∩Nn
pk = 0
so that (3) in [5, Proposition 2.3] is satisﬁed (and dRp is strongly nonatomic).
4
N
0 :=N∪ {0}.
5 ∑
k∈∅ ak := 0.
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ankj :=
{
pk− j+1
Pn
if j  k < j + n − 1,
0 if 1 k < j
(n,k ∈ N, j  2).
As in (3.2), for s, j ∈ N and s! n < (s + 1)!, we get (note, ((s + 1)! − s!) is strongly increasing to ∞)
1
Pn
∑
k∈Nνt∩{ j,..., j+n−1}
pk− j+1 
1
Pn
(
s
t
+
n∑
k=1
2−k
)
 1
t
+ 1
s
and therefore
limsup
t→∞
limsup
n→∞
sup
j∈N,1νt
1
Pn
∑
k∈Nνt∩{ j,..., j+n−1}
pk− j+1 = 0,
so that (3.1) is satisﬁed for Su .
In [5, 2.6 and 2.7] it is shown that for each nonnegative matrix A with6 T ⊂ c0A the submeasure dA is strongly
nonatomic. Using the reduction method presented in [7] we generalize this result to sequences of matrices.
The following proposition is of own mathematical interest and turn out to be useful for the proof of the subsequent
theorem.
Proposition 3.9. Let A = (A( j)) be a sequence of nonnegative matrices A( j) and ∅ = X ⊂ ω. Then X ⊂ |A|S0 if and only if X ⊂
|(anrkjr )r,k|0 holds for each sequence ((nr, jr))r with (nr, jr) ∈ Sr .
Proof. Apply the characterization of ‘(τnj)n, j ∈ 2cS0’ in Remark 2.1 (cf. also [7, Section 3]) to the deﬁnition of the elements
of |A|S0. 
Theorem 3.10. Let A = (A( j)) be a sequence of nonnegative matrices A( j) with T ⊂ |A|S0. Then (3.1) holds for the standard admis-
sible partition sequence of N, that is, Nνt := {ν + rt | r ∈ N0} (t ∈ N, ν ∈ Nt), and
α := limsup
t→∞
limsup
r→∞
sup
1νt, (n, j)∈Sr
∑
k∈Nνt
ankj = 0. (3.3)
Furthermore, dSA is strongly nonatomic, ZSA has the Nikodym property and |A|S0 the Hahn property.
Proof. The second statement is an immediate consequence of the ﬁrst one (cf. Remark 3.6, Proposition 3.4, and Theo-
rem 3.3).
Now, we verify (3.3) under the assumption T ⊂ |A|S0, whereby we consider exclusively the standard admissible parti-
tion sequence (Nt) of N. Applying Proposition 3.9 to the assumption we get T ⊂ |(anrkjr )r,k|0 for all sequences (nr) and ( jr)
in N with (nr, jr) ∈ Sr . So, by [5, Proposition 2.6] we get
limsup
t→∞
limsup
r→∞
sup
1νt
∑
k∈Nνt
anrkjr = 0, (3.4)
for all sequences ((nr, jr))r with (nr, jr) ∈ Sr .
We assume α > 0 in (3.3) and aim to a contradiction by constructing sequences (nr) and ( jr) in N with (nr, jr) ∈ Sr such
that (3.4) is not satisﬁed for the matrix (anrkjr )r,k.
We choose a t1 ∈ N with
limsup
r→∞
sup
1νt1, (n, j)∈Sr
∑
k∈Nνt1
ankj 
α
2
,
then an r1 with
sup
1νt1, (n, j)∈Sr1
∑
k∈Nνt1
ankj 
α
3
,
6 T denotes the set of all thin sequences (cf. [4, 1.2.4]).
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sup
1νt1
∑
k∈Nνt1
an1kj1 
α
4
.
If u > 1 and t1, . . . , tu−1 and r1, . . . , ru−1 as well (n1, j1), . . . , (nu−1, ju−1) are already chosen, then we choose a tu ∈ N with
tu > tu−1 and
limsup
r→∞
sup
1νtu , (n, j)∈Sr
∑
k∈Nνtu
ankj 
α
2
,
then an ru with ru > ru−1 and
sup
1νtu , (n, j)∈Sru
∑
k∈Nνtu
ankj 
α
3
,
and ﬁnally in the uth step nu, ju ∈ N with (nu, ju) ∈ Eru and
sup
1νtu
∑
k∈Nνtu
anukju 
α
4
.
Altogether we get
limsup
t→∞
limsup
r→∞
sup
1νt
∑
k∈Nνt
anrkjr  limsup
r→∞
sup
1νtr
∑
k∈Nνtr
anrkjr 
α
4
> 0
contradicting (3.4). Thus (3.3) holds and the proof of the theorem is done. 
Now, we come back to the discussion of Theorem 3.3. The corresponding implication of 3.3 ‘(c) ⇒ (a)’ has been proven
by Drewnowski and Paúl (cf. [11, Theorem 5.4]): They stated that in the case of nonnegative matrices A which are regular for
null sequences the ideal ZA has the AP (cf. [11, Proposition 5.3]) and that ASP and AP implies the NP (cf. [11, Theorem 3.5]).
In the next example we show that ZSA do not necessarily have AP, if A is a sequence of nonnegative matrices, which is
absolutely S-regular for null sequences, and such that ZSA has NP. Consequently, the sketched idea of proof does not work
in the general case of sequences of matrices.
Let R be an ideal in P(N). Then R is said to have the Additivity Property (AP) if for every sequence (Nn) in R there
exists a sequence (Bn) in R such that the symmetric difference NnBn (n ∈ N) is ﬁnite and ⋃n Bn ∈ R.
Example 3.11. Let us consider the example A = (A( j)) with A( j) = (ankj) and A = A(1) = C1 in 3.7. Then |A|S0 has HP by
Example 3.7, thus ZSA has NP. We show that ZuA does not have AP. For that we deﬁne subsets Nn (n ∈ N) of N and consider
their characteristic functions x(n) := χNn . We deﬁne
Nn :=
{ {∑νi=1 i | ν ∈ N} if n = 1,
(n − 1) + N1 if n 2
(n ∈ N).
It is easy to check x(n) ∈ |A|u0. Therefore, Nn ∈ ZuA. Obviously, N :=
⋃
n Nn = N, thus χN = (1,1, . . .) = e. Now, let any
sequence (Bn) in ZuA with |NnBn| < ∞ be given. We show B :=
⋃
n Bn /∈ ZuA which implies that ZuA does not have AP.
For that, it is suﬃcient to verify that χB /∈ |A|u0: Because of |NnBn| < ∞ the sequence x(n) = χNn differs from y(n) := χBn
only in ﬁnitely many positions. Consequently,
⋃k
n=1 Bn has inﬁnitely many 1-blocks with length k because
⋃k
n=1 Nn has.
Putting y := χB we get therefore y /∈ |A|u0 since the double sequence Ay – considered as an inﬁnite matrix – contains in
each row an inﬁnite number of 1’s.
In the matrix case (cf. [5, Proposition 1.3]), the corresponding implication Theorem 3.3 ‘(d) ⇒ (e)’ has been proven by
applying the following result due to Hill and Sledd (cf. [12, 4.1]).
Proposition 3.12. (Cf. Hill and Sledd [12, Theorem 4.1].) Let A = (ank) be a (nonnegative)matrix which is regular for null sequences and
let x ∈ ∞. Then x ∈ |A|0 if and only if there exists Z ⊂ N such thatχN\Z ∈ |A|0 andχZ ·x ∈ c0. In particular, |A|0 = ∞·χ(|A|0)+c0.
Proof. Adapt the proof of [12, Theorem 4.1] to matrices which are regular for null sequences (instead of being regular). 
Now, we show, that the Hill–Sledd result is not necessarily true in the case of sequences of matrices A considered in
Theorem 3.3.
J. Boos, T. Leiger / J. Math. Anal. Appl. 380 (2011) 224–231 231Example 3.13. Let us consider the example A = (A( j)) with A( j) = (ankj) and A = A(1) = C1 in 3.7. Then, as we stated in
Example 3.7, |A|u0 has HP, thus ZuA has NP. We show that there exists an x ∈ |A|u0 such that for all subsets Z in N we
have χN\Z /∈ |A|u0 whenever χZ · x ∈ c0.
Aiming to such an x we construct index sequences (kν) and (k′ν) with k1 = 1 and kν < k′ν := 2kν < kν+1. Independently
from the choice of the value of kν we put
xk :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1 if k = 1,
1
2 if k = 2,
xr if k = kν + r and r ∈ Nkν ,
4−ν if k′ν < k kν+1
(k, ν ∈ N).
If we have chosen kν , then we set
kν+1 :=max
{
μ > k′ν
∣∣∣ 1
μ
μ∑
k=1
xk  2−2ν+1
}
.
This choice is possible since for y = (y1, . . . , yk0 ,α,α, . . .) with 0 α < yk (k ∈ Nk0 ) the sequence ([C1 y]n)nk0 is decreas-
ing and converges to α. Now, if Z is any subset of N with χZ · x ∈ c0, then Z as well as N \ Z are inﬁnite sets. Moreover
χN\Z has inﬁnite many 1-blocks and the supremum over the lengths of these blocks is ∞. Therefore, the matrix AχN\Z
contains in each row an inﬁnite number of 1’s, so that χN\Z /∈ |A|u0. By the construction of x we get x ∈ |C1|0. Since
0 [A( j)x]n  2[C1x]n (n n0) we have also x ∈ |A|u0.
4. Problems
1. Let A = (A( j)) be a sequence of nonnegative matrices which is absolutely regular for null sequences. As it is shown
in Examples 3.11 and 3.13, two methods, applicable in the case of nonnegative matrices, are not necessarily applicable
in the case of sequences of nonnegative matrices. Substitutes for these methods as well as necessary and suﬃcient
conditions for the applicability of these methods are of mathematical interest.
2. Stuart and Abraham proved in [16] (cf. [15] too) that for rings R the bounded subsequential completeness property (BSCP)
is equivalent to NP. Does ASP imply BSCP in case of the ideal ZSA , where A is absolutely S-regular for null sequences?
If the answer is positive, then the statements (a)–(f) in Theorem 3.3 are pairwise equivalent. In the negative case, also
ASP would not imply NP.
We have a similar situation and the analogue problem as before when we replace BSCP by the Nested Partition Property
considered in [14].
3. Discuss the Hahn properties in the case of bounded domains ∞ ∩ YA of A where Y is the set of all S-convergent or
the set of all bounded S-convergent double sequences.
Acknowledgments
We express our gratitude to the referees for their helpful comments, in particular, we are very thankful to Lech Drewnowski who sent us his preprint
[8] containing the idea to consider the general notion of S-convergence of double sequences instead of considering separately the notions of Pringsheim
convergence, Hardy convergence and uniform convergence of double sequences.
References
[1] N. Alon, L. Drewnowski, T. Łuczak, Stable Kneser hypergraphs and ideals in N with the Nikodým property, Proc. Amer. Math. Soc. 137 (2009) 467–471.
[2] G. Bennett, The Hahn Property, in: Lecture Notes, Hagen, 1995.
[3] G. Bennett, J. Boos, T. Leiger, Sequences of 0’s and 1’s, Studia Math. 149 (2002) 75–99.
[4] J. Boos, Classical and Modern Methods in Summability, Oxford University Press, Oxford, 2000.
[5] J. Boos, T. Leiger, On some ‘duality’ of the Nikodym property and the Hahn property, J. Math. Anal. Appl. 341 (2008) 235–246.
[6] J. Boos, T. Leiger, Strongly nonatomic densities deﬁned by certain matrices, Math. Slovaca, in press.
[7] J. Boos, D. Seydel, Theorems of Toeplitz–Silverman type for maps deﬁned by sequences of matrices, J. Anal. 9 (2001) 149–181.
[8] L. Drewnowski, An application of LF-spaces to Silverman–Toeplitz type theorems, preprint, 2002.
[9] L. Drewnowski, M. Florencio, P.J. Paúl, Barrelled subspaces of spaces with subseries decompositions or Boolean rings of projections, Glasg. Math. J. 36
(1994) 57–69.
[10] L. Drewnowski, M. Florencio, P.J. Paúl, Some new classes of rings of sets with the Nikodym property, in: Functional Analysis, Trier, 1994, de Gruyter,
Berlin, 1996, pp. 143–152.
[11] L. Drewnowski, P.J. Paúl, The Nikodým property for ideals of sets deﬁned by matrix summability methods, Rev. R. Acad. Cienc. Exactas Fís. Nat. (Esp.) 94
(2000) 485–503.
[12] J.D. Hill, W.T. Sledd, Approximation in bounded summability ﬁelds, Canad. J. Math. 20 (1968) 410–415.
[13] M. Stieglitz, Eine Verallgemeinerung des Begriffs der Fastkonvergenz, Math. Jpn. 18 (1973) 53–70.
[14] C. Stuart, A generalization of the Nikodym boundedness theorem, Collect. Math. 58 (2007) 151–154.
[15] C. Stuart, Generalizations of the Nikodym boundedness and Vitali–Hahn–Saks theorem, unpublished preprint, 2008.
[16] C.E. Stuart, P. Abraham, Generalizations of the Nikodym boundedness and Vitali–Hahn–Saks theorems, J. Math. Anal. Appl. 300 (2004) 351–361.
