Total derivatives of eigenvalues and eigenprojections of symmetric
  matrices by Brustad, Karl K.
ar
X
iv
:1
90
5.
06
04
5v
1 
 [m
ath
.A
P]
  1
5 M
ay
 20
19
Total derivatives of eigenvalues and
eigenprojections of symmetric matrices
Karl K. Brustad
Aalto University
May 16, 2019
Abstract
Conditions for existence and formulas for the first- and second
order total derivatives of the eigenvalues, and the first order total
derivatives of the eigenprojections of smooth matrix-valued functions
H : Ω → S(m) are given. The eigenvalues and eigenprojections are
considered as functions in the same domain Ω ⊆ Rn.
1 Introduction
Let Ω ⊆ Rn be a domain and assume that H : Ω → S(m) is a continuously
differentiable function taking values in the space S(m) of symmetric m×m
matrices. Under what conditions are the eigenvalues and the eigenprojections
of H differentiable, and what are their total derivatives? The eigenprojection
Pj(x), corresponding to the eigenvalue λj(x) of H at x ∈ Ω, is the unique
symmetric m×m projection matrix, i.e. P Tj (x) = Pj(x) = P
2
j (x), satisfying
H(x)Pj(x) = λj(x)Pj(x)
with rank, or dimension, equal to the multiplicity of the eigenvalue.
The Hessian matrix Hu of a function u ∈ C3(Ω) is a motivating special
case. Then m = n and, as a standard example – showing that smooth
matrices need not have differentiable eigenvalues – one may consider the
real part of the analytic function z3 in the plane C: If we set u(x, y) :=
1
6
(x3 − 3xy2), then
Hu(x, y) =
(
x −y
−y −x
)
1
with eigenvalues
λ1(x, y) = −
√
x2 + y2 and λ2(x, y) =
√
x2 + y2.
We see that the problem occurs at the origin where the eigenvalues ”cross”.
This is a well known phenomenon. The corresponding eigenprojections are
not even continuous since trP1 = trP2 = 1 away from the origin while
P1(0, 0) = P2(0, 0) = I as Hu(0, 0) = 0 = 0 · I.
Perturbations of eigenvalues and eigenvectors of symmetric matrix-valued
functions have been studied in various settings. It is shown in [Tor01] that
the j’th eigenvalue of H(t) = H0+ tH1 +
1
2
t2H2 always has first- and second
order one-sided derivatives. This work is partly based on [HUY95] and is
developed further in [ZZX13]. Our formulas for the derivatives of λj have
counterparts in these papers, although the setting is not exactly the same.
The total projection for the λ-group – i.e. the sum of projections correspond-
ing to neighbouring eigenvalues – is analyzed in [Kat95]. The expression (3.8)
for the derivative of Pj may be compared with the one found in (Theorem 5.4
[Kat95]). The book by Kato is a standard reference for perturbating matrices
depending on a single real or complex parameter. Unfortunately, many of
the results therein do not generalize if the matrix depends on several vari-
ables. We also mention the papers [LS01] and [ACL93] where, respectively,
spectral functions and solutions to nonlinear eigenvalue-eigenvector problems
are differentiated.
We shall consider the eigenvalues and eigenprojections as functions in
Ω ⊆ Rn. The total derivative of an eigenvalue λj is, if it exists, the gradi-
ent ∇λj . For the matrix-valued eigenprojections Pj , the total derivative is a
mapping Rm×Rm×Rn×Ω→ R linear in the three first arguments. That is,
a third order tensor. In order to simplify the notation and minimize the use
of indexes, we introduce two different first order matrix valued tensors rep-
resenting the derivative of matrix functions. The (double-sided) directional
derivatives are also studied. In contrast to the one-sided limits, they do not
always exist as our example clearly shows.
Our main results Theorem 3.1, Theorem 3.2, and Theorem 4.7 give ex-
plicit expressions for the derivatives of λj and Pj in terms of H and its
derivatives. As a little surprise, it turns out that an eigenprojection is con-
tinuous only if it is differentiable, and it has constant dimension only if it is
directionally differentiable. Moreover, if H is C2 and the eigenprojection is
continuous, then the corresponding eigenvalue has a differentiable gradient.
We have not been able to find these observations in the litterature. A key
ingredient in proving the theorems is Lemma 4.1 (Lemma 5.2 [Bel13]). It
does not seem to have been used in the other aforementioned papers.
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2 Preliminaries
The matrix norm used throughout the paper is ‖X‖ :=
√
tr(XTX). Even
though we treat Rm as Rm×1 algebraically, the vector norm is denoted by
|y| :=
√
yTy. If f : Ω → Rm is a differentiable function, its Jacobian matrix
is the mapping ∇f : Ω→ Rm×n satisfying
f(x+ y) = f(x) +∇f(x)y + o(|y|)
as y → 0. In particular, gradients are row vectors.
2.1 Matrix derivatives
Definition 2.1. Let F : Ω → Rm×k be given. The directional derivative
DF : Rn × Ω→ Rm×k of F is defined by
DeF (x) := lim
h→0
F (x+ he)− F (x)
h
(2.1)
whenever the limit exists. When F is differentiable, the Jacobian derivative
∇F : Rk × Ω→ Rm×n of F is defined by
∇qF (x) := ∇[Fq](x). (2.2)
That is, the Jacobian matrix of the vector valued function x 7→ F (x)q.
It is possible to define the Jacobian in terms of combinations of partial
derivatives, but we shall reserve the notation ∇ and ∇q for functions that
are assumed to be differentiable.
Clearly, DeF
T = (DeF )
T and any symmetry of a square matrix F is
therefore preserved. If F is assumed to be differentiable, the directional
derivative satisfies
F (x+ y) = F (x) + DyF (x) + o(|y|) as y → 0,
and one can check that
DeF (x)q = ∇qF (x)e ∀e ∈ R
n, q ∈ Rk. (2.3)
Note that the dimensions match and that the above is an equality in Rm.
If q : Ω→ Rk and e : [a, b]→ Rn are functions, we write
∇q(x)F (x) := ∇qF (x)
∣∣∣
q=q(x)
and De(t)F (x) := DeF (x)
∣∣∣
e=e(t)
.
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Thus if q is differentiable, the product rule yields
∇[Fq](x) = F (x)∇q(x) +∇q(x)F (x),
and if c : [a, b]→ Ω is a differentiable curve, we get, by the chain rule and by
using (2.3), that
d
dt
F (c(t)) = Dc′(t)F (c(t)). (2.4)
Moreover, for vectors p ∈ Rm and q ∈ Rk we have
pT∇qF (x) = q
T∇pF
T (x). (2.5)
Note again that the dimensions match and that (2.5) is an equality in R1×n.
Indeed, since F T (x) is a k ×m matrix, the Jacobian ∇pF
T = ∇[F Tp] is of
dimension k × n.
If the matrix function F is a Hessian Hu : Ω → S(n) of u ∈ C3(Ω),
then the directional and the Jacobian derivatives coincide and are again
symmetric, that is,
DξHu(x) = ∇ξHu(x) ∈ S(n) ∀ξ ∈ R
n. (2.6)
It is, in fact, the Hessian matrix of the C2 function x 7→ ∇u(x)ξ in Ω.
Combined with (2.5), this means that
ξTi DξjHu ξk = ξ
T
pi(i)Dξpi(j)Hu ξpi(k) (2.7)
in Ω for all ξi, ξj, ξk ∈ R
n and all permutations π on {i, j, k}. In particular,
eTi DejHu ek =
∂3u
∂xi∂xj∂xk
.
2.2 Symmetric matrices
The spectral theorem states that every symmetric m×m matrix can be diag-
onalized. For any X ∈ S(m) there exists an orthogonalm×m matrix U such
that UTXU = diag(λ1, . . . , λm) where λ1 ≤ · · · ≤ λm are the eigenvalues of
X . Moreover, the eigenspaces Ej := {ξ ∈ R
m |Xξ = λjξ} are dj-dimensional
subspaces of Rm where dj is the multiplicity of λj . The spaces Ej and Ek are
orthogonal whenever λj 6= λk. Obviously, Ej = Ek if λj = λk. By writing
U = (ξ1, . . . , ξm), we get that
X = U diag(λ1, . . . , λm)U
T =
m∑
i=1
λiξiξ
T
i (2.8)
and that Ej = span{ξi | λi = λj}.
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The class of symmetric m×m projection matrices is denoted by
Pr(m) := {P ∈ S(m) |PP = P}.
Since their eigenvalues are either 0 or 1, these matrices are on the form
P =
d∑
i=1
ξiξ
T
i = QQ
T , Q := (ξ1, . . . , ξd) ∈ R
m×d, (2.9)
for some d = 0, 1, . . . , m (with the convention that empty sums are zero)
and where QTQ = Id. The set {ξ1, . . . , ξd} is an orthonormal basis for the
d-dimensional subspace
P (Rm) := {Pξ | ξ ∈ Rm} ⊆ Rm.
Conversely, given a subspace E of Rm, there is a unique symmetric projection
P such that E = P (Rm). Indeed, if P (Rm) = E = R(Rm), then Pξ,Rξ ∈ E
for every ξ ∈ Rm. Thus RPξ = Pξ and PRξ = Rξ and P = P T =
(RP )T = PR = R. Note therefore that the factorization (2.9) is not unique
as P =
∑d
i=1 ηiη
T
i for every orthonormal basis {η1, . . . , ηd} of P (R
m).
In the case of the symmetric matrix X it follows that
Pj =
m∑
i=1
λi=λj
ξiξ
T
i
is the unique eigenprojection corresponding to the j’th eigenvalue of X , re-
gardless of the choice U = (ξ1, . . . , ξm) of eigenvectors.
If we let α : {1, . . . , s} → {1, . . . , m} be a re-indexing that picks out all of
the s := |{λ1, . . . , λm}| distinct eigenvalues of X , we may collect the terms
in (2.8) with equal coefficients and write
X =
s∑
l=1
λα(l)Pα(l). (2.10)
Now,
Pα(l)Pα(k) = δlkPα(l) and
s∑
l=1
Pα(l) =
m∑
i=1
ξiξ
T
i = I
and (2.10) is the unique representation of X in terms of a complete set of
eigenprojections and the unrepeated eigenvalues. However, since α depends
on X it is often more convenient to represent X in terms of the repeated
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versions λi and Pi where the indexing goes from 1 to m. This is obtained by
noticing that
m∑
i=1
λi=λα(l)
λi
di
Pi =
λα(l)
dα(l)
Pα(l)
m∑
i=1
λi=λα(l)
1 = λα(l)Pα(l)
and thus
X =
s∑
l=1
λα(l)Pα(l) =
s∑
l=1
m∑
i=1
λi=λα(l)
λi
di
Pi =
m∑
i=1
λi
di
Pi.
In [HJ91], the unrepeated eigenprojections are called the Frobenius co-
variants and an explicit formula in terms of X and the eigenvalues is given.
In our notation
Pα(k) =
s∏
l=1
l 6=k
X − λα(l)I
λα(k) − λα(l)
(2.11)
with the convention that an empty product is the identity. The formula can
also be verified directly from (2.10).
3 Differentiation of the eigenprojections
By the above discussion, we can write H(x) as
H(x) =
s∑
l=1
λα(l)(x)Pα(l)(x) =
m∑
i=1
λi(x)
di(x)
Pi(x)
where either representation is unique in its specific sense. Here, di(x) :=
trPi(x) and s = s(x) ∈ {1, . . . , m} is the number of different eigenvalues of
H at x.
For 1 ≤ j ≤ m, let Aj : Ω→ S(m) be given by
Aj(x) :=
s∑
l=1
λα(l)(x)6=λj (x)
Pα(l)(x)
λj(x)− λα(l)(x)
=
m∑
i=1
λi(x)6=λj (x)
Pi(x)/di(x)
λj(x)− λi(x)
.
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It commutes with H , AjPj = PjAj = 0 and satisfies
Aj(λjI −H) =
s∑
l=1
λα(l) 6=λj
Pα(l)
λj − λα(l)
s∑
k=1
(λj − λα(k))Pα(k)
=
s∑
l=1
λα(l) 6=λj
Pα(l)
= I − Pj.
It is therefore the pseudoinverse of the singular matrix λjI −H .
Theorem 3.1 (Total derivative of eigenprojections). Let H ∈ C1(Ω, S(m))
with repeated eigenvalues and eigenprojections λi(x) and Pi(x), i = 1, . . . , m.
Let j ∈ {1, 2 . . . , m} and assume that either
Pj is continuous or λj is differentiable and trPj is constant (3.1)
in Ω. Then Pj is differentiable in Ω with total derivatives
∇qPj(x) = Pj(x)∇Aj(x)qH(x) + Aj(x)∇Pj(x)qH(x)
and
DePj(x) = Pj(x)DeH(x)Aj(x) + Aj(x)DeH(x)Pj(x)
for all q ∈ Rm and all e ∈ Rn.
An immediate observation is that
tr (DePjH) = 0 = tr (DePj) . (3.2)
Proof. We shall prove the claim under the latter assumption in (3.1). The
proof of the theorem is then completed by Proposition 4.6 which says that
these two conditions are equivalent for C1 matrices. It is worth mentioning
that the Frobenius formula (2.11) is not directly applicable since the indexing
will depend on x ∈ Ω.
We dropp the subscripts and write P := Pj, d := trP , A := Aj , and
λ := λj . Fix x ∈ Ω, which we may assume to be the origin, and let y ∈ R
n
be small. By the differentiability assumptions
0 =
(
H(y)− λ(y)I
)
P (y)
=
(
H − λI +DyH −∇λy · I
)
P (y) + o(|y|)
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as y → 0. Functions written without an argument are to be understood as
evaluated at x = 0. Multiplying from the left with A gives
(I − P )P (y) = A (DyH −∇λy · I)P (y) + o(|y|) = O(|y|). (3.3)
Since A = A(I − P ), it follows from (3.3) that also
(I − P )P (y) = ADyHP (y)−∇λy · A(I − P )P (y) + o(|y|)
= ADyHP (y) + o(|y|).
(3.4)
It remains to find an estimate for PP (y). According to (2.9), we can for
each y split P (y) into a product Q(y)QT (y). Although Q(y) ∈ Rm×d(y) is not
unique, it is obviously bounded. Define
R(y) := QTQ(y) ∈ Rd×d(y)
and write
Id(y) = Q
T (y)Q(y)
= QT (y)PQ(y) +QT (y)(I − P )Q(y)
= RT (y)R(y) +O(|y|2)
(3.5)
where the estimate on the last line is due to (3.3) after multiplying on the
right by Q(y), and by the fact that I − P = (I − P )2. This means that
the eigenvalues of RT (y)R(y) ∈ S(d(y)) are all in the range 1 + O(|y|2).
It is therefore invertible, and the inverse is bounded as the eigenvalues of
(RT (y)R(y))−1 are again in the range (1 +O(|y|2))−1 = 1 +O(|y|2). Hence
(RT (y)R(y))−1 = Id(y) +O(|y|
2). (3.6)
We now use the assumption that P (y) has constant dimension d(y) ≡ d.
It implies that R(y) is square and, by taking the determinant of (3.5), we
see that R(y) is invertible as well. The left-hand side of (3.6) may therefore
be written as R−1(y)(RT (y))−1, and multiplication from the left with QR(y)
and from the right with RT (y)QT then yields
P = QR(y)RT (y)QT +O(|y|2) = PP (y)P +O(|y|2). (3.7)
Combining this with the transposed of (3.4) gives
PP (y) = PP (y)(P + I − P ) = P + PP (y)DyHA+ o(|y|)
and thus
P (y) = PP (y) + (I − P )P (y)
= P + PP (y)DyHA+ ADyHP (y) + o(|y|).
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Since the whole expression is P+O(|y|), the factor P (y)DyH can be replaced
with (P +O(|y|))DyH = PDyH + o(|y|) and we finally conclude that
P (y) = P + PDyHA+ ADyHP + o(|y|).
In order to get the formula for the directional derivative DeP , substitute
y with he where e ∈ Rn and let the number h go to zero. As for the Jacobian
derivative, the symmetry (2.7) implies that
P (y)q − P (0)q = (PDyHA+ ADyHP ) q + o(|y|)
= (P∇AqH + A∇PqH) y + o(|y|)
and ∇qP = P∇AqH + A∇PqH being the Jacobian matrix of x 7→ P (x)q at
x = 0.
When inspecting the above proof, it becomes clear that the same formula
for the directional derivative DePj would have been produced if y had been
replaced with he all the way from the begining. But then the arguments
work also for the weaker assumption of constant dimension and directional
differentibility of the eigenvalue. Since Proposition 4.5 shows that the former
of these two conditions implies the latter, the theorem below follows.
Theorem 3.2 (Directional derivative of eigenprojections). Let H ∈ C1(Ω, S(m))
with repeated eigenvalues and eigenprojections λi(x) and Pi(x), i = 1, . . . , m.
Let j ∈ {1, 2 . . . , m} and assume that trPj is constant in Ω. Then Pj is
directionally differentiable in Ω with
DePj(x) = Pj(x)DeH(x)Aj(x) + Aj(x)DeH(x)Pj(x) (3.8)
for all e ∈ Rn.
The following counterexample settles the question whether differentiabil-
ity of eigenvalues implies constant dimension of the eigenprojections.
Example 3.1 (A Hessian matrix with crossing differentiable eigenvalues).
Let u : R2 → R be the real part of 1
12
(x+ iy)4. That is,
u(x, y) =
x4 − 6x2y2 + y4
12
.
Then
Hu(x, y) =
(
x2 − y2 −2xy
−2xy y2 − x2
)
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with eigenvalues
λ±(x, y) =
− trHu(x, y)
2
±
1
2
√
tr2Hu(x, y)− 4 detHu(x, y)
= ±
√
− detHu(x, y)
= ±(x2 + y2)
that meet at the origin while still being differentiable.
One may check that (y, x)T is an eigenvector corresponding to the smallest
eigenvalue. We therefore have that
P1(x, y) =
1
|(y, x)|2
(
y
x
)
(y, x) =
1
x2 + y2
(
y2 xy
xy x2
)
when x2 + y2 6= 0. Likewise,
P2(x, y) =
1
|(x,−y)|2
(
x
−y
)
(x,−y) =
1
x2 + y2
(
x2 −xy
−xy y2
)
.
Observe that Hu = λ1P1 + λ2P2 and that P1P2 = 0, and P1 + P2 = I as it
should. At the origin, 0 = Hu = λα(1)Pα(1) =
λ1
2
P1 +
λ2
2
P2 where, of course,
λ1 = λ2 = λα(1) = 0 and P1 = P2 = Pα(1) = I.
4 Differentiation of the eigenvalues
We now set out to find the conditions that makes the eigenvalues of H ∈ C1
differentiable. Recalling (3.2), and since dj(x)λj(x) = tr (Pj(x)H(x)), the
directional derivative Deλj(x) =
d
dt
λj(x+ te)|t=0 is formally given by
Deλj =
1
dj
tr (PjDeH +DePjH) =
1
dj
tr (PjDeH) .
Although the above calculation required the assumption of a differentiable
eigenprojection, we shall show that the identity still holds true whenever
Pj(x) has merely constant dimension dj (Proposition 4.5). This yields partial
derivatives, but in order to get the total derivative ∇λj it seems necessary to
assume that the eigenprojection also is continuous. Theorem 4.7 summarizes
the exact conditions for existence, and present formulas, for the gradient and
the Hessian matrix of the eigenvalues.
Our main starting tools are Ky Fan’s minimum principle (Theorem 1
[Fan49]) and a powerful Lemma (Lemma 5.2 [Bel13]) restated below.
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Lemma 4.1 (Derivative of a minimum). Let M be a smooth compact man-
ifold without boundary. Let [a, b] be an interval of the real line and assume
we have a function U ∈ C1([a, b]×M). Define the function f on [a, b] as
f(t) := min
p∈M
U(t, p)
and let Ξ = Ξ(t) be the set
Ξ(t) := {m ∈M|U(t,m) = f(t)}.
Then f is Lipschitz on [a, b] and the one-sided derivatives exist and are given
by
lim
h→0+
f(t+ h)− f(t)
h
= min
m∈Ξ(t)
∂
∂t
U(t,m), t ∈ [a, b),
lim
h→0−
f(t+ h)− f(t)
h
= max
m∈Ξ(t)
∂
∂t
U(t,m), t ∈ (a, b].
Lemma 4.2 (Ky Fan’s minimum priciple). Let X ∈ S(m) with repeated
eigenvalues λ1 ≤ · · · ≤ λm. Then for every k = 1, . . . , m,
k∑
i=1
λi = min
k∑
i=1
ξTi Xξi
where the minimum is taken over all k-tuples {ξ1, . . . , ξk} of vectors in R
m
such that ξTi ξj = δij.
As noted by Fan in the original proof, the right-hand side can be written
as the minimum of tr
(
QTXQ
)
over all matrices Q ∈ Rm×k with QTQ = Ik.
In light of (2.9), it is clear that the principle may be restated in terms of
projection matrices as
k∑
i=1
λi = min
R∈Prk(m)
tr(RX)
where
Prk(m) := {P ∈ S(m) |PP = P, trP = k}, k = 0, 1, . . . , m,
are the k-dimensional subclasses of Pr(m). Note that Prk(m) can be iden-
tified with the Grassmannian manifold Grk(R
m) of k-dimensional subspaces
in Rm.
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Let x : [a, b] → Ω be a C1 curve. By setting M = Prk(m) and U ∈
C1([a, b]×M) as
U(t, R) := tr (RH(x(t))) ,
the two lemmas imply that the sum of the k smallest eigenvalues of H ∈
C1(Ω, S(m)) at x(t),
ℓk(t) :=
k∑
i=1
λi(x(t)) = min
R∈Prk(m)
U(t, R),
is Lipschitz. Furthermore, by (2.4),
∂
∂t
U(t, R) =
∂
∂t
tr (RH(x(t))) = tr
(
RDx′(t)H(x(t))
)
and the one-sided derivatives of ℓk(t) are then
lim
h→0+
ℓk(t + h)− ℓk(t)
h
= min
R∈Ξk(t)
tr
(
RDx′(t)H(x(t))
)
, t ∈ [a, b).
lim
h→0−
ℓk(t + h)− ℓk(t)
h
= max
R∈Ξk(t)
tr
(
RDx′(t)H(x(t))
)
, t ∈ (a, b],
(4.1)
where
Ξk(t) := {R ∈ Prk(m) | tr(RH(x(t))) = ℓk(t)} .
We therefore want to show that Ξk(t) is a singleton for special values of k.
This will imply that the one-sided derivatives are equal and thus making ℓk
differentiable on (a, b).
First we need a general result about projection matrices.
Lemma 4.3. Let P,R ∈ Pr(m). Then
0 ≤ tr(RP ) ≤ trP
with equality on the left if and only if RP = 0 and with equality on the right
if and only if RP = P .
Proof. Firstly,
0 ≤ ‖RP‖2 = tr(RP (RP )T ) = tr(RPR) = tr(RP ),
and if tr(RP ) = 0, then RP = 0. Secondly,
0 ≤ ‖RP − P‖2 = tr
(
(RP − P )(RP − P )T
)
= tr(RPR− RP − PR+ P )
= trP − tr(RP ).
Thus tr(RP ) ≤ trP and if they are equal, then RP = P .
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Lemma 4.4 (The special index j∗). Let X =
∑m
i=1 λiPi/di ∈ S(m) and
set ℓk :=
∑k
i=1 λi to be the sum of the k smallest repeated eigenvalues. For
j = 1, . . . , m, define the indexes
j∗ := min{i | λi = λj} and j
∗ := max{i | λi = λj}. (4.2)
Then the set Ξk := {R ∈ Prk(m) | tr(RX) = ℓk} is a singleton for k = j
∗.
Namely,
Ξj∗ =
{
j∗∑
i=1
Pi
di
}
.
Proof. Write Rj :=
∑j∗
i=1 Pi/di. First of all, since trRj =
∑j∗
i=1 1 = j
∗, and
j∗ − dj = j∗ − 1 = (j∗ − 1)
∗ (with 0∗ := 0), and
Rj =
j∗−1∑
i=1
Pi
di
+
j∗∑
i=j∗
Pi
di
= Rj∗−1 + Pj ,
it follows that Rj ∈ Prj∗(m) by induction.
The leftward inclusion is clear since
tr (RjX) = trXRj∗−1 + trXPj = ℓj∗−1 + djλj = ℓj∗.
Now assume that tr(RX) = ℓj∗ for some R ∈ Prj∗(m). We want to show
that R = Rj . Split the matrix Y := X−λjI into a negative semidefinite and
positive semidefinite part as
Y =
j∗∑
i=1
(λi − λj)Pi/di +
m∑
i=j∗+1
(λi − λj)Pi/di.
We have tr(RY ) = tr(RX)− λj trR = ℓj∗ − λjj
∗, so
ℓj∗ − λjj
∗ =
j∗∑
i=1
(λi − λj) tr(RPi)/di +
m∑
i=j∗+1
(λi − λj) tr(RPi)/di
≥
j∗∑
i=1
(λi − λj) tr(RPi)/di + 0
≥
j∗∑
i=1
(λi − λj) trPi/di =
j∗∑
i=1
(λi − λj) = ℓj∗ − λjj
∗
since 0 ≤ tr(RPi) ≤ trPi by Lemma 4.3. The inequalities are therefore
equalities, which in particular means that
∑m
i=j∗+1(λi − λj) tr(RPi)/di = 0.
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Since the coefficients λi−λj are positive, we must have that tr(RPi) = 0 and
thus RPi = 0 for i = j
∗ + 1, . . . , m by the Lemma. It follows that
RRj = R
(
I −
m∑
i=j∗+1
Pi/di
)
= R,
and since tr(RRj) = trR = j
∗ = tr(Rj), we can conclude that also RRj =
Rj .
Proposition 4.5. Let H ∈ C1(Ω, S(m)) and write
H(x) =
m∑
i=1
λi(x)
di(x)
Pi(x).
Assume that the eigenprojection Pj(x) to the j’th eigenvalue λj(x) has con-
stant dimension along a C1 curve x : [a, b]→ Ω in Ω. That is,
trPj(x(t)) = dj(x(t)) = dj = const.
Then λj ◦ x is differentiable on (a, b) and
d
dt
λj(x(t)) =
1
dj
tr
(
Pj(x(t))Dx′(t)H(x(t))
)
.
Proof. Let x ∈ C1([a, b],Ω) and let j ∈ {1, . . . , m}. By the definition (4.2),
the indexes j∗ and j
∗ are in general functions of t. By a continuity argument
(Lemma 5.3) one can prove that they are constant, but it turns out that this
is insignificant for the proof of the proposition. What matters is that the
difference j∗ − (j∗ − 1) = dj is constant along the curve.
Since j∗ − 1 = (j∗ − 1)
∗ it follows by Lemma 4.4 that the sets
Ξj∗(t) :=
{
R ∈ Prj∗(m) | tr
(
RH(x(t))
)
= ℓj∗(t)
}
=
{
j∗∑
i=1
Pi(x(t))
di(x(t))
}
and
Ξj∗−1(t) :=
{
R ∈ Prj∗−1(m) | tr
(
RH(x(t))
)
= ℓj∗−1(t)
}
=
{
j∗−1∑
i=1
Pi(x(t))
di(x(t))
}
are singletons for each t ∈ [a, b]. Here,
ℓj∗(t) :=
j∗∑
i=1
λi(x(t)) and ℓj∗−1(t) :=
j∗−1∑
i=1
λi(x(t)).
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Therefore, by the spesial case (4.1) of Lemma 4.1, we get that the derivatives
of ℓj∗ and ℓj∗−1 exist and that they are given by
ℓ′j∗(t) = tr
(
j∗∑
i=1
Pi(x(t))
di(x(t))
Dx′(t)H(x(t))
)
and
ℓ′j∗−1(t) = tr
(
j∗−1∑
i=1
Pi(x(t))
di(x(t))
Dx′(t)H(x(t))
)
.
Since
ℓj∗(t)− ℓj∗−1(t) =
j∗∑
i=j∗
λi(x(t)) = djλj(x(t)),
and
j∗∑
i=1
Pi(x(t))
di(x(t))
−
j∗−1∑
i=1
Pi(x(t))
di(x(t))
=
j∗∑
i=j∗
Pi(x(t))
di(x(t))
= Pj(x(t)),
it follows that
dj
d
dt
λj(x(t)) = ℓ
′
j∗(t)− ℓ
′
j∗−1(t) = tr
(
Pj(x(t))Dx′(t)H(x(t))
)
which is what we wanted to prove.
This completes the proof of Theorem 3.2, and the next proposition com-
pletes the proof of Theorem 3.1 by showing that the two assumptions (3.1)
are equivalent.
Proposition 4.6. Let H ∈ C1(Ω, S(m)) and write
H(x) =
m∑
i=1
λi(x)
di(x)
Pi(x).
The following are equivalent for j ∈ {1, . . . , m} in Ω.
(a) λj is C
1 and Pj has constant dimension.
(b) λj is differentiable and Pj has constant dimension.
(c) Pj is differentiable.
(d) Pj is continuous.
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Proof. (a) ⇒ (b) is immediate and the proof of Theorem 3.1 gives (b) ⇒
(c). The step (c) to (d) is again trivial, and if assuming (d), the dimension
of Pj is of course constant and by Proposition 4.5, the partial derivatives of
λj exists and are given by
∂
∂xi
λj(x) = Deiλj(x) =
1
dj
tr
(
Pj(x)DeiH(x)
)
.
Thus (d) ⇒ (a) since the partial derivatives then are seen to be continuous
and λj is therefore differentiable with a continuous gradient.
We now gather the various regularity properties for eigenvalues of sym-
metric matrices. For completeness, we also record some statements valid
when H is only continuous.
Theorem 4.7. Let H : Ω→ S(m) be given and write
H(x) =
m∑
i=1
λi(x)
di(x)
Pi(x)
where λ1(x) ≤ · · · ≤ λm(x) and di(x) = trPi(x). The following hold for
j ∈ {1, . . . , m}.
(A) Zero’th order properties. Assume that H ∈ C(Ω, S(m)).
(i) λj is continuous in Ω.
(ii) If H ∈ Cα(Ω, S(m)) for some 0 < α ≤ 1, then λj ∈ C
α(Ω) with
the same Ho¨lder/Lipchitz-constant as H.
(B) First order properties. Assume that H ∈ C1(Ω, S(m)).
(i) If Pj has constant dimension trPj(x) = dj in Ω, then λj has di-
rectional derivatives Deλj satisfying
Deλj(x) · Pj(x) = Pj(x)DeH(x)Pj(x)
in every direction e ∈ Rn. In particular,
Deλj(x) =
1
dj
tr
(
Pj(x)DeH(x)
)
and
Deλj(x) = ξ
TDeH(x)ξ = ξ
T∇ξH(x)e
for any ξ ∈ Pj(x)(R
m) ∩ Sm−1.
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(ii) Suppose that one (and therefore all) of the conditions (a)-(d) from
Proposition 4.6 holds. Then
|∇λj(x)| ≤
1√
dj
max
e∈Sn−1
‖DeH(x)‖,
and
∇λj(x) = ξ
T∇ξH(x) (4.3)
for any ξ ∈ Pj(x)(R
m) ∩ Sm−1. Alternatively,
∇λj(x)e = Deλj(x) =
1
dj
tr
(
Pj(x)DeH(x)
)
(4.4)
for every e ∈ Rn.
(C) Second order properties. Assume that H ∈ C2(Ω, S(m)).
(i) Let a ∈ Rn. If Pj has constant dimension trPj(x) = dj in Ω, then
Daλj exists and has directional derivatives DbDaλj satisfying
DbDaλj(x) · Pj(x) = Pj(x)
(
DbDaH(x)
+ DaH(x)Aj(x)DbH(x)
+ DbH(x)Aj(x)DaH(x)
)
Pj(x)
in every direction b ∈ Rn. In particular,
DbDaλj(x) =
1
dj
tr
(
Pj(x)
[
DbDaH(x) + 2DaH(x)Aj(x)DbH(x)
])
and
DbDaλj(x) = ξ
T
(
DbDaH(x) + 2DaH(x)Aj(x)DbH(x)
)
ξ
= aT
(
∇ξ(∇ξH)
T (x) + 2(∇ξH(x))
TAj(x)∇ξH(x)
)
b
for any ξ ∈ Pj(x)(R
m) ∩ Sm−1.
(ii) Suppose that one (and therefore all) of the conditions (a)-(d) from
Proposition 4.6 holds. Then ∇λj is differentiable in Ω with Hessian
Hλj := ∇(∇λ
T
j ) given by
Hλj(x) = ∇ξ(∇ξH)
T (x) + 2(∇ξH(x))
TAj(x)∇ξH(x) (4.5)
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for any ξ ∈ Pj(x)(R
m) ∩ Sm−1. Alternatively,
aTHλj(x)b = DbDaλj(x)
=
1
dj
tr
(
Pj(x)
[
DbDaH(x) + 2DaH(x)Aj(x)DbH(x)
])
(4.6)
for every a, b ∈ Rn.
Remark 4.1. • Note that the eigenvectors ξ depend on x ∈ Ω.
• In (C), the matrices ∇p(∇qH)
T and DbDaH represent the second order
derivatives of H . The first one is the Hessian matrix of the C2 function
x 7→ pTH(x)q, and is therefore both in S(n) and symmetric in p and
q. The latter is the appropriate linear combination of the second order
partial derivatives DeiDekH(x) =
∂2
∂xi∂xk
H(x) ∈ S(m).
• Unlike in the case of the gradient, the expressions for Hλj contain the
matrix Aj that cannot be assumed to be continuous or bounded.
Proof of (A). It is a well known fact that eigenvalues depend continuously
on the matrix. Corollary 6.3.8 in [HJ13] gives the estimate
m∑
i=1
|λi − λ˜i|
2 ≤ ‖E‖2
whenever λ1 ≤ · · · ≤ λm are the eigenvalues of H0 ∈ S(m), and λ˜1 ≤ · · · ≤
λ˜m are the eigenvalues of H0 + E ∈ S(m). Our results follow by setting
H0 = H(x), E = H(x) − H(x + y), and by using that ‖E‖ = o(1) and
‖E‖ ≤ C|y|α, respectively.
Proof of (B). Part (i): Proposition 4.5 yields the formula Deλj =
1
dj
tr(PjDeH).
But since also Pj is directionally differentiable by Theorem 3.2, the derivative
of λjPj = HPj is Deλj ·Pj+λjDePj = DeHPj+HDePj and the more general
formula
Deλj · Pj = PjDeHPj
is obtained by multiplying on the left with Pj.
For Part (ii), assume that the conditions (a)-(d) from Proposition 4.6
hold.
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Write the length of the gradient as maxe∈Sn−1 ∇λj(x)e and use (4.4) to
get
|∇λj(x)| = max
e∈Sn−1
1
dj
tr
(
Pj(x)DeH(x)
)
≤ max
e∈Sn−1
1
dj
‖Pj(x)‖‖DeH(x)‖
=
1√
dj
max
e∈Sn−1
‖DeH(x)‖.
Proof of (C). Part (i): Theorem 3.2 and (B) (i) implies that Daλj =
1
dj
tr(PjDaH)
and that it is directionally differentiable when H is C2. The identity Daλj ·
Pj = PjDaHPj can therefore be differentiated yielding
DbDaλj · Pj +Daλj · DbPj = DbPjDaHPj + PjDbDaHPj + PjDaHDbPj .
Multiply from both sides with Pj and use that PjDbPj = PjDbHAj and
PjDbPjPj = 0 to get
DbDaλ · Pj = PjDbHAjDaHPj + PjDbDaHPj + PjDaHAjDbHPj
= Pj
(
DbDaH +DbHAjDaH +DaHAjDbH
)
Pj .
The other identities follow from the cyclic property of the trace and the
symmetry of the factors, and by using (2.3) and (2.5).
Part (ii): When the conditions (a)-(d) from Proposition 4.6 hold, formula
(4.4) shows that the gradient ∇λ is differentiable when H is C2. The rest
follows from (i).
Analogous formulas for one-sided directional derivatives are given in [Tor01].
There the derivatives of λj are expressed in terms of a specific eigenvalue of
certain matrices. For example, and in our notation, the first order derivative
is given as a particular eigenvalue of the dj × dj symmetric matrix Q
TDeHQ
where Q = (ξ1, . . . , ξdj ) ∈ R
m×dj is an eigenvector matrix corresponding to
λj . This interpretation is valid also for the formulas presented in Theorem
4.7 since Pj = QQ
T , and by (B) part (i),
QTDeHQ = Q
TPjDeHPjQ = Deλj ·Q
TPjQ = Deλj ·Q
TQ = Deλj · Idj
and QTDeHQ is just a scaling of the identity matrix.
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5 Asymptotic expansion of the eigenvalues
We conclude the paper by inserting the various expressions for the first- and
second order derivatives of the eigenvalues into the expansions
λj(x+ he) = λj(x) + hDeλj(x) +
1
2
h2DeDeλj(x) + o(h
2),
λj(x+ y) = λj(x) +∇λj(x)y +
1
2
yTHλj(x)y + o(|y|
2).
Recall that if x 7→ H(x) ∈ S(m) has repeated eigenvalues and eigenprojec-
tions λi(x) ∈ R and Pi(x) ∈ Pr(m), i = 1, . . . , m, then the pseudoinverse of
λj(x)I −H(x) is given by
Aj(x) :=
m∑
i=1
λi(x)6=λj(x)
Pi(x)/di(x)
λj(x)− λi(x)
, di(x) = trPi(x).
Corollary 5.1 (Second order directional expansion). Let H : Ω → S(m) be
C2 in a domain Ω ⊆ Rn and let j ∈ {1, . . . , m}. If the eigenprojection Pj has
constant dimension dj = trPj, then for every x ∈ Ω and for every direction
e ∈ Rn,
λj(x+ he) = ξ
T
(
λjI + hDeH +
1
2
h2DeDeH + h
2DeHAjDeH
)
ξ + o(h2)
= λj + hξ
T∇ξHe+
1
2
h2eT
(
∇ξ(∇ξH)
T + 2(∇ξH)
TAj∇ξH
)
e + o(h2)
as h→ 0 for any ξ ∈ Pj(x)(R
m) ∩ Sm−1. Alternatively,
λj(x+ he) =
1
dj
tr
(
Pj
[
λjI + hDeH +
1
2
h2DeDeH + h
2DeHAjDeH
])
+ o(h2)
The functions on the right-hand sides are all evaluated at x. Of course,
the corresponding first order expressions are also valid if H is C1.
The assumption of constant dimension of Pj is sufficient for directional
expansion. But in order to get the total asymptotic behavior we also need to
assume that λj is differentiable or, equivalently, that Pj is continuous. We
want to add one more condition to this list.
Proposition 5.2. Assume that H : Ω → S(m) is Ck in Ω for some k =
0, 1, 2, . . . . If the number of distinct eigenvalues of H is constant, then every
eigenvalue and eigenprojection of H is Ck in Ω.
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Lemma 5.3 (Semicontinuity of some integer-valued functions associated to
symmetric matrices). Let H ∈ C(Ω, S(m)).
H(x) =
m∑
i=1
λi(x)
di(x)
Pi(x), di(x) = trPi(x).
For j = 1, . . . , m, define the indexes j∗(x) := min{i | λi(x) = λj(x)} and
j∗(x) := max{i | λi(x) = λj(x)}, and let sj(x) := |{λ1(x), . . . , λj(x)}| be the
number of distinct eigenvalues less or equal to λj(x). Then j∗ and sj are
lower semicontinuous, and j∗ and dj are upper semicontinuous in Ω. If dj is
constant, then j∗ and j
∗ are also constant. Furthermore, the number sm(x)
of distinct eigenvalues of H at x satisfies sm(x) =
∑m
i=1 1/di(x), and if sm is
constant, then so is every dj.
Proof. We see that j∗ and sj decrease only if two different eigenvalues become
equal. Since the eigenvalues of H are continuous (Theorem 4.7 (A)), the su-
perlevelsets {x | j∗(x) > c} and {x | sj(x) > c} are open and the functions are
therefore l.s.c. The same reasoning applies when arguing that j∗ and dj are
u.s.c. There is however a more instructive proof of the upper semicontinuity
of dj . Since
0 = (H(x)− λj(x)I)Pj(x) = (H(x0)− λj(x0)I)Pj(x) + o(1)
as x → x0, multiplying on the left by Aj(x0) and rearranging gives Pj(x) =
Pj(x0)Pj(x) + o(1). Lemma 4.3 then implies that dj(x) ≤ dj(x0) + o(1) and
it follows that lim supx→x0 dj(x) ≤ dj(x0).
If dj is constant, then j
∗ = j∗+dj−1 is also l.s.c. It is therefore continuous
and thus constant, which in turn makes j∗ constant.
Evaluate s := sm = |{λ1, . . . , λm}| at some fixed x ∈ Ω. As in Section
2, we choose a re-indexing α : {1, . . . , s} → {1, . . . , n} so that l 7→ λα(l) is a
bijection. Since
m∑
i=1
λi=λα(l)
1
di
=
1
dα(l)
m∑
i=1
λi=λα(l)
1 =
1
dα(l)
dα(l) = 1,
we get that
s =
s∑
l=1
1 =
s∑
l=1
m∑
i=1
λi=λα(l)
1
di
=
m∑
i=1
1
di
.
Finally, since each di is u.s.c.,
1
di
is l.s.c., and − 1
di
is u.s.c. So if s is
constant, then
1
dj(x)
= s−
m∑
i=1
i 6=j
1
di(x)
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is u.s.c. Thus dj is also l.s.c. and therefore continuous and constant.
Proof of Proposition 5.2. By the Lemma, every eigenprojection has constant
dimension and we can therefore re-index the eigenvalues and eigenprojections
independently of x ∈ Ω. See (2.10). After renaming we can write
H(x) =
s∑
i=1
λi(x)Pi(x)
where
λ1(x) < · · · < λs(x), Pi(x)Pj(x) = δijPi(x),
s∑
i=1
Pi(x) = I,
for all x ∈ Ω. Moreover, the Frobenius formula (2.11) becomes
Pj(x) =
s∏
i=1
i 6=j
H(x)− λi(x)I
λj(x)− λi(x)
(5.1)
and shows that Pj has (at least) the same regularity as λ := (λ1, . . . , λs)
T .
In particular, each Pj and λj is continuous whenever H is continuous by
Theorem 4.7 (A).
Assume next that H is Ck for some k ≥ 1. By the above, Pj is continuous
and λj is C
1 (and therefore also Pj) by Theorem 4.7 (B).
Since ∇λj(x)e =
1
dj
tr (Pj(x)DeH(x)), the derivative of every λj is a
smooth function of Pj – which again is a smooth function of the eigenvalues
and H – and the tensor DH . In symbols,
∇λ = F (λ,H,DH),
and the result follows by induction.
Corollary 5.4 (Second order total expansion). Let H : Ω→ S(m) be C2 in
a domain Ω ⊆ Rn and let j ∈ {1, . . . , m}. Assume that one of the following
conditions hold in Ω.
(1) The eigenprojection Pj is continuous.
(2) λj is differentiable and dj = trPj is constant.
(3) The number of distinct eigenvalues of H is constant.
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Then, for every x ∈ Ω,
λj(x+ y) = ξ
T
(
λjI +DyH +
1
2
DyDyH +DyHAjDyH
)
ξ + o(|y|2)
= λj + ξ
T∇ξHy +
1
2
yT
(
∇ξ(∇ξH)
T + 2(∇ξH)
TAj∇ξH
)
y + o(|y|2)
as y → 0 for any ξ ∈ Pj(x)(R
m) ∩ Sm−1. Alternatively,
λj(x+ y) =
1
dj
tr
(
Pj
[
λjI +DyH +
1
2
DyDyH +DyHAjDyH
])
+ o(|y|2)
Observe that if m = 2, then constant dimension of an eigenprojection
implies (3). Also when n = 1, the expansions can be written as
λj(t+ h) =
1
dj
tr
(
Pj
[
λjI + hH
′ + 1
2
h2H ′′ + h2H ′AjH
′
])
+ o(h2)
= λj + hξ
TH ′ξ +
1
2
h2ξT
(
H ′′ + 2H ′AjH
′
)
ξ + o(t2)
and it is again enough to assume a constant dj since the directional and total
derivatives are equivalent on the real line.
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