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Abstract 
Over one billion people live in poverty around the world. Access to modern 
energy sources such as electricity is considered important in social and 
economic development. A number of initiatives have been taken to improve 
the situation but one billion people still lack access to electricity around the 
world, most of whom live in rural and inaccessible areas.  
One proposed solution to improve electricity access in rural areas is 
minigrids based on renewable energy sources. Minigrids have been 
constructed in all parts of the world with various levels of success. A common 
challenge for the utility’s operating them has been to achieve the ability to 
cover their own expenses, leading to financial difficulties. 
Based on a systemic approach, this work investigates cost-recovery based 
on a dynamic understanding of the problem. By developing a system 
dynamics model the problem is analyzed conceptually through a causal loop 
diagram and mathematically through a stock and flow model. The stock and 
flow model is then used to investigate the effect different generation and 
distribution technologies have on cost-recovery. 
Through the application of the system dynamics model it is found that 
construction and planning time together with the cost per connection are both 
important factors for cost-recovery. When construction and planning times are 
too long, the utility is not able to handle changes in demand. With a reduced 
power availability, usage and number of users decrease, creating a negative 
loop driving down the income. Even though both construction and planning 
time and cost per connection are found to be important, the results implies 
that reducing connection cost can have a large impact on cost-recovery, given 
that the utility has the ability to handle changes in demand. 
The work also identifies a possible future area of research where system 
dynamics modeling is integrated with load modeling and assessments. This 
could reduce the issues of using a static relationship between electricity and 
power and thereby possibly yield new insights into the connection between 
electricity usage, generation source and cost-recovery. 
Keywords: rural electrification, minigrid, cost-recovery, system dynamics 
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1   Introduction 
Today 1.2 billion people live in the OECD countries, where access to 
energy and electricity is abundant and a life without it is almost impossible. 
The fact that access to cheap and reliable energy is one of the pillars in our 
current economic welfare is evident, so is the role it has played in our 
development. However, there are still one billion people living in extreme 
poverty where a life with access to reliable electricity, sanitation and clean 
water is no more than a desire (IEA, 2015; UNDP, 2014). 
 It is not merely a coincidence that the amount of people living without 
access to electricity, water and sanitation and living under extreme poverty 
are similar. Without sufficient income households are unable to pay for an 
electricity connection or the necessary changes needed to be done to the 
house to allow internal wiring. Similarly, income is a barrier in access to clean 
water and sanitation facilities when the poor don’t receive access to 
infrastructure (Bardhan & Mookherjee, 2006). Without access to basic 
sanitation services, health is reduced, whereby peoples ability to work is 
reduced. The interactions between different sectors can cause a negative 
spiral, or a loop, making it very difficult or impossible for individuals to improve 
their situation without external support (Sachs, 2005).  
The interest for electrification and modern energy sources in the global 
development agenda has seen a rise over the last decades. Academia as well 
as bilateral and multilateral aid agencies across the globe have increased the 
emphasis on electricity access (The White House, 2013)1. And the role that 
access to modern energy sources plays in human development has been 
emphasized in the United Nations new goals for human development, the 
Sustainable Development Goals. Even though the previous goals, the 
Millennium Development Goals, indirectly treated access to modern energy, 
they didn’t explicitly set up targets for access to modern energy sources as a 
specific goal in human development and well-being. The new Sustainable 
Development Goals reassessed the role of access to modern energy and its 
role in human development.  
                                            
1 Based on a search through the sciencedirect database that shows an 
increase in the amount of scientific publications containing the search terms 
“africa” and “electrification” starting from the late 90s until 2014. 
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Improving electricity access is considered important in the work of poverty 
alleviation. Even though access to reliable and cheap energy is vital for 
improving socio-economic conditions, the actual causality between access to 
electricity and social and economical development has not been agreed upon. 
There has been considerable research on the subject but the results have not 
been conclusive. However, what is agreed upon by both academics and 
practitioners is that electricity is a prerequisite for development and that it will 
play a central role in alleviating poverty (Barnes, 2007).  
In order to reduce poverty, the OECD countries distributed 134 billion USD 
in foreign aid in 2013. As a complement to the foreign aid, private capital flows 
added another 150-250 billion dollars lead by private organizations and 
foundations such as the Gates Foundation (OECD, 2011). As a result, the 
amount of people living in absolute poverty has declined from 2.2 billion in 
1970 to 1 billion in 2011 while at the same time the amount of people not 
living in absolute poverty grew from 1.5 billion to 6 billion people (Roser, 
2011). The striking increase in improved conditions has come at a great cost 
on environmental impacts in terms of emissions and land use (Chow, Kopp, & 
Portney, 2003). 
The large private capital flows have indubitable had positive effects on 
development, but they have also been very volatile (much more so than 
foreign aid) and have also in some instances focused on corporate profit 
rather than socio-economic development (Cook, 2011; OECD, 2011). It is 
clear that the costs to build the necessary infrastructure in developing 
countries are too large for any single actor and need to be shared amongst 
both public and private donors (Williams, Jaramillo, Taneja, & Ustun, 2015).  
The increase in electricity access has mostly been done using a similar 
strategy as in the western world, both in terms of technology choice and 
financial support. This has led to a focus on large centralized generation 
systems relying on fossil fuels. With the increasing pressure to decrease 
greenhouse gas emissions, renewable energy sources have seen a large 
increase in many OECD countries (REN21, 2014).  
Due to many factors, the process of constructing electric power 
infrastructure in developing countries is especially difficult. Developing 
countries are often characterized by dispersed populations, low income and a 
large reliance on agriculture. Dispersed populations makes traditional 
technologies using power lines expensive and the low income and reliance on 
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agriculture means that electricity usage is very low. Furthermore, the 
predicted large annual economic growth implies that these countries will see 
large changes in demographics (Watson, 2014). In rural areas, where access 
to societal services are generally lacking, the choice to improve electricity 
access for one community might lead it to become more attractive in the 
immediate surroundings. In fact, the urbanization rate in developing countries 
is amongst the highest in the world, making it uncertain which areas and 
communites that will persist (UN, 2014). 
As electricity is introduced in rural areas, health clinics can use electricity 
to store vaccines, sterilize instruments and improve the general safety. 
Schools can get access to valuable information through the use of information 
and communication technology and enterprises can improve their operations, 
or even initiate new businesses, previously not possible. 
As developing countries are still constructing their electric power 
infrastructure, they have an opportunity to prepare their electric infrastructure 
for future challenges, such as large share of renewable energy sources. To 
reduce the large costs associated with electric power infrastructure, especially 
in rural areas, and to work towards a decentralized generation system, small 
off-grid systems are a possible option. There are different off-grid 
technologies but when it comes to supplying enough electricity for productive 
uses, there are less. However, one option is minigrids. Minigrids are small, 
independent electricity production and distribution systems. Being able to both 
supply larger electrical loads and in regions where the national electricity grid 
is not available they have been used all around the world in rural 
electrification projects. 
Even though there are success stories (Schnitzer et al., 2014), one of the 
largest challenges for minigrids projects is to achieve a financial sustainability. 
However, even in the successful projects, the utility’s operating the minigrid 
are struggling to collect enough revenue to expand their system or even 
replace equipment (Ahlborg & Sjöstedt, 2015; Schnitzer et al., 2014). The 
financial difficulties have discouraged many entrepreneurs and investors from 
investing in rural electrification projects. Even though it is very important to 
safeguard the needs of socio-economical development for the poorest, rural 
electrification needs to be made more financially attractive.  
The interest in cost-recovery, the ability to cover expenses without any 
external support, is not new. During the 80s The World Bank put a strong 
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emphasizes on cost-recovery and privatization of the electric power systems 
in developing countries (Mary, 1996). This led to critique that the societal 
benefits were put aside for corporate profits when the expected benefits did 
not happen (Cook, 2011). The problem at this time was not just that there was 
too much emphasizes on cost-recovery, but rather that both the 
environmental and socio-economic impacts on the local community where set 
aside. With a holistic approach it could possible to integrate economic 
performance of the utilities with socio-economical and environmental impacts 
on the local community. 
Research has shown that holistic approaches are important to understand 
the dynamic and multidisciplinary environment in communities in which rural 
electrification projects are implemented (Ahlborg, 2015). One way of 
analyzing complex socio-technical systems is system dynamics. System 
dynamics is a modeling method to analyze the connection between socio-
economic-technical system structure and behavior. By using both conceptual 
and mathematical modeling system dynamics integrates the perspectives of 
systems analysis with control theory. 
1.1   Purpose 
The purpose of this work is to investigate cost-recovery for rural minigrids 
in developing countries. By developing a system dynamics model, the 
connection between system structure and behavior can be analyzed both 
quantitatively and qualitatively. Furthermore, the thesis aim to use the model 
to investigate the impact of choice on generation and distribution technology 
and their implementing times on cost-recovery. 
1.2   Scope 
This work explores cost-recovery of minigrid utilities in developing 
countries from an endogenous (internal) understanding of the problematic 
behavior. To do this, a system dynamics model is developed to analyze the 
problem using both conceptual and mathematical modeling. Conceptual 
modeling is used to create a causal loop diagram representing the feedback 
processes important to understand the problem. From this diagram, a 
mathematical model is expanded using stocks, flows and causal relationships.  
In order to construct the model, (both conceptually and mathematically) 
both field studies and literature are used. Due to the systemic natur of the 
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processes in rural communities, the model is developed as a multiple sector 
model incorporating: user diffusion, utility economics, local market and 
economy, electricity usage, power system and population. Apart from the 
inernally described sectors and processes, a number of processes related to 
the local market and economy are assumed to be external.  
1.3   Outline  
The thesis is divided into ten chapters as follows. First is a chapter on rural 
electrification and development. It is divided into three areas: electricity and 
rural development, rural electrification strategies and finally perspectives on 
cost-recovery, electricity usage and their relationship. This is followed by a 
chapter on systems approaches, which is divided into systems analysis and 
system dynamics. Chapter four describes the data collection and case 
studies. Chapter five is a discussion on the choice of modeling as a method, 
which is followed by chapter six on model validation. The system dynamics 
model is presented in chapter seven, both as a causal loop diagram model 
and a stock and flow model. In chapter eight the model is used to evaluate 
different technology characteristics and their impact of cost-recovery. Chapter 
nine discuss the model, its results and their implications before presenting the 
conclusions and suggestions for future work in chapter ten.  
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2   Rural Electrification and Development 
 
“The pursuit of peace and progress cannot end in a few years in 
either victory or defeat. The pursuit of peace and progress, with its 
trials and its errors, its successes and its setbacks, can never be 
relaxed and never abandoned.”  
       - Dag Hammarskjöld 
  Secretary General, UN 1953-1961 
2.1   Electricity and Rural Development 
It is assumed that the main driver for increasing electrification rates in 
developing countries is to modernize society, with the final goal to improve 
development. In order to achieve development a number of services and 
benefits from different public and private sectors are needed. When it comes 
to electricity several benefits have been identified in previous research, for 
example: increased study time by using electric lights; better healthcare 
through the ability to store vaccines and usage of modern medical equipment; 
better access through information and knowledge to radio, TV and cellphones 
(Cabraal, Barnes, & Agarwal, 2005; The World Bank, 2008). That access to 
modern energy sources, and infrastructure in general, is necessary for 
development is generally agreed upon but less is known about how the 
effects take place. Previous research in energy and growth has dealt with 
both quantitative and qualitative studies at different levels of scale (global to 
village) in order to establish the relation between energy and growth. 
However, depending on contextual factors and levels of scale, the results 
have varied extensively, making it difficult to draw any general conclusions 
(Freedman, 2005). It is assumed that research in energy and growth can be 
divided into two categories: quantative studies (for a review see Ozturk et al. 
(2010)) and qualitative studies (as an example see Matinga & Annegarn 
(2013) and Ahlborg & Sjöstedt (2015)).  
One of the most commonly used quantitative methods to investigate the 
causal relationship between energy and growth is Granger Causality 
(Granger, 1988). Granger causality is a statistical method mostly used in 
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economics to analyze the causal relationship between two time-series by 
determing if one can be used to forecast the other. Mathematically it is 
described as the probability that one time series is leading another is 
sufficiently large.  
Bwo-Nung Huang et al. (2008) did a study on the Granger causal 
relationship between energy consumption and economic growth using data 
from over 82 countries with different income levels from 1972-2002. They 
found no general causality from energy consumption to economic growth 
while they identified that economic growth leads energy consumption for 
middle income countries. However, other studies using the same method 
have found contradicting results. For example Lee (2005), found that energy 
consumption leads economic growth while Paul & Bhattacharya (2004) found 
a bi-directional causality.  
The drawback of large quantative studies is that they often rely on 
aggregated data sets. With only data on national level they fail to explain why, 
or how the effect is taken place since data regarding other factors are either 
missing or excluded. In complex systems, the effects from other factors or 
processes can be non-linear and therefore very difficult to exclude 
(Freedman, 2005). Even though advancements in mathematical methods and 
access to larger data sets has made it possible to improve the accuracy and 
thereby exclude certain factors, the effect of external factors can not be 
completely excluded and therefore limit the application of Granger causlity 
studies (Ebohon, 1996). As the conclusions from these statistical studies is 
not compelling, the outcome is that the Granger causality between energy 
consumption and economic growth seem to be ambigous. With varying results 
it is likely that other factors or processes are important in order to understand 
the relationship between energy and growth. 
Qualitative studies done on at a smaller level can to a larger extent identify 
other factors and their importance on electricity consumption and growth. 
Neelsen & Peters (2011) used both qualitative and quantitative methods to 
investigate the relationship between electricity and economic development. 
They found little or no evidence for a direct relationship but found indirect 
impacts through increase in demad when the population increased. The 
increase in population was associated with improved attractiveness from the 
surrounding non-electrified areas. 
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Kirubi et al. (2009) found contradicting results in an electrified village in 
Kenya. Similarly to Neelsen and Peters, Kirubi et al. used both quantitative 
and qualitative methods to investigate the effect of electricity on rural 
development. Depending on the task performed they found up to 200% 
improvements in productivity and a corresponding growth in income. These 
studies have mainly focused on the link between productive uses and 
economic indicators, thereby limiting their scope. 
Adkins et al. (2010) did a study on the replacement of kerosene lights to 
small scale LED systems in Malawi. The small LED systems where either 
charged with solar panels or a grid connection. They found little or no effect 
on increase in income generation activities of the households. But all 
households responded that their quality of life had improved. Only 10% of the 
respondents said the lights had provided new opportunities for income 
generation. Similar results regarding the usage of electric lights have been 
found in other studies (Agoramoorthy & Hsu, 2009). 
These studies investigated the short term effects in terms of households 
perceptions and life quality. However, other studies have looked into the long 
term effects of improvement in electric lighting. As found by Wamukonya & 
Davis (2001) as well as being one of the World Banks indicators for electricity 
effect on development (The World Bank, 2008) is improved study time during 
dark hours. As indicated by these studies, improved study time can lead to 
increase in human capital. 
Even though these effects are linked to human wellbeing and potential 
long term economic and social development improvements, the main factor 
for linking electricity consumption and rural development is productive use of 
electricity (Cook, 2011; Mulder & Tembe, 2008). However, the definition of a 
productive use of electricity is not self-evident and has changed over the 
years. This work use a definition of productive uses that perceives productive 
use to have both direct and indirect effects on development.  
The direct effects, which includes substituting labor done manually with 
electric machines for sewing, sawing and milling. In these activities electricity 
can either allow the production to be done faster and thereby produce more 
products, and/or save time allowing the producer to spend that time on other 
activities. The usage of electrical machines can also reduce the cost in terms 
of energy savings (one example is to exchange a diesel generator running a 
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mill with an electric machine) and thereby increasing the profit of the 
business. 
The indirect effects, which corresponds to a grey zone between the 
previously considered productive and non-productive uses of electricity can 
be improvement in human capital which over longer time period can improve 
the economic condition of an individual or household. One example of such 
an activity is improvement of education, which can be through improved study 
conditions using lights or access to information and knowledge via computers, 
cellphone and other media. Improvement in education does not result in any 
immediate economic benefits, but likely has a positive impact on income 
(Michaelowa, 2000). 
Even though productive uses vary widely, they have also been identified to 
be central for the ability for minigrid utilities to cover their costs (Kirubi et al., 
2009; Mulder & Tembe, 2008). Unlike non-productive uses of electricity, 
productive users are often characterized by a higher power demand and 
larger electricity usage (Hartvigsson, Ehnberg, Ahlgren, & Molander, 2015). 
As electricity use is often very low for most users, the increase in electricity 
usage from productive use seem to be important to reach cost-recovery. 
2.2   Rural Electrification Strategies 
According to the International Energy Agency, 400 million people have 
gained access to electricity the last 13 years (IEA, 2002, 2015). 400 million 
people might seem dramatic, but it is important to notice that during the same 
time frame, the world population has increased by one billion so therefore the 
fraction of people living without access to electricity hasn’t changed 
correspondingly. 
The improved electricity access has mostly been achieved in south 
America together with China and India. A strong economic growth in these 
regions has played an important role in their rural electrification programs, 
allowing the governments to release large funds. The access to these funds 
has made it possible for them to expand their national grids to cover a large 
part of the population (Alexandra, 2010). A similar strategy was used by most 
developed countries, relying on large government resources to drive the 
national electrification. The strategy was successful in terms of new 
connections but was costly.  
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Sweden is an example of a country that achieved high rural electrification 
rates with the help of relatively large government involvement. Thanks to 
accessability to financial capital in the early 20th century and strong political 
will, the country managed to reach very high electricity access in densily 
populated areas during a relatively short time (Peterson, 1992). However, and 
like in many other western countries, Sweden had large challenges with 
connecting people living in rural areas. In fact, apart from the rural 
electrification in Sweden, the electrification processes required relatively little 
government involvement. In order to reach high connection rates in rural 
areas the Swedish government enforced distribution operators to connect 
rural household. Apart from the original electrification law from 1902, this was 
the only enforcing action the Swedish government took during the whole 
national electrification program (Peterson, 1992). 
Sweden is not the only case where rural electrification has been difficult. 
The United States had similar challanges with improving their rural 
electrification rates. In the 1930s, 90% in urban areas where connected while 
only 10% in rural areas had electricity access. Pellegrini & Tasciotti (2013) 
studied the United States electrification program and found that the large 
difference between urban and rural areas was due to the unattractive market 
for rural electrification and a lack of government involvement. This led to the 
development of the rural electrification act, which has been controversial in 
terms of the economic benefits it gave distribution and operation utilities in 
rural areas. 
With relative low population densities, a lack of economic resources and 
high rural poverty, most developing countries have focused their resources on 
the electrification of larger urban areas, or areas where the current national 
grid is already in place. This strategy has excluded large parts of the 
populations that live in rural areas. In the few cases these rural communities 
have obtained access to electricity it has often been through indirect means, 
limiting their ability to derive many of the benefits from electricity (Ahlborg, 
2012; Chakravorty, Pelli, & Ural Marchand, 2014). If these communities are to 
gain the benefits of electricity access and be included in the national and rural 
development within the foreseeable future, off-grid solutions providing 
electricity of high quality are needed (Ahlborg & Hammar, 2014; Díaz, Arias, 
Peña, & Sandoval, 2010; IEA, 2015; Tenenbaum, Greacen, Siyambalapitya, & 
Knuckles, 2014; Urpelainen, 2014). 
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New technological advancements in electricity generation have created 
new options for improving electricity acces through ways previously not 
possible. The development of solar PV panels is one such example. Small 
solar PV systems are now so cheap that single households can afford them, 
making it not only possible, but also in many cases economically feasible for 
single households to install small solar PV/battery system to supply a few low 
consuming appliances. These Solar Home Systems (SHS), have led to 
improvements in quality of life (Adkins et al., 2010; Wamukonya & Davis, 
2001) when households have had the ability to replace kerosene lamps with 
electric lights. The downside of the SHS is their small capacity that limits the 
appliances that can be used, and depending on their battery size, only during 
certain parts of the day. Adkins et al. (2010) found no increase in income 
generating activities when electricity only was used for lights (Adkins et al., 
2010). If larger loads such as milling machines, workshops, hospital 
equipment and similar will be used, or if large amounts of electricity is used 
during dark hours, larger and more stable generation systems are needed.  
One type of technology that can supply enough electricity is minigrids. 
Minigrids are small, independent electric power systems supplying a group of 
users. A minigrid per se can be of any size, but this work limits the generation 
size to hundreds of kW. Smaller minigrids exist but their size makes them into 
specialized solutions with large limitations, such as low geographical reach 
and low power availability (Maher, Smith, & Williams, 2003). The minigrids 
with larger capacity, unlike the small systems, operate under national 
standards. Operating under national standards they can more easily be 
integrated with the national grid making them technically long-term 
investments. 
Due to the size of minigrids (in terms of generation and distribution 
capacity) they also have the ability to support productive activities and to 
simplify the integration of intermittent energy sources. Many productive 
activities run by small and medium sized business (SMEs) require high power 
during short times (such as milling, workshops and welding). Compared to a 
small generation capacity a large capacity makes it easier to handle quick 
changes in power consumption. Furthermore, with a larger system (in terms of 
consumption) there is more room available for intermittent production making 
them more suitable for integration with renewable energy sources. 
Minigrids have been used in rural electrification with various levels of 
success in south America, Africa and development Asia (Schnitzer et al., 
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2014). Even though the factors influencing the successfulness of a minigrid 
are many, one of the major challenges for minigrids has been the utilities 
inability to reach cost-recovery making them economically unattractive 
(Barnes & Foley, 2004; Kirubi et al., 2009; Levin & Thomas, 2014; Schnitzer 
et al., 2014). The difficulties of reaching cost-recovery can partly be explained 
by poor customers, lack of economic and social development, formation and 
mismanagement of businesses and operations. This results in relatively high 
operation costs and with low electricity usage also low income levels. 
2.3   Perspectives on Cost-Recovery and Electricity Usage  
Regardless of size, location or sector, an organization always needs to 
balance its expenses against its income. Wether the income comes from 
generated sales or donations is secondary. Some organizations might be able 
to temporarily sustain larger expenses than incomes before eventually 
returning to a balance or larger incomes than expenses.  
There are multiple concepts in economy that describe the relationship 
between income and expenses such as rate of return and return on 
investment. These concepts assumes that the organization can and will earn 
enough profit to pay back the invested capital, which is not the case in rural 
electrification.  
As most minigrid utilities have not yet reached the stage of earning profits, 
another concept is often used to describe the income and expense balance in 
rural electrification: cost-recovery. Since most studies (that are known to the 
author) does not use a formal definition of what cost-recovery is, it is here 
assumed to be the ability for the utility to cover its expenses during a set time 
frame, which does not include the repayment of initial investments. As the 
expenses can be larger than income during certain times, the choice of a time 
frame should be long enough so that temporary disturbances are excluded. In 
this work, the time the utility has to reach cost-recovery is the same as the 
modeling time, 20 years. However, due to the nature of the processes 
involved, this assumes that the economic performance of the utility is stable 
during the investigated time.  
Studies have connected the ability to reach cost-recovery to the systems 
utilization factor (Kirubi et al., 2009; Sarangi et al., 2014). The utilization factor 
is the amount of electricity that is produced compared to how much could be 
produced. A large utilization factor allows the utility to sell more electricity, 
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resulting in more income without any large changes in expenses. Selling more 
electricity for the utility is assumed to correspond to more consumption 
amongst the users. Even though from the utility’s immediate perspective the 
type of consumption does not matter, since they are (from a strictly economic 
perspective) only interested in receiving income. However, in terms of benefits 
for the local community, how and for what purposes electricity is used is 
important. In this regard electricity usage can be seen from two perspectives: 
either a techno-economical perspective as a utility likely perceive it, or from a 
socio-economical perspective as the community likely perceive it.   
From the techno-economic perspective of the utility the main challenge is to 
optimize the technical system depending on the demand. Which usually 
translates to constructing the cheapest possible electric power system that 
fulfils the users demand, and other possible restrictions such as 
environmental impact. The amount of studies using the techno-economical 
perspective of the utility are relatively common (for example see Al-Mas 
(2010), Kolhe et al. (2015) and Levin & Thomas (2014)). Even though these 
studies expands the previous paradigm with a strong focus on cost-recovery 
into also integrating technology characteristics (and to some extent socio-
economic indicators). They fall victim to a similar criticism as the earlier limited 
focus on cost-recovery and exclude factors relevant to the community, and to 
some extent the environment. 
Analogously using the socio-economic perspective of the community, they 
want to receive as much of the benefits as possible to the lowest possible 
price. The choice of benefits rather than consumption in terms of kWh is 
important (Ahlborg, 2012). Benefits, or more importantly perceived benefits, 
relates to the purpose electricity is being used for and how that correlates with 
desires. One example which was brought up earlier was the exchange of 
kersone lights to LED light. According to Adkins et al. (2010) the exchange 
brought an improvement in life quality, but due to the low power consumption 
of LED lights would have a small impact on income generation for a minigrid 
utility.  
Even though the power consumption for specific user is low, it is likely that 
consumption will increase with time. Pereira et al. (2010) analyzed the long-
term behavior of 23 000 rural properties in Brazil and found that during four 
years, there was a large increase in overall energy consumption amongst 
electrified properties. Diaz et al. (2010) found similar tendencies when they 
investigated total system electricity demand for 16 sites during 7 years. Even 
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though the tendencies varied largely depending on technology, all sites 
experienced an apparent growth in total electricity consumption. These 
studies investigated long term changes in total demand, but as found in 
Palma-Behnke et al. (2013) the daily variations in microgrids are also 
important, especially for systems relying on a large share of renewable energy 
sources.  
As renewable energy sources have a high intermittency new technical 
challenges arise as their share is increased in power systems. Common 
methods for dealing with high shares of intermittent energy sources are: 
energy storage, energy curtailment and demand side management (Barton & 
Infield, 2004; Cecati, Citro, & Siano, 2011; Nursebo, Peiyuan, Carlson, & 
Tjernberg, 2014). Energy storage is still an expensive technology - even in the 
developed world - and energy curtailment decrease system utilization factor 
affecting the ability for the utility to reach cost-recovery. Demand side 
management has the possibility to increase the utilization factor while keeping 
the costs down but relies upon knowledge about size and characteristics of 
the load.   
Since neither the maximum load nor the load variations are known until the 
system is in operation and because of issues obtaining electric load data, 
power utilities often rely on load estimations based on interview data (Cross & 
Gaunt, 2003; Nfah, Ngundam, Vandenbergh, & Schmid, 2008). With load 
profiles constructed from interviews, the time resolution is coarse since people 
are not able to accurately respond at what time their devices are switched on 
and off. This affects the reliability in load profiles based on interviews, but to 
which extent is currently unknown due to a lack of measured data from 
minigrids in developing countries (Blum, Sryantoro Wakeling, & Schmidt, 
2013; Cross & Gaunt, 2003).  
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3   Systems Approaches 
“All things appear and disappear because of the concurrence of causes 
and conditions. Nothing ever exists entirely alone; everything is in 
relation to everything else.” 
-  Siddhārtha Gautama, Shakyamuni (563-483 BC) 
3.1   Systems Analysis 
During long time the traditional analytical methods in sciences was very 
successful to handle problems in physics, chemistry and other sciences 
where problems could be broken down, leading to discoveries in relativity, 
quantum physics, and so forth (Von Bertalanffy, 1956). Systems analysis 
emegered as a complement to the analytical method in the 40s when the 
reductionist thinking failed to explain certain biological phenomena (Flood & 
Jackson, 1992; Von Bertalanffy, 1956). A crucial difference between the 
reductions and systemic approaches is that in systems analysis, the problem 
cannot be broken down into sub-problems, which can be solved separatly 
(Flood & Jackson, 1992). Even though the concepts behind systems have 
been in existence since the time of Aristotle (François, 1999) it wasn’t until the 
20th century that it was formalized into a scientific discipline. This new way of 
thinking regarding problems lead to knew areas of research and has since 
expanded into several fields (a few examples being systems engineering, 
system dynamics, soft system methodology, operational research). 
 The word “system” has now become widespread and used to the extent 
that it likely has lost part of its meaning. Today one can walk into any 
hardware store to buy a sound-system, hear about the new entertainment 
system on the long haul flights or meet up with a friend whom is working with 
the financial system. Cases in which the individuals likely have made little 
reflection about what a system actually entails.  
This usage of system describes a collection of elements rather than a 
deeper reflection of the properties, behavior or function of systems. The word 
system originates from the Greek word “sústēma”, literaly translated as “whole 
compounded of several parts” (Etymonline). Within systems analysis very 
much emphasis is put on the “whole” and it is often formulated as the whole is 
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larger than the sum of its parts. Using the analogy for the sound-system from 
above, from a reductionist perspective the sound system would simply be the 
collection of speakers, amplifier, music device and so forth, without 
necessarily fulfilling a function. While using a systems thinking perspective, 
the sound system would be the same parts connected in such a way that a 
new function (music coming out of the speakers) exist. And this function of 
playing music cannot be done without having all devices correctly connected 
with each other. Music will not simply emerge from the speakers without them 
forming an interaction with the amplifier, which in turns interact with the music 
device and so forth. But even if the sound-system components are all 
connected and music is played, it does not mean that the listener actually 
enjoys the music. If that is not the case, the listerner will most likely change 
the music, thereby creating an interaction between her and the technical 
sound system.  
Even though many researchers contributed to the development of systems 
thinking, von Beralanffy, Ashby and Ackoff made large contributions to the 
field. Some of their work and the work of others led to the formulation of 
principles that of which the concept of systems originates from. These 
principles are universal and apply to any systems, regardless of the discipline 
in which systems analysis is used.  
“It seems legitimate to ask for a theory, not of systems of a more or 
less special kind, but of universal principles applying to systems in 
general.” (Bertalanffy, 1968) 
Figure 1 shows a graphical representation of a system. From Figure 1, it is 
seen that a system is compromised of a number of building blocks, called 
“Elements” connected with each other by “Relationships”. Based on these two 
concepts von Bertalanffy defined a system in 1968 “as a complex of 
interacting elements” (Bertalanffy, 1968). Each of the elements in a system 
has certain attributes that determine their properties. The system can also 
have one or more properties, the set of properties at any given moment in 
time is called the system state (Ackoff, 1971). The system state can be 
monitored via certain variables, named state variables. The state variables 
does not necessary reflect all the propoerties of the system. 
 Which elements and relationships that are included in the system is 
defined by the system boundary. As elements and relationships can be both 
physical and abstract, so can the boundary. Assuming a system has a 
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purpose, what is included in the boundaries depends on the systems purpose. 
Ackoff defines a purposeful system as a system  
“…which can produce the same outcome in different ways in the same 
(internal or external) state and can produce different outcomes in the same 
and different states. Thus a purposeful system is one which can change its 
goals under constant conditions…” (Ackoff, 1971) 
 
Figure 1: Visualization of a system and its components. From Schoderbek 1990 Management 
Systems: Conceptual Considerations (Schoderbek, 1990) 
Choosing an explicit system boundary does not necessarily mean that the 
interaction between the system and its environment is non-existent. There are 
in fact two types of systems in terms of environmental interactions: open and 
closed systems (Flood & Jackson, 1992). Open systems are systems where 
there is an interaction with the surrounding environment. Using the sound-
system analogy, it could be the electricity powering the amplifier and speakers 
(obviously the sound-system would not function without electricity). These 
processes are generally referred to as exogenous as they are not affected by 
any element or process within the system boundary. Closed systems are the 
opposite, i.e. systems not affected by any processes from their surrounding 
environment. In these systems, the behavior is strictly generated from within 
the system and can be said to be strictly endogenous. It is assumed that 
systems can be more or less endogenous (or exogenous) depending on how 
much of their behavior is dependent on exogenous processes and variables. 
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The endogenous behavior in systems is created when the element and 
interactions creates closed loops, called feedback loops (Sterman, 2000). 
Feedback loops can be of two types: reinforcing or balancing. A reinforcing 
feedback loop is a loop where an action produces a result which influence the 
same action, resulting in a growth or decline. A balancing loop on the other 
hand, is goal seeking, meaning it attempts to move the current state to some 
desired state (goal). Therefore, balancing loops are often referred to as goal 
seeking loops. However, goal seeking should not be mistaken for 
convergence, instead when combined with delays, balancing loops can cause 
over/under-shoot resulting in oscillating behavior. 
A system can exhibit properties which are not found in any single part of 
the system (Flood & Jackson, 1992). These properties are created when parts 
of the system work together in synergy and are often called emergent 
properties (Flood & Jackson, 1992). Emergent properties can be seen as the 
opposite to the traditional reductionist and analytic view where systems can 
be broken down into smaller and smaller parts, each which can be studied 
individually.  
Systems are commonly known to be hierarchic (Flood & Jackson, 1992). 
The concept of hierarchy is based on the assumption that systems are 
composed of interrelated subsystems (Herbert A. Simon, 1996). These 
subsystems are in turn hierarchic and consists of smaller subsystems, until an 
elementary subsystem is reached. One important property of hierarchy is that 
systems that are hierarchic evolves faster than non-hierarchic systems of a 
comparable size (Herbert A Simon, 1996). Two systems are said to be of 
comparable size if they both contain the same amount of elements. Simon 
describes that life might not exist if it wasn’t for hirerarchy since it is so 
improbable that matter would be arranged into living organisms if there where 
no stable subassemblies (Herbert A Simon, 1996). 
 
3.2   System Dynamics 
Our world is under accelerating change (Sterman, 2000). Technological 
development, economic growth, environmental degradation and globalization 
are just a few areas where change is happening fast, often so fast that we 
only react to the problems that occur too late. The driver behind change is the 
work to suppress the change that is perceived as being unfavorable and 
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promote change that we perceive as favorable. However, often the actions 
taken do not have the desired effects (J. Forrester, 1971).  
Every time we face a situation when there is a need for us to make a 
decision, we try to our best capacity to anticipate the effects of different 
decisions and then chose the one decision that is most favorable to us. In 
order to do this we have a simplified perception of how our surrounding work.  
We use this simplified perception, or mental model, to anticipate the effects of 
our decisions. Our successfulness is then determined by how well our mental 
model correlates with the reality of the situation.  
Phycologists have shown that our mental models can capture the behavior 
of only a few variables (Sterman, 1991). This might have been sufficient 
during our evolution but as our society has kept developing and become 
increasingly complex the number of occasions when our mental models fails 
have escalated. The reality might be much more complicated than what our 
mental models can cope with, and we even sometimes fool ourselves into 
taking the wrong decisions (Tversky & Kahneman, 1974).  
System dynamics was developed as a tool to improve our understanding 
of complex societal systems, and more specifically to simulate effects of 
policies. It allows us to expand our understanding from our simple mental 
models to use the collective knowledge from actors in these systems. By 
formalizing and quantifying the underlying system structure in societal 
problems and how it is perceived by its actors, it is possible to use computers 
to simulate the effects of our actions, and what is often described as side 
effect, from our decision.  
3.2.1  System Dynamics Theory 
Originating from control theory, system dynamics has one leg in 
engineering where variables often are easy to identify and measure (“hard”). 
However, being an approach that is applied on societal problems, system 
dynamics struggles dealing with variables that are hard to identify and might 
not even be possible to measure (“soft”). The dilemma working with soft 
variables has been aknowleged in the system dynamics community from its 
beginning (J. W. Forrester, 1961). However, the difficulty in measuring and 
quantifying such variabels should not mean that they are excluded, or as 
Forrester formulated: “To omit such variables is equivalent to saying they 
have zero effect – probably the only value we know to be wrong!” 
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As in systems analysis and control theory, feedback is a basic concept in 
system dynamics. As described by Sterman (Sterman, 2000) a system 
dynamics model can be described as a set of feedback loops. It is the 
feedback loops and their relative strengths that generate the model behavior. 
Being a pragmatic modeling method, the feedback found in system dynamics 
models consists of causal links. Where causality is often interpreted as A 
casues B if a change of A results in a change of B, while nothing else is 
changed. 
Stock and flow diagrams are one of two model representations in system 
dynamics. Unlike the causal loop diagrams (more on them later), stock and 
flow models are both conceptual and mathematical. Stock and flow models 
are built up by a set of feedback loops with each feedback loop consisting of 
at least one stock. The stock operates as a time delays in the system. In 
some feedback loops the time delays will be long and in some short and this 
differences in time delays creates the dynamics in the model. Often refered to 
as “change in loop dominance”. 
Mathematically, a stock is equivalent to the integral of the flows connected 
with it. Or analogously, the flows are equivalent to the derivate of the 
associated stock. A simple example for a population with a fixed birth and 
death rate is shown in figure 2. The stock and flow structure shown in figure 2 
can also be described mathematically as the differential equation 1.  
 
Figure 2: Simple stock and flow model with one inflow and one outflow. 
 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛	   = 𝐵𝑖𝑟𝑡ℎ	  𝑅𝑎𝑡𝑒 − 𝐷𝑒𝑎𝑡ℎ	  𝑅𝑎𝑡𝑒 ∙ 𝑑𝑡	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  ( 1 ) 
A closed feedback loop involving one stock and one flow is mathematically 
formulated as a differential equation, and since a stock and flow model 
consists of a set of connected feedback loops they are the equivalent of a set 
of coupled differential equations. Thereby they operate under the same 
assumptions and can use the same tools as in partial differential 
mathematics. 
Population
Birth Rate Death Rate
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Figure 3: Stock and flow model with closed feedback loops between population and birth and death 
rate. 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛	   = 𝐵𝑖𝑟𝑡ℎ	  𝑅𝑎𝑡𝑒	  (𝑃) − 𝐷𝑒𝑎𝑡ℎ	  𝑅𝑎𝑡𝑒(𝑃) ∙ 𝑑𝑡	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  ( 2 ) 
Causal loop diagrams are one tool in system dynamics to help the 
conceptualization and understanding of the problem. Causal loop diagrams 
are, just as indicated, diagrams of closed causal loops. Since the stock and 
flow diagrams are usually very large, an indication of the number of variables 
needed to describe a behavior endogenously presented by Forrester is 
between 30 to 3000. With fewer variables it is likely not possible to describe 
the problematic behavior in enough detail, and our ability “to conceive of a 
system and its meaningful relationship” limits the amount of variables that 
should be incorporated (J. W. Forrester, 1961). Obviously, the amount of 
variables and relationships incorporated should be depending on the purpose 
of the model, but Forresters idea can serve as an indicator. 
Simplified causal loop diagrams that only use a selection of the feedback 
loops has a dual use to explain the model behavior. As a simplified tool of a 
more compelx stock and flow model, causal loop diagrams are also used in 
the modeling process as a dynamic hypothesis. The simplified feedback 
representation of the model allows the modeler to communicate the principles 
of the model to actors involved in the modeling process. Figure 4 shows a 
causal loop diagram representing the behavior of the stock and flow model in 
figure 3. 
 
Figure 4: A causal loop diagram representing the behavior of the stock and flow model in Figure 3. 
Population
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As a first step in system dynamics modeling put forward by Sterman is to 
create a dynamics hypothesis. A dynamic hypothesis is often visualized as a 
causal loop diagram and describes the variables and feedback loops the 
modeler believes are important for the problem. As the causal loop diagram 
contains feedback loops the description of the system is dynamic, hence 
dynamic hypothesis. The dynamic hypothesis works as foundation for the 
modeler both before and during data collection.  
If system dynamics would have to be described with only one concept, it 
would likely be an endogenous understanding of the problem. Endogenous 
comes from the two words endo- meaning “within” and genous meaning 
“producing”. In terms of system dynamics models, this means that the models 
generate their behavior from the system structure, not from external 
influences. This is fundamentally different from many other modeling 
methods, where the user decides how a process (such as economic growth) 
is supposed to behave during the modeling period. A typical example are long 
term climate models that use a preset (exogenous) economic growth, thereby 
assuming that there is no relationship between the climate and economy. 
System dynamics has been described as a bridge between the structure of 
and behavior in complex dynamic systems, since very simple structures have 
been found to generate very complex behavior (Davidsen, 1992). Structure is 
here understood to be the momentaneus relationships between parameters 
and the behavior to be the model state. As a stock and flow model is run there 
is a feedback between structure and behavior. The structure influence the 
state of the model, which influence the model structure. This is often reffered 
to as the structure-behavior feedback loop.  
3.2.2  System Dynamics, Electric Systems Modellng and 
Development 
System Dynamics has been used as a planning tool in the western electric 
power industry for decades (Ford, 1997; Teufel, Miller, Genoese, & Fichtner, 
2013). Models have been used in a wide range of applications ranging from 
power plant construction times to energy system composition and 
transformation (Larsen & Bunn, 1999; H. Qudrat-Ullah & Davidsen, 2001; 
Teufel et al., 2013). Teufel et al. (2013) did a review of system dynamics 
based electricity models and found three trends: combination of methods, use 
of stochastic variables and increased level of detail. They also conclude that 
with the ability of system dynamics to incorporate qualitative aspects makes it 
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an appropriate method to be used in electric markets. The early System 
Dynamics models where almost exclusively constructed for countries or 
regions where the electricity access was very high and where only a small 
share or no people lacked access to electricity. This assumes that the electric 
infrastructure has reached a technological and institutional maturity not found 
in developing countries.  
One of the first to develop a System Dynamics models specifically for the 
electric infrastructure in a developing country was Katherine Steel (2008). Her 
model analyzed the Kenyan electric power sector and the dynamics between 
grid and off-grid. Steel concludes that in Kenya the competition between grid 
and off-grid options is hurting the quality of electricity supply from the grid 
causing a downward reinforcing feedback loop of power quality. In some 
scenarios the downward spiral damaged the grid availability and reliability to 
the extent that off-grid electricity became the dominant supply of electricity. 
The model is based on consumer choice, where consumers can either 
connect to the grid, to an off-grid supply or change from one to the other. This 
assumes that there is a choice to be made by the users. However, since a 
large majority of the current population is living far from the grid receiving a 
grid connection in the foreseeable future is not likely and therefore no choice 
between grid and off-grid supply exist. 
Steel’s model was followed by the work of Rhonda Jordan who analyzed 
long-term effects of capacity planning in developing countries, focusing on 
Tanzania and using System Dynamics and Linear Programming (Jordan, 
2013). The purpose of the modeling was to find the optimal investments 
strategies in the electric power system based on endogenous behavior. 
Jordan concluded that it is important to incorporate endogenous electricity 
demand when either a large part of the population lacks electricity access or 
when adding new capacity bring improvements in reliability. 
In rural electrification System Dynamics have been used to a lesser extent. 
However, there are more cases of System Dynamics models used in rural 
energy systems but these models have addressed the energy system and 
missed the technical representation of electricity (Mashayekhi, Mohammadi, 
Mirassadollahi, & Kamranianfar, 2010; Zhang, 2012). A few attempts have 
recently been made to either address specific technologies in rural 
electrification or addressing rural electrification on an abstract level (Fernando 
& Isaac, 2014) and therefore missing technology related dynamics and 
characteristics. 
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In the technologically oriented track of rural electrification research, 
modeling is relatively common. However, the models used in rural 
electrification have mostly modeled the operation and construction of 
technical systems, and often as optimization models trying to find the optimum 
choice of energy mixes or technology choice (Kanase-Patil, Saini, & Sharma, 
2010; Nfah et al., 2008; Palma-Behnke et al., 2013). As technical models, 
they are limited to “hard”-variables and exclude variables seen as “soft” and 
difficult to quantify (Checkland, 2000; Jackson, 1985; Sterman, 2002).  This 
has made the models very good at explaining the technical performance but 
lacks an integrated connection with rural economics and market growth 
theory, business administration and electricity usage. Hence they have been 
unable to endogenously describe the dynamics of cost-recovery. 
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4   Modeling as a Method 
“I have not failed. I’ve just found 10 000 ways that won’t work.” 
- Thomas A. Edison 
What is a model? Why do we spend so much time building them? And 
what is their purpose? Modeling has penetrated almost all scientific 
disciplines, from political science, linguistics, logic, theoretical physics to 
engineering. A search in the sciencedirect database, representing 2500 
journals with 13 million published papers, shows that almost half of those 
papers (5.5 million) contains the word “model” or “modelling”.  
Even though the concept of models is much wider than to only include 
computer models, the computer has likely played an important role for 
modeling in science and engineering. This has possibly affected the general 
idea of what a model is and has in some areas made it synonymous with a 
mathematical representation of a system. Since in system dynamics this is not 
necessarily the case, this thesis will try to give a broader explanation here 
starting from research in philosophy of science. 
In their “Models in Science” Frigg & Hartmann (2006) describes six 
different answers to, What is a model?: physical objects, fictional objects, set-
theoretic structures, descriptions, or equations. Frigg & Hartman also 
describes that neither of these answers are exclusive and a model can 
therefore be any combination of the above. It is understood that models can 
preform two different functions (Frigg & Hartmann, 2006). A model can be a 
representation of a selected part of the world, i.e. a “system”. In this case the 
models can either be models of phenomena or models of data. Another 
function of models is that they can represent of a theory by interpreting the 
laws and axioms of the theory. One example could be the axioms in Euclidian 
geometry. Any structure in which these axioms are true can then be said to be 
a model of Euclidian geometry. 
This theoretical approach to modelling can be found in some areas, such 
as Model Theory in mathematics. However, a short glance at the amount of 
publications or the available research grants is enough to see that research in 
applied science is overrepresented today. Models can be a very powerful tool 
to argue for ones case. However, since neither the models themselves nor the 
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processes of constructing them do not necessarily have to be transparent 
there is a risk that they end up being black boxes. Taking an input and 
generate an output without clearly stating the assumptions. 
The first question any researcher using models in their work should ask is 
therefore: is modelling a suitable method to answer my question? In 
engineering disciplines where the researcher has access to all the relevant 
information and is able to formulate the question as a technical problem, the 
choice to use modeling or not is potentially more straight forward than for 
problems found in social systems. Social systems appear to be influenced by 
irregularity and lack of information (Featherston & Doolan, 2012). 
 A pragmatic view to modelling social science problems is found in the 
system dynamics community. The system dynamics method started out from 
applying control engineering to social science problems, which likely has 
helped keeping it pragmatic in terms of cases in which it has been used. One 
of the basic principles in system dynamics is that one does not model 
systems, but problems (J. W. Forrester, 1961; Sterman, 2000). However, this 
assumes that the questions one wants to answer can be formulated as a 
specific problem (and in the case of system dynamics as a dynamic problem, 
more on this later). This is not always the case, and the misbelief that system 
dynamics can be applied to all kinds of problems have resulted in cases 
where the choice of using system dynamics has not been correct. Non-critical 
use of system dynamics has led the method to receive bad reputation in some 
research areas, for example economics (Hayden, 2006; Radzicki & Tauheed, 
2009). 
An in-depth review of the criticism of system dynamics was recently done 
by Featherston & Dolan (2012). This thesis will not go into detail of 
Featherston’s & Dolan’s paper but will discuss two of the points mentioned: 
complexity and mimicry. One of the critiques brought up by Featherston & 
Dolan is the fact that social systems are open and irregular. Open meaning 
that social systems are to a large extent influenced by their surroundings. 
Since system dynamics does not attempt to model external influences, 
therefore fails at. System dynamics is a method to explore a problem through 
its endogenous behavior. If the problems are driven by exogenous influences 
then applying a system dynamics approach will not be beneficial. Not all 
problems are well suited to be investigated using an endogenous approach, 
which has led to system dynamics models being used for the wrong ‘type’ of 
problems.  
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One area that often receives criticism is the inability for system dynamics 
models to mimic reality (Keys, 1990; Solow, 1972). Tools are now available to 
most of the system dynamics software to allow for the modeler to fit his/her 
model to historical data. As noted in Sterman (Sterman, 2002), many 
modelers focus unreasonably on statistical fit and miss the more important 
underlying assumptions and appropriateness. In the system dynamics 
community it is widely accepted that system dynamics model cannot perfectly 
describe reality (Featherston & Doolan, 2012) and that the goal with system 
dynamics models is to improve the understanding between system structure 
and behavior, not to mimic reality. 
Social systems can appear irregular, full with individuals making choices 
based on their free will. However, a deeper analyze reveals that our behavior 
is largely driven by rules, obligations, regulations and limitations (Featherston 
& Doolan, 2012). I as an individual might have the choice of paying or not 
paying when using the public transportation. But the descion to pay or not will 
partly be based on the risk of getting caught. Therefore, if I see any inspectors 
I will most likely pay for the ticket (assuming I don’t want to pay the fine and 
be exposed to the public humiliation of getting caught without a ticket). 
In rural communities where electrification is taking place, a large number 
of actors and processes influence the descions individuals as well as 
organizations take. Access to environmental resources, financial capital, 
education, health, technology and infrastructure all affect these decisions. At 
the same time, the decisions taken affect the ability to derive benefits from 
and access to services in the future.  
Observing these systems, they can seem complex. To be able to 
understand the underlying cause of their behavior one needs to use a method 
that has the ability to organize and analyze them. As a tool system dynamics 
has the ability to identify the underlying system structure in complex systems 
and map the structure to an observed behavior. Furthermore, as a modeling 
tool it integrates both the use of “hard” and “soft” variables making it an 
appropriate choice in simulation of electric power markets (Teufel et al., 
2013).  
4.1   The System Dynamics Modeling Method 
The model presented in this thesis has been developed by using a method 
similar to Stermans iterative modeling process (Sterman, 2000). The process 
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Sterman proposes consists of five steps 1) Problem Articulation 2) 
Formulation of Dynamic Hypothesis 3) Formulation of a Simulation Model 4) 
Testing 5) Policy Design and Evaluation. Stermans modeling method has 
strong links to organizational management and policy evaluation. Since this 
work is a work in progress and since the purpose of this thesis is not to make 
any policy recommendations, the method has been slightly modified to fit into 
the context of rural electrification. Primarly this means that step 5) (Policy 
Design and Evaluation) has been removed. Figure 8 shows a conceptual map 
of the used modeling process.  
 
Figure 5: The iterative modling process proposed by Sterman but excluding the last step, "Policy 
Formulation and Evaluation". 
As system dynamics modeling is a conceptual and mathemtical tool to 
map system structure with system behavior, the modeling process can be 
seen to consist of two parts: information gathering for identification of the 
system structure and information gathering for populating the model’s 
parameters.  
During the case studies both quantitative and qualitative data where 
collected. The quantitative data was mostly used for populating parameters 
and the qualitative data was mostly used to map the system structure. The 
qualitative data was collected through the interviews in two case subjects in 
Tanzania, which is further described in chapter 5. The process of mapping 
qualitative data to a conceptual model is understood to be hard. The process 
implemented during the modeling process, and specifically during the 
interviews, used in this thesis draws from the work presented by Chapman & 
Chapam (1971) and Kahneman & Tversky (1977) relating to biases in 
research. Questions where therefore first asked openly without trying to guide 
1. Problem
Articulation
2. Dynamic
Hypothesis
3. Simulation
4. Testing
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the subject. Afterwards the subject where asked to verify or deny challanges 
identified previously.  
The data for populating paramters where collected both through the case 
studies and via literature and reports. This means that parameter values had 
different origins and therefore different contexts. In cases where the 
parameter values where considered obviously inaccurate for a general 
context they where changed accordingly. This could be specific technology 
characteristics or specific electric equipment used. In a few cases no data 
where available and where therefore estimated. In these cases estimation 
was done taking into account model stability  
With one year between the two case studies, when the field data where 
collected, it allowed for two iterations of the process described in figure 8. 
Furthermore, the data collected during the case visits where complemented 
with literature studies and discussions with advisors. The discussions and 
literature studies allowed for smaller iterations in the modeling process. The 
model iteration process is not finished and the model presented in this work is 
therefore still under development. 
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5   Data Collection 
 “No one will need more than 637 kB of memory...” 
- Bill Gates2  
Two visits where done to Tanzania for data collection. The two case 
studies subjects chosen where two villages in the south-western highlands. 
The villages where chosen to complement each other in terms of operation 
management. They are both comparable in size of 100 kW active generation 
capacity (village B also has an excess 100 kW installed but which wasn’t 
online at the time of visit due to low demand). They are both situated in the 
same region of Tanzania and therefore share similar environmental and 
regional conditions.  
Village A and B where also chosen due to the their complementary 
electricity measurement systems. In village A, no system existed but the 
accessability to equipment was good and therefore high resolution 
measurements could be done. Village B on the other hand had a lower 
accessability to make high resolution measurements but instead had an 
automatic electricity surveillance system, where each users electricity usage 
was acquired on a monthly basis. 
The different data types meant that the high resolution measurments from 
village A could be used for estimating the relation between power balance and 
energy balance. The lower resolution measured data from village B could be 
used for electricity usage growth rates and total electricity consumption on 
monthly time scales. During the case studies qualitative data on minigrid 
operation was also collected through interviews. The qualitative data was 
primarily used for identifying factors and interactions for the model 
construction. 
5.1     Case study: Village A 
Case study A was done in a village located in the southwestern highlands 
in Tanzania. Electricity is supplied to the village residents through a minigrid 
                                            
2 Who actually said the qoute has been controversial, and some believe it 
should rather be attributed to an employee at IBM. 
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operated by a local power utility. The utility has 264 customers, including a 
hospital, a small college, five mills and three workshops. To handle the 
relative large share of larger loads, the utility has put in place a running 
scheme, aiming at controlling when these loads are run. The grid is supplied 
with electricity from a nearby hydropower plant. The hydropower plant is of 
propeller type with a 120 kW generator and a small reservoir. The minigrid 
cover an area of approximately 2500 ha and its customers are supplied 
through an 11 kV transmission system and a 400V distribution system.  
The power system is maintained and operated by a church with financial 
aid from international donors. One local engineer and one technician are 
responsible for the maintenance and operation together with help from a small 
administrative workforce. Income is generated using a flat tariff payment 
scheme dividing the customers into groups based on their estimated load. 
The tariff ranges from 5 000 to 35 000 Tanzania shillings (TZS), equal to 
about 3 to 20 USD/month using exchange rates from November 2014. 
5.1.1  Measurements 
Assuming that most of an electric utility’s income is generated from 
electricity sold and that utilization factor is important for cost-recovery, it is 
necessary to have high resolution data on electricity usage. From the 
literature it was found that there is much qualitative data on electricity usage 
but a lack of measured data for minigrids in developing countries (Blum et al., 
2013; Cross & Gaunt, 2003). The data on electricity usage available in the 
literature is often collected through interviews or assumptions regarding which 
appliances exist and when they are run.  
Interview based electricity usage methods are good in the sense that they 
require little or no expertise or equipment, making them very accessible, and 
that they have the ability to collect data on electric appliances and their usage. 
However, since users do not know exactly when they turn their appliances on 
and off and since users have different types of appliances, interview based 
electricity usage assessment lack accuracy and resolution. In order to have 
access to more detailed information on electricity usage, high resolution 
measurements on electricity usage was conducted. 
Measurements was done at five users: one household, one rural hospital, 
one mill, one workshop and for the complete minigrid. The measurements 
where done using an Amprobe TRMS-16 Pro current clamp on meter. The 
device measures current through a conductor and stores three current values 
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each minute: low, average and high. Each measurement was done for three 
and a half days. Three measurements are shown in figure 6 to 8 below for the 
minigrid,  household and for two milling machines and the workshop.  
 
Figure 6: Measured daily load profile for village A. The Figure shows one black out at 10 and a 
planned shutdown for maintanence at 17. The load is measured in ampere and assumed to occur at 
nominal voltage (230 V). The hydropower plant is rated for 120 kW (180 A at nominal line-line voltage, 
400 V). 
 
Figure 7: Measured daily load profile for one household in village A. The load was measured in 
ampere and is assumed to occur at nominal line-neutral voltage (230 V). 
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Figure 8: Measured load profile for two of the milling machines and the workshop in village A. The 
machines where rated for 47.5 kW (119 A at nominal line-line voltage, 400 V). The load was measured 
in ampere. 
5.1.2  Interviews 
Apart from the quantitative data collected on electricity usage qualitative 
data was collected. The collection was done both on electricity usage and the 
systems actors and relationships in order to map the structure (rules, 
regulations, limitations). The data was collected through questionnaire type 
interviews with complementing open questions. In cases where the 
interviewee where judged not to speak sufficient English, a Swahili to English 
interpreter was used. The users interviewed where spread out gepgraphically 
over the minigrid covered area and included households with different 
economic status. Tabel 1 summarize the findings from the interviews held with 
households regarding electricity usage and economic situation. 
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Table 1: Summarized data from interviews with household users on electricity usage and economic 
situation 
Description Value 
Households perceiving the power supply to be reliable. 60 % 
Average size of farmable land per household. 3.5 ha 
Average number of animals per household. 13.5 
Average number of appliances per household. 10 
Average total load of appliances. 220 W 
Number of households owning an ion.3 35 % 
Average monthly income. 320 000 TSH4 
 
SME users where interviewed separetly using a similar approach but with 
different questions. Table 2 summarize the findings from the interviews held 
with SMEs. 
Table 2: Summarized data from interviews with SME users on electricity usage and economic 
situation. 
Description Value 
Average installed power. 7 kW 
Average number of appliances. 4 
Average weekly revenue. 100 000 TSH 
Fraction of users estimating the number of power cuts to 
happen at least once per day. 50 % 
 
Apart from the questionnaire type interviews, interviews where held with 
the systems engineer, technician, treasurer, manager and one of the 
international collaborators. These interviews where conducted using open 
                                            
3 Excluding cooking equipment such as stoves, ions are one of the largest 
domestic electric appliances found in rural communities. A typical ion is about 
1 kW. 
4 Only half answered when asked about their income and due to the 
sensitivity to discuss openly about income, this value should rather used with 
caution. 
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questions with the prupose for the respective subject to explain how he/she 
perceived the system to work. Interview subjects where chosen if they where 
deemed important actors in rural electrification from literature, or if they had 
been recommended in other interviews. Both actors working on site at 
minigrid projects, and actors working for governmental institutions in larger 
urban areas where interviewed. 
5.2    Case study: Village B 
The second village studied was also located in the southwestern highlands 
in Tanzania. The minigrid was recently implemented by an international NGO 
and has therefore not been in existence as long as village A. The system 
supplies about 1200 customers, including 21 mills, 310 bussinesses and 25 
“other electric machinery”, see Table 3. Like village A, Village B also use a 
running scheme for the mills, limiting when they are allowed to run. 
The minigrid is supplied by a hydropower plant with two 100 kW 
generators and a small reservoir. Due to low electricity usage only one of the 
generators where running while the village was visited. The minigrid consists 
of a 11 kV transmission system and a 400 V distribution system. Most of the 
transmission lines are overheard power lines, while a considerable part of the 
distribution lines are underground (due to donated equipment).  
Table 3: Data regarding income and electricity sales for village B. All costs and prices given in TZS 
and monthly. 
User 
Category 
Monthly 
Service 
Fee (TZS) 
Electricity 
Price 
(TZS/kWh) 
Number 
of Users 
Expected 
Electricity 
Usage 
(kWh) 
Expected 
Total Income 
(TZS) 
1 2 500 150 600 9 000 2 850 000 
2 2 500 170 250 5 000 1 475 000 
3 2 500 200 310 7 750 2 325 000 
4 5 500 270 21 10 500 2 950 500 
5 5 500 330 25 1 500 632 500 
      
Total/month   1 206 33 750 10 233 000 
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User category reflects different types of users with different electricity 
price. Category 1 are households with 1-7 electric appliances. Category 2 are 
households with 8 or more appliances. Category 3 are business, 4 are milling 
machines and 5 are other types of electric machines. 
The income is generated by using a pre-paid system with digital meters 
and fixed monthly fees. The users can buy credits using common cellphone 
based payment services. Both the kWh price and the monthly varies for 
different users, with high demanding users paying more. 
5.2.1  Interviews 
As in village A interviews in village B where done to map the structure of 
the system in which actors and relationships took place. Interviews consisted 
of open questions and used a Swahili to English interpreter. On the utility side, 
technicians, the manager and treasurer where interviewed. Even though not 
part of the utility, the engineer responsible for the construction of the system 
was also interviewed. 
The main purpose of the interviews done where for mapping the structure 
of the system dynamics model, therefore no interviews where done on 
electricity usage or appliance identification. Furthermore, other studies have 
identified different appliances and estimated electricity usage (Blum et al., 
2013; Manning et al., 2015) but much less on the operation of rural utility’s. 
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6   Model Validation 
“Reality is merely an illusion, albeit a very persistent one.” 
- Albert Einstein 
One of the major challenges for system dynamics models and modelers 
alike has been to become broadly acknowledged as a method in the scientific 
community. This has partly been influenced by the lack of widely accepted 
(outside the system dynamics community) standard validation methods. 
However, for the indulged there is a large amount of literature on the subject 
of validation methods and confidence building, both theoretical (Barlas, 1989, 
1996; Senge, 1980) and case specific (Hassan Qudrat-Ullah & Seong, 2010). 
The controversy of model validation is not specific for system dynamics 
but for all modelers alike. As discussed by Sterman (2000) one issue of 
validation is that many modelers consider a model validated when it is 
verified, i.e. when it is established as a truth. Assuming that a model can be 
“true” is in itself a contradiction since all models (regardless of they consist of 
equations, conceptual or literate) are simplification of the phenomena the 
researcher study. If a model cannot be said to be “true”, then validation in the 
sence of establishing truth cannot be made. This has been recognized by the 
system dynamics community since its early days, but has been controversial 
in other fields (Sterman, 2000). 
In the system dynamics community, validity is instead closely linked with 
the concept of confidence (Senge, 1980). Instead of a process to establish 
“truthfulness”, validation is seen as a process of confidence building  
(Sterman, 2000). Confidence can be improved or detoriated using structured 
tests. The foundation of the concept of usefulness is that every model is made 
for a specific purpose and that the usefulness of a model is understood as 
how well the model fulfills its purpose (Barlas, 1996). Since the purpose of a 
model is decided by the modeler, and if the usefulness of a model relates to 
how well a model fullfil its purpose, then the model validation cannot be made 
completely objective (Barlas, 1996; Sterman, 2000). 
A common validation test in the natural sciences and especially in 
engineering, is data fitting. The validity of a model is based on how well the 
model generates a certain output given a specific input. Using this anaology 
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the model is a black box, transforming an input to an output. Sometimes the 
understanding of what is inside the black box and how it works is not 
necessary. For example, an engineer working on the electric system for 
breaklights do not need to know how the breaks works, just that if the break is 
pressed the breaklights should turn on. 
However, in many cases what is inside the box matters as much as its 
output. Likeley all undergraduate engineering students have at some time 
been told by their mathematics or physics teachers that: “it is not the answer 
that matters, but how you get there”. Getting the correct result is not sufficient 
unless you can explain why. In building confidence in system dynamics 
models there has been a strong emphasis on the “why?”, not just “that”. 
“..a model must generate the right output behavior for the right reason.” 
(Barlas, 1996) 
Shifting the focus from “what the results are” to “why are they like this” 
should rather than reduce the confidence in a model, increase it. Some 
system dynamicists have therefore proposed that the validation methods 
employed in system dynamics are stricter than those in other areas of 
modeling (Barlas, 1996). 
The validation approach used in this work is based on holistic and 
relativistic philosophy proposed by Barlas & Carpenter (1990). It is based on 
that model validation cannot be made entirely objective and that a model can 
only be validated to its purpose. As proposed by Barlas and Carpenter 
validation is developed into two orders: structure validation and behavior 
validation.  
Structure validation is the process of validating the models structure. In 
system dynamics this is done in two ways: direct structure tests and structure 
oriented behavior tests. Direct structure tests is done by comparing the 
processes, factors and parameters with real knowledge (when available, 
which in specific cases might not be the case). At this stage, dimensional 
consistency is tested and direct extreme condition tests. All these tests are 
done without any actual simulation. 
The structure oriented behavior tests are tests focused on building 
confidence in the model structure through behavior. Can the model behavior 
be predicted in some cases? Usually, the behavior can be predicted under 
extreme conditions, for example using an extremely low or extremely high 
  51 
connection cost. Unlike the direct structure tests, the structure oriented 
behavior test are done running the model under certain conditions.  
Behavior validation is unlike structure validation, strictly a process to 
analyze the output from the model. However, this is not synonymous with 
fitting the model output to data but rather a test of the general behavior of the 
model. Does it increase when it should? Are the delays reasonable? How 
does it behave during extreme conditions? This includes tests described by 
Sterman (1984) and Forrester & Senge (1980). 
One tool for confidence building of system dynamics models is the usage 
of historical data and the role of data fitting. As discussed earlier, data fitting 
should not be done excessively since it can shift the focus from the underlying 
assumptions of a model. Models are simplification of our perceived reality, 
and being simplifications, many processes and variables are not included. 
Spending too much resources in data fitting might therefore actually reduce 
the usefulness of the model and thereby its validity. Due to the difficulty to 
obtain and lack of long-term data on rural electrification a full stiatistical 
validation process has not been made. Instead we have compared specific 
variables against collected data for single time points. Using field data 
answers to questions such as “What is a reasonable income giving a certain 
amount of users and electricity consumption?” have been done. Even though 
this process lacks the full quantitative strength that a more comprehensive 
data fitting would produce, it does improve the confidence in the model. 
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7   System Dynamics Model of Cost-Recovery 
 
“There is no abstract art. You must always start with something. 
Afterwards you can remove all traces of reality.” 
- Pablo Picasso (1968) 
By using theory available in literature together with information from the 
case studies in Tanzania, a system dynamics model was developed around 
the problem of achieving cost-recovery. The model is presented below in 
three parts. First, an overview of the model boundaries is presented, while 
more detailed assumptions are explained as the model is presented. Second 
is a causal loop diagram shown with the most prevalent feedback loops to 
describe the problem. The causal loop diagram is divided into two figures, one 
focusing on the causal relationship between electricity usage and economic 
growth.  
Finally, after the causal loop diagram, the stock and flow model is 
presented. The complete stock and flow model includes 25 stocks, 137 
variables and 54 constants over six sectors. A list and description of the 
stocks and their initial values can be found in the Appendix. Due to the size of 
the full stock and flow model, a simplified version is presented in this thesis.  
7.1    Model Boundaries 
As explained previously, the core of system dynamics lies in the 
endogenous description of behavior. Therefore it is important to not only 
include variables and processes which impact the behavior, but more 
importantly to include sufficiently feedback loops to describe the problematic 
behavior while not including too many. Where the boundary lie is difficult, 
however by using the iterative modeling method as described in chapter 4, the 
boundary selection is reevaluated during model construction. 
Due to the very long time frame of some of the benefits associated with 
electrification, they have been either excluded or assumed to be exogenous. 
One such example is impact on health. As found by The World Bank (2008) 
improved health is identified as one area of improvement from increased 
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electricity access. It is assumed that the effect on health (using average life 
expectancy as an indicator) are slow in comparision to other effects (such as 
productivity and education). The model therefore assumes average life span 
exogenous, constant and based on sub-Saharan average. 
As discussed earlier, the causal relationship between electricity and 
economic growth is disputable and many theories exist. This work makes no 
attempts to make any contribution to research in the causality between energy 
and economy, but use the direct causal connection via improved productivity, 
and certain indirect relationships identified in for example Kirubi et al. (2009) 
and Mulder & Tembe (2008). The implementation used in the model assumes 
a proctected market which allows external demand and exports but preserve 
the financial flows within the community.  
Since the model assumes the perspective of an electric utility, access to 
electricity has been implemented in economical terms for the utility. This 
means that from the utility perspective only those who have made a 
connection has access. However, access can be used in a broader context 
relating to the benefits of electricity rather than a physical connection 
(Ahlborg, 2012). This has implications in terms of socio-economic 
development and life quality in the immediate surrounding of a connection, 
which partly since system dynamics is an aggregated modeling method is not 
treated explicitly in the model.  
7.2   Causal Loop Diagram 
Using the iterative method presented in chapter 4, a causal loop diagram 
has been developed during the modeling process. The causal loop diagram 
has been separated into two separate figures (9 and 10) to simplify the 
explanation. Figure 9 is centered around cost-recovery while figure 10 is an 
expanded diagram of the loop R3, showing the causal loops responsible for 
economic growth in a closed system. 
Reinforcing loops are designated R and balancing loops are designated B. 
It should be noted, that not all feedback loops in Figure 9 are shown. But 
rather those that have been identified as most important through the research.  
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Figure 9: Causal Loop Diagram Of cost recovery showing the most important feedback loops. 
Positive feedback loops are indicated with an “R” and negative feedback loops are indicated with a “B”. 
Reinforcing feedback loop R1 (Number of Users -> Connection Cost -> 
Connection Rate -> Number of Users). The reinforcing loop R1 was identified 
through the case studies in Tanzania. During the interviews technicians at the 
utilities expressed the lack of equipment and financial resources to buy new 
equipment as a barrier in the expansion of the number of users. The issue 
was connected to the long distance, and therefore the amount of power lines, 
needed for each new connection, making them very expensive. However, as 
the amount of users increases the distance (and equipment needed) for the 
next connection is reduced, creating a positive feedback loop. 
Reinforcing feedback loop R2 (Electricity Usage -> New Capacity -> 
Installed Capacity -> Power Availability -> Perceived Power Availability -> 
Electricity Usage). Another barrier identified both in the interviews and in 
literature was power availability (Chakravorty et al., 2014). Power availability 
is dependent on how much electricity is used and how much is available, and 
when available power decrease the utility tries to compensate by installing 
more capacity. The behavior associated with R2 is also strongly influenced by 
the balancing loops B1 and B3, and to a lesser extent B2. 
Balance Sheet
Number of Users
Electricity Usage
Average Income
New Capacity
Power Availability
Connection Cost
Profit
Productivity
Perceived Power
Avilability
Connection Rate
Installed Capacity
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Reinforcing feedback loop R3 (Electricity Usage -> Productivity -> Profit -> 
Average Income -> Electricity Usage). As discussed in Chapter 2 there has 
been considerable research in the causal relationship between electricity 
consumption and economic growth without the research community reaching 
a consensus. However, omitting the relationship would assume that there was 
no causality, probably the only answer that is wrong. This work has therefore 
based the relantionship between electricity consumption and economic growth 
as identified in for example Kirubi et al. (2009) and Mulder & Tembe (2008). 
This is discussed further in connection with Figure 10. 
Balancing feedback loop B1 (Electricity Usage -> Power Availability -> 
Perceived Power Availability -> Electricity Usage). The balancing loop B1 is 
strongly connected with the reinforcing loop R2. However, while R2 acts as a 
reinforcing loop, either trying to increase or decrease (technically not possible, 
but rather than not increase generation) generation capacity, B1 balance it. 
When the electricity usage increase, load availability decrease, which in time 
reduce electricity usage.  
Balancing feedback loop B2 (Balance Sheet -> New Capacity -> Installed 
Capacity -> Balance Sheet). The balancing loop B2 is explained as the 
operation and mainanence loop. As the generation capacity increases the 
maintanence and operation costs increase, negatively influencing the balance 
sheet. With a lower expenditure on operation and maintanence, lifetime is 
reduced effectily decreasing the generation capacity. 
Balancing feedback loop B3 (Balance Sheet -> New Capacity -> Balance 
Sheet). The balancing loop B3 is explained as the capacity expansion loop. 
As new capacity is built, the expenses increase and therefore the utilitys’ 
balance is reduced.  
Balancing feedback loop B4 (Balance Sheet -> Connection Rate -> 
Balance Sheet). The balancing loop B4 is referred to as the connection 
expansion loop. This feedback loop is related with the reinforcing loop R1. As 
mentioned earlier, the cost the utility has to pay for a new connection was 
identified as a barrier in the interviews. Unless the financial balance is 
sufficient, the utility can’t afford to make a new connections. Howerver, as 
mentioned earlier, the connection cost is also reduced as the number of users 
is increased. Therefore, the importance of B4 will decrese as number of users 
increase. 
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Due to the complexity of the feedback loop R3, it was not possible to 
include it in figure 9. The feedback loops associated with economic growth 
and electricity usage are therefore shown in figure 10. 
 
Figure 10: Causal Loop Diagram of the relationship between electricity usage and economic 
growth. 
Reinforcing feedback loop R3a (Average Income -> Consumption -> 
Demand -> Production -> Electricity Usage -> Electricity Production -> Utility 
Profit -> Average Income). The reinforcing feedback loop R3a is also called 
the utility feedback loop. Assuming the utility hires people locally, and that the 
money generated from the utility stays within the community. The feedback 
loop further assumes that the goods that are being consumed are connected 
with an productive activity that is relying on electricity within the community. 
Out of the three feedback loops associated with improvement in income, R3a 
is likely the weakest. 
Reinforcing feedback loop R3b (Average Income -> Consumption -> 
Demand -> Production -> Profit -> Average Income). The reinforcing feedback 
loop R3b represent the driving mechanism in economic growth. Increase in 
income generates more consumption and thereby increasing production. 
Assuming either a constant or increasing return to scale, the profit increases 
as production increase, thereby improving profits. Assuming that profit stays 
Demand
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within the studied systems, the average income increase, further increasing 
consumption. It should be noted that this feedback loop is independent from 
electricity usage. 
One important limitation of both R3a and R3b is that all processes are 
assummed to happen inside the community. If the profits are not gained by a 
community member, or spent on goods/services outside of the community, 
the feedback loop will be broken. These feedback loops are based on an 
closed economical system (but which allows an inflow of money as value is 
created). 
Reinforcing feedback loop R3c (Average Income -> Consumption -> 
Demand -> Production -> Electricity Usage -> Productivity -> Profit -> Average 
Income). The feedback loop R3c, corresponds to impact on economic growth 
from electricity usage. As discussed earlier, the causality between electricity 
usage and economic growth is disputed and the assumption made in this 
work is that electricity usage improves the productivity of certain goods and 
services, which have been found in literature (Kirubi et al., 2009).   
Reinforcing feedback loop B3d (Production -> Resources -> Production). 
Since all of the above mentioned feedback loops are positive and work in the 
same direction, they would drive economic growth indefinite. The balancing 
process assumed here is similar to what was used in the Limits to Growth 
model, World3, where the finite resources is a constrain on production. As 
production of goods/services increase, the localy available resource are 
reduced, limiting what, how much and for how long certain production 
systems can operate. One example is the available ecological resources 
where residences compete over the farmable land with larger scale 
commercial actors (Shete & Rutten, 2015). 
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7.3    Stock and Flow Model 
From the causal loop diagram presented above, a stock and flow model 
was developed. Due to the number of variables and processes, the model 
where divided into six sectors: utility economy, connection of users, electricity 
usage, electric system expansion, local market and economy and population. 
Out of these six sectors, five are presented in this work. A simplified stock and 
flow model of population dynamics has been excluded due to its limited effect 
in the model. 
Due to the size of the model, it is not presented in full detail in this thesis. 
However, the full stock and flow model, including equations, can be sent upon 
request. Instead a simplified stock and flow model is shown in Figures 5-9. 
Variables in the figures shown in grey and between “<>” are variables 
originating from another sector. 
Figure 5 shows the simplified stock and flow model for the utilities balance 
sheet. The main income for the utility is the amount of electricity sold, which is 
dependent on the number of users and their respective electricity usage. As 
electricity usage vary largely depending on the user, both in terms of the 
amount of kWh consumed and when it is consumed, the model has two 
separate user groups: households and SMEs. Households tend to consume 
electricity during morning hours and in the evening while SMEs are more 
focused during the day (Hartvigsson et al., 2015).  Since their effect on 
income for the utility is the same, figure 11 only contains one inflow while the 
full stock and flow model contains two inflows.  
The utility’s expenses are to various degrees dependent on the size of the 
minigrid, both in terms of amount of users and generation capacity. The stock 
and flow diagram in figure 11 is mainly associated with feedback loops B2 and 
B3 in figure 9. However, since income is directly proportional to Electricity 
Usage, it is directly connected with the other feedback loops shown in Figure 
2. 
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Figure 11: Simplified stock and flow model showing the income and expenses for the utility. 
Variables in grey marked with "< >" are variables originating from one of the other simplified stock and 
flow diagrams. 
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Figure 11 shows a simplified stock and flow diagram of the Income 
Statement. On the left side is the Income and on the right side the expenses. 
The generated income for a utility is assumed to be directly proportional to the 
amount of electricity sold, which is proportional to the amount of users and the 
electricity consumption of each user (together with electricity price). The utility 
has some ability to increase or decrease the electricity price based on their 
Income Statement.  
The expenses are divided into four categories: Capacity Expansion, 
Maintanence and Operation, Connection Costs and Administration Costs. 
Capacity Expansion are expenses associated with constructing more 
generation capacity. These costs are not continuous but is a single value 
deducted from the Income Statement if the current capacity is not sufficient 
and the utility has the funds for constructing more capacity. Maintanence and 
Operations are connected with the generation capacity and affects the 
deterioration time of the equipment. Connection costs are the costs for 
connection of new users, which is dependent on the connection rate and the 
cost of connection. Both which are explained more in detailed in Figure 12. 
Lastly is admistrative costs. Administrative costs are assumed to be 
consisting of two parts: one is fixed for the system and one is dependent on 
the number of users. Administrative costs are assumed to include all costs 
associated with personal. 
Therefore, one important purpose of the model is to describe the dynamics 
and feedbacks related to the growth in number of users and changes in 
electricity consumption. The simplified stock and flow diagram explaining the 
connection rate is shown in figure 12. The connection process is based on 
Eder et al. description the user growth in a minigrid as a diffusion process 
(Eder, Mutsaerts, & Sriwannawit, 2015; Rogers, 2010). Eder et al. used a 
multidisciplinary perspective to identify three dimensions that affect diffusion 
of electricity adoption: technology, economy and society. Amongst these 
dimensions Eder et al. identified key variables, such as reliability, connection 
cost, tariffs and perception of electricity.  
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Figure 12: Simplified stock and flow model showing the connection processes. Variables in grey 
marked with "< >" are variables originating from one of the other simplified stock and flow diagrams. 
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During the case studies in Tanzania, the local utility’s capacity to connect 
new users was identified as a barrier for growth in number of users. The 
utilities’ capacity can be limiting in terms of the amount of technicians able to 
perform connections and the utility’s available financial resources that are 
needed to buy equipment (power lines, poles, etc.). The connection rate is 
therefore divided into two separate processes: users desired connection rate 
and the utility’s desired connection rate. 
The users desired connection rate is based on their income, the price of a 
connection and the perceived risk. Risk is assumed to consit of three parts: 
financial risk, technical risk (reliability) and social acceptance. Financial risk is 
implemented as the change in connection price. During the initialization the 
price is normalized and as connection price is deacreased the risk is also 
decreased. Reliability is connected to the perceived Power Avilability. If the 
Power Availability is poor the risk of a connection is increased. Furthermore, if 
the Power Availability is considered extremely poor, the direction of the 
connection rate is changed and people start disconnecting from the minigrid.  
The utility’s desired adoption rate is assumed to be dependent on the cost 
per connection, the utility’s economic balance and the number of technical 
personnel. The cost per connection is assumed to be proportional to the 
distance to the closes point of connection, which in turn is dependent on the 
user density. The distance is assumed to decrease linearly with user density. 
Even if the utility has enough financial and technical resources, the utility is 
limited by the number of personnel with the knowledge to make new 
connections. 
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Figure 13: Simplified stock and flow diagram of the dynamics of electricity usage. Variables in grey 
marked with “<>” are variables originating from one of ther other simplified stock and flow diagrams. 
 
Figure 13 shows a simplified stock and flow diagram for the dynamics of 
Electricity Usage. Electricity Usage is assumed to be directly influenced by 
four variables: Income, Power Availability, Electricity Price and Fraction of 
Income Spent on Electricity. It is further assumed that the Fraction of Income 
Spent on Electricity is dependent on installed load (i.e. how many and which 
type of appliances the user have).  
The type of and number of appliances is dependent on “Installed Load”, 
and it is assumed that the type and amount of appliances is dependent on 
“Income”. Making “Income” an indirect factor influencing the “Fraction of 
Income Spent on Electricity”. The long term data collected from village B on 
monthly electricity usage was used as a reference for reasonable growth rates 
and user consumption.  
The effect of Power Availabilty on Change in Electricity usage is assumed 
to be non-linear. As long as Power Avilabilty is 1 or less, there is no impact on 
Change in Electricity Usage. However, if Power Availabilty is slightly larger 
than 1, meaning that there is an overload in the electric system, Electricity 
Usage starts slowly to decrease. For high values (around 1.1-1.2, meaning 
the electric system is heavily overloaded) electricity usage and number of 
connections is rapidly decreased. 
Electricity Usage
Change in
Electricity Usage
<Power Availability>
Fraction of Income
Spent on Electricty
<Installed Load><Income>
<Electricity Price>
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Figure 14 shows a simplified stock and flow diagram for the capacity 
expansion. The capacity expansion loop consists of two stocks, Installed 
Capacity and Planned Capacity, and therefore two capacity flows, “Planning 
Process” and “Construction”. In terms of model behavior, there is no 
difference between “Planning Time” and “Construction Time” but only the total 
time from a descion to “power on”. However, from an policy point of view it is 
interesting to know if the delays are technology dependent or if they are 
based on bureaucratic procedures. 
It is assumed that capacity expansion can only be done in discrete blocks, 
which are technology dependent. Furthermore, the utility is allowed to take a 
load of up to 70% of the capacity expansion cost if needed. This theoretical 
bank allows the utility to respond faster to a change in demand if its financial 
resources are limited. As the purpose is to investigate the endogenous 
behavior, the problematic behavior of reaching cost-recovery and not external 
factors, the interest rate on the loan is excluded. 
Capacity size is exogenous and can be set by the user. Capacity also 
detoriate with time, and the deterioration time is dependent on the expenditure 
on “Operation and Maintanence”. If “Operation and Maintanence” is kept at 
the desired level, the deterioration is linear. If the utility cannot afford to pay 
operation and maintanence costs and therefore accelerate the deterioration 
time.  
During the development of the power expansion sector, the measurement 
data from village A was used to estimate how much load a rated capacity can 
supply, also known as coincidence factor. Based on the measurements a 
constant coincidence factor of 0.5 is used in the model. Meaning, that a 
capacity of 200 kW can supply a installed load of 400 kW. This means that the 
power availability is 1 when the installed load is twice of the generation 
capacity. Normally the coincidence factor varies depending on local factors 
such as type, number and mix of customers, types of electrical appliances 
and time of the day. 
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Figure 14: Simplified stock and flow diagram of capacity expansion and load dynamics. Variables in 
grey marked with "< >" are variables originating from one of the other simplified stock and flow 
diagrams. 
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Figure 15: Simplified stock and flow model of the local market and economy. The model is divided 
into two sectors: agrigulture and industrial. Variables in grey marked with "< >" are variables originating 
from one of the other simplified stock and flow diagrams. 
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As disposable income is one of the major variables affecting number of 
users and electricity usage, the change in disposable income will affect both 
long-term connection rates to the minigrid and changes in electricity 
consumption. According to Davis et al. (2010) the majority of income in rural 
sub-Saharan Africa is generated from agricultural production and a minority is 
coming from non-agricultural activities. Furthermore, Davis et al. found 
associations between the share of non-agricultural activities and income, with 
income rising as non-agricultural activities increased. As reported by Bardi et 
al. (2013) another difference between agricultural and non-agricultural 
activities is the ability for improvements when electricity is used. Non-
agricultural activities can to a larger extent be improved than agricultural 
activities. 
Assuming incomes either come from agriculture or industrial activities a 
two-sector market model is developed. Both the agricultural and industrial 
production is assumed to be driven by demand, assuming a demand-pull 
market. According to Coombs et al. (1987) demand-pull is limited to 
improvements in already existing production and do not include the formation 
of new producers. In the model this is implemented as the growth of SMEs is 
exogenous to the model.  
Regarding income from agricultural production, there are two ways to 
increase the agricultural production per household, either through increase in 
farmed land or by increasing land productivity. When it comes to the land size 
the amount of farmable land is limited. Agriculture land competes with both 
industrial services (such as industrial timber production) and pressure on 
leaving forest areas untouched to keep biodiversity. Furthermore, individual 
farmers also compete about access to the most fertile land. The ability to 
increase a household’s land area is also connected with the household’s 
income and the price for obtaining more land. This can create a barrier for 
poor households to increase their production. The second approach to 
increase agricultural production is through improved land productivity. This is 
assumed to mainly be driven by education in agricultural practices (Chang & 
Zepeda, 2001). Other factors, such as access to technologies also affects 
productivity to some extent. It is here assumed that access is not a barrier, 
and if a farmer has the appropriate knowledge he/she can aquire the needed 
technology. 
As mentioned above, local production is described as a demand-pull 
process and therefore excludes formation of new producers. Assuming that 
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access to other markets is important for economic growth, the model 
incorporates an external demand function. This external industrial demand is 
modeled exogenously and is similar to a push processes in terms that it can 
increase local production without increasing local demand.  
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8   Technology Evaluation and Cost-Recovery 
“The formula ‘two and two makes five’ is not without its attractions.” 
- Fyodor Dostoevsky (1864) 
The fact that technology impacts the successfulness in rural electrification 
is clear, but how and to what extent is not as apparent. As mentioned earlier 
in the thesis, technology is often seen as a exogenous variable supplying 
electricity for a given cost (see Kaundinya et al. (2009) for a review of 
technical rural electrification studies). However, energy sources have many 
more characteristics, which are depending on the context can play an equal 
important role as cost. Some of these characteristics can play an especially 
important role in minigrids in developing countries where changes can happen 
very quickly. As found by a report from The World Bank (2007), one of those 
characteristics is the time from decision to “power on” for electricity 
generation. “Power on” is here referred to as the moment when users get 
access to electricity provided by new generation capacity. 
There are obviously multiple variables affecting the time between decision 
and “power on”. The underlying reason for the delay is not specified here but 
would be of interest when it comes to implementing policies. A few examples 
of underlying factors could be the demand for permits, access to technology 
and construction time. It is assumed that energy sources/facilities that 
provides more power will have a longer construction and planning time. For 
example, the planning and construction time for a 100 kW power plant is 
considerable longer than that of a 1 kW power plant.  
One characteristic of distribution technology is its power limitations. 
Generally an electric power system that needs to distribute more power is 
more costly to construct. As was identified through the interviews with rural 
electrification consultants and minigrid operators, that the costs to make a 
new connection is sometimes a barrier for a utility to increase the number of 
users. The interviews and measurements also revealed that most users had a 
very low power consumption but still a higher power supplying connection. 
This was confirmed during the interviews with one of the foreign consultancy 
companies working in the Tanzanian electric power sector, stating that only a 
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few percent of surveyed users requests a 3-phase connection for operating 
larger machinery, such as electric motors.  
8.1   Simulation Specific Data 
Using variables for cost, planning and construction time, power plant size, 
connection cost and limitations on installed load, the model is used to 
investigate the behavior of minigrid utilities on technologic specific 
characteristics. In total six different cases are simulated, representing different 
characteristics of technology. 
Below follows figures with result generated from six runs. The results are 
divided into two sections, first without any limits on electric loads (similar with 
that of a standard 3-phase system) and second with limits on SME electric 
loads for SMEs. Furthermore, when the SME load is limited the initial average 
installed load is also lower, compared without any limits. Each of these cases 
is then divided into three sub-cases with different sizes of rated capacity: 1 
kW,10 kW and 100 kW. It is assumed that larger generation capacities has 
lower costs per kW. 
All changes in variables represent characteristics that can be found 
amongst technologies used in rural electrification. The 1 kW case is similar to 
a solar PV system, 10 kW a small scale wind power system and the 100 kW a 
hydropower expansion (assuming in this case that the previous generation 
system is based on hydropower). The limitations on installed load per SME 
user, and thereby a reduced cost of connection are characteristics that are 
shared with a SWER5 system (Al-Mas, 2010). The above mentioned 
parameters are summarizied in table 4. CC mentioned in the table 4 is an 
abbrevation for Connection Cost. The initial values for the model’s stocks can 
be found in the Appendix.  
  
                                            
5 SWER – Single Wire Earth Return is a distribution technology that only 
uses one conductor, unlike the standard three-phase’s three conductors, 
making it cheaper but also limits the transferable capacity. 
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Table 4: Information on parameter values for simulations. 
 1 kW (PV) 10 kW (mini wind) 100 kW (hydro) 
No-limit (3-phase) 2000 USD/kW
6 
(100 % cc) 
1500 USD/kW7 
(100 % cc) 
500 USD/kW8 
(100 % cc) 
Limit (SWER) 2000 USD/kW (60 % cc) 
1500 USD/kW 
(60 % cc) 
500 USD/kW 
(60 % cc) 
 
The initial state of the model during the simulations is set to share 
charateristics with the two case study villages. It is assumed that the initial 
generation capacity can supply stable electricity 24 hours per day, 7 days a 
week. Due to the choice of representations of technologies in table 1, it is 
assumed that the initial generation capacity can be expanded relatively easy. 
To present the simulations three stocks where chosen as indicators of the 
utility’s performance: economic balance, generation capacity and electricity 
usage. The simulations are shown as 3D figures with time on the x-axis, 
Construction and Planning Time on the y-axis and the corresponding indicator 
on the z-axis. The figures also show a semitransparent red plane on the 
Construction and Planning Time axis and aims to give an indicator of 
Constrution and Planning Times for the three different generation capacity 
sizes. The red plane is situated at 25 weeks for 1 kW, 52 weeks for 10 kW 
and 100 weeks for 100 kW generation capacities. Due to different results in 
the simulations and to clearly show the behavior the z-axis is scaled 
according to each simulation.  
8.2   Small Rated Capacity – Without SME Load Limit 
Figure 16 to 18 shows the results for the simulations without any load limit 
and with the 1 kW rated generation capacity. Figure 16 shows the balance 
sheet (in USD) of the utility.  Figure 17 shows the installed generation 
                                            
6 Price estimate taken from (IRENA, 2015) 
7 Price estimate taken from (Ltd, 2006) 
8 Price estimate taken from (IRENA, 2012) 
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capacity of the system on the z-axis ranging from 160 – 280 kW and figure 18 
shows the total electricity usage (in kWh). 
From the figures it is seen that as the construction and planning time 
increase the electricity usage and capacity decrease. As the construction and 
planning time increase it becomes difficult for the utility to keep supplying 
power to follow the demand. This reduces the power availability, which 
negatively influence electricity usage. As the construction and planning time 
increase, the point at which newly acquired capacity is turned online comes 
later. This is seen as the diagonal wave pattern in all figures (but more clearly 
in figure 16 and figure 17). 
The fast reduction in Balance sheet seen in figure 16 during the first weeks 
is a direct result from increase in connections. As the utility is initialized with 
10 000 USD, it has the economic capacity to connect more users. Since there 
is a demand from the non-users and due to the high cost per connection 
initially (as mentioned earlier, connection cost is proportional do the distance 
to the closes connection cost). 
 The seemingly high and fast variations in the balance sheet for short 
construction and planning times is the result from the short time and the small 
rated capacity (a small size means lower costs and the utility therefore needs 
shorter time to reach enough income in order to expand). The utility therefore 
can follow the electricity demand as it increase. 
  75 
 
Figure 16: Shows the impact from different ”Construction and Planning Times” on Utility Balance 
during the modeled time frame. The semitransparent red square marks 25 weeks of ”Construction and 
Planning Time”. 
 
Figure 17: Shows the Generation Capacity of the minigrid. Even during normal operation, the 
capacity is deteriorating due to wear and tear from operation. The semitransparent red square marks 25 
weeks of ”Construction and Planning Time”. 
  76 
 
Figure 18: Shows the total “Electricity Usage” for the minigrid system. The semitransparent red 
square marks 25 weeks of ”Construction and Planning Time”. 
 
8.3   Medium Rated Capacity – Without SME Load Limit 
Figure 19 to 21 shows the results for the simulations without any load limit 
and with the 10 kW rated generation capacity. Figure 19 shows the balance 
sheet (in USD) of the utility.  Figure 20 shows the installed generation 
capacity of the system on the z-axis ranging from 60 – 200 kW and figure 21 
shows the total electricity usage (in kWh). 
Like in the previous case, during the first weeks, the utility use the initial 
captial to connect more users, resulting in an increase in electricity 
consumption and followed by a modest increase in income. As time progress, 
electricity usage per user increase due to market growth (income is increased 
leading to larger expenditures on electricity). Parallel to the increase in 
electricity usage, generation capacity is deterioting due to wear and tear. 
These two processes continue for approximately 300 weeks when electricity 
demand has caught up with generation capacity and therefore reduce power 
availability.  
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As the power availability is reduced the electricity usage is decreased, 
reducing the utility’s income but also increasing the power availability. 
However, as the utility’s income is not enough to expand the generation 
capacity, the electricity usage will keep reducing as the generation capacity is 
detoriating. This process continues until the utility’s income can’t cover basic 
operation and maintanence of the plant. Without any operation and 
maintanence the plant quickly deterioates (seen around week 900). 
 
Figure 19: Shows the impact from different ”Construction and Planning Times” on Utility Balance 
during the modeled time frame. The semitransparent red square marks 52 weeks of ”Construction and 
Planning Time”. 
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Figure 20: Shows the Generation Capacity of the minigrid. Even during normal operation, the 
capacity is deteriorating due to wear and tear from operation. The semitransparent red square marks 52 
weeks of ”Construction and Planning Time”. 
 
Figure 21: Shows the total “Electricity Usage” for the minigrid system. The semitransparent red 
square marks 52 weeks of ”Construction and Planning Time”. 
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8.4   Large Rated Capacity – Without SME Load Limit 
Figure 22 to 24 shows the results for the simulations without any load limit 
and with the 100 kW rated generation capacity. Figure 22 shows the balance 
sheet (in USD) of the utility. Figure 23 shows the installed generation capacity 
of the system on the z-axis ranging from 60 – 200 kW and figure 23 shows the 
total electricity usage (in kWh). 
The behavior in the large rated capacity is identical to the behavior in the 
medium rated capacity case. Like before, the utility’s income is not enough to 
expand generation capacity. When demand has caught up with the installed 
capacity, power availability decrease resulting in a negative spiral with 
generation capacity and electricity usage. 
 
 
Figure 22: Shows the impact from different ”Construction and Planning Times” on Utility Balance 
during the modeled time frame. The semitransparent red square marks 100 weeks of ”Construction and 
Planning Time”. 
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Figure 23: Shows the Generation Capacity of the minigrid. Even during normal operation, the 
capacity is deteriorating due to wear and tear from operation. The semitransparent red square marks 
100 weeks of ”Construction and Planning Time”. 
 
Figure 24: Shows the total “Electricity Usage” for the minigrid system. The semitransparent red 
square marks 100 weeks of ”Construction and Planning Time”. 
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8.5   Small Rated Capacity – With SME Load Limit 
Figure 25 to 27 shows the results for the simulations with load limit and 
with the 1 kW rated generation capacity. Figure 25 shows the balance sheet 
(in USD) of the utility.  Figure 26 shows the rated generation capacity of the 
system on the z-axis ranging from 100 – 400 kW and figure 27 shows the total 
electricity usage (in kWh). 
Like in the analogous case but without a load limit, the utility achieve to 
reach cost-recovery and manage the system in a stable way. However, the 
utlity does not only manage to reach cost-recovery but is generating 
considerable income, higher installed capacity and more electricity usage 
compared to the case without load limit.  
One economical challenge for minigrid utilities is the long payback time for 
each connection. I.e. the time it takes before the customer has generated 
enough income for the utility to pay for the connection cost. When the 
connection cost is reduced, the payback time is proportionally reduced. With 
the reduced connection cost the utility can afford almost twice the amount of 
connections (the connection cost is proportional to distance which is assumed 
to be logarithmically decreasing with number of connections). The increase in 
number of users have a larger impact on total electricity usage than the 
increase in per user electricity usage.  
The diagonal “valleys” seen in figure 25 are an effect of investments in 
new generation capacity. The width of a valley (for a fixed construction and 
planning time) is constant and roughly equal to the consutrion and planning 
time. It should be noted, that even though it might seem like the utility has 
more financial captial according to figure 25 the utility has invested in less 
generation capacity. 
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Figure 25: Shows the impact from different ”Construction and Planning Times” on Utility Balance 
during the modeled time frame. The semitransparent red square marks 25 weeks of ”Construction and 
Planning Time”. 
 
Figure 26: Shows the impact from different ”Construction and Planning Times” on generation 
capacity during the modeled time frame. The semitransparent red square marks 25 weeks of 
”Construction and Planning Time”. 
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Figure 27: Shows the impact from different ”Construction and Planning Times” on electricity usage 
during the modeled time frame. The semitransparent red square marks 25 weeks of ”Construction and 
Planning Time”. 
 
8.6   Medium Rated Capacity – With SME Load Limit 
Figure 28 to 30 shows the results for the simulations with load limit and 
with the 10 kW rated generation capacity. Figure 28 shows the balance sheet 
(in USD) of the utility.  Figure 29 shows the rated generation capacity of the 
system on the z-axis ranging from 100 – 500 kW and figure 30 shows the total 
electricity usage (in kWh). 
Unlike in the analogous case without load limit, the utility manages to 
reach cost-recovery and generate a profit. The explanation is similar to what 
made the utility improve its economic balance in the small rated capacity 
case. With the reduced connection cost, the utility can increase the amount of 
users and thereby improve its income. The increased income is sufficient for 
the utility to expand the generation capacity as demand increase. 
Furthermore, compared to the small rated capacity case with load limit, the 
generated profit is generally higher. However, the presented figures do not 
show capacity being built (but which have been paid for). In the small rated 
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capacity case, due to the delay in construction the utility pile up a capacity. 
Hence if the graphs would have taken into account this capacity, the 
difference in balance would be swapped. 
 
Figure 28: Shows the impact from different ”Construction and Planning Times” on Utility Balance 
during the modeled time frame. The semitransparent red square marks 52 weeks of ”Construction and 
Planning Time”. 
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Figure 29: Shows the Generation Capacity of the minigrid. Even during normal operation, the 
capacity is deteriorating due to wear and tear from operation. The semitransparent red square marks 52 
weeks of ”Construction and Planning Time”. 
 
Figure 30: Shows the total “Electricity Usage” for the minigrid system. The semitransparent red 
square marks 52 weeks of ”Construction and Planning Time”. 
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8.7   Large rated Capacity – With SME Load Limit 
Figure 31 to 33 shows the results for the simulations with load limit and 
with the 10 kW rated generation capacity. Figure 31 shows the balance sheet 
(in USD) of the utility.  Figure 32 shows the rated generation capacity of the 
system on the z-axis ranging from 0 – 200 kW and figure 33 shows the total 
electricity usage (in kWh). 
Like in the previous case, the utility is not able to reach enough income 
levels to before the generation capacity has deteriorated to the same level as 
demand and the power availability is reduced. It should be noted that this 
behavior is generated by the inability for the utility to react to demand. Even 
though this inability depends on the utility’s income, it can be percieved as a 
time delay (larger capacity costs means the utility require a longer time to 
collect enough income to afford an expansion). 
 
Figure 31: Shows the impact from different ”Construction and Planning Times” on Utility Balance 
during the modeled time frame. The semitransparent red square marks 100 weeks of ”Construction and 
Planning Time”. 
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Figure 32: Shows the Generation Capacity of the minigrid. Even during normal operation, the 
capacity is deteriorating due to wear and tear from operation. The semitransparent red square marks 
100 weeks of ”Construction and Planning Time”. 
 
Figure 33: Shows the total “Electricity Usage” for the minigrid system. The semitransparent red 
square marks 100 weeks of ”Construction and Planning Time”. 
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8.8   Summary of Simulations 
Table 5 below summarize the results depending on the load limitations 
and rated capacity size. The cases where the utility achieve cost-recovery are 
marked with an “x”, and the cases where the utility fails are marked with an 
“o”. 
Table 5: Table showing a summary of results from simulations. 
 
Small  
(1 kW) 
Medium  
(10 kW) 
Large  
(100 kW) 
No-Limit x x o 
Limit x o o 
 
For the small rated capacity, the change of distribution technology from 
No-Limit to Limit changes the economic successfulness. Whithout any load 
limit, the utility can handle changes in demand, but does not make any larger 
profits. When the load limit is in place, the utility can afford more connects and 
thereby generates more income. The improved income leads to the increased 
profit. 
In the medium rated capacity case, the replacement of distribution 
technology from No-Limit to Limit change the result from economic collapse to 
reaching cost-recovery and profit generation. With the load limit, the utility 
cannot afford to reach enough users and thereby not enough income to be 
able to invest in more generation capacity when the demand requires so. 
When the load limit is in place, conversely the utility manages to collect 
sufficient income to be able to handle changes in electricity demand.  
In the large rated capacity case, the change of distribution technology from 
No-Limit to Limit has no change on the utility’s economic performance. As the 
initial generation capacity slowly decrease and the electricity demand 
increase, when they eventually meet the utility lacks the financial resources to 
expand the generation capacity. This creates a negative loop, causing the 
economic and technical collapse of the utility. 
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9   Discussion and Implications 
During the validation process it was found that the model was very 
sensitive to the relationship between “Power Avilability” and “Adoption Rate” 
and “Electricity Usage”. Small changes in these relationships resulted in 
relatively large fluctuations in model output, implying an underlying model 
instability. There is currently a limited amount of research on how power 
availability affects electricity usage and connection rates, making an 
estimation of this relationship difficult. Not only is the actual power availability 
important, but also the perceived power availability, which are not necessarily 
the same. During the case studies it was noted that users tend to over 
estimate the amount of blackouts when asked to specify how often they 
occured.  
This reconnects with the purpose of constructing the model. As with most 
other modeling tools it can be used for analyzing and drawing conclusion 
regarding a problem, but also as an educational process to identify areas of 
potential research. When presenting system dynamics models and results to 
non system dynamics practioners it is not uncommon that they show an 
unreasonable focus on the numerical results of the model, and thereby 
dismiss the result completely. A system dynamics model is not, and never will 
be, a tool for numerical analysis but is a tool for analyzing behavior originating 
from systems structures. Therefore this work makes no attempts to make any 
such predictions, but rather to show how the system structure in rural 
electrification affect cost-recovery. The numbers presented on the axis in the 
result section should rather be seen as part of the confidence building in the 
model than an explicit result, and more focus should be put on the model 
behavior. 
Analyzing the two cases with and without limits on SME load, the case 
with limits shows a larger electricity usage, better balance sheet and more 
installed capacity. This might seem counterintuitive since each SME user will 
use less electricity and therefore the total electricity usage should be lower. 
However, the load limit on SMEs also reduces the connection costs leading to 
an increase in the number of users. With a larger amount of users the total 
electricity usage becomes larger. This suggests that costs of connections is 
an important factor for cost-recovery. 
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The main result from the figures in chapter 8 is the economical and 
technical collapse of the system. A conceptual explanation of the model’s 
explansion to this behavior is presented in figure 34. Unlike standard causal 
loop diagram, the diagram presented in figure 34 also use dotted causal 
relationships. These relationships are partial causal connections, meaning 
that depending on the causing variable they may be canceled.  
 
Figure 34 Causal loop diagram showing the dynamics behind system collapse due to insufficient 
funds to expand and maintain the electricity generation system. 
The red dotted lines are partial causal relationships that can reduce but 
not increase the affecting variable. In figure 34, this means the causal 
relationship from maintanece and power availability. I.e if power availabilty 
decrease under a certain value, electricity usage per person and number of 
users will decrease. However, as long as the power availability is high, there 
is no influence on electricity usage per person and number of users. The grey 
dotted lines are causal relationships that can limit, but not increase the 
affected variable. I.e if the balance is not enough, the utility cannot connect 
more users or expand its capacity. 
Based on the initial paramters from table 4 the utility needs a 
corresponding balance of 600 USD, 4500 USD or 15 000 USD depdening on 
the case. Integrated in the model is also a linear decrease in performance of 
the generation capacity due to operational wear and tear. During normal 
conditions the electricity usage is slowly increasing while the generation 
capacity is decreasing until the point when they intercept. At this point, power 
Number of Users
Capacity
Balance Sheet
Power Availability
+
Electricity Usage
per Person
+
+
Cost of Capacity
Expansion
+
Total Electricity
Usage
+
+
+
-
B1 R1
R2
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availability becomes an issue and therefore decrease the total electricity 
usage.  
There are two important feedback loops involved in the behavior that leads 
up to the collapse of the system: B1 and R2 (see figure 9). B1 will aim to 
balance power availability and thereby balance the system. R2 on the other 
hand will reinforce the effect of decreased power availability and drive the 
system towards an economical and technical collapse. In the case of B2, the 
system will be balanced by a decrease in total electricity usage, resulting in a 
decrease in utility income. At some point prior (depending on how progressive 
the utility is), if the utility has enough financial capital, it will initiate the process 
to construct new generation capacity. 
If the utility instead does not have enough financial capital, the generation 
capacity will continue to decrease resulting in a reduced total electricity usage 
and thereby lower income. This is shown in figure 9 through the feedback 
loops R1 and R2. Both R1 and R2 are however relatively weak and will 
therefore only slowly reduce the economic and technical performance of the 
system. However, if the income is reducded so that the utility cannot afford 
operation and maintanence costs, another feedback loop, R4, is initiated. 
Unlike R1 and R2, R4 is much stronger and is responsible for the fast decline 
seen in many of the figures in chapter 8. 
In the medium rated capacity case, when the SME load limitations are in 
place the utility manages to reach cost-recovery and generate a profit. Even 
though the SME load is smaller, the connection cost is also reduced making 
the feedback loop R3 stronger and therefore drives the increase in total 
electricity usage faster than previously. With a faster increase in total 
electricity usage, the utility improve its balance and is able to expand once 
generation capacity and total electricity usage have caught up.  
In small systems, the relative impact on the utility income from individual 
users is larger than in a larger electric system. As shown in this thesis and 
previous work presented in this thesis, the economic performance in minigrids 
in developing countries is genereally unstable and insufficient to cover 
expenses for operation and expansion. It is therefore more important for a 
minigrid utility to retrieve as much income as possible given the limitations 
(set by both organizational arrangements and technological choices) than for 
a larger utility. 
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When constructing an electric distribution system one of the first decisions 
needed to be taken is what capacity the system should have. The capacity 
affects the rating of transformers, power lines and choice of supply 
technology. For distribution equipment like transformers and power lines, 
capacity is measured in power, not energy. Furthermore, since a power line or 
a transformer has a maximum rated capacity, the power can only exceed this 
capacity for shorter time periods. If only energy is taken into account, the 
momentary changes are excluded thereby possibly missing technology 
limitations. The result of not including the impact of power on technology 
limitations, possibly overestimating electricity usage.  
As mentioned earlier, system dynamics is a method for analyzing the 
relation between system structure and system behavior using feedback loops. 
This makes system dynamics an aggregated method, modeling on a macro 
scale rather than a micro scale (Milling, 2003). By mapping system structure 
with behavior, system dynamics is a good method for describing the long term 
development in electricity usage but makes it less appropriate for describing 
the quick changes during a day. Integrating system dynamics with appropriate 
detailed load modeling methods could bring new results and understanding of 
the relationship between electricity usage, technical operation of minigrids and 
cost-recovery. 
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10   Main Contributions and Recommendations 
for Future Work 
 This work has investigated the problematic behavior of cost-recovery for 
minigrid utility’s in two cases in Tanzania. By developing a system dynamics 
model the problematic behavior has been linked to a social-economical-
technical system structure. The work is based on current literature in rural 
electrification, rural development and case studies of two minigrid projects in 
Tanzania. The model has then been applied to analyze the effect of 
“construction and application times”, “rated capacity size” and “SME load 
limits” on cost-recovery. 
 The main contributions of this work are: 
•   To investigate the problematic behavior of cost-recovery by 
developing a system dynamics model a minigrid utility in a 
developing country.  
 
•   To show that the response time for capacity expansion is important 
for reaching long term cost-recovery. And that failiure to do so can 
result in the utility getting stuck in reinforcing feedback loops, which 
ultimately can lead to a technical and economical collapse. 
 
•   That depending on the conditions, achieving cost-recovery is 
possible for minigrid utilities and is dependent on social, economical 
and technical factors. 
 
•   The relationship between electricity usage, peak demand and 
utilization factor is important in order for the utility to be able to 
maximize the income from electricity sold. 
 
10.1   Recommendations for Future Work 
The work presented in this thesis is not a finished, but a work in progress. 
During the work a number of areas have been identified where there is room 
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to expand either the system dynamics model, load assessment in rural areas 
or both.  
•   In terms of integrating system dynamics with load modeling it could 
reduce the coincidence factor. With a reduced coincidence factor, 
more loads (and thereby customers) could be installed for a fixed 
generation capacity. If a more dynamic approach to load modeling 
could be used, customer behavior could be better linked with cost-
recovery through electricity usage. Using a system dynamics model 
with integrated load modeling methods it could yield new insights to 
the connection between electricity usage, cost-recovery and 
technical stability of minigrids. 
 
•   This work uses a strict implementation of electrcitiy access based 
on the techno-economical perspective of the utility. However, as 
discussed by scholars, electricity access should rather focus of the 
benefits that a user can derive from electricity than on a physical 
connection. How a broader interpretation of electricity access would 
impact the utility’s economy and the socio-economic development 
of the community is unknown. 
 
•   This work has used the direct causality between electricity 
consumption and economic growth through increased productivity. 
It would be interesting to see what the implications on economic 
growth and cost-recovery would using an alternative interpretation. 
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11   Appendix 
Table 6 shows a list of all stocks used in the stock and flow model 
together with a description of them. 
Table 6: Table with stocks from the model and their description. 
Stock Description Initial Value 
Household 
Average Income 
Income per household and week in 
USD. 20 
Effective 
Household 
Average Income 
As above but delayed to avoid 
instantaneous changes in spending 
patterns. 
20 
SME Average 
Income 
Income in cash per SME and week. 30 
Effective SME 
Average Income 
As above but delayed to avoid 
instantaneous changes in spending 
behavior. 
30 
Forest Land Area covered in forest in ha. 15 000 
Agricultural Land Area used for household scale agriculture. 19 760 
Industrial Land Area used for business purposes. 2 
Agriculture 
Demand Demand for agriculture goods. 146 000 
Local Industrial 
Demand 
Demand for all non-agriculture goods 
and services such as equipment, 
snacks and milling. 
200 
External Industrial 
Demand Demand for non-agriculture demand. 10 
Balance sheet Balance of the utility’s account in USD. 10 000 
Household 
Electricity Usage 
Electricity Usage per Household and 
week in kWh. 5 
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Stock Description Initial Value 
SME Electricity 
Usage 
Electricity Usage per SME and week 
in kWh. 80 
Household 
Installed Load Installed Household load in kW. 0.3 
SME Installed 
Load Installed SME load in kW. 1 or 2
9 
Installed Capacity Installed generation capacity. 200 
Planned Capacity Capacity planned to be built in kW. 0 
Working Age 
Population Number of people in working age. 
20 000 
School Age 
Population Number of people in school. 
2 000 
Loan The utility’s debt in USD. 0 
Technical 
Personnel 
Amount of personnel who can do 
maintanence and connections. 
2 
Household non-
Users 
Number of households not 
connected to the miingrid. 
3 520 
Household Users Number of households connected to 
the minigrid. 
600 
SME non-Users Number of SMEs not connected to 
the minigrid. 
130 
SME Users Number of SMEs connected to the 
minigrid. 
60 
 
                                            
9 1 kW is used for the simulations with load limit and 2 kW for simulations 
without load limit.  
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