. They showed in [10] that the Askey-Wilson function has an interpretation as spherical function for the quantum SU(1, 1) group. From this point of view, the AskeyWilson function is a q-analogue of the Jacobi function since the latter has similar interpretation for the Lie group SU(1, 1), see [11] . So, the Wilson functions in this paper give a new limit case of the Askey-Wilson functions. We do not know if the Wilson function has also an interpretation as a spherical function.
The Wilson function can also be considered as a formal limit case of Ruijsenaars' R-function [17, 18, 19] , which is an eigenfunction to the Askey-Wilson second-order difference operator for |q| = 1. The R-function is given by a Barnes-type integral which is considered as a generalization of the Barnes integral representation for the 2 F 1 -series.
Using the Barnes-type integral representation for the 7 F 6 -series [20, equation (4.7 
.1.3)],
the R-function can also be considered as a generalization of the Wilson function.
In a future paper, we will show that the Wilson functions, and the Wilson polynomials, have an interpretation as Racah coefficients for tensor products of positive discrete series, negative discrete series, and principal unitary series representations of the Lie algebra su (1, 1) . Both Wilson function transforms in this paper have an interpretation in the context of Racah coefficients.
The organization of this paper is as follows. In Section 2, we give some wellknown properties of the Wilson polynomials. The Wilson polynomials are eigenfunctions of a second-order difference operator Λ, and we show that the Wilson polynomials are also eigenfunctions of the same difference operator with dual parameters.
In Section 3, we consider a certain type of nonpolynomial eigenfunction of a difference operator L which is closely related to Λ. These eigenfunctions, the Wilson functions, are also eigenfunctions of the difference operator L with dual parameters.
In Section 4, we define a Hilbert space M, and, using the asymptotic behavior of the Wilson function, we show that a truncated inner product of two Wilson functions approximates a reproducing kernel. This leads to a unitary integral transform, which we call the Wilson function transform of type I.
In Section 5, we define a different Hilbert space H. Again using asymptotic be- where (a) n denotes the Pochhammer symbol, defined by (a) n = Γ (a + n) Γ (a) = a(a + 1)(a + 2) · · · (a + n − 1), n ∈ Z ≥0 .
(1.2)
A hypergeometric series is called very well poised if p = q + 1, a 1 + 1 = b 1 + a 2 = · · · = b q + a q+1 , and b 1 = a 1 /2. For a very well poised 7 F 6 -series of argument 1, we use Bailey's W notation, see [2] , that is, If the series does not terminate, the condition for convergence is (2a+2−b−c−d−e−f) > 0. Also, since the product Γ (a + b)Γ (a − b) frequently occurs in this paper, we use for this product the shorthand notation Γ (a ± b).
Wilson polynomials
In this section, we recall some well-known properties of the Wilson polynomials. The
Wilson polynomial satisfies a second-order difference equation in its degree (the threeterm recurrence relation) and also a second-order difference equation in its argument.
The goal of this section is to point out that the two difference equations are the same after a change of the parameters.
The Wilson polynomials R n (x) (see [1, Section 6.10] and [8, 23] ) are polynomials in x 2 of degree n. They can be defined by the initial values R −1 (x) = 0, R 0 (x) = 1 and the recurrence relation
where
The explicit expression for the polynomials R n is given by
Let a, b, c, d ∈ C be such that nonreal parameters appear in conjugate pairs with positive real part, and such that the pairwise sum of any two parameters has a positive real part. We define the measure dµ(x) = dµ(x; a, b, c, d) by
The points x k are of the form x k = i(e + k), where e is any of the parameters a, b, c, d with e < 0. The sum is over k ∈ Z ≥0 such that e + k < 0. The weights w k are the residue at
In particular, if all parameters are positive or occur in pairs of complex conjugates with positive real part, the measure dµ is absolutely continuous. The Wilson polynomials are orthogonal with respect to the measure dµ, that is,
The Wilson polynomials also satisfy a difference equation in x, given by
We define the difference operator Λ by 9) where I denotes the identity operator and T is the shift operator (i.e., T z f(x) = f(x + z)).
From the difference equation (2.7), it follows that the polynomials R n (x; a, b, c, d) are
The recurrence relation can be written in a self-dual way. Given the parameters a, b, c, d ∈ C, we define dual parameters bỹ by P λ (x), where λ = i(n +ã), that is,
11)
then we see that P λ (x) =P x (λ), since a + e =ã +ẽ, for e = b, c, d. The recurrence relation (2.1) and the difference equation (2.7) for the Wilson polynomials can now be written as
So we see that, for λ ∈ i(ã + Z ≥0 ), the Wilson polynomial P λ (x) is an eigenfunction of both Λ andΛ.
Wilson functions
In Section 2 we observed that, for λ 2 = −(ã + n) 2 , the Wilson polynomials are solutions to the eigenvalue equation
For more general values of λ, solutions to (3.1) can be given in terms of very well-poised 7 F 6 -series. This is shown by Ismail, Letessier, Valent, and Wimp [7] and by Masson [14] who investigated the associated Wilson polynomials. Let ψ λ (x) be the function defined by Instead of ψ λ (x), we study the closely related function
, where K(x, λ) is the function given by
We call the function φ λ (x) a Wilson function. The Wilson function φ λ (x) has the advan-
is an analytic function in (x, λ) ∈ C 2 .
The 7 F 6 -series in the definition of φ λ (x) converges absolutely for
Writing the 7 F 6 -series as a sum of two balanced 4 F 3 -series, we have an expression for φ λ (x) which always converges:
This follows from [2, Section 4.4(4)] with parameters specified by
From (3.5) we see that φ λ (x) is an analytic function in (x, λ) ∈ C 2 . Observe that for λ = ±i(ã + n), the second term in (3.5) vanishes because of the factor Γ (ã ± iλ) −1 , and then we see that ψ λ (x) = K(x, λ)φ λ (x) reduces to a Wilson polynomial. So ψ λ (x) is the analytic continuation of the Wilson polynomial in its degree.
From (3.5) and (2.10), the following duality property follows:
This duality property is similar to the duality property for the Askey-Wilson functions in [9] . For the 7 F 6 -series in the definition of the Wilson function, (3.7) is implied by Bailey's transformation [2, Section 7.5(1)].
Since φ λ (x) = ψ λ (x)/K(x, λ) and ψ λ (x) is a solution to eigenvalue equation (3.1), the Wilson function satisfies the equation
Here, M K(x,λ) denotes multiplication by K(x, λ). From this we obtain the following proposition.
where L is the difference operator defined by Let M be the weight given by 
. From this, it follows that for x ∈ supp dm(·) and λ ∈ supp dm(·),
We define the Hilbert space M = M(a, b, c, d) to be the Hilbert space consisting of even functions that have finite norm with respect to the inner product ·, · M defined by
The Wronskian
For 0 < N < ∞, we define a pairing ·, · N by
If f and g are real-valued functions in M, the limit N → ∞ gives the inner product f, g M .
For functions f, g that are analytic in C, we define the Wronskian [f, g] by
Lemma 4.1. Let f, g be analytic in C and even, then
Proof. Let I be the function given by
, and M(x) are even functions in x, and
Proposition 4.2. For N 0 and for even analytic functions f and g,
Proof. Recall the assumption that the poles of M(x) are simple. For even functions f and g, we have
where C N is a contour in the complex plane defined as follows: (i) C N starts at x = −N and ends at x = N,
(ii) C N is invariant under reflection in the origin, (iii) C N separates the sequence of poles i(a + n), n ∈ Z ≥0 , from the sequence −i(a + m), m ∈ Z ≥0 , and similarly for poles of M(x) corresponding to b, c, 1 − d.
Now, we have
(4.12)
, we can write this as
The integrand has its poles at x = i(e + 1 + n) and x = −i(e + m), for n, m ∈ Z ≥0 and e = a, b, c, 1 − d. Now we make a closed contour by connecting C N and C N + i at the end points in a straight line (there are no poles of M on these lines for N large enough), then the integrand I(x) has no poles inside the closed contour. So, by Cauchy's theorem, 14) and from this, we obtain
Now the proposition follows from Lemma 4.1.
Since the Wilson functions are eigenfunctions of L for eigenvalueã 2 + λ 2 , we obtain from Proposition 4.2 the following result.
Next we want to let N → ∞ in Proposition 4.3, so we need the asymptotic behavior of the Wilson function and of B(x + iy)M(x + iy) for x → ∞ and 0 ≤ y ≤ 1. We
The asymptotic behavior of the weight function M can be obtained from [16, Section 4.5] 18) and from applying Euler's reflection formula for the Γ -function
To determine the asymptotic behavior of φ λ (x), we expand φ λ (x) in functions with nice asymptotic behavior. 
Proof. This follows from transforming the 7 F 6 -function in the definition (3.3) of φ λ (x) by [2, Section 4.4(4)] with parameters specified by 
(ii) The functions Φ λ and Φ −λ are in general not solutions to the eigenvalue equation (3.9). We define
From [14, (2.12)], it follows that Ψ λ and Ψ −λ are solutions to the eigenvalue equation (3.1),
can be expanded in terms of Ψ λ (x) and Ψ −λ (x) as follows: To determine the asymptotic behavior of Φ λ (x), we use Euler's reflection formula to rewrite the Γ -functions in front of the 4 F 3 -function and we use (4.18). Then we find for Φ λ , for y ∈ R, and for x → ∞, 
Proof. Let G(x) be the function given by
From the asymptotic behavior of Φ λ given above, we find for 0 ≤ y ≤ 1 and x → ∞,
Using the asymptotic behavior of B(x + iy)M(x + iy) for x → ∞ gives
Note that the main term in the asymptotic expansion is independent of y. Next we write
32)
and we apply dominated convergence to obtain the result.
Continuous spectrum
In this subsection, we assume λ, λ ∈ R, and since φ λ is even in λ, we may assume λ, λ ≥ 0.
Proposition 4.7. Let f be a continuous function, satisfying
Proof. From the c-function expansion in Proposition 4.4, we find
35)
and then we obtain from Lemma 4.6 and Proposition 4.3 that
We multiply both sides with an arbitrary function f(λ), and we integrate over λ from 0
to ∞. The function f must satisfy certain conditions that we determine later on. Letting
From the Riemann-Lebesgue lemma, we find that the terms with
We recognize the term with ψ 4 as a Dirichlet integral. Using the well-known property (see, e.g., [22, Section 9.7]) for Dirichlet integrals
The asymptotic behavior of ψ i , for i = 1, 2, 3, 4, can be obtained in the same way as the asymptotic behavior ofM, see (4.17). Then we find, for i = 1, 2, 3, 4,
So, if f satisfies the conditions given in the proposition, then fψ i ∈ L 1 (0, ∞).
Let f be a continuous function. We define a linear operator F by
We call F the Wilson function transform of type I. We denote the continuous part of the above integral by F c f, that is,
From the asymptotic behavior of φ λ and M(x), we find that both Ff and F c f are well defined if f satisfies the conditions Proof. Define f(λ) =M(λ)g(λ), then f satisfies the conditions given in Proposition 4.7.
Then we have Note that the first integral converges absolutely for g ∈M 0 , so in that case interchanging the order of integration is allowed.
In Section 4.4, we show that the dual Wilson function transformF is the inverse of the Wilson function transform F. To do this, we must consider the discrete spectrum of the difference operator L.
Discrete spectrum
From the asymptotic behavior of Φ λ (x) and M(x), see (4.27) and (4.17), we obtain
So for (λ) < 0 we have Φ λ ∈ M. In this subsection, we assume that λ ∈D and that the set D is not empty, so (λ) < 0. In this casec(−λ) = 0 and therefore
First we show that φ λ is orthogonal to φ λ if λ = λ.
Proposition 4.9. For λ ∈D, λ ∈ supp(dm), and λ = λ ,
Proof. From Propositions 4.3 and 4.4, we obtain
Then Lemma 4.6 gives for large N
(4.49)
Recall that for λ ∈D, we have λ ∈ iR <0 . Then it is clear that for λ ∈ R, the right-hand side tends to zero for N → ∞. In case λ ∈D the second term vanishes, and we have (λ + λ ) < 0. So in this case the right-hand side also tends to zero for N → ∞.
It remains to calculate the squared norm of φ λ in case λ ∈D. 
Proof. We use expression (4.49), where we let λ → λ. Then for large N,
(4.51)
Letting N → ∞ gives the result. 
where R n is the Wilson polynomial defined by (2.3). Neretin [15] found this orthogonality relation using an explicit evaluation of the Barnes-type integral 
is unitary, and its inverse is given by F −1 =F.
Proof. First we show that F •F is the identity operator onM 0 . The proof for the continuous part ofF is Proposition 4.8, therefore we just write down the proof for the discrete part ofF. Let g ∈M 0 . Recall thatD is a finite set, then we obtain from Propositions 4.9 and 4.10,
(4.55)
Combining this with Proposition 4.8, we obtain the desired result. By duality, we obtain
Next we show thatF is an isometry onM 0 . For simplicity, we assume that the measures dm and dm are absolutely continuous. From Proposition 4.7, we obtain 
The Wilson function transform: type II
In this section, we give another unitary integral transform which has the Wilson function as a kernel, by considering the action of the difference operator L on (a dense subspace of) a different Hilbert space than in Section 4. The method we use is the same method as in Section 4, therefore, we omit some details.
The Hilbert space H
Let V + ⊂ C 5 be the set of parameters a, b, c, d, t satisfying the following conditions:
The dual parametersã,b,c,d are still defined by (2.10), and we define the dual parameter t byt
It is easily verified that the assignment (a, b, c, d, t) → (ã,b,c,d,t) is an involution on V + .
Throughout this section we assume that (a, b, c, d, t) ∈ V + .
Let H be the weight given by
Here, we use the notation sin(a ± b) = sin(a + b) sin(a − b). The weight H is positive for
, where M is the weight function defined in Section 4. We assume that H has only simple poles. This imposes conditions on the parameters that can be removed afterwards by continuity. Let D + be the infinite discrete set defined by
We define the measure dh(·) = dh(·; a, b, c, d; t) by
Here C is the normalizing constant:
Note thatC = C.
and then we see that for (a, b, c, d, t) ∈ V + , the measure dh is positive. For x ∈ supp dh and λ ∈ supp dh, the Wilson function φ λ (x) is real valued.
We define the Hilbert space H = H(a, b, c, d; t) to be the Hilbert space consisting of even functions that have finite norm with respect to inner product ·, · H defined by
The Wronskian
We denote H k = iC Res z=i(t−k) H(z), and we define k 0 to be the smallest integer such that
If f and g are real-valued functions in H, the limits N, K → ∞ give the inner product f, g H . We denote lim N→ ∞ f, g N,K = f, g K , assuming that the limit exists.
For analytic functions f and g, we define the Wronskian [f, g] by
(5.10) Proposition 5.1. For even analytic functions f and g,
Proof. We follow the proof of Proposition 4.2. For even functions f and g, we have
12)
where C N,K is a contour in the complex plane defined as follows: (i) C N,K starts at x = −N and ends at x = N,
(ii) C N,K is invariant under reflection in the origin, (iii) C N,K separates the sequence of poles i(a + n), n ∈ Z ≥0 , from the sequence −i(a + m), m ∈ Z ≥0 , and similarly for poles of H(x) corresponding to b, c,
(v) C N,K separates the sequence of poles i(t − n), n ≤ K, from the sequence
(5.13)
Now we make a counterclockwise oriented closed contour by connecting C N,K and C N,K +i at the endpoints, then the integrand I(x) has two poles inside the closed contour, at x = i(t − K) and x = −i(t − K − 1). So,
I(x).
(5.14)
In the same way as in the proof of Lemma 4.1, we can show that the first integral on the right-hand side is equal to the second integral with opposite sign. For the residues, we have iC 2 Res 
(5.16)
This gives the desired result.
From H(x) = M(x)/ sin π(t ± ix) and (4.17), we find for y ∈ R,
This gives the following proposition for the Wilson functions.
Proof. Since the Wilson function is an eigenfunction of L for eigenvalueã 2 +λ 2 , the result follows from Proposition 5.1, because the integral on the right-hand side in Proposition 5.1 is equal to zero. Indeed, using (5.17) and the asymptotic behavior of φ λ , which follows from Proposition 4.4 and (4.27), and applying dominated convergence, we obtain
To find the asymptotic behavior of the Wronskian [φ λ , φ λ ](K) for K → ∞, we need the asymptotic behavior of H K , B(i(t − K)), and φ λ (i(t − K)). First we expand φ λ in functions with nice asymptotic behavior, as in Proposition 4.4.
Proof. This follows from Proposition 4.4, and Euler's reflection formula
Remark 5.4. Observe that
For k → ∞, we find from the explicit expression for Θ λ and (4.18), for y ∈ Z,
(5.24)
Furthermore, for k → ∞,
We can find the Wronskian
Proof. We have
The lemma follows from this expression using the asymptotic behavior of Θ λ (K), B(i(t − K)), and H K .
Continuous spectrum
In this subsection we assume that λ, λ ≥ 0.
Proposition 5.6. Let f be an even continuous function, satisfying
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Proof. From Proposition 5.3, we find
and then we obtain from Lemma 5.5 and Proposition 5.2 that
We multiply both sides with an arbitrary function f(λ), and we integrate over λ from 0 to ∞. The function f must satisfy certain conditions that we determine later on. Letting
The function ψ 3 has a removable singularity at λ = λ . From the Riemann-Lebesgue lemma, we find that the terms with
Using (4.39) for the term with ψ 4 , we obtain
(5.34)
Using, for i = 1, 2, 3, 4,
we see that if f satisfies the conditions given in the proposition, then fψ i ∈ L 1 (0, ∞).
Let H 0 be the dense subspace of H defined by
Wilson function transform of type II. We denote the continuous part of the above integral
From the asymptotic behavior of φ λ and H(x), we find that both Gf and G c f are well de-
Proposition 5.7. Let g be a continuous function satisfying
Proof. The proof runs along the same lines as the proof of Proposition 4.8.
satisfies the conditions of Proposition 5.7.
Discrete spectrum
In this subsection, we assume λ ∈D + . In this cased(−λ) = 0 and λ < 0, and then it follows from Proposition 5.3 and the asymptotic behavior (5.24) of Θ λ that φ λ ∈ H.
The following two propositions are proved in a similar way as Propositions 4.9 and 4.10;
therefore, we omit the proofs here. 
is unitary, and its inverse is given by G −1 =G.
, and s ∈ R, the Wilson function transform of type II is completely self-dual.
Explicit transformations
In this section, we calculate explicitly the Wilson function transforms of certain functions. First we give an integral representation for the Wilson function related to Jacobi functions. This leads to two explicit transformations in Theorems 6.2 and 6.5. Then, in Theorem 6.7, we show that the Wilson function transform of type I maps an orthogonal basis of polynomials in the Hilbert space M to itself, with dual parameters.
Transformations related to Jacobi functions
The Jacobi functions, see [11] , are defined by
For x ≥ 1 we here use the unique one-valued analytic continuation of the 2 F 1 -function.
The Jacobi functions are the kernel in an integral transform pair, called the Jacobi transform, given by
2)
and dν(λ) is the measure given by
The Jacobi polynomials P (α,β) n (x) are orthogonal on the interval [−1, 1] with respect to the measure (1 − x) α (1 + x) β dx. They have an explicit expression as 2 F 1 -series, see [1, 8] . In this paper, we need Jacobi polynomials of argument (1 − x)/(1 + x). Using
Pfaff's transformation, we find that the explicit expression for these polynomials is
The orthogonality relation for these polynomials reads, for (α) and (β) > −1,
The following proposition gives a representation of a very well poised 7 F 6 -series as an integral over a product of two 2 F 1 -series.
Proof. We start with the following formula, for (α) > 0 and (γ + δ ± ρ) > 0,
.
To prove this identity, we transform the 2 F 1 -series by Pfaff's transformation [1, Theorem 2.2.5], then we obtain a 2 F 1 -series that converges uniformly on [0, 1] for (ρ) < 0.
We interchange summation and integration, then the result follows from using the Beta integral and Gauss's summation formula [1, Theorem 2.2.2]. The condition on ρ can be removed using the symmetry in ρ and −ρ, and continuity in ρ.
Next we write the integral in the theorem as
where we substituted u → y/(1 − y). By [4, Section 2.10(3)], the first 2 F 1 -function can be expanded in terms of 2 F 1 -functions of argument 1 − y:
(6.10)
Observe that the second term is equal to the first term with γ replaced by −γ. The integral I splits according to this as I = I γ + I −γ . We use formula (6.8) to evaluate I γ . Interchanging summation and integration, which is allowed for (α) < 1/2 since then the 2 F 1 -series converges uniformly on [0, 1], and using (6.8) lead to can be written as the very well-poised 7 F 6 -series given in the proposition.
Note that the expression in (6.11) is an analytic function in α for (α) > 0. The integrand of the integral I is analytic in α for (α) > 0, and continuous in y. So differentiation with respect to α and integration with respect to y can be interchanged (see, e.g., [22, Section 4.2] ). We see that the integral I is an analytic function in α for (α) > 0, and therefore the condition (α) < 1/2 can be removed by analytic continuation.
Both 2 F 1 -series in Proposition 6.1 can be considered as Jacobi functions. Using the substitutions
12) and the definition (3.3) of the Wilson functions, the right-hand side of (6.7) can be written as 
(6.14)
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Observe that for u = 0 the first statement gives (F1)(λ) = 1.
Proof. In Proposition 6.1 we replace ρ by iλ ∈ iR. Then using the definition of the Jacobi functions (6.1), we can write Proposition 6.1 as 15) where F(λ) denotes the right-hand side of (6.7). Note that from (6.10), we find for u → ∞ 16) where C 1 and C 2 are independent of u. So for (δ ± γ) > 0, we see that this function is an
Taking the inverse Jacobi transform, assuming for simplicity that the discrete set E is empty, gives
(6.17)
We write out F(λ) and ϕ (2α−1,2β) 2λ
(t) as hypergeometric functions and use the substitutions given in (6.12), without the last substitution, then we obtain The second statement follows from the first. We use
and we use that the function sin π(t ± ix)ϕ(x) vanishes on the infinite discrete set D + .
We substitute µ = −α − γ − n, n ∈ Z ≥0 , in Proposition 6.1, then the first 2 F 1 -series on the left-hand side of (6.7) terminates and can be written as a Jacobi polynomial by (6.5) . Writing the right-hand side as I γ + I −γ , with I γ as in (6.11), we see that I −γ = 0 because of the factor Γ (α + γ + µ) −1 . Now we obtain, for (α) > 0 and (γ + δ ± ρ) > 0, 20) where
Proof. Let I be the integral in Proposition 6.1. We expand the first 2 F 1 -function in I in terms of Jacobi polynomials of argument (1 − u)/(1 + u): Note that from (6.10) we obtain that the left-hand side behaves for large t as
, where C 1 and C 2 are independent of t. So for (η + σ ± γ) > 0, the function on the left-hand side is an element of
We see that the expansion on the right-hand side converges uniformly for u in compact intervals. The coefficients c n are found using (6.19) and the orthogonality relation for the Jacobi polynomials (6.6), and this gives for (α) > 0, (η) > −1/2, and (σ + η ± γ) > 0,
(6.23)
From this expansion, we find
Using (6.19) again gives the following expansion for I,
The proposition then follows from Proposition 6.1, the substitutions η − σ + 1 + δ → f, η + σ − δ → g, and (6.12).
where 
(6.28)
Then the corollary follows from letting g → ∞, using (4.18) for the Γ -functions.
We consider one of the 4 Furthermore, let ϕ n and ψ n be the function defined by
(6.30)
Here we assume for F that (a, b, c, d) ∈ V, and for G that (a, b, c, d, t) ∈ V + .
Proof. We recognize the first 4 F 3 -function in Proposition 6.3 as the Wilson polynomial
). We multiply by R n (λ) and integrate against the orthogonality measure dµ(λ; f,b,c, g). Using the orthogonality relation (2.6) then gives (6.36)
Then, using the three-term recurrence relation (2.1) for the Wilson polynomials, we find LR n (x) = n(n + a + b + c − d) + ab + ac + bc + a 2 R n (x) − a 2 + x 2 R n (x) = C n R n+1 (x) + D n R n−1 (x)
+ n(n + a + b + c − d) + ab + ac + bc + a 2 − C n − D n R n (x).
(6.37)
Note that we use here C n and D n as in (2.1), but with d replaced by 1 − d. A long, but straightforward calculation shows that C n + D n +C n +D n = n(n + a + b + c − d) + a 2 + ab + ac + bc, (6.38) and from this the proposition follows. Then from Proposition 6.6 and linearity of F, it follows that the function FR n satisfies the recurrence relation ã 2 + λ 2 y n (λ) = C n y n+1 (λ) + C n +D n y n (λ) + D n y n−1 (λ). (6.43)
From R −1 (x) = 0, we obtain (FR −1 )(λ) = 0. By Theorem 6.2 we have (FR 0 )(λ) = (F1)(λ) = 1, so we find from the recurrence relation that (FR n )(λ) = P n (λ). Here, P n (λ) is a polynomial in λ 2 of degree n satisfying the three-term recurrence relation (6.43), with initial values P −1 (λ) = 0 and P 0 (λ) = 1. From the recurrence relation forR n (λ) = R n (λ;ã,b,c, 1 − d), it follows that P n (λ) = (−1) n ((b + c) n /(1 + a − d) n )R n (λ). Replacing all parameters by their dual and interchanging x and λ then gives the statement in the theorem.
