On each trial, one of two stimulus classes (C = 1 or C = 2) was chosen at random with equal 80 probability. Each class was defined by a Gaussian probability distribution over the orientation.
81
The two distributions shared the same mean but had different standard deviations (Fig. 2a ). An 82 orientation was drawn from the distribution belonging to the selected class, and a drifting grating 83 stimulus with that orientation was then presented to the animal (Fig. 2b) . In a given recording 84 session, at least three distinct contrasts were selected at the beginning of the session, and on each 85 trial, one of these values was randomly selected.
86
In our previous study 17 , we designed this task so that an optimal Bayesian observer would in- ing a strong dependence on both contrast and orientation (Fig. 2d ,e).
94
In our analyses, we grouped the trials with the same contrast within the same session and refer to 95 such a group as a "contrast-session".
96
Decoding a cortical population representation of uncertainty Each monkey was implanted 97 with a chronic multi-electrode (Utah) array in the parafoveal primary visual cortex (V1) to record 98 the simultaneous cortical population activity as they performed the orientation classification task (Monkey T, 64% contrast). Each column is a population response r on a trial randomly drawn from the trials falling into a specific orientation bin. Each row is a response from a single channel. For visibility, the channel's responses are normalized to the maximum response across all trials. The channels were sorted by the preferred orientation of the channel. The subject's class decisionĈ for each trial is depicted by the colored patch: red and blue forĈ = 1 and C = 2, respectively. c, A schematic of a deep neural network trained to decode the vectorized likelihood function L from r. All likelihood functions are area-normalized. d, Two decision models M . In the Full-Likelihood Model, the decoded likelihood function L was used without modification to predict the probability that the monkey will report C = 1. In the Fixed-Uncertainty Model, the likelihood function was approximated by a fixed width Gaussian centered at the mean of the normalized likelihood (dashed line), where the fixed width was fitted separately for each contrastsession. For both models, their likelihood functions were fed into a parameterized Bayesian decision maker to yield the decision prediction p(Ĉ = 1|r), where parameters of the decision maker were fitted to the subject's classification decisions, separately for each contrast-session. for each contrast-session, the following two models and comparing their performance in predicting 137 the monkey's decision ( and (2) a Fixed-Uncertainty Model, which approximates the trial-by-trial likelihood function by a
140
Gaussian function centered at the mean of the normalized likelihood function, with a fixed width 141 that is fitted separately for each contrast-session.
142
In both models, the (original or Gaussian approximated) likelihood functions were fed into the
143
Bayesian decision maker to yield trial-by-trial prediction of the subject's decision in the form of and used these to produce a stochastic decision. The means of the class distributions assumed by 147 the observer, the class priors, the lapse rate, and a parameter to adjust the exact decision-making 148 strategy were used as free parameters (refer to Methods for details). The model parameters were 149 fitted by maximizing the total log likelihood over all trials in a contrast-session i log p(Ĉ i |r i , M ).
150
The fitness of the models was assessed through cross-validation, and we reported mean and total 151 log likelihood of the models across all trials in the test set. 
185
We next isolated the contribution to the perceptual decision of trial-by-trial fluctuations in the
186
shape of the likelihood function from the contribution of the stimulus orientation, by condition-
187
ing the analysis on the stimulus orientation (Fig. 1d) . Specifically, we shuffled the shapes of the 
212
To confirm our effect sizes were appropriate, we again compared these values to those obtained 
218
Taken together, the shuffling analyses show that the better prediction performance of the Full-
219
Likelihood Model is not due to the confound between the stimulus and the likelihood shape. We 
231
Our findings were made possible by recording from a large population simultaneously and by 232 using a task in which uncertainty is relevant to the animal. proposed encoding of uncertainty and the behavior may be confounded by the stimulus (Fig. 1b,c trial-by-trial basis as will be described later. The stimulus was presented on a CRT monitor (at a 275 distance of 100 cm; resolution: 1600 × 1200 pixels; refresh rate: 100 Hz) using Psychophysics were varied randomly for each trial. Through training, the monkey learned to associate the red and 299 the green targets with the narrow (C = 1) and the wide (C = 2) class distributions, respectively.
300
For illustrative clarity, we used blue to indicate C = 2 throughout this document. The monkey 301 received a juice reward for each correct response (0.10-0.15 mL).
302
During the training, the monkeys were first trained to perform the colored version of the task,
303
where the grating stimulus was colored to match the correct class C for that trial (red for C = 1
304
and green for C = 2). Under this arrangement, the monkey simply learned to saccade to the target 305 matching the color of the grating stimulus, although the grating stimulus orientation information 306 was always present. As the training proceeded, we gradually removed the color from the stimulus,
307
encouraging the monkey to make use of the orientation information in the stimulus to perform the 308 task. Eventually, the color was completely removed, and at that point the monkey was performing 309 the full version of the task.
310
Surgical Methods Our surgical procedures followed a previously established approach 29, 40, 41 .
311
Briefly, a custom-built titanium cranial headpost was first implanted for head stabilization under 312 general anesthesia using aseptic conditions in a dedicated operating room. After premedication
313
with Dexamethasone (0.25-0.5 mg/kg; 48 h, 24 h and on the day of the procedure) and atropine
314
(0.05 mg/kg prior to sedation), animals were sedated with a mixture of ketamine (10 mg/kg) and 315 xylazine (0.5 mg/kg). During the surgery, anesthesia was maintained using isoflurane (0.5-2%).
316
After the monkey was fully trained, we implanted a 96-electrode microelectrode array (Utah array,
317
Blackrock Microsystems, Salt Lake City, UT, USA) with a shaft length of 1 mm over parafoveal analyses to follow, we studied the trials from distinct contrast separately for each recording session,
362
and we refer to this grouping as a "contrast-session".
Receptive field mapping On the first recording session for each monkey, the receptive field was to r-that is, by describing the underlying orientation conditioned probability distribution over r, we can train some DNN to learn a mapping f from the population response r to the log of the
for some scalar function b ∈ R. As the experimenter, we know the distribution of the stimulus 392 orientation, p θ ∈ R n , where p θ,i = p(θ i ). We combine f (r) and p θ to compute the log posterior 393 over stimulus orientation θ up to some scalar value b (r),
We finally take the softmax of z(r), and recover the normalized posterior function q(r) ≡ softmax(z(r)) 395 where,
Overall, q(r) = softmax(log p + f (r)).
397
The goal then is to train the DNN f (r) such that the overall function q(r) matches the posterior 
= E r,θ log p(θ|r) q(θ|r, W ) (8)
where 
where θ (i) , r (i) are samples drawn from a training set for the network. Eq. 11 is precisely the 414 definition of the cross-entropy as we set out to show. 
428
In this work, we modeled the mapping f (r) as a DNN with two hidden layers 19 , consisting of 429 two repeating blocks of a fully connected layer followed by a rectified linear unit (ReLU) 18 and 430 a drop-out layer 48 , and a fully connected readout layer with no output nonlinearity (Figure 3c ).
431
To encourage smoother likelihood functions, we added an L 2 regularizer on log L filtered with 
for u = (log L) * h, where * denotes convolution operation, u i is the i th element of the filtered log 435 likelihood function u, and γ is the weight on the smoothness regularizer.
436
We trained a separate instance of the network for each contrast-session. During the training, each 
461
We simulated the activities of a population of 96 multiunits r sim responding to the stimulus orien-462 tation θ drawn from the the distribution defined for our task such that:
where σ 1 = 3
• and σ 2 = 15
• .
464
We modeled the expected response of i th unit to θ-that is, the tuning function f i (θ)-with a
465
Gaussian function:
For the simulation, we have set A = 6 and σ sim = 21
• . We let the mean of the Gaussian tuning 
for i ∈ [1, 96] .
470
For any given trial with a drawn orientation θ, the population response r sim was then generated
471
under two distinct models of distributions. In the first case, the population responses were drawn 472 from an independent Poisson distribution as is commonly assumed in many works:
In the second case, the population responses were drawn from a multivariate Gaussian distribution 474 with covariance matrix Σ ∈ R 96×96 that scales with the mean response of the population. That is:
481
For each case of the distribution, we simulated population responses for the total of 1200 trials. and validation set, respectively. We followed the exact DNN training and hyperparameter selection 485 procedure as described earlier. Eq. 18 for the mean scaled correlated Gaussian population.
495
We then assessed the quality of the decoded likelihood functions under the independent Pois- 
and
We computed the KL divergence for both models across all 200 trials in the test set for both simu- Fig. 1b) .
508
When the simulated population distribution was mean scaled correlated Gaussian, L DNN better 509 approximated L gt than L Poiss on the majority of the trials (Extended Data Fig. 1c) . Furthermore, function as an unnormalized probability distribution:
We took the µ L and σ L to be the point estimate of the stimulus orientation and the measure of Decision-making models Given the hypothesized representation of the stimulus and its uncer- • where N (θ; µ, σ 2 ) denotes a Gaussian distribution over θ with mean µ and variance σ 2 .
541
The posterior ratio ρ for the two classes is:
A Bayes-optimal observer should select the class with the higher probability-a strategy known as 543 maximum-a-posteriori (MAP) decision-making:
whereĈ is the subject's decision. However, according to the posterior probability matching 545 strategy 50, 51 , the decision of subjects on certain tasks are better modeled as sampling from the 546 posterior probability:
To capture either decision-making strategy, we modeled the subject's classification decision prob-548 ability ratio as follows:
where α ∈ R + . When α = 1, the decision-making strategy corresponds to the posterior probability 550 matching while α = ∞ corresponds to the MAP strategy 51 . We fitted the value of α for each 551 contrast-session during the model fitting to capture any variation of the strategy. Furthermore, we 552 incorporated a lapse rate λ, a fraction of trials on which the subject does not pay attention and 553 makes a random decision. Hence, the final probability that the subject selects the class C = 1 was 554 modeled as:
For each contrast-session, we fitted the above Bayesian decision model to the monkey's decisions 
571
Model fitting and model comparison We used 10-fold cross-validation to fit and evaluate both 572 decision models, separately for each contrast-session. We divided all trials from a given contrast-573 session randomly into 10 equally sized subsets, B 1 , B 2 , . . . , B i , . . . , B 10 where B i is the i th subset.
574
We then held out a single subset B i as the test set, and trained the decision-making model on 575 the remaining 9 subsets combined together, serving as the training set. The predictions and the 576 performance of the trained model on the held out test set B i was then reported. We repeated this 577 10 times, iterating through each subset as the test set, training on the remaining subsets.
578
The decision models were trained to minimize the negative log likelihood on the subject's decision 579 across all trials in the training set:
where Θ is the collection of the parameters for the decision-making model M andĈ i is the subject's 581 decision on the i th trial in the training set. The term p(Ĉ|M, Θ) is given by the Eq. 32 with either Fixed-Uncertainty Model.
584
The optimizations were performed using three algorithms: fmincon and ga from MATLAB's 585 optimization toolbox and Bayesian Adaptive Direct Search (BADS) 52 . When applicable, the opti- contrast-session, we computed the probability of respondingĈ = 1 from Eq. 32, utilizing the 616 full decoded likelihood function L(θ) for the given trial, and sampled a classification decision 617 from that probability. This procedure yielded simulated data where all monkeys' decisions were 618 replaced by decisions made by the trained Full-Likelihood Models. We repeated this procedure contrast-session with 10-fold cross-validation, and reported the aggregated test set scores as was 622 done for the original data.
623
Data availability All figures except for Figure 1 were generated from raw data or processed data.
624
The data generated and/or analyzed during the current study are available from the corresponding 625 author upon reasonable request. No publicly available data was used in this study. where σ is the standard deviation and n is the size of the sample within the bin, unless specified 637 otherwise.
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