Although microbial communities are ubiquitous in nature, relatively little is known 8 about the structural and functional roles of their constituent organisms' underlying 9 interactions. A common approach to study such questions begins with extracting a 10 network of statistically significant pairwise co---occurrences from a matrix of observed 11 operational taxonomic unit (OTU) abundances across sites. The structure of this 12
demonstrate the importance of using appropriate null models when studying 23 observational microbiome data, and suggest that extracting and characterizing three---24 way interactions among OTUs is a promising direction for unraveling the structure and 25 function of microbial ecosystems. 26 27
Author Summary 28
Microbes are ubiquitous in the environment. We know that microbial communities -29 the groups of microbes that live together, interact, and depend on one another -vary 30 across environments. Multiple processes, ranging from competition between microbes 31 to environmental stress, are believed to alter microbial community composition. Here, 32
we describe a set of statistical techniques that can more accurately identify the 33 underlying taxa relationships that structure the observed abundances of microbes 34 across habitats. Using a large data set of soil samples collected across North and South 35
America, we both illustrate the statistical artifacts that incorrect methods can introduce 36 and describe proper techniques based on appropriate null models for studying how the 37 abundances of taxa vary across soil samples. These tools improve our ability to 38 Introduction 45 important roles in regulating agricultural systems (e.g. Navarrete et al. 2015) , human Null models are a standard statistical approach for reliably identifying data patterns 158 that cannot be attributed to simple sources of random variation. Data distributions that 159 differ from a null model are thus potentially derived from complex processes. In our 160 case, large deviations may be interpreted as potentially caused by ecological processes. 161
One example of a null model is the common test of statistical significance, wherein we 162 measure the likelihood of observing, under the null model, a particular statistical value 163 or one more extreme. This probability is quantified by a standard p---value which has a 164 uniform distribution when the true data generating process is the null model. Common 165 choices for null models focus on a set of independent draws from a simple parametric 166 distribution, e.g., flipping coins or rolling dice. Null models can be substantially more 167 complicated, and in this case, numerical methods are typically required to calculate the 168 null distribution of the test statistic. If a null model is chosen well, meaning that it 169 incorporates plausible sources of random variation in the data, and the computed p---170 value still low (typically below the conventional but nevertheless arbitrary threshold of 171 0.05), then a deviation between the model and the data can indicate the presence of 172 scientifically meaningful processes. 173 174
Here, we describe and study two classes of null models for inferring ecological 175
interactions from a matrix of OTU abundances. The first class facilitates the extraction 176 of significant pairwise interactions from the matrix in order to obtain a network. The 177 second class facilitates the detection of significant patterns in the distribution of edges 178 within the derived network.
In the rest of this section, we will introduce the first class of null models, in which we 181 will incorporate existing variability in the observed data to identify pairwise 182 interactions among OTUs. First, we correct the behavior of the Spearman rank 183 correlation coefficient when the OTU matrix is sparse by breaking ties randomly. 184
Second, in order to choose a threshold for significant interactions, we use matrix 185 permutations to generate artificial matrices with the same naturally high variance as 186 the data but which lack the correlations that are generated by ecological processes. 187
Applying the tie---breaking step to these artificial matrices yields a null distribution of 188 correlation scores, which provides a simple means for selecting a threshold for 189 statistically significant interactions. If any pair of OTUs in the tie---breaking model has a 190 correlation score above this threshold, we call this interaction statistically significant 191 and include it in the interaction network; any correlation below the threshold is 192 discarded.
194
In the second class of null models, we ask whether particular statistical patterns in the 195 distribution of these interactions across the network are likely the result of random 196 connectivity, and thus unlikely to be caused by ecological processes. Our approach here 197 builds on standard random graph models from network science, which control for the 198 average degree or the distribution of these degrees in order to construct an appropriate 199 null distribution for other network properties. Characteristics that are independent of 200 size and connectivity indicate co---existence of taxa, which may plausibly be attributed to 201 ecological interactions or functions. 202
The fact that some properties can be explained by the size, degree, or connectivity of 204 the network does not make them ecologically unimportant. In fact, the ecological impact 205 of overall biodiversity as well as co---occurrence patterns (i.e., functional redundancy) is 206 well established (Van Der Heijden et al. , Philippot et al. 2013 ). In practice, these 207 null models can be used to identify more complicated statistically interesting patterns, 208 such as heterogeneous interactions among groups of microbes, that may relate to other 209 ecological processes, either known or unknown. 210 211
The abundance matrix of microbial soil communities 212
To illustrate the importance of examining microbial abundance data with respect to the 213 two null model classes, we apply these methods to previously collected data on soil 214 microbes sampled from 151 sites in North and South America (Lauber et al. 2009 2006). To obtain the abundance matrix, they computed the number of sequences that 219 mapped to each OTU at every sample site. To control for sample contamination and 220 potential sequencing errors, they discarded OTUs with fewer than 5 sequences across 221 all locations, which reduced the number of OTUs from 4,087 to 1,577. 222 sequences for a given OTU at a given site. In other words, although there were on the 227 order of 1000 sequences from each location, most OTUs at a site were phylogenetically 228 distinct.
230
In order to calculate the correlation of abundance patterns between a pair of OTUs, we 231 must choose a similarity score function. The most common choices in past studies are 232
Pearson and Spearman correlations, which exhibit good statistical sensitivity and 233 specificity under standard conditions (Berry & Widder 2014). However, the Pearson 234 correlation assumes that variables are normally distributed and linearly correlated, and 235 it behaves poorly when relationships are nonlinear, as may be the case in complex 236 microbial systems. Spearman's rank correlation, which measures the degree to which 237 two variables monotonically co---vary, does not suffer from this problem and is the more 238 common choice in microbiome studies (Lozupone et al. 2012; see also Weiss et al. 2016 239 for a review of correlation methods). 240 241
A correction for matrix sparsity in Spearman ranks 242
In this setting, Spearman will overestimate correlations when nearly all abundances are 243 either zero or some integer close to zero. As an intermediate step, Spearman assigns a 244 rank value to each location, and locations with equal abundance receive the same rank. 245
Thus, both matrix sparsity and a heavy---tailed distribution of abundances will induce a 246 very large number of multi---way ties, which will then have identical ranks. The result is This behavior can be corrected through breaking ties at random by adding a small 251 amount of real---valued noise to each entry in the abundance matrix. After adding these 252 minor perturbations, the set of all pairwise Spearman rank correlation coefficients (r) 253 form a smooth distribution ( Figure 1A ), as desired, rather than a perverse disjoint 254 distribution when ties are not broken ( Figure 1B) .
256
Crucially, the noise added to each observed value must not disturb the partial ordering 257 obtained without the noise. In practice, this is easily accomplished by using Monte Carlo 258 to sample from the many total orderings that are consistent with the original partial 259
ordering. Under a particular choice of significance threshold, this procedure will 260 generate a set of equally plausible networks, which are free from the statistical artifacts 261 of tied ranks. 262 263 264 265 it may indicate that the taxon's DNA failed to bind to the 16S primer during 274 amplification, was undetected due to sequencing depth, or was absent by chance from 275 the soil sample. In short, an abundance of zero is highly ambiguous, and a conservative 276 approach is to avoid inferring the presence of an interaction based primarily on shared 277 absences.
279

Converting the sparsity---corrected data into a network 280
To convert the abundance matrix into a network, we must apply a threshold to the 281 similarity scores. In this way, only OTU pairs for which the absolute value of their score 282 is above the threshold are connected in the network. It follows that a node with no 283 scores above the threshold will have a degree of zero in the network, and by convention 284 we omit such singletons from subsequent analysis (Barberán et al. 2012) . As a result, 285 the number of nodes n in the inferred network will typically be less than the number of 286
OTUs N in the abundance matrix. 287 288
Picking a threshold for significance 289
Choosing an appropriate threshold of significance for similarity scores is an open 290 question, particularly for sparse data sets like OTU abundance matrices (Thomas & 291 likely due to statistical fluctuations or sampling noise, without excluding interactions 293 due to biological processes. Furthermore, we would like the scientific conclusions that 294 we draw from the resulting data to be robust to reasonable variations in threshold 295 choice (Thomas & Blitzstein, 2011) . Currently, however, there is no generally reliable 296 method for balancing these two conflicting goals in OTU abundance matrices. Some 297 studies have used random permutations of the abundance matrix to compute a null 298 distribution of similarity scores, and then selected as a threshold the similarity value 299 corresponding to a conventional p---value choice of 0.01 or 0.05 (Faust & Raes 2012) . 300
However, this procedure tends to select very low thresholds, and this may potentially 301 result in a high false positive rate for interactions. Other studies have used arbitrarily 302 chosen thresholds (Friedman & Alm 2012, Qin 2010).
304
Here, we use a repeated element---wise random permutation of the noise---added 305 abundance matrix to first compute a null distribution of similarity scores. We then 306 compute the size of the largest component ------the largest set of nodes for which any pair 307 is connected by some sequence of edges ------in the induced network for a wide range of 308 threshold values. Because the permutations break any ecologically---driven correlations 309 in the abundance matrix, this curve has a characteristic sigmoidal shape ( Figure 2 ). The 310 location of the curve's transition to less than 1% of OTUs in the largest component 311 serves as a reasonable choice for the lower bound on the threshold. Networks derived 312 from this permuted data treatment are composed of all spurious links, so a threshold 313 below that transition, which would include these links, is overly inclusive. In practice, a conservative choice of threshold will be a value slightly above this transition point. 315
Including the sparsity correction from above within this procedure serves to correct the 316 substantial distributional bias in similarity scores that would otherwise occur (see 317 Figure 1 ) as a result of multiple tied ranks and the heavy---tailed distribution of 318 abundance values. 319 320
We subject the OTU abundance data to three different treatments and systematically 321 vary the threshold to illustrate its impact on each. The three treatments are (i) the connectivity, and is a monotonically decreasing function of the threshold. That is, higher 328 thresholds will tend to produce smaller, less connected graphs, and lower thresholds 329 will tend to produce larger, more densely connected graphs. connections, this slow decline is clearly an artifact of the presence of many false 341 positives in the network. By applying the Spearman correction or that correction and 342 the null distribution from permutations, the largest component shrinks much more 343 quickly. The difference between the treated lines and the original data illustrates the 344 dramatic extent to which not controlling for these statistical artifacts can alter the 345 extracted structure of the species interaction network. A further observation is that the 346 smooth variation of the noise---added data treatment indicates that there is no obviously 347 best choice for a threshold, except somewhere close to but slightly above the noise 348 transition.
350
This finding illustrates the complexities that arise when using a threshold to extract a 351 network from a correlation matrix, and suggests that a particular choice requires some 352 justification or at least a robustness analysis to demonstrate that scientific conclusions 353 do not depend sensitively on that choice. From a data analysis perspective, we would 354 preserve the most ecological signal by not applying a threshold and instead using the 
370 371
To further illustrate the impact of threshold choice on the structure of the induced 372 network, we measured five standard network summary statistics as a function of 373 threshold choice. These summary statistics are (i) the average degree, (ii) the average 374 path length, (iii) the diameter, which is the maximal---length shortest path among any pair of nodes, (iv) the modularity, which quantifies the extent to which nodes cluster 376 into groups, with more edges occurring inside groups than expected at random, and (v) 377 the clustering coefficient.
379
If the functional relationship between threshold and network statistic were constant or 380 linear, the particular choice of threshold is less likely to impact scientific conclusions 381 that depend on its particular value. For all five of these measures, however, we find a 382 nonlinear relationship between the measure and the choice of threshold. That is, the 383 structure of the network does not change smoothly, and different threshold choices can 384 lead to very different patterns of connectivity within the network (Figure 3 ).
386
For instance, even the average degree of this network exhibits a surprisingly nonlinear 387 pattern across thresholds ( Figure 3A) . The non---monotonicity, illustrated by the bump 388 around a threshold of 0.35, results from the convention of discarding nodes with no 389 connections. Thus, as the threshold increases, more of these nodes are created and then 390 excluded, which allows the average degree to increase again as the giant component 391 shrinks but the connectivity of its nodes stays relatively steady. (The average degree 392
touches the x---axis at a threshold of 0.75; when singletons are included, this transition 393 occurs around a threshold of 0.40 (Supp. Fig.1 ).) 394 As the threshold increases, the largest component becomes sparser and the estimated 411 maximum modularity score also increases ( Figure 3D As with the behavior of modularity, the clustering coefficient rises quickly and then falls 425 to 0 as the network crosses from being composed primarily of disconnected triangles 426 and edges to being composed entirely of disconnected edges.
428
The nonlinear dependence of the structure of the extracted network on the threshold 429 applied to the correlation matrix demonstrates the importance of performing robustness analyses in this setting. Higher thresholds tend to naturally produce 431 networks with many small components, high modularity and shorter path lengths. 432
Lower thresholds tend to produce a large component, often with lower modularity 433 scores. The threshold at which the transition between these two regimes occurs is 434 likely to be data dependent, and thus should be quantified in order to clarify the 435 confounding role that network size and density have on other network measures. where n is the number of nodes and p = <k>/(n---1), where the mean degree <k> = 2m/n 465 is the probability that any pair of vertices is connected and where m is the number of 466 edges in the derived network. Drawing a large number random graphs from this model 467 proportional to the product of their expected degrees. Specifically, the probability of an edge between nodes i and j is Pi,j = (ki * kj ) / 2m ---1, where ki is the degree of node i in the 477 derived network. This model is similar to the popular configuration model (Molloy & those without self---loops or multiple connections between the same pair of nodes. As 480 before, drawing a large number of random graphs from this model allows us to 481 numerically estimate a null distribution for the same network properties of interest, but 482 now controlling for the average degree of a node and the degree distribution across 483 nodes. 484
485
To illustrate how these models can be used to distinguish plausible structural patterns 486 from those generated by chance, we apply them to the soil microbe network extracted 487 in the previous section from the corrected Spearman scores. The derived network has 488 about n = 268 nodes and m = 1730 edges; the precise numbers vary depending on the 489 noise addition step. We then compare the null vs. the derived network's distributions 490 for (i) mean path length, (ii) modularity, (iii) diameter, and (iv) clustering coefficient. 491
Both null models are parameterized to match the mean degree and thus the random 492 graphs match the derived network on that measure by design.
494
Both path length and diameter are slightly elevated in the networks derived from the 495 corrected Spearman data compared to the null models ( Figures 4A---B) . The average path 496 length is 2.935 ± 0.052 for the corrected data, compared with 2.611 ± 0.019 for Erdős-nodes and 787 edges. A simple but scientifically interesting question we may address 549 with this network is whether microbes tend to co---occur with others in the same 550 phylum. A positive signal of this assortative mixing pattern (Newman 2003) would 551 suggest a phylogenetic structuring for niche preferences or potential synergistic 552 relationships within phyla (Barberán et al. 2012) .
554
However, we see little evidence for this hypothesis, finding instead that soil microbes 555 are not more likely to co---occur with taxa within phyla rather than across phyla ( Figure  556 5). Specifically, the number of edges between two phyla appears roughly proportional 557 to the number of taxa in both phyla, exactly as we would expect if such co---occurrences 558
were largely due to chance. As an additional check, we calculate the fraction of edges 559 that connect each phylum (Table 1) . This enables us to investigate the potential 560 heterogeneous mixing of phyla. We observe that Acidobacteria and Proteobacteria have 561 the highest proportions of within---phylum edges, so these phyla are most likely to co---562 occur with species within their respective phyla, when we enforce that clusters must 563 correspond to phyla. But the modularity of this network, which provides a quantitative 564 measure of assortativity among categorical labels on nodes (in this case, phyla), we find 565 a score of 0.0745 -much lower than the estimated maximal modularity when nodes are 566 allowed to mix independently of their phyla label (Fig. 4C ). That is, non---phylogenetic 567 factors dominate the structure of OTUs interactions in this data set. 568 569 570 A key step in better understanding the complex structure and function of microbial 581 ecosystems is identifying the ecologically meaningful interactions among microbes. 582
Distinguishing spurious interactions from real interactions is a key step in this process. 583
However, common approaches in this setting can contaminate the extracted network 584 with statistical artifacts that may confound ecological interpretation. Here, we have 585 developed and demonstrated simple and appropriate null models for addressing this 586 question at both the network extraction and the analysis steps, and we used them to 587 reanalyze a previously studied large soil microbiome data set. 588
After adding noise to the sparse OTU abundance data, we examined in detail the 590 difficulty of choosing a similarity threshold. Since network analysis depends on this 591 initial network derivation step, a conservative approach would test whether 592 conclusions about the network hold (or the same pattern appears) across a range of 593 reasonable threshold choices. In practice, we suggest choosing a threshold slightly Next, we used null models that preserve network connectivity to investigate the 603 variation in network measures. We did find slight but statistically significant elevation 604 of average path lengths and diameters in the derived network. One interpretation is 605 that microbial communities in soil are robust to environmental perturbations and have 606 evolved to recover or maintain structural stability amidst disturbances. Combining 607 future research on different microbial communities, such as the human gut microbiome, 608 with this type of network analysis would help clarify the role of average path length and 609 diameter (if any) in community robustness, e.g. after the administration of antibiotics. compared to the network null models and that the score remained consistent across a 613 range of intermediate threshold values. The elevated clustering coefficient may imply 614 that habitat filtering is playing an important role in the distribution and abundance of 615
OTUs in the soil. However, more research is needed to incorporate metabolic data or 616 other functional predictors into the model. Levy and Borenstein (2012) have shown 617 that in the human microbiome, co---occurrence is more often found in metabolically 618 competitive species than in metabolically complementary species ------evidence that 619 community assembly is best explained by habitat filtering in the human gut. Similarly, 620
Goberna et al. (2014) also found that phylogenetic clustering was stronger in habitats 621
where competitive traits prevailed (i.e., in areas with high resource availability). Future 622 analysis of soil microbes should focus on metabolic competition and complementarity, 623 especially within OTU triads, to determine whether the elevated triad occurrence 624 corresponds to a specific community assembly mechanism (e.g., Pholchan et al. 2013 , 625 Coyte et al. 2015 . Future inquiry should focus on whether elevated clustering 626 coefficients are also present in networks derived from freshwater, marine, and human 627 microbiome samples. 628 629
We also discovered elevated maximum modularity scores in the derived network 630 compared to the null models. Higher modularity has been interpreted as corresponding 631 to greater niche partitioning (Faust & Raes 2012 , Montoya et al. 2015 . Further analysis 632
of metabolic functions of OTUs should investigate whether the highest---scoring 633 modularity partitions indicate true functional niches, wherein OTUs are more likely to 634 co---occur with OTUs in their own group than with OTUs in outside groups. For example, 635 gene expression data can be compared within and across the proposed functional 636 niches to identify shared or related metabolic functions (Levy & Borenstein 2013) . 637
Future work may glean more from co---occurrence networks that focus on the level of 638 genes, rather than OTUs, which will become increasingly informative as more microbial 639 genomes are fully sequenced. 640
641
The consensus network was composed of 50% generalist OTUs and 50% OTUs that 642 were neither generalists nor specialists. The 79 generalist OTUs were identified based 643 on appearing in more than 80 locations. The other half of the OTUs were neither 644 generalists, nor specialists which appear in fewer than 10 sites with more than 18 645 sequences on average (Barberán et al. 2012) . While no specialists appeared in the 646 consensus network, only 17 OTUs out of the 1577 total OTUS were identified as 647 specialists; given that about 10% of OTUs appeared in the consensus network, the 648 expected number of specialists in the consensus network would be 1.7. It is not possible 649 from this study to distinguish whether consensus networks are inherently biased 650 against specialists or whether there was simply not enough data in this sample to 651 distinguish specialists from noise. We do observe, however, that 76% of generalists (79 652 out of 104) are included in the consensus network.
654
The consensus network's strong modularity score may be due to the relative 655 concentration of generalists (Barberán et al. 2014 ). This might also explain why the 656 optimal partitioning of the consensus network did not correspond with phylogeny, 657 which was unexpected. The consensus network partitioning contrasts with basic 658 assumptions that ecological functions and niches are phylogenetically conserved 659 (Philippot et al. 2010 ). However, other recent work (Langille et al. 2013, Martiny et al. 660 2013) shows that while complex traits and housekeeping genes are generally deeply 661 conserved, other functional traits like assimilation of carbon sources are broadly 662 dispersed with respect to phylogeny. More work is required to identify the degree and 663 manner in which functional diversity structures real co---occurrence in the soil 664 microbiome.
666
The consensus network incorporates taxonomic information into the microbial 667 interaction networks, allowing us to use 16S rRNA sequence similarity to evaluate the 668 network structure. How best to incorporate that phylogenetic information is another 669 area of active research (Agler et al. 2016) . Previous research has shown that using 670 lower binning thresholds for OTU identification does not reveal more about microbial 671
interactions, suggesting that even relatively broad binning strategies can be useful for are a concern when there are big differences in component sizes (Yang et al. 2016) or 681 when there are relatively few components (Ban et al. 2015) . These problems are more 682 prevalent in marine metagenomics samples or host---associated microbes, but less for 683 the soil microbiome. We argue that using a relatively simple and nonparametric 684 similarity measure such as Spearman correlation coefficient can prevent the imposition 685 of preexisting notions about how taxa are distributed and how they interact. Compared 686 to other techniques, Spearman correlation coefficients are also efficient to calculate, a 687 problem acknowledged in the mLDM algorithm by its authors (Yang et al. 2016 ). For 688 data not derived from the soil microbiome, the suggested approaches for compositional 689 data could be used in conjunction with the network derivation methods described here. 690 691
In general, analyses of OTU---location matrices have uncertain scientific value as long as 692
we lack large sets of empirically validated OTU---OTU interactions by which to evaluate 693 network extraction methods. One possible remedy for this would be to remove some 694 fraction of observed edges from the inferred network and use predictive modeling to 695 identify the most probable missing edges. This type of link prediction has been used in 696 other contexts where the observation of the network is incomplete or error---prone 697 thus may be ecologically interacting, though it is defined only for occurrence data rather 712 than abundance data. To include sequence abundances, the weighted stochastic block 713 model (Aicher et al. 2015) could be used to directly analyze the OTU abundance values, 714 without having to choose a threshold. For the task of clustering OTUs, these community 715 detection methods are a promising set of tools. 716 717
While the approach we have outlined for testing different network derivation 718 thresholds and evaluating null model connectivity has been applied to microbial 719 abundance data, it can also be applied across other biological network analyses. Sparse 720 data sets appear in a wide variety of biological settings, from eukaryotic environmental 721 
742
Soil data 744
The data set used in this experiment was acquired from previous work. Lauber et al. 745 (2009) acquired the bacteria and archaea data by pyrosequencing soil samples from 746 locations across North and South America. Their data set covers 151 sampling sites and 747 4088 unique OTUs, binned at 90% similarity (for explanation of the choice of 90% 748 similarity for binning, see Barberán et al. 2012) . The data excludes OTUs with fewer 749 than 5 sequences across all sampling sites, decreasing the number of OTUs to 1577. where ri = xi ---yi is the difference between ranks between OTU x and OTU y in location i, 758 and where L is the number of locations. 759 760
Random noise addition 761
Rather than allowing for ties among Spearman ranks, we correct for sparsity in the OTU 762 abundance matrix A by adding noise to every OTU  location entry. We draw N  L 763 entries from a uniform distribution, U([0,1]), creating an N  L matrix rand(N,L). To 764 ensure that we are breaking ties without reversing any true orderings, we adjust the random values to be several orders of magnitude smaller than the minimum difference 766 To ensure that the configurations of equally likely location ranks were well sampled, we 776 repeated the noise addition steps 2000 times to generate a distribution of plausible 777 interaction networks. 778 779
Random matrix permutations 780
The most basic null model is the element---wise permutation of the OTU abundance 781 matrix. We chose a uniformly random permutation of the entries in the OTU abundance 782 matrix while maintaining the background distribution of abundances from which the 783 values were sampled. The permuted data quickly transitions to having <1% of the 784 OTUs in the largest component; this is where we set the lower bound for the similarity 785 score threshold. 786 787 788 the sparsity---corrected Spearman score data. This threshold was chosen to improve 791 comparability between our results and those of past studies on the same data 792 (Barberán et al. 2012) . It is also similar to the threshold used by Friedman and Alm 793 (2012) of 0.30. We did not identify any additional quantitative guidelines for threshold 794 choice in other studies. 795 796
Network derivation 797
The network was derived by defining edges as connections between pairs of OTUs with 798 a r value greater than the absolute value of the chosen threshold. Nodes with no edges 799 (also known as singletons) were omitted from the network, which is conventional in 800 defining the network. Average degree, average path length, and diameter were 801 calculated following the definitions in Newman (2010). Average degree is given by: 802
where m is the number of edges and n is the number of nodes. The average path length 806 is given by: 807
where di,j is the shortest path between nodes i and j (this is different from the di values 810 used for the Spearman rank calculation). Diameter is the maximum value of di,j across 811 all pairs of nodes in the network (i.e., the longest shortest path).
813
The clustering coefficient is defined as the global proportion of open triangles that are 814 closed by a third edge. We find all open triangles (i.e., paths of length 2) by taking the 815 dot product of the derived network's adjacency matrix Q with itself. Since this is an 816 undirected graph, we analyze the upper triangle of the matrix only, not including the 817 diagonal. Next, to find the proportion of length---two paths traversing three nodes that 818 are also closed triangles, we multiply the upper triangle by the original matrix Q, The maximum modularity was calculated using the using the popular greedy 830 agglomerative algorithm of Clauset, Newman and Moore (2004). This algorithm begins with all nodes in their own group and then repeatedly merges the pair of groups that 832 maximizes the marginal improvement in the modularity score until only one group 833 remains. It then reports the maximum modularity value Q and the corresponding 834 grouping of nodes D that it traversed in this sequence. We used the implementation of 835 the algorithm in the igraph package in R (Csardi & Nepusz 2006) . 836 837
Class 2: Null network models 838
Erdős-Rényi random graphs were created based on the average degree of the derived 839 network. Given an average degree of 11.64 and 300 nodes: 840 841 11.64 = 2 842 843 = 300 844 845 = 11.64 × 300 2 = 1746 846 847 848
Once we had calculated the number of edges that we wanted in order to produce 849 similar average degrees to the real data, we used the 300  300 adjacency matrix T to 850 determine the correct threshold p: 851 852 = 1746 × 2 90,000 = 0.0388 857 858
To derive the Erdős-Rényi random graphs, we generated a 300  300 uniform random 859 matrix. We thresholded the upper triangle of the matrix at 1 ---0.0388 = 0.9612 and 860 reflected it across the diagonal. All entries on the diagonal were set to 0. This approach 861
is consistent with the mathematical definition of Erdős-Rényi random graphs, where 862 edges are randomly chosen for all pairs. Thus, the Erdős-Rényi graph has no self---loops 863 or multi---edges, as each pair is handled once. 864 865
For the second null model on the derived network, we used a modified Chung---Lu model 866 to produce edges between nodes while preserving the expected degree distribution. 867
The probability that an edge exists between OTU i and OTU j is given by, 868 869 ',7 = ' 7 2 870 871
where ki is the degree of node i in the derived network. To generate a single Chung---Lu 872 network we set n equal to the number of nodes in the observed network. Then, for each 873 pair of nodes (i, j), we picked a uniform random number between 0 and 1. If the random 874 number was between 0 and pi,j ------which is proportional to the product of their degrees -we created an edge connecting nodes i and j in the Chung---Lu network. We repeated this 876 method 2000 times to generate a distribution of Chung---Lu random graphs. 877 878
Consensus network 879
To derive the consensus network, we applied 2000 Monte Carlo runs to the corrected 880
Spearman data at the 0.36 threshold. We included edges that appeared in 90% of the 881 trials to produce the consensus network. We visualized networks using the software 882
Gephi (Bastian et al. 2009). Nodes were color---coded by phylum. 883
Code 884
All code for processing the data, applying null models, deriving networks, and 885 measuring network properties are publically available on GitHub. The repository is 886 saved under nkinboulder/MicrobeCommunities. The code for this project was written 887 in Matlab and it is extensively commented for clarity.
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