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Abstract 
An amplification effect measured in the cascade of vision forms a basis to formulate an abstract nonlinear model 
offering a generalization of the cascade problem. This model is analyzed and some conditions concerning the existence 
and/or possible uniqueness and multiplicity of solutions are presented. An essential feature of the model is that the 
appropriate operators governing the problem are not surjective. For the case of unique solvability anumerical procedure 
is proposed and its convergence is proved. 
Keywords: Reaction circuit; Reaction network; K-stochastic operator-equation; M-operators; Perron eigenvectors of
nonlinear maps 
I. Introduction 
We are going to model an effect which is measured in the cascade of vision. This effect can be 
described as follows. A light signal of arbitrary (low) intensity is accepted in the human eye and 
then gradually amplified so that the information received by the brain becomes regular, i.e., the 
appropriate signal is of full intensity. In other words, the brain receives complete quivalents of 
information independent of the original (small intensity) light signal. 
We will show that the amplification effect is a structural property inherent o the model and 
appears always independent of the (small) concentrations of the appropriate chemical, etc. Whilst the 
model is essentially nonlinear its proper linearization does possess the amplification effect as well. 
A construction ofthe model follows usual rules of constructing chemical and electrical networks. 
Their transformation into systems of differential equations uses in a standard way the law of mass 
action with suitable data rate. 
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The model is based on a reaction circuit of  the cascade of vision of Stryer I-9, 10]. It is illustrated 
in Fig. 1. Bohl 1-4, 6] proposed a restriction of Stryer's circuit (it is shown in Fig. 2). Bohl calls the 
latter circuit as model circuit I-4, 6]. 
The model circuit is transformed into the reaction network in Fig. 3. Here the chemical Y3 is 
added to model the enzyme action occurring in a part of the model circuit. Next, we transform the 
network of Fig. 3 into differential equations for the concentration vectors 
W(t) = (W,(t), W2(t), Ws(t)), 
¥(t) = (Y~(t), Y2(t), Ys(t), Y4(t)) 
(1) 
at time t >/0. 
Cyclic GMP-H20 
R 
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Y 
T~'r T.GDP R* ~.  R*-P PDEi ~.j/ / / /  
PDEi-T~.GDP . .GG~ I 
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S*-G!P-H*~ Ta. 
PDE T~ 
Fig. 1. The cascade of vision (reproduced from Stryer [9]) showing the sequence of chemicals which are involved in the 
translation of a stimulus of light hv into the chemical answer 5' - GMP. 
Y1 U 
Y4 W2 
1 Y1 P 
Fig. 2. The model circuit constructed from Fig. 1 using W 1 --" "T~. GTP, W2 ---" R*" T" GDP, W3 ~ T" GDP, S ~- cGMP, 
P~ 5' - GMP, U ~ R*, YI -c_ PDE~, Y2 -~ PDE*' T~- GTP, Y4 ~ PDEI" T," GDP. 
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Fig. 3. The reaction network suggested by the model circuit in Fig. 2. k~ denotes a reaction constant. For reversible 
reactions the negative subscript indicates the reaction constant in the reverse direction. This network is the basis for the 
matrices A(s, w) and B(u) given in Section 2 of the text. 
Then we perform the steady-state analysis yielding the steady-state vectors 
w = w(u, s) = (w~(u, s), w2(u, s), w3(u, s)), 
y =y(u,  s) = (yl(u, s), y2(u, s), ya(u, s), y4(u, s)), 
(2) 
as functions of concentrations u, s, fed into the model circuit. 
A particular question is important. What is the sign of 
0 
wl (u, s)? 
The answer gives information on a possible activating action of the network. Special features of the 
cascade of vision require some restrictions of the various rate constants occurring in Fig. 3. This is 
a part of our analysis. 
Finally, we comment on more general networks exhibiting similar features of structural 
amplification. 
2. Mathematical models 
The transformation of the network in Fig. 3 into a system of differential equations leads in 
a usual way to the systems of the form 
d 
w'( t )  = T¢ w(t )  = - n (v )w-  ~(r, w), 
d 
r'(t) = ~ Y(t) = -- A(S, gOY, Y(O) >i O, 
w(0)/> 0, 
(3) 
16 
with the matrices A(s, w), B(u) given by 
(kiwi + k_swa) 
- -  k lw 1 
A(s, w) = 
0 
- k_ 5W3 
k6u - k -  6 0 ] 
B(u) = -- k6u (k_6 + k7) - k_Tu 
0 -- k 7 k_ 7u J 
and the nonlinear term 
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-k -1  0 -ks  
(k2s "t- k-x + k4) - k_ 2 "Ji- k 3 k-4 
- -  k2s  (k-2 + k3) 0 
-- k4 0 (k-4 + ks) 
(4) 
(5) 
• (y, w) = (k ly lwl  - k-  lY2, 0, k -5y lw 3 - k5y4) T (6) 
on the right-hand side of the first equation (3). 
The constants kj appearing in (4)-(6) are assumed nonnegative. The same concerns the constants 
kj in Section 4. 
Remark 2.1. As we can observe the matrices A(s; w) and B(u) are singular M-matrices [2], i.e., 
A(s; w) = pAI -- C and B(u) = pBI -- F, where C and F consist of nonnegative real elements and 
PA and PB denote the spectral radius of C and F, respectively. 
The corresponding steady-state system reads 
• (y, w) + B(u)w = 0, (7) 
(w, e) - Yl = (W(0), e) - Y1(0) = G, (8) 
where G is a given positive real number and 
e = (1, . . . ,  1) r, 
with no real danger that the dimension d of e e N d should not be taken appropriately, 
A(s, w)y = 0, (9) 
(y, e) = (r(0), e) = I 7, (10) 
where 17 is some nonnegative number. In the above formulas (x, y) denotes the standard inner 
product in the appropriate vector space ~d. 
An inspection of the system (7)-(10) shows that we can first solve (9)-(10) for y's to obtain the 
function 
y = y(s, w). (11) 
Substituting this into (7)-(8) yields the final implicit system 
B(u)w + ~(y(s, w), w) = O, (w, e) = G + yl(s, w). (12) 
We will give characterizations of (11) and turn afterwards to characterizing (12). 
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Since A(s, w) in (4) is irreducible it has the form 
I - A(s, w) = P(s, w) + Z(s, w), 
where 
[P(s, w)] 2 = P(s, w) 
is a projection with all positive entries and 
A(s, w)P(s, w) = O, P(s, w)Z(s, w) = Z(s, w)P(s, w) = O. 
It follows that every solution to 
A(s, w) y = 0 
has the form 
y = P(s, w)z 
with some z e R 4. 
Since the rank of A(s, w) for s > 0 equals 3 and w ~ 0, we deduce that there exists a unique 
solution 13 such that 
A(s, w)13 = 0 
and 
(13, e )= 17, 
where )3 >i O. 
This solution has the form 
13 = 17 P(s, w) Y(O) 
(P(s, w)Y(O), e)' 
thus, all components of )3 are positive and obviously, depend upon s and w j, wj >I O. 
Let us consider the system (12), which implicitly defines wj(s, u). We see that 
• (13(s, w), w) --- ,~(wl, w3)f, 
where 2(w1, w3) is a polynomial in k~'s and a linear function in w~'s; 
f = (1, 0, 1) T e •3 
and 
¢(13(s, w), w) = I 7 (wl, w3) r. 
(13(s, w), e) J 
As a consequence, (12) reads 
B(u)w + 17 2(wl 'wL) f= 0, (w, e) = G + 17 
(13(s, w), e) J 
131 (s, w) 
(13(s, w), e)" 
(13) 
(14) 
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For I 7 = 0, (14) reduces to 
B(u)w = O, (w, e) = G, (15) 
and we might hope that (14) can be treated as a perturbation of (15) if I7 > 0 is small enough. 
A more detailed analysis shows that this happens to be the case only if 
,~(W1, W3) : 0. (16) 
Rather tedious calculations how that the solution of (14) in this case behaves as a regular 
perturbation of (15) and thus, remains bounded for u > 0. 
Since rank B(u) = 2 for u > 0, there exists a unique solution k to (15) and since B(u) in (5) is 
irreducible, 
I -- B(u) = Q(u) + S(u), 
where 
[Q(u)] 2 = Q(u), 
has strictly positive entries and 
B(u)Q(u) = O, Q(u)S(u) = S(u)B(u) = O. 
The unique solution of (15) has the form 
Q(u) w 
v~ = G u ~> 0, (17) 
(Q(u)w, e)' 
where w >/0, w ¢ 0, and, hence, 
~j(u) > 0, u > 0, 
for all j 's and in detail, 
WI(U ) = k_6k_TU , w2(u ) -- k6k_7 u2, w3(u ) = k6kTU. (18) 
Since, by hypothesis, (14) is a regular perturbation of (15), the solution can be shown to satisfy 
wj(s, u, 17) --. ~(s ,  u) as I7 ~ 0, s/> 0, u ~> 0, (19) 
and the derivative (O/Ou)ws(s, u, 17) is near the derivative k~(s, u, I7) of (17). 
Substituting (18) into (17) we find that the components of the vector ~ in (17) read 
k-6k -  7 
kx(U) = G Ll(U) ' 
k6k-7 
~2(u) = G - -  
LI(u) ' 
k6k7 
v~a(u) = G LI(u)'  
where 
LI(U) = k6k_ 7u + k-  6k- 7 + k6k7. 
(20) 
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Next, we consider the more realistic (and, in view of (13) interesting) case where (16) is not 
satisfied. Here a completely different analysis is required. It turns out that the solution w(s, u, 17) of 
(14) exhibits for I 7 > 0 a boundary layer phenomenon atu = 0. The mathematical reason is that the 
rank of B(0) is strictly smaller than that of B(u), u > 0. This together with 2(wl, wa) # 0 creates the 
boundary layer effect. 
In the boundary layer case it holds that 
wj(s,u, 17)--. ~j(s, O) as 17--.0, s>~0, u>~0, (21) 
ws(s, O, 17) --* ¢~(s, O) + P7~1 as 17 ~ 0, s/> 0, u ~> 0, (22) 
where 
p = - (k lk ,ksk -  6k- 7 - k_ l k - ,k -  5k6k7), 
]) = G(k6k 7 + k_6k_7) -1, 
71 = - (klkak5 + k_ lk_4k_5) - l .  
The convergence in (21) is pointwise, however, uniform in any subinterval of [Uo, ul], 
O<uo<Ul  < +cx3. 
3. An abstract model with Perron-Frobenius operators. Existence and uniqueness 
(i) 
(ii) 
(iii) 
(iv) 
where 
(v) 
and 
(vi) 
Let 
Let N be a Banach space over the field of real numbers. Let g '  and B(6 ~) denote the dual space of 
o ~ and the space of bounded linear operators on 6 r, respectively. Both these latter-introduced spaces 
are assumed to be equipped by standard norms and thus, they are Banach spaces as well. Let ~-, ~ '  
be the corresponding complex extensions of 8, o ~', respectively, and let B(~-) be the space of all 
linear bounded linear operators mapping ~" into ~.  
Let aU c o ~ be a closed normal and generating cone, i.e., let 
X" + oU c X ,  
ao,~ c ~ for a~R+,  
- J r )  = {0}, 
o,~ denotes the norm-closure of ~ ,  
and 
there exists a 6 > 0 such that II x + y II /> 3 II x II, whenever x, y s ~ .  
W'  = {x 'e~' :  x'(x) >1 0 for all x e.,~ff '} 
X "a = {x~:  x'(x) > 0 for all 0 # x '~X"} .  
We call ~d' the dual cone of X and o,~ a the dual interior of X .  
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In the following analysis we assume that the dual interior ~d is nonempty. 
A linear form ~'eo,~' is called strictly positive, if x'(x) > 0 for all xe ,~,  x # 0. 
We call T e B(8) J~r-positive, or shortly positive, if T~ c o,~. A ~-posit ive operator T • B(¢) is 
said to be o,~-irreducible (shortly irreducible), if for every pair of elements 0 # x eo,~ and 
0 # x' e o,~' there exists a positive integer p = p(x, x') such that [TPx,  x ']  #7 6 0; here we use the 
notation that [x, x'] = x'(x). A J~-positive operator T • B(¢) is called J~r-primitive (primitive), if for 
every x e J~:, x # 0, there is a positive integer p = p(x) such that Tkx • ~:d for all k >/p. 
Remark 3.1. Historically, the first investigations ofcombinatorial nd spectral properties of square 
matrices consisting of nonnegative r al numbers have been made by O. Perron and G. Frobenius in 
the beginning of this century. A theory of linear operators generalizing the concept of a square 
matrix with nonnegative elements i  called Perron-Frobenius theory and the operators and some 
vectors involved in this theory also carry the names Perron and Frobenius. A natural generaliz- 
ation of the concept of an M-matrix leads to the following definition. A linear operator A having 
the form A = pI - C, where Co,~ c X and p >>. r(C), where r(C) denotes the spectral radius of C, is 
called M-operator, or, more precisely, 9if-M-operator. 
Let T e B(~)  and let a(T) denote its spectrum. We say that operator T • B(~)  has the property 
"p", if every element #e o-~(T), where 
a.(T) = {#co'(T):  I~1 = r(T)} 
and where r(T) denotes the spectral radius of T, is a pole of the resolvent operator (2I - T ) -  1. 
Let us assume that we are given a map T -- T(w) whose domain is a fixed set @ c ~,~ such that 
each T(w)~ B(8) is ~:-positive for every w • 9.  
Let us consider the following problem. 
Problem (P). To find an element ~ ~ 9 such that 
T(~)~ = 
subject to 
a ' ]  = 
where ~ = c~(w) is a functional on 9 such that 
0 ~< ~(w) ~<~ < +~ 
for all w e 9 and where ~' • oU' is strictly positive. 
(23) 
(24) 
We are going to investigate the above Problem (P) under the following hypotheses: 
(HI) There is a positive functional 
fl = fl(w), we , 
such that 
T(w) = T(~) 
for all w, v~ e 9 for which fl(w) = fl(~), where fl(w) >>. 0 for w • 9.  
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(H2) Each of the operators T(w), w ~ ~,  is .~ff-irreducible and possesses the property "p". 
(H3) The spectral radius r(T(w)) = 1 for all w~.  
(H4) Denoting by [T(w)]'  the dual of T(w), relation 
[T(w)]'~' = ~' 
holds for all w e @. 
(H5) For all fixed elements e, z e @ and tr > 0, there exists t = t(a) > 0 such that 
fl(t(a)z) = fl(tre). 
More precisely, t depends on the elements z and e, i.e., t(a) = tu,e(a). In particular, we let 
re.w(1) = a, i.e., fl(w) = fl(tre). 
(H6) Let/3 be the functional introduced in (H1) and ~ be a positive-valued real function. Let 
functional ~ be defined by 
= 
which holds for all w ~ ~.  
(H7) Let e ~ ~ be fixed. The equation 
t(a)[tre, ~'] = ~(tre) (25) 
possesses a solution a*. 
(H8) The solution a* to the Eq. (25) is unique. 
Remark 3.2. Hypothesis (H8) is obviously fulfilled if the graphs of the functions ~b :tr ~ t(a)a and 
appearing in Eq. (25) have a unique point of intersection; e.g., if t = t(tr) in (H7) is such that ~b, 
where ~b(a) = t(a)a is nondecreasing and ~ is decreasing. 
Let us summarize some spectral properties of the operator system T(w), w ~ ~. 
Proposition 3.3. For every w ~ ~ we have that 
T(w) = P(w) + Z(w), (26) 
where 
[P(w)] 2 = P(w), P(w)Ztw) = Z(w)Ptw) = 0 (27) 
and 
r(Z(w)) ~< 1. (28) 
Moreover, 
[P(w)]'~' = [T(w)]'~' = ~'. (29) 
Theorem 3.4. Under the hypotheses (H1)-(H7) there exists at least one solution to Problem (P). 
Moreover, there exists an association between the set of solutions of the scalar equation (25) and the 
set of solutions of Problem (P). The number of solutions is bounded above by the number of solutions to 
the scalar equation (25). If, moreover, (H8) holds, then the solution is unique. 
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Proof. Let us take e e ,~fd. Then we have for every a > 0 that 
T(ae)P(ae)ae  = P(ae)ae. (30) 
According to (H5) there is a function t = t(a) = tetae),~e such that f l ( t (a)P(ae)ae)  = fl(ae). 
Let us consider the equation 
[ t (a)P(ae)ae,  ~'] = ~(ae) 
which, according to (24) and (H4), reads 
t(a) [ae, #']  = a(ae). 
By (HT), there is a solution a* > 0. Let 
t* = t(a*) 
and 
= t*P(a*e)a*e.  
We see that v} is the required solution to Problem (P). 
According to (HI) we have that 
T(~)v} = ~. 
Furthermore, using (H6) and (H5), 
[~, ~'] = a(a*e)  
= ~(fl(a*e)) 
= ~(f l ( t*P(a*e)a*e))  
= a( t*P(a*e)a*e)  
= ~(~,). 
Since to each solution of the scalar equation (25) we can construct a solution of Problem (P) in 
a manner as shown above, the assertion concerning the number of solutions to Problem (P) holds 
as stated. 
Let wl and ~2 be solutions to Problem (P). Then, by (H5), 
f l(~j) = fl(8~e), j = 1, 2. (31) 
We know that ~i = t j (~)P(S f )S je .  From (24) we get that 
t(~j)[~je, #'] = a(~je). 
Thus, by (HS), (~j = a*, j = 1, 2, and, hence, ~1 = ~2. The proof is complete. [] 
E. Bohl, 1. Marek/Journal of Computational nd AppliedMathematics 60 (1995) 13-28 
4. An application 
B(u) = 
and 
Let 
k6u - k_ 6 
-- k6u k_  6 -~- k7 
0 -- k7 
f=  = 
0 
-k -vu  , u~>0, 
k-vu  
gl 
0 , 
- -  g2  
23 
(32) 
Let b(u) >>. 0 be such that 
V(u) = b(u) I  - B(u) >1 0 
componentwise, i.e., V(u)R  3 ~ ~3 and c >/0, such that 
W = cI _ fgT  >>. O. 
Since 
[B(u)JT e = 0 = (fgT)T e = 9fTe, 
Remark 4.1. Typically, the map q = q(w) is a polynomial with positive coefficients with respect o 
the components of w. Hence, it is easy to see that the vector e can be replaced by any element 
z ~ Int R 3. 
0 ~< fl(w) ~</7, w ~ ~3,  (36) 
with fl independent of w ~ R 3, e r = (1, 1, 1) and F a positive constant. Furthermore, let G be 
a positive real number. Here [-x, y] denotes the standard inner product on R 3. 
and 
For w ~ R 3 set 
fl(w) = [q(w), e l '  (33) 
where the vector function 
q = q(w) (34) 
is continuous with respect o we R3+ and is such that 
q(w)e Int • 3 i fwe~ 3 (35) 
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we deduce that b(u) = r(V(u)) and c = r(W), where r(C) denotes the spectral radius of 3 x 3 matrix 
C and that for every 0 4: weR 3 there exists a ff > 0 such that 
V(u)~ + f l (w)Wk = (b(u) + fl(w)c)~. (37) 
In other words, 
T(w)~ = ~, 
where 
T(w) = 
1 
[V(u) + fl(w)W]. (38) 
b(u) + fl(w)c 
Remark 4.2. The dependence of the matrix B(u) in (32) upon a parameter ue~+ implies the 
dependence of operator T(w) upon parameter u, i.e., T(w) = T(w; u). 
Let us summarize some spectral properties of the operator function T(w). 
Lemma 4.3. For every w e R 3 
(1) the operator function T(w) = T(w, u), w e Jr", u >1 O, is nonnegative (i.e., T(w)R 3 c Ra+), u >1 0, 
primitive for u > 0 and continuous with respect o we R3 ; 
(2) [T(w)V]e = e for all 0 v~ we~a+ for all u >10. 
As a consequence of Lemma 4.3 we have the following spectral decomposition: 
T(w) = P(w) + Z(w), (39) 
where 
[P(w)] 2 -- P(w), P(w)Z(w) = Z(w)P(w) = 0, r(Z(w)) < 1 (40) 
and 
[P(w)]Te = e (41) 
for all 0 ~ w e •3. 
An important observation is contained in the next proposition. 
Proposition 4.4. Let the map (34) be such that q(w)eInt ~3 for we ~3 and 
{[q(w),e]: we ~3} = {[q(te), el: te  ~1+}. (42) 
Then there exists a componentwise positive-valued continuous function ~b mapping ~a+\{0} into 
Span{e} such that 
fl(w) = fl(~O(w)) = fl(ae). (43) 
Consequently, 
fl(w) = fl(6e) for all w e ~b-1 (6e). (44) 
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Theorem 4.5. Let the map q in (34) satisfy (42) and 
[q(O), e] > 0 
and 
25 
(45) 
[q(aw), e] > [q(a'w), e] for a > a' > 0 (46) 
where w ~ ~ is arbitrary. Then there exists a unique solution ~ > 0 of  equation 
B(u)w - fl(w)foTw = 0 (47) 
subject to 
[ff, e] = G + ~(~), (48) 
where a(w) = pfl(w) with p bein9 a positive real number. 
Proof. It is enough to verify fulfilment of hypotheses (H1)-(H8) of the previous section. Let 
= Z- \  {0}. We see that (HI) is guaranteed by (34) and Proposition 3.3. Since the operator T(w), 
w ~ 9,  is finite-dimensional, (H2) holds; and (H3) and (H4), by Lemma 4.3. 
Let z ~ ~ be fixed. Then, by Proposition 4.4 there is a a > 0 such that fl(u) = fl(ae). Because of 
strict monotonicity required in (46) we also have that for every a > 0 there is a t(a) > 0 such that 
fl(t(a)P(ae)ae) = fl(ae). It is obvious that t = t(a)a is continuous. We also have that 
fl(t(a)P(ae)ae) = fl(ae) < fl(a'e) < fl(t(a')e(a'e)ae), 0 < a < a'. 
Moreover, 
lim t(a)a = 0 
o" "-" 0 
and 
lim t(a)a = + ~.  
O. --~ OO 
This implies that (H5), (H7) and (H8) hold with o~(w) = pfl(w), p > 0, and therefore, by Theorem 
3.4 there exists a solution to the problem 
T(w) = w (49) 
subject o (48) and this solution is unique. Since (49) is equivalent to (47) the proof of Theorem 4.5 is 
complete. [] 
5. An algorithm for numerical computation 
We want to solve the eigenvalue problem analyzed in Section 3 under the hypotheses suggested 
by the application considered in Section 4. This means that the hypotheses (H1)--(H8) with 
appropriate specifications are fulfilled and the matrices A(s; w) and B(u) are natural generalizations 
of those in Section 4. 
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We let ¢ = ~N, N >f 1, ~ = RN+ and we also identify ¢ '  with ~N. Let 
T(w)w = w (50) 
subject o 
[w, e] = u(w), (51) 
where T(w) is an N x N matrix, ee  R N is a given vector (e.g., e = (1, . . . ,  1) v) and ~ = ~(w) = ~ o fl 
where ~ is a given scalar function. 
Algorithm 1. Let e > 0 be a given tolerance. 
(1) Choose Wo and put k = 0. 
(2) Find a solution Wk+l to the problem 
T(Wk)Wk . I = Wk ÷ l. 
(3) Normalize Wk+l SO that 
[Wk ÷ l, e] = ~(Wk). 
(4) Check whether 
/> (NO) 
< e (YES) 
(5) If NO in (52), then let k 4- 1 ~ k and GOTO (2). 
(6) If YES in (52), then GOTO (7). 
(7) Let 
~; ~ Wk+ 1 
and STOP. 
By definition, v~ is the final approximation to the true solution. 
Theorem 5.1. Let ct = ~(w) be bounded in the sense that 
I (w)l n, n>0.  
Let 
(52) 
(53) 
Proof. Let O" k be such that 
fl(Wk) = fl(trke). 
Then, since a(u) = ~(fl(u)), 
a(Wk) = O~(ake), k = l, 2, ... . 
[T(w)x,  e] = [x, e] gx  ~ I~+ N. (54) 
I f  the scalar equation in (25) which is associated with problem (50), (51) is uniquely solvable, then the 
sequence {Wk} generated by Algorithm 1 is convergent to the unique solution w*. 
E. Bohl, I. Marek/Journal of Computational and Applied Mathematics 60 (1995) 13-28 27 
This means that {Tk = te, kk (1) and our hypotheses imply that ~b- 1 ({Tke) = Wk, where ~b is an analog as 
defined in Proposit ion 4.4. By (44) 
fl(ake) = fl(Wk) 
and by continuity of ~ and hence of ~k- 1, we can conclude that from Wk --' Woo it follows that 
O" k ~ {700. 
Since, by (54), I-Wk+l, e] = [T(wk)Wk+I, e] = ot(wk), the sequence {Wk} contains a convergent 
subsequence. We easily check that Wk+l = tkP(Wk){Tke. 
Hence 
~({Tke) k = O, 1 . . . . .  
tkak = [e, e] ' 
Let 
lim Wkj = Woo, 
j--* oo 
and also 
lim f fk j  = {7oo. 
j--* oO 
Then also 
lim T(Wk)= lim T({7k~e)= T({7~e)= T(w~). 
j ~ oo j --* oo 
Since wkj+l = tkjP(Wk){Tk~e, we deduce that 
= lim Wk~+l = t®P({7ooe)aooe. 
j~  oo 
Moreover, from 
and 
tooa~ [e, e] = ~({7ooe) 
fl(o'~e) = fl(ff), 
We deduce that 
too = t(tr~). 
(55) 
ff = l im ~k, 
k~oo 
Thus, we can treat tkj as  t({7kj ).
Summarizing, we see that ~ = T(w~)~ and, by (55), ~ = T(~)~. Therefore, ~ = w*, where w* is 
the unique solution to the problem (50), (51). 
Let 
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where (~k} is a subsequence of the sequence {Wk}. Then ~tl~ = ?~P(8e)e with fl(tie) = fl(ff) satisfies 
condition ?8[-e, e-1 = ~(tie) = ~(?~P(Se)e. If follows that ~tl) = w*. Finally, 
We see that the essential step in Algorithm 1 consists of computing an eigenvector f a stochastic 
matrix corresponding to the Perron eigenvalue 1, the so-called stationary probability vector. 
The problem to compute the stationary probability vectors of a given stochastic matrix is rather 
intensively studied, e.g., I-1]; see also [8] and the references therein. 
Motivated by the model considered in the present paper a quite effective method of computing 
stationary probability vector of an irreducible stochastic matrix is presented in [8-1 together with 
rather ich experimental documentation. I  the performed experiments a rather special structure of 
the matrices implied by the cascade problem has been taken into account. A consequence of the 
experimental results is that the iterative aggregation/disaggregation method presented in [8] is 
suitable and effective in problems imilar to those in the cascade problem. 
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