Motivation: Pair-wise alignment of protein sequences and local similarity searches produce many false positives because of compositionally biased regions, also called low-complexity regions (LCRs), of amino acid residues. Masking and filtering such regions significantly improves the reliability of homology searches and, consequently, functional predictions. Most of the available algorithms are based on a statistical approach. We want to investigate structural properties of LCRs of biological sequences and develop an algorithm for filtering them.
this area, see (Mount, 200) .)
There are two types of similarity search, global and local, which differ in terms of the strategy of the algorithms. Global similarity searches seek to maximize the similarity score along the whole sequences (Needleman et al., 1970) . Local similarity searches seek to maximize the score of some isolated regions (Smith et al., 1981) . Local similarity algorithms are usually more meaningful than the global ones because biological sequences include conserved patterns, which have possibly been mutated and/or rearranged in the course of gene evolution. Moreover, often database searches involve partially sequenced or erroneous sequences, for which global similarity does not give meaningful information.
Many algorithms for the local similarity searches, such as FASTA (Pearson, 1990) and BLAST (Altschul et al., 1997) among others, have been developed, and their performance has been evaluated.
However, one of the difficulties encountered by these algorithms is to reliably distinguish related sequences from unrelated ones, because they produce many false positives from which relevant biological information is difficult to derive. For example, a high similarity score between a pair of unrelated protein sequences can occur because the sequences contain compositionally biased or nonrandom (so called lowcomplexity) regions of some amino acid residues (Wootton, 1994) . Such a false score may lead to an erroneous prediction due to these regions, which are not genuine homology. (In this paper we shall use the term low-complexity regions (LCRs) to denote the compositionally biased regions defined in (Wootton et al., 1993) ). The compositional and structural properties of LCRs and their dynamics are not well understood. They may be the results of mutational processes such as replication slippage, unequal crossing-over and biased nucleotide substitution. With no clear biological model available, however, it is challenging to develop an analytic method for identifying LCRs, if any, on a given biological sequence.
It has been shown that by filtering LCRs from protein sequences, the quality of similarity searches can be improved (Pearson, 1998) . Several heuristic preprocessing algorithms have been developed for masking a query sequence for LCRs before a database search is performed. Among others are three algorithms, XNU (Claverie et al., 1993) , SEG (Wootton et al., 1993) and CAST (Promponas et al., 2000) .
Given a protein sequence, they find LCRs and mask them with undefined residue type 'X' (Altschul, 1994) . It has been shown that with such masked sequences the quality of similarity searches can be improved (Pearson, 1998) .
XNU identifies LCRs in two ways, by internal repeats and intrinsic repeats. Internal repeats are the tandem arrangements of discrete units, and intrinsic repeats are the compositionally biased segments of a small number of distinct amino-acids with no clear repeating pattern. Those repeats are identified on a dot-plot matrix of self-comparison of the query sequence by scoring the local similarity with a PAM matrix and estimating the statistical significance of the score (Claverie et al., 1993) . SEG finds LCRs based on an information measure of the complexity state vector, which reflects residue composition appearing on a sliding window, with no regard of the patterns or periodicity of sequence repetitiveness. SEG is a two-pass algorithm. In the first pass the algorithm identifies approximate segments of low complexity using the sliding window. In the second pass those segments are optimized. If the information measure of an optimized region is lower than a given threshold, then the region is marked as an LCR.
CAST has a different approach to LCRs from the others. LCRs are defined as the regions that score higher than the threshold (cut-off) value in the results of a local similarity search with a homopolypeptide, i.e., a sequence composed of a single amino acid type. The similarity search is done by using a dynamic programming algorithm. For a given input sequence, 20 similarity searches are performed iteratively, each against one amino type of homopolymer. In each of the iterations, the algorithm finds a region showing the highest score. If the score exceeds the chosen threshold, the algorithm masks the residues of the type identical to the homopoymer type.
In this paper we introduce a new algorithm, called CARD (complexity analysis with repeat delimit), for detecting LCRs based on repeating subsequences. The algorithm is different from XNU in that it targets only the regions of the sequence that are delimited by a pair of identical subsequences. If these subsequences are positioned in tandem or overlapped, the region containing the two identical subsequences is marked as an LCR. Otherwise, the algorithm, going from left to right, iteratively computes the (Shannon's) information of the repeat concatenated with each segment of the same length as that of the repeat. This iteration continues until either it reaches the right repeating subsequence and masks the subsequence as an LCR, or sees the computed information is greater than that of the left repeating subsequence. The algorithm uses the suffix tree (Weiner, 1973) , which is a powerful data structure for computing all repeating substrings in a given sequence. We carried out an extensive experiment with the four algorithms, XNU, SEG, CAST and CARD to analyze their performance on a test data set collected from protein database Pfam (Bateman et al., 2002) . The results show that our simple approach is strongly competitive with others. The results imply that repeating subsequences are a strong indicator for searching LCR.
System and methods
Algorithm CARD is written in Visual-C++, and developed on a Dell precision 420 workstation. Two versions are available; one running on Windows2000 and the other on UNIX/Linux using GNU C++ compiler.
Preliminary
In this paper we will use the term biological sequence (or simply sequence) and subsequence, respectively, for the generic terms string and substring. Notice that in the field of computer science, the term subsequence is often used not only for a segment of a sequence but also for an ordered collection of (not necessarily contiguous) characters along a sequence. However, in this paper we will use subsequence exclusively for a segment of a sequence, i.e., substring. For a sequence s, a suffix of s is a trailing subsequence of s, and a prefix is a leading subsequence of s.
For example, y is a suffix and x is a prefix of s, if s = xy. For a sequence s, by |s| we denote the number of residues in s, i.e. the length of s. Repeating subsequence (or simply repeat) in s is a subsequence that appears more than once in s. In a biological sequence, a pair of repeats can occur separated, in tandem or overlapped as shown in Figure 1 Let Σ be an alphabet, i.e., a set of residues. We present the following well-known theorem (Harrison, 1978) which shows an important sequence property that will be used in the following section. A tree is a connected graph with no cycle. A rooted tree is a tree which has a designated node called root. (In this paper by tree, we mean a rooted tree.) Labeled tree is a tree with a label assigned on each edge. Leaf nodes are the nodes with no child node. A node that is neither leaf nor root is called internal node. A path is a sequence of edges, and for a given path in a labeled tree, the path label of the path is the concatenated labels found along the path.
A suffix tree for a sequence s is an edge labeled tree, which satisfies the following two conditions:
(1) For every suffix y of sequence s, there is a unique path from the root to a leaf node with path label y.
If y starts at i -th position of s, the leaf node is labeled with i .
(2) If two suffices y and y' of s have a common prefix, say x, then there is a common path from the root to an internal node with label x. Figure 3 shows an example of the suffix tree for sequence baaabaaa$. (Notice that the end of sequence marker $ is appended to make the tree satisfy the conditions. Refer to (Gusfield, 1997) for further details.)
Fig. 3. Suffix tree for sequence baaabaaa$
There are many algorithms available that given a sequence over a constant alphabet, construct a suffix tree in time linear to the length of the sequence (Gusfield, 1997) . In this paper we use Ukkonen's algorithm for constructing suffix trees (Ukkonen, 1985) .
The suffix tree of a sequence readily provides all repeating subsequences of the sequence and their locations. Every path label from the root to an internal node corresponds to repeating subsequences, and the labels in the leaf nodes of the subtree under the internal node are the starting positions of the repeats.
On Figure 3 we can easily see that baaa is a repeat located at 1 and 5, aaa is a repeat located at 2 and 6, aa is a repeat located at 2, 3, 6 and 7, and so on. We need the following definition: . Notice that all the positions in v P are distinct. For convenience we keep these indices sorted in increasing order. Traversing the suffix tree depth first, we can compute the position list for every internal node. We can easily show that there can be at most n -2 internal nodes in a suffix tree for a sequence of length n.
In this paper, we use Shannon's information as the measure for the complexity of a subsequence. (Shannon, 1951) . In this paper, we define LCR as a subsequence that is delimited by a pair of identical repeats and the information of each segment (of length equal to the length of repeat) is not greater than that of the repeat.
(In the following section for the algorithm we will further elaborate this part.) In sections 5 and 6 we will carry out extensive experiments with a protein test set collected from Pfam in order to find optimal parameters for our algorithm and compare it with other algorithms for detecting LCRs. T and X N , respectively, be the number of masked residues in the filtered sequence and the number of masked residues outside of the domains of the sequence. We define three ratios; detection ratio ( DR ), hit ratio ( HR ), and mark ratio ( MR ) as follows:
Algorithm
Now we present our algorithm, named CARD (complexity analysis with repeat delimits). Given a sequence s, the algorithm detects all LCRs in s and masks them in two phases. The algorithm first constructs a suffix tree T for s and for every internal node v, computes the position list v P . In the second phase, the algorithm, using the position lists, iteratively detects LCRs and masks them as follows: Now we present a pseudo code for algorithm CARD in Figure 5 . Notice that step 6 of the algorithm first checks if the subsequence delimited by a pair of repeats is a tandem repeat. If it is, the algorithm simply masks the subsequence without computing its information. Otherwise, it enters the iteration of steps 9 and 10 to tests if the information of the subsequence is not greater than that of the repeat as described above.
input : a sequence s.
output: masked sequence of s. 
Speeding up the algorithm
If the repeats are in tandem or overlapped, step 6 of the algorithm simply marks the region spanned by the repeats as an LCR. However, for the other case, when the right and left repeat are separated by a "gap", the algorithm, going from left to right, iteratively trace the variation of the information by step 9 through 10 to see if it can reach the right repeat without exceeding the threshold value. Theoretically, it would take too much time to examine all possible pairs of such repeats. There can be ) ( 
Bounds on the length of LCR
For the lower bound of LCR length, we set it to 4, because LCR length of 3 must be delimited either by repeats of length one separated by one residue, or delimited by overlapping repeats of length two. It follows that the repeat delimited subsequence of length 3 should be a homopolymer (AAA, for example).
Such subsequences are abundant in protein domains, which must be avoided. To see how such a short lower bound affects the filtering, we ran CARD with 1,000 test sequences and masked LCRs in the sequences. (In the next section, we will describe this test set in more detail). With the 1,000 masked test sequences, searching Pfam database with the lower bound set to 3 resulted in the domain detection ratio of (DR) 94.7%. With the lower bound set to 4, we found the ratio increased up to 98.9%. This implies that protein domains contain significant amount of homopolymers of length 3. So we set 4 as our default lower bound of LCR for our algorithm.
To find a proper upper bound, we carried out the same experiments to see how the number of LCRs changes depending on their length. Figure 6 show these results. The figure shows that for the test set no LCR of length greater than or equal to 18 is detected. We chose 18 as the default upper bound on the LCR length. 
Bounds on the length of repeating subsequences.
The following theorem shows that with 2 as the lower bound on the length of repeats, CARD can detect all LCRs of length greater than or equal to 4, the lower bound on the length of LCRs that we have set above.
Theorem 3. Let w be a subsequence such that |w| ≥ 4. If w is masked as an LCR by algorithm CARD, then w is delimited by a pair of repeats whose length is at least two.
Proof. If w consists of more than one type of residues, it should be delimited by a pair of identical repeats of length at least two. Otherwise, if the length of the repeat is one, the threshold of information is zero, and the algorithm will terminate the iteration (steps 9 and 10) in the middle and fail to mask w as an LCR. If subsequence w consists of one type of residue, then w is homopoymer, and hence, consists of two overlapping subsequences of length |w| -1, that will be masked as an LCR by step 6 of the algorithm.
Obviously, when |w| = 4, which is the lower bound of LCR length, the algorithm will mask w as an LCR with two overlapping identical repeats of length 3.
To find a proper upper bound on the length of repeating substrings which delimit an LCR, we ran CARD with the same test data that we used for the bounds on the length of LCRs, and examined how the number of masked residues changes, depending on the length of repeats. Figure 7 shows that the number of masked residues leveled off at repeating subsequence of length 8. Therefore, we set our default upper bound on the length delimiting repeats to 8. 
Improving the algorithm further with domain property
We found the detection ratio (DR) for two families LRR and EGF (87% and 91%, respectively) typically low compared to that (over 97%) of the others. This fact implies that the domains of these two families contain many repeats. We examined the test sequences from these families, and found that their domains are short (23 and 35 residues, respectively, while the sequence average is 122), and have many leucine rich repeats, such as "lsls", "dldl", "slsl", "ylyl", "flfl" and "lnln." It turned out that CARD had masked these tandem patterns as an LCR, causing the lower DR. Column 2 of Table 1 shows the total number of these 6 tandem patterns appearing in each family of our test set, and column 3 shows the number of those appearing inside the domains. This table shows that a significant portion (about 70%) of the pattern exists in the domains. Hence, we decided not to mark those patterns to improve DR.
Adding those tandem patterns as an optional parameter to be excluded from masking, we ran CARD with the same test set. The results showed significant increase in DR for the two families (for LRR up to 93%, and for EGF up to 92%) without affecting other families. This is because the range of masking inside the domains of the other families is not significant enough to affect the results of Pfam's domain search algorithm. This experiment shows the possibility of improving the algorithm's performance further with a repeat pattern library collected from wide varieties of biological sequences. 
Performance test and analysis
To evaluate the performance of our algorithm CARD, we ran it with a test set, together with the other three LCR filtering algorithms; SEG, XNU and CAST. Unfortunately, there is no benchmark test data available for evaluating LCR filtering algorithms. We constructed a test set by first selecting the top twenty families (see the first column of Table 1 ) from Pfam protein database, which has about 4,800 domain families, and then randomly choosing 50 protein sequences from each family, collecting a total of 1,000 test sequences. This test set contains full protein sequences as well as protein fragments. Columns 2 and 3 of Table 2 show the number of domains and the proportion (%) of domain residues, respectively.
Entries in column 2 show that some proteins have multiple domains and some do not have any. (For example, LRR family contains members having two domains LRR and zf-C2H2.) Column 4 of the table shows the proportion of the residues in LCRs identified by CARD that are delimited by a pair of overlapping or tandem repeats. In the parentheses of the last two columns, it shows the standard deviation(s) of each proportion from the average. This column shows that on an average 78% of the LCRs are delimited by tandem or overlapping repeats. This data implies that CARD detects a significant proportion of LCRs in constant time, without going into the time consuming iteration (steps 8 through 10) of the algorithm. = 2.5 bits), CAST (with threshold score 40), XNU (with PAM120 and probability cut-off = 0.01, max-search-offset = 4, and min-search-offset = 1) and CARD (with LCR length: lower bound = 3, upper bound = 18, repeat length: lower bound = 2, and upper bound = 8). Then the 1,000 filtered (i.e., masked with X) sequences by each algorithm were queried to Pfam, and for each family, computed the three ratios that we have defined in Section 2; DR (detection ratio), HR (hit ratio) and MR (mark ratio). The results are summarized in Table 3 . Figure 8 compares the average ratios from the four algorithms over all test sequences. Their average detection ratios (CAST: 98.3%, CARD: 98.5%) are higher than those of others (SEG:
96.6%, XNU: 97.0%), while their average masking ratios (CAST: 2.3%, CARD: 3.1%) are lower than those of the others (SEG: 7.2%, XNU: 5.6%). These results implies that SEG and XNU are "over masking" into domain regions.
In terms of HR, CAST is the best (73%). However, we cannot evaluate the algorithms by HR alone. We should also consider other measures. CAST's MR is the lowest due to the selective filtering procedure. Notice that for families GP120, rvp, COX1, RuBiscos, cytochrome and HCV, even though algorithm CARD's HR is significantly low (and some of them are quite lower than those of other algorithms), its DR is 100%. This is because the domain length in those families is quite large (over 70% of the sequence length as shown in column 2), and the masking is not critical enough to affect Pfam's domain detection algorithm. As an example, Figure 9 shows a GP120 family member, human immunodeficiency virus type 1, and its masked version, where the italicized font shows the domain region.
[ To examine the statistical quality of the masked sequences by the four algorithms, we randomly chose 5 sequences from each of top 20 families in pfam DB, totaling 100. We masked these 100 sequences by each of the four algorithms, and using BLASTP at EBI, queried protein database UniProt with these masked sequences. For the query, we used BLASTP's default parameter; BLOSUM62, EXP THR=10 and normal sensitivity. Table 4 summarizes the responses. Column 2 of the table shows the number of masked proteins, which varies significantly depending on the algorithm. Column 3 shows the number of cases where the top hit of the BLASTP search was the queried sequence itself. It shows that all the proteins masked by the four algorithms were at the top. value, the lower the significance of the similarity score.). This result shows that, in terms of statistical quality of the masked sequences, CARD is the best among the four algorithms. The last column shows the running time of the four algorithms for masking the 100 proteins, with average length of 420 residues.
CARD is very slow. On average, it takes about 0.23 second to mask a sequence. The algorithm is implemented in C++. The major data structure of the algorithm is object lists for the suffix tree, which requires extensive dynamic memory management.
Giving a margin on the threshold information
The algorithm CARD uses the information content of the repeat as a threshold for deciding whether the region delimited by the repeating subsequence is an LCR or not. With the same test set we ran CARD to see how its filtering capability changes in terms of the four measures, DR, HR and MR, when the threshold is increased by certain percentage of the default value. Figures 10 through 12 show the results. As expected, as the threshold increases, DR decreases, while MR increases. These figures show a minor change in all the three measures with the threshold increased up to 40%, and then a steep change. In particular, HR shows positive as well as negative effects up to 40%, which implies compositional variations of the subsequences delimited by repeats. We found that families with many short domains (e.g., LRR, WD40, ank, PPR and efhand) are the main source of such variations (see column 2 of Table 1 ).
This experiment shows the possibility of increasing the MR of algorithm CARD by raising the threshold margin up to 40%, while keeping the algorithm's DR comparable to that of SEG and XNU.
Discussion
We have presented a new algorithm, named CARD, for detecting LCRs in a given protein sequence based on repeating subsequences. The repeating subsequences are found on the powerful data structure suffix tree constructed with the given sequence. We showed that using the property of repeating subsequences in the biological sequences, it is possible to speed up the algorithm and improve the quality of masking. Our experiments for the performance of the four LCR filtering algorithms with the measures DR, MR, and HR
show that CARD can compete fairly with the other three algorithms.
As far as we know there are no reports in the literature describing structural characteristics of LCRs in biological sequences. Our analysis with the test data shows that repeating subsequences, which can be efficiently collected from the suffix tree, are a good indicator for detecting LCR.
If we want to filter a large number of sequences and are concerned with the processing time, CARD is not the optimal choice. However, for an interactive application with a few sequences, CARD's processing time of about 0.23 second per protein would not be a serious problem. The current version of CARD has enough room to improve its running time. We are currently revising the algorithm for constructing the suffix tree based on the suffix array representation. This revision will improve the running time. Our next work is to extend our algorithm for filtering DNA sequences.
