Abstract-The carbonation tower is a key reactor to manufacturing synthetic soda ash using the Solvay process. Because of the complexity of the reaction in the tower, it is difficult to control such a nonlinear large-time-delay system with normal measurement instrumentation. To solve this problem, a time-delay neural network (TDNN) is used in the soft measurement model in this paper. A special back-propagation algorithm is developed to train the neural network. Compared with the model based on multilayered perceptron, it is shown that TDNN can describe the system's dynamic character better and predict much more precisely. The influences of the input variables to the output of the model are analyzed with the online data. Analysis results show this model matches the reaction kinetics and the real operating conditions. Index Terms-Back-propagation (BP) algorithm, carbonation tower, soft measurement, temperature prediction, time-delay neural network (TDNN).
I. INTRODUCTION
T HE Solvay process is the dominant method used in the world to manufacture synthetic soda ash today. And the carbonation tower is the most important reactor in the Solvay process. Fig. 1 shows its main structure. Because of the complexity of the mechanism and kinetics in carbonation process [1] , [2] , it is very hard to build an accurate mathematical model to describe such a reactor. It is even more difficult to set up an algorithm used to control the tower online based on the mechanism model.
The temperature profile along with the height of the carbonation tower should be carefully controlled to ensure sodium bicarbonate crystals growing to the required size and to maximize soda ash yield. If the crystal size is too small, filtration of the product becomes very difficult and other problems arise at the calcining stage. Because of the nonlinear and large time delay character of the carbonation tower, it is very hard to control its temperature profile by using ordinary control strategy, such as PID which is used most widely in chemical plants.
The neural network has been applied successfully for the time-delay compensation of nonlinear processes [3] , [4] . Particularly, time-delay neural network (TDNN), originally designed for speech recognition, performs excellent in the modeling of dynamic system with large time delay [5] , [6] . In this paper, TDNN is used to predict the temperature of the 12th layer in the carbonation tower, which is a key variable in the temperature profile. Comparing with the model based on multilayered perceptron (MLP), the prediction of TDNN model is more accurate and robust. Furthermore, based on the TDNN model, the effectiveness factor of each input variable is analyzed.
II. SOFT MEASUREMENT MODEL
A. Model Structure Fig. 2 shows the main structure of the prediction model based on TDNN. The soft measurement model has 9 input variables and the output is the prediction of the temperature of the 12th layer in the carbonation tower. The time interval of the inputs is 1 min. There are totally 19 variables that can be measured online and used to predict the 12th layer's temperature. These variables include five temperatures (5th, 7th, 12th, 17th, and 23rd layer) that can be measured in the tower, the temperature and flowrate of reactants (the pre-carbonated ammoniacal brine, calcining gas I and calcining gas II), product (the carbonated ammoniacal brine), chilled water and cooling water and the pressure of gases (calcining gas I and calcining gas II). Based on the reaction mechanism and experiences of the operators, 9 of them are chosen as the model inputs. Especially, the temperature of 12th layer is not one of the inputs because of its too strong effect and correlation with the model output, which is the 3-min prediction of that temperature.
The Pretreatment of the input variables includes filtering and normalizing of the input variables that are online measurement values of a carbonation tower. Usually, the online data include much noise, which is very harmful to the stability of the model. Especially for a model based on artificial neural network, a small change of input can lead to large output change. Since the model output is temperature, which does not change very fast, an finite impulse response (FIR) filter is designed to treat the input data and the length of filter's window is 1 min. Normalizing is another important function for the input pretreatment. For the convenience of artificial neural network design, the input of the network is normalized to and 1. TDNN is a multilayer feedforward network whose hidden neurons and output neurons are replicated across time. Fig. 3 shows the structure of TDNN. , and are input, hidden and output neurons, respectively. and are the weight of the connection between neurons. It is very similar with multilayered perceptron (MLP). It has three layers, including input layer, hidden layer and output layer. Different from MLP, the weights in TDNN are not scalars but vectors. The length of the vector should be decided carefully. If the length of the weight vector is too short, the model would not be able to represent the large-time-delay property of the system. On the other hand, the model can not response the input changes in time if it is too long. In the model developed in this paper, the weights from the input layer to the hidden layer have a length of 17. And the length for the weights from the hidden layer to the output layer is 9.
The input layer of TDNN used in this model has nine neurons for the nine input variables, including the flowrate of carbonated ammoniacal brine, the flowrate of pre-carbonated ammoniacal brine, calcining gas I and calcining gas II, the temperature of 5th, 7th, 17th, and 23rd layer of the tower and the quantity of heat removed by the cooling water and chilled water. There are 21 neurons in the hidden layer and one neuron in the output layer. The last unit of the prediction model transforms the output of TDNN, which is a normalized value ranging from to 1, to a prediction value. Also an FIR filter, whose length is ten, is used to enhance the stability of the model output.
B. Training Algorithm For TDNN
Because of the similar structure of TDNN and MLP, backpropagation can be applied to train the TDNN. Back-propagation through time [7] is used to train the TDNN of this model. The performance index of the algorithm is (1) where is the error between model output and training goal for each input at discrete time . Then, the chain rule of each error's gradient can be expressed as (2) (2) where the weight of the neuron in the th layer to the neuron in the ( )th layer; the output of the neuron in the th layer. For the layers :
where is the input of the neuron in the th layer and is a vector of the weight, whose length is .
From (1)- (3), (4) and (5) (seen at the bottom of the next page) can be obtained as the weight modification algorithm [8] used to train the TDNN, where the coefficient used to adjust the step of BP algorithm, usually ; the input of the neuron in the th layer; the Sigmoid function used in the neuron.
C. Model Input Evaluation
There are totally 19 variables that can be measured online and used to predict the 12th layer's temperature. So it is an important issue to evaluate the effectiveness of each measurable variable on the model output, which will be helpful to choose the model inputs. For this purpose, an effectiveness factor is defined Fig. 4 . Comparison between the model output and actual temperature based on TDNN model. as (6) to show the impact of each input on the output of the model (6) where is the output of TDNN model with the input of and is the total number of inputs.
is the average of , and is the total number of the samples.
III. EXPERIMENT RESULTS
Using a training set from the historical data of a carbonation tower, the TDNN model is trained to predict the 12th layer's temperature of the carbonation tower 3 min ahead by the training algorithm mentioned above. Fig. 4 is the comparison between actual temperature and the TDNN model's output with inputs from a validation data set.
Using the same training set, a three-layer MLP model is trained. Fig. 5 is the comparison between actual temperature and the MLP model's output. The MLP model has the same number of nodes for input and output layer as the TDNN model, while it has 31 nodes for the hidden layer. Both of the two figures show a sample of about 900 points, i.e., is 15 hours' data. Fig. 5 shows that the model based on MLP fails to predict the actual value of output. Table I The effectiveness factor of each input is compared in Fig. 6 . It shows that the flowrate of calcining gas II has the largest impact on the 12th layer's temperature. It fits well with the real situation. Operators usually adjust the flowrate of the calcining gas II first to control the temperature profile of the carbonation tower. Another important fact can be found from 
IV. CONCLUSION
Based on the above analysis, it can be concluded that the prediction model presented in this paper can predict the 12th layer's temperature of the carbonation tower accurately. Because of the serious nonlinear character and large time delay of the carbonation tower, the proposed model based on TDNN is more accurate than MLP or other linear regression method. Based on this model, the effectiveness factor is defined to analyze each variable's impact on the model output. Such analysis shows that the model based on TDNN not only can predict the actual temperature, but also fits the kinetics of the carbonation tower's operation. With this model, a better control strategy can be developed to ensure the carbonating process is more stable and then to improve the yield.
