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Abstract
We investigate the weak solvability and properties of weak solutions to the
Dirichlet problem for a scalar elliptic equation −∆u+ b(α) · ∇u = f in a bounded
domain Ω ⊂ R2 containing the origin, where f ∈ W−1q (Ω) with q > 2 and b(α) :=
b− α x|x|2 , b is a divergence–free vector field and α ∈ R is a parameter.
1 Introduction and Main Results
Assume Ω ⊂ R2 is a bounded domain with a C1–smooth boundary ∂Ω and 0 ∈ Ω.
We consider the following boundary value problem:

−∆u+
(
b− α x|x|2
)
· ∇u = − div f in Ω
u|∂Ω = 0
(1.1)
Here u : Ω→ R is unknown, b : Ω→ R2, f : Ω→ R2 are given functions and α ∈ R
is a parameter. We always assume that the vector field b satisfies the assumptions
b ∈ L2,w(Ω), div b = 0 in D′(Ω), (1.2)
where L2,w(Ω) is a weak Lebesgue space equipped with the norm
‖b‖L2,w(Ω) := sup
λ>0
λ |{ x ∈ Ω : |b(x)| > λ }| 12 (1.3)
Note that
div
x
|x|2 = 2πδ0 in D
′(Ω),
where δ0 is the delta-function concentrated at x = 0. We also define the total drift
b(α) := b− α x|x|2 . (1.4)
Then from (1.2) we obtain
b(α) ∈ L2,w(Ω), ‖b(α)‖L2,w(Ω) ≤ C
(|α|+ ‖b‖L2,w(Ω)) ,
and the divergence of b(α) is sign-defined: div b(α) ≤ 0 in the sense of distributions
if α ≥ 0 and div b(α) > 0 if α < 0. The negative sign of div b(α) means that the
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drift term generates the positive increase to the quadratic form of our differential
operator while the negative sign of div b(α) means opposite. The goal of this paper
is to investigate the existence and properties of weak solutions to the problem (1.1).
Our research is partly motivated by axially symmetric problems for the 3D
Navier-Stokes equations. In the study of such problems the equation
∂tu−∆u+
(
v − α x
′
|x′|2
)
· ∇u = 0 in R3 × (0, T ) (1.5)
plays an important role. Here v = v(x, t) is the divergence-free velocity field, x′ =
(x1, x2, 0)
T , and u = u(x, t) is some auxiliary scalar function. For example, for
axially symmetric solutions without swirl (i.e. if v(x, t) = vr(r, z, t)er + vz(r, z, t)ez
where er, eϕ, ez is the standard cylindrical basis) the equation (1.5) is satisfied for
α = 2 and u =
ωϕ
r , where ωϕ := vr,z−vz,r and r = |x′|. In the case of general axially
symmetric solutions v(x, t) = vr(r, z, t)er + vϕ(r, z, t)eϕ + vz(r, z, t)ez the equation
(1.5) holds for α = −2 and u = rvϕ.
It is well-known in the Navier-Stokes theory (see, for example, [13], [19], [20],
[22], [25]) that while in the case α > 0 some results like Liouville-type theorems
assume no special conditions on the solutions u to the equation (1.5) besides a
proper decay of the drift v, the analogues results in the case α < 0 require the
additional condition u|Γ = 0 where Γ := {x ∈ R3 : x1 = x2 = 0}. Our equation
(1.1) can be considered as a 2D elliptic model for the general equation (1.5) and
one of the goals of the present paper is to investigate from the general point of view
the role the condition u(0) = 0 (which is modeling the condition u|Γ = 0 in the 3D
situation) plays in the theory.
During the last few decades the problem (1.1) was intensively studied in the
case of the divergence-free drift (i.e. for α = 0), see, for example, the papers [4],
[5], [9], [15], [16], [18], [21], [23], [24], [26], [27] and references there. Papers devoted
to the non-divergence free drifts are not so numerous (see [10], [11], [12] for the
references). In the general situation the drift can be decomposed into divergence-
free and potential parts. So, our problem (1.1) can also be interpreted as a model
problem containing a singular potential part of the drift whose divergence is sign-
defined.
Our work was motivated to a certain extent by the recent paper [12] where the
problem (1.1) was studied in the case of Ω ⊂ Rn with n ≥ 3 and b ∈ Ln,w(Ω) such
that div b ∈ Ln
2
,w(Ω), div b ≤ 0. Our results concerning the case α ≥ 0 can be
viewed as a 2D version of results in [12]. The main technical difference between
[12] and our work is that in the 2D situation the divergence of the drift is not an
integrable function but only a measure.
We define the bilinear form Bα[u, η] by
Bα[u, η] :=
∫
Ω
b(α) · ∇u η dx (1.6)
This form is well-defined at least for u ∈ W 1p (Ω) with p > 2 and η ∈ Lq(Ω) with
q > 2pp−2 . Note that as b
(α) is singular the drift term in (1.8) generally speaking is
not integrable for u ∈W 12 (Ω). So, instead of the standard notion of weak solutions
from the energy class W 12 (Ω) following to [12] we introduce the definition of p–weak
solutions:
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Definition 1.1. Assume p > 2, f ∈ Lp(Ω) and b satisfies (1.2). We say u is a
p–weak solution to the problem (1.1) if u ∈
◦
W 1p(Ω) and u satisfies the relation∫
Ω
∇u · ∇η dx + Bα[u, η] =
∫
Ω
f · ∇η dx, ∀ η ∈
◦
W 12(Ω). (1.7)
From the imbedding theorem we obtain that for p > 2 every p–weak solution to
the problem (1.1) is Ho¨lder continuous:
u ∈ C1− 2p (Ω¯).
Moreover, the form Bα[u, u] in (1.7) possesses the following property:
Proposition 1.1. Assume b satisfies (1.2). Then for any α ∈ R and any v ∈
◦
W 1p(Ω)
with p > 2 the quadratic form Bα[v, v] satisfies the identity
Bα[v, v] = 2πα |v(0)|2 (1.8)
To demonstrate effects concerning weak solvability of the problem (1.1) we take
f ≡ 0, b ≡ 0, and consider the equation

−∆u− α x|x|2 · ∇u = 0 in B
u|∂B = 0
(1.9)
in the unite ball B := { x ∈ R2 : |x| < 1 }. For radial solutions u(x) = v(|x|) the
equation (1.9) reduces to the ODE for the Darboux-type operator
v′′(r) +
α+ 1
r
v′(r) = 0, r ∈ (0, 1)
The family of solutions to this ODE is v(r) = c1 r
−α + c2 if α 6= 0 and c1 ln r + c2
if α = 0. If α ≥ 0 then the only weak radial solution u(x) = v(|x|) to the problem
(1.9) such that u ∈ W 12 (B) is identically zero. To the contrast, if α < 0 then we
have a one-parameter family v(x) = c(r|α|−1) of non-trivial p-weak solutions to the
problem (1.9) with some p = p(α), p > 2. In particular, for α < 0 p-weak solutions
of the problem (1.9) are non-unique, see also [17] for a related result. Nevertheless,
if for α < 0 we supply the problem (1.9) with the additional condition u(0) = 0
then any radial p-weak solution to (1.9) satisfying this requirement is identically
zero. This hints that in the case of α < 0 the condition u(0) = 0 can service as an
additional requirement that provides uniqueness for the problem (1.1). Our goal is
to investigate existence of p-weak solutions satisfying this requirement.
The main results of the present paper are the following two theorems:
Theorem 1.1. Assume α ≥ 0, b satisfies (1.2) and q > 2. Then there exists p > 2
depending only on q, Ω, α and ‖b‖L2,w(Ω) such that for any f ∈ Lq(Ω) there exists
the unique p–weak solution u to the problem (1.1). Moreover, this solution satisfies
the estimate
‖u‖W 1p (Ω) ≤ C ‖f‖Lq(Ω), (1.10)
with the constant C depending only on q, p, α, Ω and ‖b‖L2,w(Ω).
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Theorem 1.2. Assume α < 0, b satisfies (1.2) and q > 2. Then there exists p > 2
depending only on q, Ω, α and ‖b‖L2,w(Ω) such that for any f ∈ Lq(Ω) there exists
the unique p–weak solution u to the problem (1.1) satisfying the condition u(0) = 0.
Moreover, this solution satisfies the estimate (1.10) with the constant C depending
only on q, p, α, Ω and ‖b‖L2,w(Ω).
Acknowledgement. The research of the second author was carried out with the
financial support of the Ministry of Education and Science of the Russian Federation
(project no. 14.Z50.31.0037).
Our paper is organized as follows: in Section 2 we prove some a priori estimates
of p-weak solutions including higher integrability results, in Section 3 we prove the
estimate of the Ho¨lder norm of p-weak solutions in the case of α < 0 which turns
out to be a crucial step in our proof of the higher integrability of ∇u if α < 0, in
Section 4 we present the proofs of Theorems 1.1 and 1.2, in Appendix we recall
some known facts and prove an approximation result for divergence-free functions
from L2,w(Ω).
In the paper we explore the following notation. For any a, b ∈ Rn we denote by
a · b its scalar product in Rn. We denote by Lp(Ω) and W kp (Ω) the usual Lebesgue
and Sobolev spaces. C∞0 (Ω) is the space of smooth functions compactly supported
in Ω. The space
◦
W 1p(Ω) is the closure of C
∞
0 (Ω) in W
1
p (Ω) norm. The space
of distributions on Ω is denoted by D′(Ω). By C(Ω¯) and Cα(Ω¯), α ∈ (0, 1) we
denote the spaces of continuous and Ho¨lder continuous functions on Ω¯. The space
Lp,q(Ω) is the Lorentz space, see [7, Section 1.4]. In the case q = +∞ we denote
by Lp,w(Ω) := L
p,∞(Ω) the weak Lebesgue space. The symbols ⇀ and → stand for
the weak and strong convergence respectively. We denote by BR(x0) the ball in R
n
of radius R centered at x0 and write BR if x0 = 0. We write also B instead of B1.
For ω ⊂ R2 we denote the average of f over ω by
−
∫
ω
f dx :=
1
|ω|
∫
ω
f dx
For f , g : R2 → R we denote by f ∗ g the convolution
(f ∗ g)(x) :=
∫
R2
f(x− y)g(y) dy.
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2 Higher Integrability Results
In this section we recall a priori estimates for weak solutions to the problem (1.1).
Our first theorem is the energy estimate:
Theorem 2.1. Assume α ∈ R and b satisfies (1.2). Let u be a p–weak solution
to the problem (1.1), corresponding to some f ∈ Lp(Ω) with p > 2. In the case of
α < 0 assume additionally that u(0) = 0. Then the estimate
‖u‖W 1
2
(Ω) ≤ C ‖f‖L2(Ω) (2.1)
holds with some constant C > 0 depending only on Ω.
Proof. We take η = u in (1.7) and use (1.8).
The next result is the global estimate of L∞-norms of p-weak solutions:
Theorem 2.2. Assume α ∈ R and b satisfies (1.2). Let u ∈
◦
W 1p(Ω) be a p–weak
solution to the problem (1.1) corresponding to some f ∈ Lq(Ω) with q > 2. In the
case of α < 0 assume additionally that u(0) = 0. Then u ∈ L∞(Ω) and the estimate
‖u‖L∞(Ω) ≤ C ‖f‖Lq(Ω) (2.2)
holds with some constant C depending only on Ω and q.
Proof. Assume k ≥ 0 and take η = (u − k)+ := max{0, u − k} in (1.7). Note that
if u(0) = 0 and k ≥ 0 then (u− k)+(0) = 0. From (1.8) we obtain
Bα[u, (u− k)+] = Bα[(u− k)+, (u− k)+] = α |(u− k)+|2(0)
The last term in non-negative for α ≥ 0 and vanishes if α < 0, u(0) = 0, k ≥ 0.
Hence from (1.7) we obtain∫
Ak
|∇u|2 dx ≤
∫
Ak
f · ∇u dx, ∀ k ≥ 0.
where we denote Ak := { x ∈ Ω : u(x) > k }. The rest of the proof goes as in the
usual elliptic theory. Applying the Young and Ho¨lder inequalities we obtain∫
Ak
|∇u|2 dx ≤ C ‖f‖2Lq(Ω) |Ak|δ, ∀ k ≥ 0,
where δ := 2
(
1
2 − 1q
)
> 0. This inequality yields the following estimate, see [14,
Chapter II, Lemma 5.3],
esssup
Ω
u+ ≤ C(q,Ω) ‖f‖Lq(Ω).
where u+ := max{0, u}. The estimate of esssup
Ω
u− where u− := max{0,−u} can be
obtained in a similar way if we replace u by −u.
Now we prove higher integrability result for ∇u in the case of α ≥ 0. Our proof
is based on the reverse Ho¨lder inequality for ∇u, see, for example, [8, Chapter V].
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Theorem 2.3. Assume α ≥ 0, b satisfies (1.2) and q > 2. Then there exists p > 2
depending only on q, Ω, α and ‖b‖L2,w(Ω) such that for any f ∈ Lq(Ω) and any
p–weak solution u to the problem (1.1) the estimate (1.10) holds with some constant
C depending only on Ω, q, α and ‖b‖L2,w(Ω).
Proof. First we consider an internal point x0 ∈ Ω. Take R > 0 so that B2R(x0) ⊂ Ω
and choose a cut-off function ζ ∈ C∞0 (B2R(x0)) so that ζ ≡ 1 on BR(x0) and
‖∇ζ‖L∞(R2) ≤ C/R. Denote u¯ = u− (u)B2R(x0). Taking η = ζ2u¯ in (1.7) and using
the relation
Bα[u, ζ2u¯] = Bα[ζu¯, ζu¯] −
∫
B2R(x0)
b(α) · ζ|u¯|2∇ζ dx
after routine computations we arrive at∫
BR(x0)
|∇u|2 dx + Bα[ζu¯, ζu¯] ≤ 1
4
∫
B2R(x0)
|∇u|2 dx −
∫
B2R(x0)
b(α) · ζ|u¯|2∇ζ dx +
+ C
∫
B2R(x0)
(|f |2 + |u¯|2) dx
(2.3)
Taking into account Proposition 1.1 and the identity ζ(0) = 1 we obtain
Bα[ζu¯, ζu¯] = α |u¯(0)|2 (2.4)
As α ≥ 0 we obtain
Bα[ζu¯, ζu¯] ≥ 0 (2.5)
and hence we can drop this term from (2.3). For the second term in the right-hand
side of (2.3) we obtain∫
B2R(x0)
b(α) · ζ|u¯|2∇ζ dx ≤ C
R
‖b(α)‖L2,∞(Ω)‖|u¯|2‖L2,1(B2R(x0)) ≤
≤ C
R
‖b(α)‖L2,∞(Ω)‖u¯‖2L4,2(B2R(x0))
Using the Ho¨lder inequality for Lorentz spaces (see [7, Exercise 1.4.19]) we obtain:
‖u¯‖L4,2(B2R(x0)) ≤ C |B2R|
1
20 ‖u¯‖L5(B2R(x0))
Hence we arrive at∫
B2R(x0)
b(α) · ζ|u¯|2∇ζ dx ≤ C
R4/5
‖b(α)‖L2,w(Ω)‖u¯‖2L5(B2R(x0))
Using the imbedding theorem we obtain∫
B2R(x0)
b(α) · ζ|u¯|2∇ζ dx ≤ C
R4/5
‖b(α)‖L2,w(Ω)‖∇u‖2L 10
7
(B2R(x0)) (2.6)
6
Using (2.5) and (2.6) from (2.3) we obtain

 −∫
BR(x0)
|∇u|2 dx


1
2
≤ 1
2

 −∫
B2R(x0)
|∇u|2 dx


1
2
+ C

 −∫
B2R(x0)
|f |2 dx


1
2
+
+ C
(
1 + ‖b(α)‖1/2L2,w(Ω)
) −∫
B2R(x0)
|∇u| 107 dx


7
10
(2.7)
Now we derive similar estimate near the boundary. Extend u and f by zero
outside Ω and denote this extension by u˜ and f˜ . Note that as ∂Ω is C1–smooth
there exists d > 0 depending on Ω such that for any R < d and any x ∈ ∂Ω
|BR(x) \ Ω| > 14 |BR|. Without loss of generality one can assume d < dist{0, ∂Ω}.
Take x0 ∈ ∂Ω and R < d/2. Choose a cut-off function ζ ∈ C∞0 (B2R(x0)) so that
ζ ≡ 1 on BR(x0). Then ζ2u ∈
◦
W 12(Ω2R(x0)) where we denote ΩR(x0) := BR(x0)∩Ω.
Taking η = ζ2u in (1.7) after routine computations we arrive at∫
BR(x0)
|∇u˜|2 dx + Bα[u, ζ2u] ≤ 1
4
∫
B2R(x0)
|∇u˜|2 dx + C
∫
B2R(x0)
(|f˜ |2 + |u˜|2) dx
(2.8)
As 0 6∈ Ω2R(x0) we conclude div b(α) = 0 in D′(Ω2R(x0)) and hence
Bα[u, ζ2u] = −
∫
B2R(x0)
b(α) · ζ|u˜|2∇ζ dx
Repeating the arguments in the internal case we obtain∫
B2R(x0)
b(α) · ζ|u˜|2∇ζ dx ≤ C
R4/5
‖b(α)‖L2,w(Ω)‖u˜‖2L5(B2R(x0))
As |{x ∈ B2R(x0) : u˜(x) = 0 }| ≥ 14 |B2R| we can apply Lemma 5.1 and obtain
‖u˜‖L5(B2R(x0)) ≤ C ‖∇u˜‖L 10
7
(B2R(x0)) = C ‖∇u‖L 10
7
(Ω2R(x0))
with some absolute constant C > 0. Hence from (2.8) we obtain

 −∫
ΩR(x0)
|∇u|2 dx


1
2
≤ 1
2

 −∫
Ω2R(x0)
|∇u|2 dx


1
2
+ C

 −∫
Ω2R(x0)
|f |2 dx


1
2
+
+ C
(
1 + ‖b(α)‖1/2L2,w(Ω)
) −∫
Ω2R(x0)
|∇u| 107 dx


7
10
(2.9)
which holds for any x0 ∈ ∂Ω and any R < d. Combining the internal and boundary
estimates in the standard way we obtain (2.9) for any x0 ∈ Ω¯ and any R < d/2.
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This estimate is the reverse Ho¨lder inequality for ∇u, see [8, Chapter V]. Hence
there exists p ∈ (2, q] such that ∇u ∈ Lp(Ω) and the following estimate holds:
‖∇u‖Lp(Ω) ≤ C (‖∇u‖L2(Ω) + ‖f‖Lq(Ω))
with some constant C > 0 depending only on q, Ω, α and ‖b‖L2,w(Ω). Combining
this estimate with (2.1) we obtain (1.10).
The estimate of the Ho¨lder norm of solutions to the problem (1.1) is the crucial
step in our proof of the higher integrability of ∇u for α < 0. This estimate was
originally obtained in [1], [2], see also [18]. As the mentioned papers formally deal
with a bit stronger assumption on the divergence-free part of the drift b (which in
2D-case corresponds to b ∈ L2(Ω) instead of b ∈ L2,w(Ω) in our case) we outline the
proof of this result.
Theorem 2.4. Assume α < 0, b satisfies (1.2) and q > 2. Then there exists
µ ∈ (0, 1) depending only on q, Ω, α and ‖b‖L2,w(Ω) such that for any f ∈ Lq(Ω),
any p > 2 and any p–weak solution u to the problem (1.1) the estimate
‖u‖Cµ(Ω¯) ≤ C
(‖f‖Lq(Ω) + ‖u‖L∞(Ω)), (2.10)
holds with some constant C depends only on α, Ω, q and ‖b‖L2,w(Ω).
Proof. For any α ∈ R the drift b(α) is divergence free in Ω \ {0}:
div b(α) = 0 in D′(Ω \ {0}).
It is well-known that solutions of elliptic equations with the divergence free drifts
b(α) ∈ L2,w(Ω \BR) are Ho¨lder continuous, see, for example, [18], [6], [9]. Hence for
any R > 0 such that B2R ⋐ Ω we have u ∈ Cµ(Ω \BR) and for any x0 ∈ Ω¯ \ BR
and any 0 < ρ < R the following estimate holds:
osc
Ω∩Bρ(x0)
u ≤ C
( ρ
R
)µ(
osc
Ω∩BR(x0)
u + ‖f‖Lq(Ω∩BR(x0))
)
(2.11)
with some constant µ ∈ (0, 1) and C > 0 depending only on q, Ω, α and ‖b‖L2,w(Ω).
On the other hand, for any 0 < ρ < R we have the estimate
osc
Bρ
u ≤ C
( ρ
R
)µ(
osc
BR
u + ‖f‖Lq(BR)
)
(2.12)
Thought this estimate is not new (see, for example [25, Theorem 10.7]), for the
reader convenience we present its proof in the next section, see Theorem 3.1 below.
Now take arbitrary x0 ∈ Ω and denote r := |x0|. For r < R we obtain Br(x0) ⊂
B2r ⊂ B2R and
osc
Bρ(x0)
u ≤ C
(ρ
r
)µ (
osc
Br(x0)
u + ‖f‖Lq(Br(x0))
)
≤
≤ C
(ρ
r
)µ (
osc
B2r
u + ‖f‖Lq(B2r)
)
≤ C
(ρ
r
)µ ( r
R
)µ(
osc
B2R
u + ‖f‖Lq(B2R)
)
≤
≤ C
( ρ
R
)µ (
‖u‖L∞(Ω) + ‖f‖Lq(Ω)
)
The last estimate together with (2.11), (2.12) implies (2.10).
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The last theorem of the present section is the analogue of Theorem 2.3 in the
case of α < 0.
Theorem 2.5. Assume α < 0, b satisfies (1.2) and q > 2. Then there exists p > 2
depending only on q, Ω, α and ‖b‖L2,w(Ω) such that for any f ∈ Lq(Ω) and any p–
weak solution u to the problem (1.1) satisfying the additional assumption u(0) = 0
the estimate (1.10) holds with some constant C > 0 depending only on Ω, q, α and
‖b‖L2,w(Ω). Moreover, without loss of generality one can assume the majorant C in
(1.10) is a non-decreasing function with respect to ‖b‖L2,w(Ω).
Proof. Assume α < 0 and u is a p-weak solution to the problem (1.1). From
Theorem 2.4 we obtain u ∈ Cµ(Ω¯) with some µ ∈ (0, 1) and hence integrating by
parts and taking into account u(0) = 0 we obtain∫
Ω
x
|x|2 · ∇u η dx = −
∫
Ω
u
x
|x|2 · ∇η dx, ∀ η ∈ C
∞
0 (Ω) (2.13)
The last relation means that u is a p-weak solution to the problem{
−∆u+ b · ∇u = − div g in Ω
u|∂Ω = 0, u(0) = 0
(2.14)
where
g = f − α x|x|2 u
Note that g ∈ Lq0(Ω) for any q0 ∈
(
2,min
{
q, 21−µ
})
and
‖g‖Lq0 (Ω) ≤ C
(
‖f‖Lq(Ω) + |α| ‖u‖Cµ(Ω¯)
)
(2.15)
with a constant C > 0 depending only on µ and Ω. Applying Theorem 2.3 to the
system (2.14) we conclude there exist constants p > 2 and C > 0 depending only
on q0, Ω and ‖b‖L2,w(Ω) such that
‖u‖W 1p (Ω) ≤ C ‖g‖Lq0 (Ω).
Taking into account (2.15) and (2.10) we obtain the estimate (1.10).
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3 Ho¨lder Continuity of p–Weak Solutions
The main result of this section is the following estimate:
Theorem 3.1. Assume α < 0, b satisfies (1.2), b(α) is defined in (1.4). Assume
q > 2, f ∈ Lq(Ω) and B2R ⋐ Ω. Assume p > 2 and u is a p–weak solution to
−∆u+ b(α) · ∇u = − div f in Ω (3.1)
such that u(0) = 0. Then there exist µ ∈ (0, 1) and C > 0 depending only on q, α,
‖b‖L2,w(Ω) such that for any 0 < ρ < R the following estimate holds:
osc
Bρ
u ≤ C
( ρ
R
)µ(
osc
BR
u + ‖f‖Lq(BR)
)
(3.2)
Our proof is based on the ideas of [25, Section 10.3], see also [18] where a similar
result is obtained. We split the proof of Theorem 3.1 onto several steps. We start
from the Caccioppolli-type inequality:
Theorem 3.2. Assume α < 0, b satisfies (1.2) in Ω = B2 and p > 2. Then for any
f ∈ Lp(B2), any p–weak solution u to the equation (3.1) in B2 such that u(0) ≤ 0,
and any ζ ∈ C∞0 (B2) the following estimate holds:∫
B2
ζ2|∇u+|2dx ≤ C
∫
B2
|u+|2
(
|∇ζ|2 + |b(α)| |∇ζ|
)
dx + C
∫
B2
|f |2 dx (3.3)
Here u+ := max{u, 0} and C > 0 is some absolute constant.
Proof. We take η := ζ2u+ in (1.7). The convective term satisfies the identity
Bα[u, ζ2u+] = Bα[ζu+, ζu+] −
∫
B2
ζ |u+|2 b(α) · ∇ζ dx
As u(0) ≤ 0 we obtain u+(0) = 0 and hence from (1.8) we obtain
Bα[ζu+, ζu+] = 2πα ζ2(0)|u+(0)|2 = 0
Now the result follows by the Ho¨lder and Young inequalities.
Now we proceed with the following maximum estimate:
Theorem 3.3. Assume α < 0, b satisfies (1.2) in Ω = B, q > 2 and f ∈ Lq(B).
Then there is a constant C > 0 depending only on q, α and ‖b‖L2,w(B) such that for
any p > 2 and any p–weak solution u of the equation (3.1) in B satisfying u(0) ≤ 0
the following estimate holds:
sup
B1/2
u+ ≤ C
(
−
∫
B
|u+|5 dx
)1/5
+ C ‖f‖Lq(B) (3.4)
10
Proof. The proof of (3.4) follows by application of the standard Moser’s iteration
technique. So, to simplify the presentation we assume f ≡ 0.
Assume β ≥ 0 is arbitrary and let ζ ∈ C∞0 (B) be a cut-off function and denote
w := |u+|
β+2
2 . As u(0) ≤ 0 we obtain w(0) = 0. Moreover, w satisfies (in a weak
sense) to the inequality
−∆w + b(α) · ∇w ≤ 0 in B (3.5)
and similar to (3.3) we obtain∫
B
|∇(ζw)|2dx ≤ C
∫
B
|w|2
(
|∇ζ|2 + |b(α)| |∇ζ|
)
dx
Applying the imbedding theorem
‖ζw‖L10(B) ≤ C ‖∇(ζw)‖L2(B),
taking arbitrary 12 ≤ r < R ≤ 1 and choosing ζ ∈ C∞0 (BR) so that ζ ≡ 1 on Br,
|∇ζ| ≤ C/(R − r), we obtain
‖w‖L10(Br) ≤ CR
1
5
(
1
R− r +
1√
R− r ‖b
(α)‖
1
2
L2,w(B)
)
‖w‖L4,2(BR),
Using the Ho¨lder inequality for Lorentz norms we estimate
‖w‖L4,2(BR) ≤ C R
1
10 ‖w‖L5(BR)
Taking into account R ≤ 1 finally we obtain
‖w‖L10(Br) ≤ C
(
1
R− r + ‖b
(α)‖L2,w(B)
)
‖w‖L5(BR)
for any 12 ≤ r < R ≤ 1.
‖u+‖L10γ (Br) ≤ C
1
γ
(
1
R− r + ‖b
(α)‖L2,w(B)
) 1
γ
‖u+‖L5γ (BR) (3.6)
with an arbitrary γ ≥ 1, γ := β+22 . Denote s0 = 5, sm := 2sm−1, and denote also
Rm =
1
2 +
1
2m+1 . Taking in (3.6) r = Rm, R = Rm−1, γ =
sm−1
5 we obtain
‖u+‖Lsm (BRm ) ≤ C
1
2m−1
(
2m+1 + ‖b(α)‖L2,w(B)
) 1
2m−1 ‖u+‖Lsm−1 (BRm−1 )
Iterating this inequality we arrive at (3.4).
Theorem 3.4. Assume α < 0, b satisfies (1.2) in Ω = B, q > 2 and f ∈ Lq(B).
Then there are constants C > 0 and ε0 ∈ (0, 1) depending only on q, α and ‖b‖L2,w(B)
such that for any p > 2 and any p–weak solution u of the equation (3.1) in B such
that u(0) ≤ 0 if
|{x ∈ B : u(x) > 0 }| ≤ ε0 |B|
then
sup
B1/2
u+ ≤ 1
2
sup
B
u+ + C ‖f‖Lq(B)
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Proof. From Theorem 3.3 we obtain (3.4). Then we have
C
(
−
∫
B
|u+|5dx
)1/5
≤ C sup
B
u+
|{x ∈ B : u(x) > 0 }|1/5
|B|1/5 ≤ C ε
1/5
0 sup
B
u+
Choosing Cε
1/5
0 =
1
2 we obtain the required statement.
Next we prove that small value subset has density less then 1.
Theorem 3.5. Assume α < 0, b satisfies (1.2) in Ω = B. Define λ ∈ (0, 1) by the
formula
λ := 10−6 |α|3
(
1 + ‖b(α)‖L 3
2
(B)
)−3
(3.7)
Then for any p > 2, any g ∈ Lp(B) and any p–weak solution v to the problem
−∆v + b(α) · ∇v = − div g in B (3.8)
satisfying the assumptions
0 ≤ v ≤ 2 in B, v(0) ≥ 1, (3.9)
if
‖g‖L2(B) ≤ c⋆ |α|, where c⋆ :=
√
π
4
, (3.10)
then the following estimate holds:
|{x ∈ B : v(x) ≤ λ }| ≤ (1− λ) |B| (3.11)
Proof. By contradiction, assume there exist g and v satisfying (3.8), (3.9), (3.10)
such that
|{x ∈ B : v(x) > λ }| ≤ λ |B| (3.12)
Integrating by parts in (1.7) for any η ∈ C∞0 (B) we obtain
2π|α|v(0)η(0) = −
∫
B
v
(
∆η + b(α) · ∇η
)
dx −
∫
B
g · ∇η dx (3.13)
Note that v(0) ≥ 1. Choose η so that η(0) = 1 on B1/2 and ‖η‖C2(B¯) ≤ 50. Then
from (3.10) and the Ho¨lder inequality we obtain
∣∣∣ ∫
B
g · ∇η dx
∣∣∣ ≤ 4 ‖g‖L1(B) ≤ 4 |B| 12 ‖g‖L2(B) < π|α|
Hence from (3.13) we obtain
π|α| ≤
∣∣∣ ∫
B
v
(
∆η + b(α) · ∇η
)
dx
∣∣∣ (3.14)
Denote
B[v > λ] := { x ∈ B : v(x) > λ }, B[v ≤ λ] := { x ∈ B : v(x) ≤ λ }
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From the Ho¨lder inequality we obtain∫
B[v>λ]
v
(
∆η + b(α) · ∇η
)
dx ≤ ‖v‖L∞(B) ‖η‖C2(B¯)
(
1 + ‖b(α)‖L 3
2
(B)
)
|B[v > λ]| 13
Taking into account (3.9) and (3.12) we conclude∣∣∣ ∫
B[v>λ]
v
(
∆η + b(α) · ∇η
)
dx
∣∣∣ ≤ 2 ‖η‖C2(B¯) (1 + ‖b(α)‖L 3
2
(B)
)
λ
1
3
On the other hand∣∣∣ ∫
B[v≤λ]
v
(
∆η + b(α) · ∇η
)
dx
∣∣∣ ≤ ‖η‖C2(B¯) (1 + ‖b(α)‖L1(B))λ
The last two inequalities together with (3.14) and ‖η‖C2(B¯) ≤ 50 imply
π|α| ≤ 100
(
1 + ‖b(α)‖L 3
2
(B)
)
λ
1
3 .
This leads to the contradiction due to our choice of λ ∈ (0, 1).
Theorem 3.6. Assume α < 0, b satisfies (1.2) in Ω = B2 and let λ ∈ (0, 1) be
defined by (3.7). Then for any ε > 0 there exists s0 ∈ N depending only on ε, λ, α,
‖b‖L2,w(B) such that for any p > 2, any g ∈ Lp(B) and any p–weak solution v to the
problem (3.8) in B2 satisfying (3.9) in B2 either
|{x ∈ B : v(x) ≤ 2−s0λ }| ≤ ε |B| (3.15)
or
2−s0λ ≤ 1
c⋆|α| ‖g‖L2(B2) (3.16)
Proof. Let us fix the value s0 ∈ N so that
C0
λ2s0
(
1 + c2⋆|α|2 + ‖b(α)‖L1(B2)
)
≤ ε (3.17)
Here C0 is some sufficiently large absolute constant whose value is determined below.
Assume g and v satisfy (3.8), (3.9) and consider two cases. If
‖g‖L2(B2) ≥ c⋆|α|
then (3.16) obviously holds as λ ∈ (0, 1). Assume now (3.10) is valid. Then (3.11)
is true.
Let k ∈ (0, 1) be arbitrary. Denote u := k − v. Then u satisfies (3.1) and
u(0) = k − v(0) ≤ 0. Then for any ζ ∈ C∞0 (B2) from (3.3) we obtain∫
B2
ζ2|∇(v − k)−|2 dx ≤ C
∫
B2
(v − k)2−
(
|∇ζ|2 + |b(α)| |∇ζ|
)
dx+ C
∫
B2
|g|2 dx
Choosing ζ so that ζ ≡ 1 in B, |∇ζ| ≤ 4, for any k ∈ (0, 1) we obtain∫
B
|∇(v − k)−|2 dx ≤ C
∫
B2
(v − k)2−
(
1 + |b(α)|
)
dx+ C
∫
B2
|g|2 dx (3.18)
13
For s = 0, 1, 2, . . . we denote ks := 2
−sλ and
As := {x ∈ B : v(x) < ks } = {x ∈ B : (v − ks)−(x) > 0 }
Applying De Giorgi inequality (see [14, Chapter II §3, Lemma 3.9]) we obtain
(ks − ks+1) |As+1|1/2 ≤ C|B \As|
∫
As\As+1
|∇v(x)| dx
As B \As ⊃ B \ A0 and |B \ A0| ≥ λ|B| using the Ho¨lder inequality we obtain
2−s−1λ |As+1|1/2 ≤ C
λ
|As \As+1|1/2
( ∫
As\As+1
|∇v|2 dx
)1/2
Hence
|As+1| ≤ C
λ4
22s+2 |As \ As+1|
∫
B
|∇(v − ks)−|2 dx
Using (3.18) with k = ks we arrive at
|As+1| ≤ C 2
2s
λ4
|As \ As+1|
∫
B2
[
(v − ks)2−
(
1 + |b(α)|)+ |g|2] dx
As v ≥ 0 in B2 we have (v − ks)− ≤ ks = 2−sλ in B2 and
|As+1| ≤ C
λ2
|As \ As+1|
∫
B2
(
1 + |b(α)|+ 2
2s
λ2
|g|2
)
dx
Taking the sum from s = 0 to s = s0− 1 and using inclusions B ⊃ A0 ⊃ A1 ⊃ . . . ⊃
As0 we obtain
s0|As0 | ≤
C0
λ2
(
1 + ‖b(α)‖L1(B2) +
22s0
λ2
‖g‖2L2(B2)
)
(Here we fix the value of C0). Now there are two cases. In the first case we have
2s0
λ
‖g‖L2(B2) ≥ c⋆|α|
and (3.16) follows. In the second case
2s0
λ
‖g‖L2(B2) ≤ c⋆|α|
and from (3.17) we obtain
|As0 | ≤ ε |B|
The last inequality implies (3.15).
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Theorem 3.7. Assume α < 0, b satisfies (1.2) in Ω = B2, q > 2 and g ∈ Lq(B2).
Let λ ∈ (0, 1) be defined by (3.7), ε0 ∈ (0, 1) be defined in Theorem 3.4 and s0 ∈ N
be a number from Theorem 3.6 defined in (3.17) for ε = ε0. Denote δ := 2
−s0λ,
δ ∈ (0, 1). Then for any p > 2 and any p–weak solution v to the problem (3.8) in
B2 satisfying (3.9) in B2 either
c⋆ |α| δ ≤ ‖g‖L2(B2) (3.19)
or
inf
B1/2
v + c ‖g‖Lq(B) ≥
δ
2
. (3.20)
Here c > 0 is some constant depending only on q, α and ‖b‖L2,w(B2).
Proof. If g satisfies (3.16) then (3.19) follows. Assume now
‖g‖L2(B) < c⋆|α| δ.
Then applying Theorem 3.5 we obtain
|{x ∈ B : v(x) ≤ δ }| ≤ ε0|B|
Denote u = δ − v. Then u(0) = δ − v(0) < 0 and u satisfies all assumptions of
Theorem (3.4) with f = −g. Hence we obtain
sup
B1/2
(δ − v)+ ≤ 1
2
sup
B
(δ − v)+ + c ‖g‖Lq(B) ≤
δ
2
+ c ‖g‖Lq (B)
which gives
δ − inf
B1/2
v ≤ δ
2
+ c ‖g‖Lq(B)
Theorem 3.7 is proved.
Theorem 3.8. Assume α < 0, b satisfies (1.2) in Ω = B2, q > 2 and f ∈ Lq(B).
There exist constants δ ∈ (0, 1) and c > 0 depending only on q, α and ‖b‖L2,w(B2)
such that for any p > 2 and any a p–weak solution u to the equation (3.1) in B2
satisfying u(0) = 0 the following inequality holds:
osc
B1/2
u ≤
(
1− δ
2
)
osc
B2
u + c ‖f‖Lq(B2) (3.21)
Proof. For any r ∈ (0, 2) we denote
M(r) := sup
Br
u, m(r) := inf
Br
u, ω(r) := M(r)−m(r),
Note that m(2) ≤ 0 ≤M(2). Denote k0 := m(2)+M(2)2 , and define v and g so that
v(x) := 2
u(x)−m(2)
ω(2)
, g(x) :=
2f(x)
ω(2)
, if k0 < 0
v(x) := 2
M(2) − u(x)
ω(2)
, g(x) := −2f(x)
ω(2)
, if k0 ≥ 0
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Then v is a p–weak solution to the equation (3.8) in B2 satisfying the additional
conditions (3.9) in B2. From Theorem 3.7 we conclude
either δ ≤ c ‖g‖L2(B2) or infB1/2 v + c ‖g‖Lq (B) ≥
δ
2
In the first case we obtain from the Ho¨lder inequality
ω(2) ≤ c
δ
‖f‖L2(B2) ≤ c(δ, q) ‖f‖Lq(B2)
and hence (3.21) follows. In the second case if k0 < 0 we have
m(1/2) − m(2) + 2c ‖f‖Lq(B) ≥
δ
2
ω(2)
and hence (
1− δ
2
)
ω(2) + 2c ‖f‖Lq(B) ≥ ω(1/2)
and we obtain (3.21). If k0 ≥ 0 then
M(2) − M(1/2) + 2c ‖f‖Lq(B) ≥
δ
2
ω(2)
and we again obtain (3.21).
Theorem 3.9. Assume α < 0, b satisfies (1.2) in Ω. Assume q > 2, f ∈ Lq(Ω) and
B2R ⋐ Ω. Then there exist constants δ ∈ (0, 1) and c > 0 depending only on q, α
and ‖b‖L2,w(B2R) such that for any p > 2 and any p–weak solution u to the equation
(3.1) in Ω satisfying u(0) = 0 the following inequality holds:
osc
BR/2
u ≤
(
1− δ
2
)
osc
B2R
u + cR1−
2
q ‖f‖Lq(B2R) (3.22)
Proof. For x ∈ B2 we denote
uR(x) = u(Rx), b
(α)
R (x) = Rb
(α)(Rx), fR(x) = Rf(Rx)
Then uR is a solution to
−∆uR + b(α)R · ∇uR = − div fR in B2
and, moreover,
‖b(α)R ‖L2,w(B2) = ‖b(α)‖L2,w(B2R), ‖fR‖Lq(B2) = R1−
2
q ‖f‖Lq(B2R),
From Theorem 3.8 we obtain
osc
B1/2
uR ≤
(
1− δ
2
)
osc
B2
uR + c ‖fR‖Lq(B2)
which implies (3.22).
Now the inequality (3.2) follows from (3.22) by the standard iteration technique.
Theorem 3.1 is proved.
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4 Proof of Main Results
We start with the proof of Theorem 1.1. To construct a p–weak solution to the
problem (1.1) we approximate our drift b(α) by smooth functions using Lemma 5.2.
Our construction shows that in the case of α ≥ 0 p–weak solutions are always ap-
proximative solutions in the sense they can be obtained as limits of smooth solutions
of the equations with smooth drifts. Note that this is not true if α < 0 as the ap-
proximative solution must satisfy the maximum principle (locally), but the radial
solutions constructed in the case of α < 0 in Section 1 do not possess this property.
Theorem 4.1. Assume α ≥ 0 and b satisfies (1.2) and q > 2. Assume f ∈ Lq(Ω)
and take any sequences bε ∈ C∞(Ω¯) such that
div bε = 0 in Ω, bε → b a.e. in Ω, ‖bε‖L2,w(Ω) ≤ C ‖b‖L2,w(Ω) (4.1)
(the existence of such sequence follows from Lemma 5.2). Define
b(α)ε := bε − α
x
|x|2 + ε2
Then for any ε > 0 there exists the unique q–weak solution uε to the problem{
−∆uε + b(α)ε · ∇uε = − div f in Ω
uε|∂Ω = 0
(4.2)
Moreover, there exist p ∈ (2, q] and C > 0 depending only on q, Ω, α and ‖b‖L2,w(Ω)
such that for any ε > 0 the following estimate holds:
‖uε‖W 1p (Ω) ≤ C ‖f‖Lq(Ω) (4.3)
Proof. The existence and uniqueness of the weak solution uε ∈ W 12 (Ω) for the
equation (4.2) with the smooth drift b
(α)
ε is well-known, see, for example, [14].
Moreover, from Lq–theory for equations with smooth coefficients we obtain u
ε ∈
W 1q (Ω).
Note that from (4.1) we obtain
‖b(α)ε ‖L2,w(Ω) ≤ c (|α| + ‖b‖L2,w(Ω))
Moreover, as α ≥ 0 we have div b(α)ε ≤ 0 in Ω. Hence the estimate (4.3) follows by
the arguments similar to the proof of Theorem 2.3.
Now we can prove Theorem 1.1:
Proof. Let p > 2 be the exponent depending only q, Ω, α and ‖b‖L2,w(Ω) defined
in Theorem 4.1. Assume bε ∈ C∞(Ω¯) satisfy (4.1) and let uε be a sequence of
solutions to the problem (4.2) from Theorem 4.1. From (4.3) we obtain existence of
u ∈W 1p (Ω) such that for some subsequence uε we have
uε ⇀ u in W 1p (Ω) (4.4)
On the other hand, from (4.1) we conclude there exists a subsequence such that
b(α)ε → b(α) in Lp′(Ω), p′ =
p
p− 1 (4.5)
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Hence for any η ∈ C∞0 (Ω) from (4.4) and (4.5) we obtain∫
Ω
b(α)ε · ∇uεη dx →
∫
Ω
b(α) · ∇u η dx
as ε → 0. Passing to the limit in the equations for uε (in a weak form) we obtain
(1.7). Hence u is a p–weak solution to the problem (1.1). The uniqueness of p–weak
solutions follows from (2.1).
Now we present a proof of Theorem 1.2. We split it onto several steps.
Theorem 4.2. Assume α < 0. Then there exists p1 > 2 depending only on α and Ω
such that for any Bε ⋐ Ω and any f
ε ∈ C∞0 (Ω \Bε) there exists the unique p1–weak
solution wε ∈
◦
W 1p1(Ω) to the problem

−∆wε − |α| x|x|2 · ∇w
ε = −|x|α div f ε in D′(Ω)
wε|∂Ω = 0
(4.6)
Proof. As the right-hand side of the equation (4.6) is smooth it can be represented
in the form div gε for some gε ∈ Lq1(Ω) with some q1 > 2. Hence the result follows
from Theorem 1.1.
Theorem 4.3. Assume α < 0. Then there exists p2 > 2 depending only on α and Ω
such that for any Bε ⋐ Ω and any f
ε ∈ C∞0 (Ω \Bε) there exists the unique p2–weak
solution uε to the problem

−∆uε − α x|x|2 · ∇u
ε = − div f ε in D′(Ω)
uε|∂Ω = 0, uε(0) = 0
(4.7)
Proof. Let wε be the unique p1-weak solution to the problem (4.6) with some p1 > 2
depending only on α and Ω.
uε(x) := |x||α|wε(x)
It is easy to see that uε ∈W 1p2(Ω) for some p2 > 2 depending only on p1 and |α|. The
direct computation shows that uε is a p2-weak solution to the problem (4.7).
Theorem 4.4. Assume α < 0 and q > 2. There exists p > 2 depending only on q,
Ω and α such that for any f ∈ Lq(Ω) there exists the unique p–weak solution u to
the problem 

−∆u− α x|x|2 · ∇u = − div f in Ω
u|∂Ω = 0, u(0) = 0
(4.8)
Moreover, u satisfies the estimate
‖u‖W 1p (Ω) ≤ C ‖f‖Lq(Ω)
where C > 0 is some constant depending only on q and Ω.
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Proof. Assume f ∈ Lq(Ω) and take f ε ∈ C∞0 (Ω \ Bε) so that f ε → f in Lq(Ω) as
ε→ +0. Denote by p > 2 the exponent determined in Theorem 2.5 (without loss of
generality we can assume p ≤ p2 where p2 is determined in Theorem 4.3). Denote
by uε the unique p-weak solution to the problem (4.7). Then from Theorem 2.5 we
obtain
‖uε‖Lp(Ω) ≤ C ‖f ε‖Lq(Ω)
and hence there exists u ∈
◦
W 1p(Ω) such that for some subsequence the weak con-
vergence uε ⇀ u in W 1p (Ω) takes place. It is easy to see that u satisfies the integral
identity (1.7) with b = 0. Moreover, as uε(0) = 0 and the imbeddingW 1p (Ω) →֒ C(Ω¯)
is compact we obtain u(0) = 0. So, u is a p–weak solution to the problem (4.8).
The uniqueness of u follows from (2.1).
Theorem 4.5. Assume α < 0, b ∈ C∞(Ω¯), div b = 0 in Ω, q > 2 and p > 2 is the
exponent depending only on Ω, q, α, ‖b‖L2,w(Ω) defined in Theorem 4.4. Then for
any f ∈ Lq(Ω), v ∈ Lq(Ω) there exists a unique p–weak solution uv ∈
◦
W 1p(Ω) to the
problem 

−∆uv − α x|x|2 · ∇u
v = − div(f + bv) in Ω
uv|∂Ω = 0, uv(0) = 0
Moreover, the operator A : Lq(Ω)→ Lq(Ω), A(v) := uv, is continuous and compact.
Proof. For given f , v ∈ Lq(Ω) the existence of the unique p-weak solution uv satis-
fying uv(0) = 0 follows from Theorem 4.4. Moreover, uv satisfies the estimate
‖uv‖W 1p (Ω) ≤ C (‖f‖Lq(Ω) + ‖b‖L∞(Ω)‖v‖Lq(Ω))
Moreover, for a given f ∈ Lq(Ω) the last estimate implies
‖A(vm)−A(v)‖W 1p (Ω) ≤ C ‖b‖L∞(Ω)‖vm − v‖Lq(Ω)
and hence the operator A is continuous as an operator from Lq(Ω) into Lq(Ω).
The compactness of this operator in Lq(Ω) follows from the compactness of the
imbedding of W 1p (Ω) into Lq(Ω).
Theorem 4.6. Assume α < 0, b ∈ C∞(Ω¯), div b = 0 in Ω, q > 2 and p > 2 is the
exponent depending only on Ω, q, α, ‖b‖L2,w(Ω) defined in Theorem 4.4. Then for
any f ∈ Lq(Ω) there exists the unique p–weak solution u to the problem

−∆u+
(
b− α x|x|2
)
· ∇u = − div f in Ω
u|∂Ω = 0, u(0) = 0
Proof. We apply the Leray-Schauder fixed point theorem for the operator A :
Lq(Ω) → Lq(Ω) defined in Theorem 4.5. Assume λ ∈ [0, 1] and v ∈ Lq(Ω) sat-
isfies v = λA(v). Denote u := A(v). Then u is the unique p-weak solution to the
problem 

−∆u+
(
λb− α x|x|2
)
· ∇u = − div f in Ω
u|∂Ω = 0, u(0) = 0
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From Theorem 2.5 we obtain the estimate
‖u‖W 1p (Ω) ≤ C ‖f‖Lq(Ω)
with some constant depending only on q, Ω, α and ‖b‖L2,w(Ω) and independent on
λ ∈ [0, 1]. Hence there exists u ∈
◦
W 1p(Ω) satisfying u = A(u).
Finally, we can relax the smoothness conditions on the divergence-free part of
the drift and prove Theorem 1.2:
Proof. Assume b satisfies (1.2) and let p > 2 be the exponent defined in Theorem
4.6. From Lemma 5.2 we obtain existence of bε ∈ C∞(Ω¯) such that div bε = 0 in Ω,
‖bε‖L2,w(Ω) ≤ c ‖b‖L2,w(Ω) ≤ and bε → b in Lp′(Ω) where p′ = pp−1 . From Theorem
4.6 we conclude that for any ε > 0 there exists the unique p-weak solution uε to the
problem {
−∆uε + b(α)ε · ∇uε = − div f in Ω
uε|∂Ω = 0, uε(0) = 0
where b
(α)
ε = bε − α x|x|2 . From Theorem 2.5 we obtain the estimate
‖uε‖W 1p (Ω) ≤ C ‖f‖Lq(Ω)
where the constant C > 0 depends only on a, Ω, α and ‖b‖L2,w(Ω). Then there exists
u ∈
◦
W 1p(Ω) such that for some subsequence u
ε the convergence (4.4) holds. The
rest of the proof repeats the proof of Theorem 1.1 in the beginning of this section.
The identity u(0) = 0 follows from uε(0) = 0 and compactness of the imbedding of
W 1p (Ω) into C(Ω¯). The uniqueness of p-weak solutions follows from (2.1).
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5 Appendix
Here we present some auxiliary results. The first one is a variant of the imbedding
theorem we have used in Section 2, see [3, Section 5.10, Problem 15]:
Lemma 5.1. Assume BR ⊂ Rn, n ≥ 2, p ∈ [1, n) and p∗ := pnn−p . Then for any
λ ∈ (0, 1) there exists C = C(n, p, λ) > 0 such that if u ∈W 1p (BR) satisfies
|{x ∈ BR : u(x) = 0 }| ≥ λ|BR|
then
‖u‖Lp∗ (BR) ≤ C ‖∇u‖Lp(BR)
The second lemma is an approximation result in weak Lebesgue space:
Lemma 5.2. Let Ω ⊂ R2 be bounded simply connected domain. Assume b ∈
L2,w(Ω), div b = 0 in D′(Ω). Then there exist bε ∈ C∞(Ω¯), div bε = 0 in D′(Ω),
such that
1) ‖bε‖L2,w(Ω) ≤ C ‖b‖L2,w(Ω)
2) bε → b a.e. in Ω as ε→ 0.
Here the constant C > 0 depends only on Ω.
Proof. Assume p ∈ (1,+∞) and denote
Jp(Ω) := { u ∈ Lp(Ω;R2) : div u = 0 in D′(Ω) }
Consider any bounded simply connected domain Ω0 ⊂ R2 such that Ω ⋐ Ω0. Then
there exists an extension operator T : Jp(Ω) → Jp(R2) such that for all b ∈ Jp(Ω)
the function b˜ := Tb has the following properties
b˜ ≡ 0 in R2 \ Ω0, b˜|Ω = b,
div b˜ = 0 in D′(R2), ‖b˜‖Lp(R2) ≤ cp‖b‖Lp(Ω)
From the interpolation theory (see [7, Theorem 1.4.19]) we conclude that T is also
bounded as an operator from L2,w(Ω) into L2,w(R
2):
‖b˜‖L2,w(R2) ≤ c2,w‖b‖L2,w(Ω), ∀ b ∈ L2,w(Ω) : div b = 0 in D′(Ω).
Let ωε be the standard Sobolev kernel ωε(x) = ε
−2ω(x/ε), ω ∈ C∞0 (B),
∫
R2
ω(x) dx =
1, and denote
b˜ε := ωε ∗ b˜, bε := b˜ε|Ω.
Then for b ∈ L2,w(Ω) we have
b˜ε ∈ C∞0 (R2), div b˜ε = 0 in D′(R2), b˜ε → b˜ in Lp(R2), ∀ p ∈ [1, 2).
Moreover, as the convolution operator Tεb˜ := ωε ∗ b˜ ≡ b˜ε is bounded in Lp(R2) for
any p ∈ (1,+∞) with ‖Tε‖Lp→Lp = 1, i.e.
‖b˜ε‖Lp(R2) ≤ ‖b˜‖Lp(R2), ∀ p ∈ (1,+∞)
from the interpolation theory (see [7, Theorem 1.4.19]) we also conclude that Tε is
also bounded as an operator from L2,w(R
2) into L2,w(R
2) and the norm ‖Tε‖L2,w→L2,w
is independent on ε:
∃ M > 0 : ‖b˜ε‖L2,w(R2) ≤ M ‖b˜‖L2,w(R2)
Hence bε possesses all necessary properties.
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