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Understanding the drivers of business profitability has been a longstanding domain of interest Email address: {h.vanderheijden, w.garn}@surrey.ac.uk (Hans van der Heijden, Wolfgang Garn) May 21, 2012 by certain target points in the space.
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48
This paper introduces several novel methods to assess the trajectory of profitability over time.
49
In doing so we make two contributions to the current body of knowledge regarding the dynamics 50 of profitability.
51
First, we develop a method to identify multiple profitability targets. We define these targets in 52 addition to the commonly used industry average target. The derivation of our new targets is based 53 2 on linear diffusion of kernel density estimation (KDE) . KDE has the advantage that it does not 54 estimate one global maximum (i.e., one "peak") but instead allows for the possibility of multiple 55 local maxima. These local maxima manifest themselves as multiple, local "hills" in the profitability 56 space. Using the KDE estimator we arrive at two new types of targets in addition to the industry 57 average target.
58
Second, we develop new methods to express movements in the profitability space from t to 
63
The target level is often taken to be the profitability mean of the industry in which the firm 64 operates. Previous research in this area has looked at whether the ratios are mean-reverting over 65 time (see for example Freeman et al. (1982) ). Lev (1969) provides the first empirical evidence 66 that firms do indeed adjust their ratios to such target levels. Lev also discusses the difficulty of 67 adjustment (in the sense that some ratios are easier to manage than others) and the cost of not 68 adjusting, for example, if banks insist on target levels and raise loan interest if the firm does not 69 meet these levels.
70
Other than creditor pressure, theoretical reasons for firms moving their profitability towards 71 target levels can be found in the competitive forces framework as outlined by Porter (1980 Porter ( , 1985 .
72
If the profitability of one firm is much higher than its peers, competing firms will attempt to imi-73 tate the distinctive resources available to the superior firm, or will move into the arena where the 74 superior company enjoyed above-average profits. If the profitability of a firm drops below those 75 of its peers, the firm will be much less profitable than the competition and it will face the risk of 76 failure or takeover. finds the profitability measures to be informative for stock market prices.
92
We use empirical data from the car industry to study the extent to which actual movements are 93 in alignment with these targets. The automobile sector has been subject of research on financial 94 performance before (see e.g., Saranga (2009) for an example in the component manufacturing 95 industry). We focus on the 21 US, Japanese and German car manufacturers with a global presence.
96
For each firm we calculate the three targets that we have previously identified, and contrast them 97 with the actual profitability movements using our new agreement measure. We find that firms tend 98 to move more towards the new targets we have identified than to the common industry average.
99
The remainder of the paper is as follows. We first present the new methods for profitability 100 targets, profitability movements and directional agreements. We then document our sample and 
115
The actual profitability movement of a company c is its change of ATO and OPM from year t 116 to year t + j, where j is the number of years forward.
117
The vector
will be defined as the actual direction of profitability: from one position in year t to the following 119 year t + j. The ÷ operator indicates the element-by-element division by the scaling factor s. Given 120 a current profitability position and a target position τ we can similarly define a target direction − → τ ct .
121
We determine the level of agreement of the actual direction and target direction by considering 122 the angles of the directions. Let ϕ a be the angle of the actual direction − → r ct and ϕ τ be the angle of 123 the target direction − → τ ct . The absolute difference between these angles is the difference angle ∆ ϕ :
To aid in our understanding of these difference angles, it is convenient to map them to an 125 interval [-1, 1], where: That means if actual and target direction are the same, then Ψ = 1, and there is 100% agreement.
127
In case they are orthogonal, then Ψ = 0. If they point into opposite directions then the directional 128 agreement is Ψ = −1, and the movements are in 100% disagreement.
129
This mapping is achieved by introducing the linear Ψ function, which we will call directional 130 agreement:
There are alternative mappings. For instance one could use the cosine function. However, the 
Estimating profitability target
139
Probability density estimations fall into two main classes: parametric and non-parametric es- on Kernel density estimators (non-parametric method) to achieve this goal.
146
Histograms are among the most traditional of discrete density estimations. Constructing his-
147
tograms gives rise to the problem of defining bins having the "appropriate" width and location. In 148 order to blur these hard bin boundaries, we can step a distance s from the minimum to the maxi-149 mum observation. At each step x k = x k−1 + s we count the number of observations in a surrounding
That means there is an overlap, which means we count the observations 151 twice, if s = w. This is called the naive classifier after normalization (division by 2nw):
where n is the number of observations, 2w is the interval width (also known as window width, that one has the window width w set equal to the step size s.
158
An obvious weakness of the naive density estimate is its discontinuity at the interval bound- boundaries then probability density must equal to one:
where
. By using areas we have already left the discrete probability 162 definition behind us despite the sum still being applicable.
163
Generalizing the above leads to the Kernel Function K(x), which requires: In a more general notation equation (7) is written as • industrial averageā t ,
189
• density center d t ,
190
• maximum neighbor m ct .
191
9
The next position of an actual movement r ct+p is the ATO and OPM for the year t + j, where j 192 is the number of years in the future (e.g. one, three or five).
193
The industry average is determined each year by:
where n is the number of companies in year t.
195
The direction to the industry average is:
where s was defined in section 2.1.
197
The density center d t is determined using the linear diffusion Kernel density estimation (KDE):
where r t := (r 1t , . . . , r nt ). The KDE returns a heatmap H, which is a R k×k matrix with k being maximum probability density value. Note that uniqueness is not ensured.
202
Analogously we define the direction to the density center:
and to the maximum neighbor:
The maximum neighbor m ct is the value which assumes a maximum in a neighborhood of r ct :
where N is an algorithm that returns a number of neighbors of r ct . First all distances of r ct to h x 206 and h y are determined. Then a selection (neighborhood) of the closest points with their probability 207 density estimate is returned.
208
The kernel density estimations were implemented in Matlab using the ksdensity, kde (uni- 
254
The figure is a three-dimensional representation of the OPM and ATO probability density estima-255 tion.
256
The figure is best interpreted as a smoothed-out bivariate histogram. We can see that there are Although the three-dimensional picture is useful to examine the local maxima in terms of 260 height, it may also be misleading. This is because 3D pictures may distort, and in addition some 
Movements towards targets
273
In order to evaluate the directional agreement we have to determine probability density esti-274 mates and the directions.
275
The vector map in figure 7 demonstrates the directions of the companies to the industrial av- to an undefined direction. Mitsubishi and Kanto have similar ratios, which define a "mini-cluster". shows the ratios (OPM,ATO) and the corresponding estimated probability density heat maps. and disagreement. The profitability probability distributions can be used by companies to adjust 325 their DuPont drivers. Moreover, the probability density estimates (based on a linear diffusion Ker-326 nel) capture the yearly dynamics and visualize the overall profitability of a market segment. This can be used by investors to identify profitable company clusters.
328
The study gives rise to a number of avenues for further research. Following is a discussion of 329 three possible avenues.
330
The existence of multiple industry averages is consistent with the theory of strategic groups, i.e., groups of firms that tend to gravitate around similar structures, strategies, and performance. tempting to become more profitable). This would lead to strategic movements in three dimensions.
358
Kernel density estimations can be easily extended to higher dimensions, and a contour map could Much of the dynamics of an industry can be described by the degree to which the firms react 362 to each other. This is particularly so with respect to levels of profitability. Individual and group 363 dynamics of companies are therefore an interesting area of further investigation. The conceptual 364 apparatus developed in this paper opens up the way for such analysis.
365
Appendix
366
The linear diffusion KDE can be best understood by characterizing the Gaussian kernel density 367 estimator:
where w is the bandwidth, {y 1 , . . . , y n } are independent realizations and This estimator has the characteristic that it is the unique solution of the diffusion partial differential 
where the linear differential operator is defined by the form 
20 will be called linear diffusion estimator and κ diffusion kernel.
