Abstract. Unitary integral transforms play an important role in mathematical physics. A primary example is the Fourier transform whose kernel is of the form k(x, y) = k(xy), i.e., of the product type. Here we consider the determination of spectrum for such unitary operators as the issue is important in the solvability of the corresponding inhomogeneous Fredholm integral equation of the second kind. A Main Theorem is proven that characterizes the spectral set. Properties of eigenfunctions and eigenspace dimensions are further derived as consequences of the Main Theorem. Concrete examples are also offered as applications.
Introduction
The authors are honored to dedicate this article to their teacher and friend, Professor Lu Jianke. The first named author is Professor Lu's former student, and both authors have been Professor Lu's friends for decades. Professor Lu has devoted more than sixty years to the research and teaching of mathematics in China. The authors have immense respect for Professor Lu, and great admiration for his work and his enthusiasm and finesse in the study of linear elasticity [10] , integral equations [11] , complex variables, boundary value problems [8, 9] , mathematical physics, topology [6, 7] , and other areas, just to mention a few. His leadership has produced generations of researchers and teachers at Wuhan University and in many parts of China and the rest of the world. His gracious personality and generosity for helping others have won the authors' hearts as his students and friends.
Integral transforms and the associated integral equations are major lifetime love and interests of Professor Lu and are, aptly, selected as the focal topic of this volume. In this article, we build on our recent results in the study of integral transforms on the real line [3] . Among all integral transforms on the Euclidean space, unitary operators constitute an important class as they often come from the Hamiltonian mechanics of mathematical physics, with a pleasant isometry property. A premiere example of a unitary transform is the powerful Fourier transform. Looking at the Fourier transform [2] , we notice that its kernel is of the form k(x, y) = k(xy) where k(x) = e −ix / √ 2π. Thus, FF = I (= the identity operator), and F is unitary on L 2 (R). The authors asked in [3] the question how to characterize kernels k(xy) of all integral operators K: 3] . Interestingly, the examples also include (i) "discrete transforms", i.e., those whose kernels k are linear combinations of delta functions; and (ii) "hybrid" transforms, whose k are a combination of delta functions and point-wisedefined functions.
Integral equations of the type
are called an inhomogeneous Fredholm integral equation of the first kind. (Here, (2) is actually a special case because k(x, y) is limited to be k(xy).) Equation (2) is always uniquely solvable here because f = Kg by the unitarity of K. On the other hand, if we consider an inhomogeneous Fredholm integral equation of the second kind
then there is no guarantee that (3) is always solvable, as (K − αI) −1 may not exist. If a number α ∈ C is such that (K − αI)) −1 does not exist as a bounded linear operator on L 2 (R), we say that α ∈ σ(K), where σ(K) is the spectrum of the operator K [16] . For any linear operator K, the spectral set σ(K) along with the associated eigenfunctions contain some of the most important and useful information concerning the operator K.
In Section 2, we first introduce some prerequisite material from [3] . Then we present the Main Theorem, which provides a necessary and sufficient condition for determining σ(K).
In Section 3, we apply the Main Theorem to establish several more theorems about the dimensionality of eigenspaces and the even/odd-ness of eigenfunctions. Then, these theorems are further applied to concrete examples studied in [3] . Section 4 contains concluding remarks.
The Main Theorem
Consider a function (or a distribution in a certain class [4] ) k and associate to it an operator K k by
Its complex-conjugate operator is then
Let K be the family of such k such that
be the corresponding family of unitary operators on L 2 (R).
For the amenability of the problem to subsequent analysis, at this point we perform a natural splitting of the kernel k:
where p, q are defined on (0, ∞), and χ S is the characteristic function of a set S ⊂ R. Thus,
The value of k at 0 has no effect on
Note that T p, T q are defined on R. We call the couple
the symbol of k and that of K k . By this definition, we have
We have the following characterizing conditions for K (see [3, Corollary 2.4] 
Definition 2.2. For K ∈ B, the spectrum of K is defined to be
Note that if K − αI is invertible, then its inverse is also bounded, by the open mapping theorem [5] . We are concerned with determining the spectra of the operators in L . For general spectral theory, see, e.g., [14, 16] .
The following proposition is an immediate consequence of the definition.
The following two propositions are well known; we include the proofs here just for the sake of later convenient referencing.
Proposition 2.5. Let K be a unitary operator in B, i.e., satisfying KK
= I. Then σ(K) ⊂ {α : |α| = 1}.
Proof. By the previous proposition, σ(K) ⊂ {α : |α| ≤ 1} and σ(K)
For a complex-valued measurable function ω(t) on R, its essential range is defined by
where m is the Lebesgue measure. The positive-measure range of ω is defined by
A matrix whose entries are measurable functions on R is said to be essentially bounded if all its entries belong to
where
Then Γ is an isometry.
Theorem 2.6. (Main Theorem)
Let K ∈ L with symbol (u, v), and let α ∈ C. Put
and (10) w(t) = (u(t) + v(t))(u(−t) + v(−t)), z(t) = (u(t) − v(t))(u(−t) − v(−t)).
Then the following are equivalent:
(ii) The matrix (Z(t) − αI) −1 is not essentially bounded.
and let
Similarly,
Combining the preceding two equations, we obtain (
) .
Replacing t by −t yields (
We then combine the last two equations to obtain
Note that G α (t) = G(t) − αF(t). Thus,
Since the map
is an isometry, we see that K − αI is invertible if and only if the matrix (Z(t) − αI) −1 is essentially bounded. Therefore, (i) and (ii) are equivalent.
(iii) ⇔ (iv): By the same reasoning as in the last case, we have G(t) = Z(t)F(t) and
F(t).

It follows that
and hence
It is now clear that (iii) and (iv) are equivalent.
(ii) ⇔ (vi): We have (Z(t)−αI)
, where M α (t) is the adjoint matrix of (Z(t) − αI) and hence it is essentially bounded. It follows that (ii) and (vi) are equivalent.
(iii) ⇔ (vii): The reasoning is the same as in the previous case.
(vi) ⇔ (vii): It follows from the identity (15) (Z(t) − αI)
Therefore (vi) and (vii) are equivalent. 
from which the equivalence of (vii) and (viii) follows.
We call (w, z) defined by (10) the compound symbol of k and that of K k . 
Eigenfunctions and Integral Equations
Let K ∈ B and α ∈ σ(K). Then K − αI is not invertible, hence it is either non-injective or non-surjective. Suppose that K − αI is non-injective. Then there is a nonzero function f ∈ L 2 (R) such that (K − αI)f = 0. The function f is called an eigenfunction of K associated with the eigenvalue α. The kernel of (K − αI),
is called the eigenspace of K associated with α.
The following proposition is likely known in the literature; we include a short proof here for the convenience of the reader.
Proposition 3.1. Let K be a unitary operator in B and α ∈ C. Then (K − αI) is invertible if and only if it is surjective.
Proof. Assume the contrary. Then there is a K − αI that is surjective and non-injective. Hence there is a nonzero f ∈ L 2 (R) with (K −αI)f = 0 and an h ∈ L 2 (R) with (
This is a contradiction.
Note that Proposition 3.1 does not hold for a general operator in B. For instance, the "back-shift" operator ι defined by
where {e 1 , e 2 , . . . } is an orthonormal basis of L 2 (R), is surjective, but non-injective.
Theorem 3.2. Let K ∈ L with compound symbol (w, z), and α ∈ σ(K). Let
A = A α = {t ∈ R : w(t) = α 2 }, B = B α = {t ∈ R : z(t) = α 2 }.
Then N (K − αI) is nontrivial if and only if m(A ∪ B) > 0. Furthermore, the following hold: (i) If N (K − αI) is nontrivial, then it is infinite dimensional. (ii) N (K − αI) is nontrivial if and only if N (K + αI) is nontrivial. (iii) If m(A) > 0 and m(B) = 0, then every function in N (K ± αI) is even. (iv) If m(A) = 0 and m(B) > 0, then every function in N (K ± αI) is odd.
Proof. Note that the sets A, B are symmetric about the origin, since w, z are even functions.
Suppose that m(A ∪ B) = 0. We shall prove that
where F(t) is defined by (11) and (12) . By the assumption m(A ∪ B) = 0 and (16), (17), the matrix (Z(t) − αI) is nonsingular almost everywhere on R. It follows that F = 0, and hence f = 0.
Now we assume that m(A) > 0. Let
A + = A ∩ {t : t > 0} and A − = A ∩ {t : t < 0}. Choose a measurable function p(t) on A + such that (19) p(t) 2 = α −1 (u(t) + v(t)).
For t ∈ A − , let p(t) = 1/p(−t). The function p(t) is now defined on A and, since α 2 = w(t) on A, equality (19) holds for t ∈ A. It follows that
−αp(t) + (u(t) + v(t))p(−t) = 0, t ∈ A.
The last equality is equivalent to
Thus, for each function q(t) ∈ L 2 e (A), the set of even, complex-valued, square-integrable, measurable functions on A, we have
p(t)q(t) p(t)q(t) p(−t)q(−t) p(−t)q(−t)
By (8), |u(t) + v(t)| = 1, and hence |p(t)| = 1. Recall that Γ is the operator defined by (6) and (9) 
w(t) + z(t) w(t) − z(t) w(t) − z(t) w(t) + z(t)
Since w(t) = α 2 ̸ = z(t), we see that the (1, 2) entry of Q(t) is non-zero a.e. on A. Hence,
It follows from (15) and (22) that
Since Z(t) − αI is nonsingular a.e. on R \ A, equality (24) implies that Γf (t) = 0 a.e. on R \ A. By (23), the two vectors in (20) and (24) are proportional. It follows that there
The case when m(B) > 0 is similar. We define a function r(t) on B such that
It follows that −αr(t) + (u(t) − v(t))r(−t) = 0, t ∈ B,
and
Then the map τ B : 
It is also clear that
An example of a real k ∈ K can be found in [3, Example 3.8] :
By applying the preceding theorems, we obtain the following. 
has a unique solution, which is given by
The solution spaces of the homogeneous Fredholm equations
are infinite dimensional. The inhomogeneous Fredholm equations
are solvable if and only if the right-side function g(x) satisfies the companion homogeneous Fredholm equations
respectively.
Theorem 3.7. Let n ≥ 2 be an integer and let
where β = e 2πi/n .
It suffices to show that
) and the proof is complete.
. We now determine the spectra and eigenspaces of Fourier-like operators. Some of our work here is inspired by [15] , where the spectrum of the Fourier transform is determined, and methods to find eigenfunctions are described.
Let K ∈ L be a Fourier-like operator with symbol (u, v). Then (see [3, Theorem 5 
Equalities (8) 
Then the following hold:
For Fourier-like kernels, an example is given in [3, Example 3.12]):
There are plenty of other Fourier-like kernels; but for most of them, finding their explicit forms is intractable. For each positive integer n the following is a Fourier-like kernel:
We now turn to an operator K ∈ L with full spectrum:
For this kernel we have
We state these results in terms of integral equations. (27) is not always solvable.
Concluding Remarks
This paper studies the spectra of unitary integral transforms with kernels of the type k(xy). We have obtained interesting properties about the spectra of such operators and their eigenspaces. The analysis and proofs are based mainly on the compound symbols. The methodology seems to be quite novel.
Concrete examples given in Section 3 are selected from those given in our prior paper [3] , which were obtained by the availability of exact, explicit expressions of Fourier transforms of certain functions. Nevertheless, such a catalog of available exact, explicit expressions is quite small from sources such as [1, 12, 13] , for example. We wish to provide a much larger class of concrete examples, but are limited by the above difficulty.
There also exist several unitary integral transforms whose kernels are not exactly of the form k(xy), but "very close to it". The spectral properties of them also appear to satisfy the theorems given in Section 3. So far, they must be studied on a case by case basis. This calls for some further study of generalization and extension in the future.
