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Abstract
We discuss the full nonlinear Kaluza-Klein (KK) reduction of the
original formulation of d=11 supergravity on AdS7×S4 to gauged max-
imal (N=4) supergravity in 7 dimensions. We derive the full nonlinear
embedding of the d = 7 fields in the d = 11 fields (“the ansatz”) and
check the consistency of the ansatz by deriving the d=7 supersymme-
try laws from the d=11 transformation laws in the various sectors. The
ansatz itself is nonpolynomial but the final d = 7 results are polynomial.
The correct d = 7 scalar potential is obtained. For most of our results
the explicit form of the matrix U connecting the d = 7 gravitino to the
Killing spinor is not needed, but we derive the equation which U has to
satisfy and present the general solution. Requiring that the expression
δF = dδA in d = 11 can be written as δd(fields in d = 7), we find the
ansatz for the 4-form F . It satisfies the Bianchi identities. The corre-
sponding ansatz for the 3-form A modifies the geometrical proposal by
Freed et al. by including d = 7 scalar fields. A first order formulation
for A in d = 11 is needed to obtain the d=7 supersymmetry laws and
the action for the nonabelian selfdual antisymmetric tensor field Sαβγ,A.
Therefore selfduality in odd dimensions originates from a first order for-
malism in higher dimensions.
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1 Introduction
The consistency of Kaluza Klein (KK) truncation at the nonlinear level of a mass-
less gravitational higher-dimensional field theory to a massless gravitational lower-
dimensional field theory has been a fundamental problem for a long time. In this
article we present a complete solution for a particular model. Namely, we consider
the original formulation of d=11 supergravity [1], without any string extensions, and
write all components of all d=11 fields, denoted by Φ(y, x), as nonlinear expressions in
terms of the massless d=7 fields φ(y) and spherical harmonics Y (x) on S4. All spher-
ical harmonics will be expressed in terms of (products of) Killing spinors ηI(x) with
I = 1, ..., 4. Hence we present below explicit expressions for Φ(y, x) = Φ(φ(y), η(x)).
The consistency of this ’ansatz’ amounts to proving that the d=11 supersymmetry
variations of Φ produce the correct d=7 supersymmetry variations of φ. A particular
nonlinear combination of φ’s and η’s enters as a 4 × 4 matrix U I′I(y, x). It appears
in the ansatz for all fermionic Φ’s and in the relation ε(y, x) ∼ ǫI′(y)U I′I(y, x)ηI(x)
between the d=11 susy parameter ε(y, x) and the d=7 parameter ǫ(y). This matrix
U must satisfy a linear matrix equation, and we present explicit solutions. This is the
first time a complete nonlinear KK reduction of an original supergravity theory to all
massless modes in a lower dimension has been given. There exists in the literature also
a modified version of d = 11 supergravity with a local SU(8) symmetry and for this
theory de Wit and Nicolai [2, 3, 4, 5] have shown that the KK reduction is consistent.
Because in their version of the theory the matrix U only described gauge degrees of
freedom, they did not try to determine it. (In an earlier study of the KK reduction
of the original d = 11 supergravity to d = 4 they gave partial results on the matrix
U [2, 3], but then they abandoned this project. In fact, the matrix U was first intro-
duced in an implicit form in [6], while the contributions to U quadratic in scalars were
computed in [7]. Other KK reductions to a subset of massless fields have also in some
cases been shown to be consistent [8, 9, 10, 11].
This article contains a detailed and self-contained derivation of our results, and
is an expanded version of a previous letter [12]. The basic problem we must analyze
is that in relations like δφ(y)Y (x) = ε(y, x)Φ(y, x) one finds products of Y (x)’s on
the r.h.s. Hence one must prove relations of the form Y (x) = ΠY (x). (An example
of such a relation is (4.30).) This requires a large number of properties of spherical
harmonics. For the reader who is not an expert in these matters we have added a
special section (section 3) in which we give a derivation of all identities we needed,
starting from scratch. The basic object, in terms of which we express all spherical
harmonics, is the Killing spinor. It is a square root of a Killing vector and is the
spherical harmonic of the local supersymmetry parameters. The spherical harmonics
of scalars, spinors and other fields are expressed into Killing spinors. We shall analyze
all bosonic variations δΦ(φ(y), η(x)) up to terms with three d=7 fermion fields, and all
fermionic variations up to terms with two d=7 fermion fields, but all results are to all
orders in bosonic fields. Previous work in this area has also made the same restriction
[3, 4, 5]. In principle one could also study the variations containing higher orders in
fermi fields with our methods, but this is algebraically very complicated and given all
small miracles we have encountered in our work, we expect that consistency holds there
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as well.
Initially, the aim of KK reductions of higher dimensional supergravities (sugras)
was to find realistic field theories in d = 4 dimensions, and the compactification on
AdS4×S7 seemed promising ([13], see also [14]). However, it was later realized that it
was impossible to obtain in this way chiral fermions and/or a vanishing cosmological
constant [15]. Recent developments in the AdS-CFT correspondence have renewed
interest in KK compactifications on anti-deSitter (AdS) spaces [16, 17, 18, 19, 20, 21, 22]
(for a recent review see [23]).
While KK reduction (more precisely, truncation to the set of massless fields) on tori
is always guaranteed to be consistent, this is not in general so. A simple example of an
inconsistent truncation is Einstein gravity, which cannot be truncated to gravity plus
gauge fields of the symmetry group K of the compact manifold MK . This was already
noticed by Kaluza and others who studied the reduction from 5 to 4 dimensions. They
realized that the field equation for the scalar contains source terms depending on the
gauge fields; hence setting the scalar to zero was inconsistent. But even keeping the
scalars in the theory is in general not enough to obtain consistency. In the Einstein
equation, the terms involving the gauge fields will have as spherical harmonics V aµ V
µ
b ,
whereas the rest of the terms have spherical harmonic 1. However, if one restricts
the gauge group K to a subgroup K ′ such that the subset of Killing vectors satisfies
V aµ V
µ
b = δ
a
b , then the KK reduction is consistent (a, b ∈ K ′) [8] (In sugra, more fields
are present - for instance in 11 dimensions we have the antisymmetric tensor AΛΠΣ -
and so the condition V aµ V
µ
b = δ
a
b gets modified in a complicated way). In the case of
compactifications on a group manifold and on spheres S4n+3, one can find such subsets
of Killing vectors, whereas on S2n one can not (as shown in [8]). For the Maxwell-
Einstein system, on the other hand, the truncation to massless fields is consistent as
far as the gauge symmetries are concerned [24].
The study of KK truncations took a new direction with the advent of supergrav-
ity. The most intensively studied model was the N=8 sugra, which proved to be very
challenging. In the course of its study, other criteria for consistent truncations were
found in [9, 25]. In [9] it was realized that for a field theory invariant under a group G,
a consistent truncation can be obtained by retaining only all fields which are singlets
under a subgroup G′ ∈ G. In general, this gives an infinite set of fields (the untruncated
set is of course always infinite). If G is the isometry group of the KK compactification
on a space Mk, and G
′ acts transitively on Mk (i.e. any point in Mk can be reached
from any other point by a G′ gauge transformation), the subset of fields is finite. This
requirement implies in particular that Mk is a coset manifold, G/H = G
′/H ′. In the
case of the AdS4×S7 compactification, this mechanism gives a group theoretical expla-
nation for the consistency of a particular truncation consisting of massless gauged N=3
supergravity coupled to some massive matter multiplets (this system is not contained
in N=8 sugra). In [25] it was claimed that the truncation to 4d N ≥ 1 sugra multiplets
with second order formulation for the fields is always consistent, and it was speculated
that the truncation to a sugra multiplet is always consistent.
The study of the consistency of the KK reduction of d=11 sugra at the nonlinear
level was tackled in a series of papers by de Wit and Nicolai. In their pioneering work,
they followed two approaches. One was to construct directly an ansatz for the 11d
metric as opposed to the vielbein; this yielded an ansatz for the fermions only up to a
3
matrix U, depending on the 4d scalar fields. The dependence of this matrix on one of
the scalars was even determined, but they did not succeed in finding the dependence on
all other scalars. They then switched to another approach in which they reformulated
11d sugra as a theory with a local SO(1, 3)×SU(8) tangent space symmetry group, and
dimensionally reduced this theory. This latter approach was used to prove consistency
of the reduction by reproducing the 4d susy transformations laws and equations of
motion, but left the ansatz of the original 11 dimensional fields in terms of the 4d
ones implicit. The ansatz for FΛΠΣΩ was not explicitly given in the first approach. In
the second approach no FΛΠΣΩ appears, but the equations needed to construct FΛΠΣΩ
from the second approach were highly involved.
Lately, suggested by the need to embed AdS4 and AdS7 black holes as solutions
of 11 d sugra (and AdS5 black holes as solutions of 10d IIB sugra), the authors of
[10, 11] proposed nonlinear ansa¨tze for the embedding in 11d sugra and 10d IIB sugra
of a further truncation of the gauged sugras in 4, 7 and 5 dimensions to a set of U(1)
gauge fields and scalars (in the AdS7 case, two U(1) gauge fields and two scalars).
The consistency of the truncations was proven by reproducing the lower dimensional
equations of motion from the ones of d=11 and d=10 sugras (see next section). After
that, a series of other papers looked at other truncations of 11d sugra on AdS7 × S4
(a model with one scalar, one SU(2) gauge field and one antisymmetric tensor in [26],
a model with 4 scalars in [27]). Consistent truncations of bosonic subsets of fields
to other dimensions were also considered in [28, 29, 30, 31]. The authors of [32] also
worked out an ansatz or an S3 truncation of N = 1 d = 10 sugra which reproduced the
bosonic action of N = 2 =. 7 gauged sugra; however, they did not explicitely checked
consistency.
In a previous letter [12], we have given the full nonlinear ansa¨tze for the KK reduc-
tion of 11d sugra on AdS7 × S4. Here we present the details of the construction.
Crucial for the proof of consistency is a proper understanding of the origin of the
concept of self-duality in odd dimensions – seven in this case. In sugra, this mechanism
of selfduality in odd dimensions leads to a consistent coupling of a multiplet of massive
antisymmetric tensor fields to nonabelian gauge fields. It was first discovered in a study
of the KK reduction of d=11 sugra on S4 [33], and found to give a formulation dual to
Chern-Simons theory for the abelian case [34], but not for the nonabelian case [35]. It
was found that the second order field equation for the field Aαβγ,A, which one obtains
from KK reduction of the field AΛΠΣ, was of the form ✷A+m
2A+mǫ∂A = 0. Adding
in d=7 an auxiliary field Bαβγ,A with action B2, a rotation from A,B to S,b yielded the
final massless field Sαβγ,A and a massive mode bαβγ,A,
A = S + b,B = b−O(S + b) (1.1)
where O is an operator involving derivatives of the form ǫD +m, see (2.41). We have
found that ǫB is obtained by KK reduction of the auxiliary field BΛΠΣΩ in d=11, which
is obtained by using a first-order formulation for the 3-index photon in d=11.
This paper is organized as follows. In section 2.1 we discuss the issue of the con-
sistency of KK truncations in general. We argue that it is sufficient to obtain the susy
transformation laws of the dimensionally reduced theory from the susy transformation
laws of the untruncated theory. In section 2.2 we present d=11 sugra with a first-order
formulation for the 3-index photon Aαβγ,A, and prove its local supersymmetry. The
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linearized KK reduction is given in section 2.3. Although it was already given in [36],
we summarize it here since it forms the starting point for the nonlinear extension. In
section 3 we discuss Killing spinors and spherical harmonics. We begin in section 3.1
with a description of the spherical harmonics used for the massless multiplet and give
various useful identities in section 3.2. Section 4 is the heart of this paper: it contains
the proof of the consistency of KK reduction. In 4.1 we present the full ansatz for the
d=11 vielbein and gravitino and we discuss the susy transformation laws of the viel-
bein. In 4.2 we derive an ansatz for the d=11 3-index antisymmetric tensor field AΛΠΣ
by a partial analysis of the susy laws for AΛΠΣ and by a preliminary study of the susy
transformation laws of the gravitino. It leads to the d=7 ’self-duality in odd dimen-
sions’. In 4.3 we give the reduction of the rest of the d=11 gravitino transformation
laws and derive the transformation law of the 3-index d=7 tensor Sαβγ,A. In section
5 we derive for completeness the seven dimensional bosonic equations of motion from
the 11 dimenisonal bosonic equations of motion, with the gauge fields set to zero. We
also derive the seven dimensional bosonic action and compare our ansatz with other
ansa¨tze for consistent truncation to bosonic subsets of fields. We finish in section 6
with conclusions and discussions. In Appendix 1 we give our conventions and some
useful relations for Dirac matrices, including certain completeness relations. In Ap-
pendix 2 we give some details of the charge conjugation matrices in various dimensions
and properties of modified Majorana spinors.
2 First-order d=11 supergravity and linearized
KK reduction
2.1 KK consistency
Let us briefly discuss the issue of the consistency of the KK reduction. In general,
if we truncate the fields in a Lagrangian by putting the ’massive’ ones {φ(n)} to zero
and keeping only the ’massless’ ones {φ(0)}, we have to check that the full equations of
motion and transformation laws (for all the symmetries of the system) are consistent
under this truncation.
More precisely, the equations of motion of the massive fields, δS/δφ(n) must not
contain any term depending only on the massless fields (at the linear level this is
true because φ(n) are eigenfunctions of the kinetic operator) because otherwise setting
φ(n) = 0 would be inconistent. Similarly, in the transformation rules for the symmetries
of the system, the massive fields should not transform into a term with only massless
ones, again because then we cannot put the massive fields to zero.
In the case of the KK reduction of a D dimensional sugra action, S(D)({Φ}), we
usually know the Lagrangian in lower (d) dimensions S(d)({φ(0)}) which we should
obtain after truncation, but we need to find the nonlinear ansatz which specifies how
the final massless fields φ(0) are embedded in the higher-dimensional fields Φ. For a
consistent truncation, there should be no term linear in massive fields in the untrun-
cated action
∫
ddxφ(n)fn({φ(0)}), because such a term would give an inconsistency of
the equations of motion. Let’s assume that both the equations of motion and the susy
laws are inconsistent, i.e. there exists a massive field which varies into a term involv-
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ing only massless fields, δφ(n) = gn({φ(0)})+ more. If we can reproduce the correct
d-dimensional susy laws from the D dimensional susy laws, the variation of the term
in the action which is linear in massive fields gives an extra piece depending only on
massless fields
δS(D)({φ(n)}, {φ(0)}) = δS(d)({φ(0)}) +
∫
gn({φ(0)})fn({φ(0)}) +O(φ(n)) = 0 (2.1)
Since the d-dimensional theory is invariant, δS(d)({φ0}) vanishes. Hence, for consis-
tency gnfn = 0, i.e. the equations of motion and susy laws can’t both contain purely
massless terms for a given massive field. Since the commutator of the susy transfor-
mations gives the equations of motion, the two inconsistencies are presumably always
equivalent. Therefore one criterion for a consistent truncation is to find a nonlinear
ansatz which gives the susy transformation laws of S(d) from the susy transformation
laws of S(D).
In [10, 11] the consistency of the KK reduction from the original d = 11 supergravity
to AdS(7) × S4 to a small subset (two scalars and two U(1) gauge fields) of our fields
was studied using the other criterion, namely consistency of the field equations. Only
bosonic fields were considered. More recently, this work has been extended to other
subsets of bosonic fields (a model with one scalar, one SU(2) gauge field and one
antisymmetric Sαβγ , [26] and a model with only 4 scalars [27]). We do not restrict our
atttention to subsets, and consider both fermionic and bosonic fields. For completeness
we shall also consider consistency of the bosonic field equations.
2.2 Supergravity and first order formulations
We start with the sugra Lagrangian in (10,1) dimensions with a first order formalism for
the antisymmetric tensor field. (For our conventions and notation, see the appendix).
This formulation was presented in our previous letter [12]. After that, a paper appeared
which gave first order formulations of supergravities, in particular a formulation of 11d
sugra which is first order in both the spin connection and the antisymmetric tensor
field [37].
L = − 1
2k2
ER(E,Ω)− E
2
Ψ¯ΛΓ
ΛΠΣDΠ(
Ω + Ωˆ
2
)ΨΣ
+
E
48
(FΛΠΣΩFΛΠΣΩ − 48FΛΠΣΩ∂ΛAΠΣΩ)
−k
√
2
6
ǫΛ0...Λ10∂Λ0AΛ1Λ2Λ3∂Λ4AΛ5Λ6Λ7AΛ8Λ9Λ10
−
√
2k
8
E[Ψ¯ΠΓ
ΠΛ1...Λ4ΣΨΣ + 12Ψ¯
Λ1ΓΛ2Λ3ΨΛ4 ][
1
24
F˜Λ1...Λ4] (2.2)
where FΛΠΣΩ is an independent field with field equation FΛΠΣΩ = FΛΠΣΩ, and
FΛΠΣΩ = ∂ΛAΠΣΩ + 23 terms (2.3)
Furthermore E = detEΛ
M and
R(E,Ω) = RΛΠ
MN (Ω)EΠME
Λ
N (2.4)
6
RΛΠ
MN (Ω) = (∂ΛΩΠ
MN +ΩΛ
M
PΩΠ
PN − (Λ↔ Π) (2.5)
DΠ
(
Ω+ Ωˆ
2
)
ΨΣ = ∂ΠΨΣ +
1
4
{
ΩΠ
MN + ΩˆΠ
MN
2
}
ΓMNΨΣ (2.6)
F˜Λ1...Λ4 = (
F + Fˆ
2
)Λ1...Λ4 = 24
[
∂[Λ1AΛ2Λ3Λ4] +
1
16
√
2
Ψ¯[Λ1ΓΛ2Λ3ΨΛ4]
]
(2.7)
Here Fˆ is the supercovariant curl of A † and we use 1.5 order formalism for the spin
connection, i.e., Ω is not independent, but rather it is the solution of its field equation
( to which only the Ω term, but not the Ωˆ term, in the gravitino action contributes).
The supercovariant spin connection Ωˆ is obtained from Ω by adding terms bilinear in
the fermions such that there are no ∂ǫ terms in its susy transformations
ΩˆMNΠ = ΩΠ
MN (E) +
k2
4
(Ψ¯ΠΓ
MΨN − Ψ¯ΠΓMΨn + Ψ¯MΓΠψN ) (2.8)
The relation between Ω and Ωˆ is then given by
ΩΠ
MN = ΩˆΠ
MN − 1
8
Ψ¯ΛΓΛΠ
MN
ΣΨ
Σ (2.9)
It is useful to redefine
FΛΠΣΩ = ∂ΛAΠΣΩ + 23 terms+ BMNPQE
M
Λ ...E
Q
Ω√
E
(2.10)
Substituting this definition into the terms in the action involving F , we obtain
− 1
48
E(∂[ΛAΠΣΩ] + 23 terms)
2 +
B2MNPQ
48
(2.11)
The supersymmetry transformation rules which leave the action with the B2MNPQ
term invariant read
δEMΛ =
k
2
ε¯ΓMΨΛ (2.12)
δΨΛ =
1
k
DΛ(Ωˆ)ε+
√
2
12
(ΓΛ1...Λ4 Λ − 8δΛ1Λ ΓΛ2Λ3Λ4)ε(
1
24
FˆΛ1...Λ4)
+
1
24
(bΓΛ
Λ1...Λ4 1√
E
BΛ1...Λ4 − aΓΛ1Λ2Λ3
1√
E
BΛΛ1Λ2Λ3)ε (2.13)
δAΛ1Λ2Λ3 = −
√
2
8
ε¯Γ[Λ1Λ2ΨΛ3] (2.14)
δBMNPQ =
√
Eε¯(aΓMNPE
Λ
QRΛ(Ψ) + bΓMNPQΛR
Λ(Ψ)) (2.15)
where RΛ(Ψ) is the gravitino field equation,
RΛ(Ψ) =
1
E
δL
δΨ¯Λ
= −ΓΛΠΣDΠΨΣ
−
√
2
4
k(
1
24
FˆΛ1...Λ4)Γ
ΛΛ1...Λ5ΨΛ5 − 3
√
2k(
1
24
FˆΛΠΣΩ)ΓΠΣΨΩ (2.16)
†By replacing 24F∂A in (2.2) by F Fˆ , the terms (Ψ¯ΓΓΨ)F˜ get absorbed. Then the F field equation reads
F = Fˆ and becomes supercovariant. We have not been able to absorb the remaining four-fermi terms by
using our new first order formulation.
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The expression FˆΛΠΣΩ denotes the usual supercovariantization of ∂ΛAΠΣΩ + 23 terms
and a and b are free parameters. They will be fixed by the requirement of consistency
of the KK truncation on S4. The gravitational constant k has dimensions 11/2, hence
kA is dimensionless and kΨ has dimension 1/2. Below we set k equal to unity.
New in the transformation laws are the B terms in δΨΛ and the expression for δB.
Of course δB is proportional to the gravitino field equation, because B = 0 is a field
equation and field equations (usually) transform into field equations.
This theory admits a background solution which satisfies the equations of motion
and which describes a geometry of the type AdS7 × S4. The source is given by
Fµνρσ =
3√
2
m(det
◦
e
m
µ (x))ǫµνρσ (2.17)
where
◦
e
m
µ is the vielbein on S4 and
◦
e
a
α the vielbein on AdS7. The parameter m is the
inverse radius of the sphere as will now be show. The field equations for the background
geometry read then
Rµν − 1
2
◦
gµν R = −1
6
(
Fµ···Fν ··· − 1
8
◦
gµν F
2
)
= −9
4
◦
gµν m
2 (2.18)
and
Rαβ − 1
2
◦
gαβ R =
1
48
◦
gαβ F
2 =
9
4
◦
gαβ m
2 (2.19)
The maximally symmetric solution is given by
Rµν
mn(
◦
e
(4)
) = m2{◦emµ (x)
◦
e
n
ν (x)−
◦
e
m
ν (x)
◦
e
n
µ (x)} (2.20)
Rαβ
ab(
◦
e
(7)
) = −1
4
m2(
◦
e
a
α (y)
◦
e
b
β (y)−
◦
e
b
α (y)
◦
e
a
β (y)) (2.21)
R = R(4) +R(7) = −3
2
m2 (2.22)
All other fields vanish in the background
ΨMΛ = 0 ; FαΛΠΣ = 0 ; BΛΠΣΩ = 0 (2.23)
First order formulations in sugra have been given before in d=4. Soon after the
N=1 sugra was formulated with a second-order formulation for the spin connection
[38], a first-order formulation for the spin connection (with an independent field ωmnµ
and an expression for δωmnµ ) was given [39]. For d=11 sugra, a first-order formulation
for the spin connection was given in [40].
The reason we start with a first order formulation for the antisymmetric tensor field
in d=11 is that at the linearized level one needs in 7 dimensions a 3-index auxiliary field
to combine with the 3 index tensor to give the 7 dimensional supergravity field Sαβγ,A
found in [41]. Since the 3-index auxiliary field can also be written as a 4-index auxiliary
field by a duality transformation, this suggested to us that the auxiliary field in d=11
gives by reduction the auxiliary field in d=7. Our results confirm this suggestion.
Could we have chosen another first order formulation which would give us at the
linearized level this auxiliary field? The other obvious choice is the first order formu-
lation for the spin connection (Palatini formalism). The auxiliary field would then be
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obtained as the totally antisymmetric part of the difference between the independent
spin connection and the solution of its equation of motion, i.e.
BΛΠΣ = (Ω[Λ MN − Ωˆ[Λ MN (E,Ψ))EMΠENΣ] (2.24)
When we dimensionally reduce, we obtain an auxiliary antisymmetric tensor field Bαβγ .
We will see later (in section 3) that this approach does not produce the 7 dimensional
auxiliary field we need.
2.3 Linearized Kaluza-Klein reduction on S4
Any 11 dimensional field is written as a sum of the corresponding background field and
the fluctuations. In the fluctuations we keep only ’massless’ modes, i.e., fields which
in 7 dimensions belong to the maximal (N=4) sugra multiplet. In full generality, the
massless 7 dimensional fields may occur nonlinearly in the expansion of 11 dimensional
fields.
The linearized terms in the expansion of the bosons have the generic form
Φαµ(y, x) =
∑
I
φα,I(y)Y
I
µ (x) (2.25)
where φ are 7 dimensional fields and Y are spherical harmonics. The 7 dimensional
indices are attached to 7 dimensional fields, 4 dimensional indices to the spherical
harmonics Y of the internal space. For fermions one finds a similar decomposition,
ΨA(y, x) =
∑
I
Ψa˜I(y)Y
I,˜˜a (2.26)
where the spinor index A=1,32 of an 11 dimensional spinor decomposes as A = a˜⊗ ˜˜a
with a˜ spinor indices on AdS7 and ˜˜a spinor indices on S4. We shall suppress these
spinor indices , and thus a˜ and ˜˜a will not be used below.
The linearized ansatz has been given in [36]. We reproduce it here for completeness.
The vielbein EMΛ (y, x) produces the metric gΛΠ = E
M
Λ EMΠ =
◦
gΛΠ +khΛΠ, where hΛΠ
are the fluctuations given by the following expressions in the various sectors
(i) In AdS7 spacetime
hαβ(y, x) = hαβ(y)− 1
5
◦
gαβ (y)(hµν(y, x)
◦
g
µν
(x)) (2.27)
where the redefinition of the graviton is needed in order to diagonalize its kinetic term.
(The linearized kinetic term for the graviton is the Fierz-Pauli action for a massless
spin 2 field and reads in any dimension L = 1/2h2µν,ρ + h2µ − hµh,µ + 1/2h2,µ where
hµ = ∂
νhνµ and h = h
µ
µ.)
(ii) In the mixed sector,
hµα(y, x) = Bα,IJ(y)V
IJ
µ (x); I, J = 1, 4 (2.28)
where V IJµ (x) = V
JI
µ (x) are the ten Killing vectors on S4.
(iii) In the S4 sector
hµν(y, x) = SIJKL(y)η
IJKL
µν (x) (2.29)
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where the scalars SIJKL are in the 14 representation of USp(4) and η
IJKL
µν is the
corresponding spherical harmonic. It has the symmetry of the Riemann tensor, but its
symplectic trace and its totally antisymmetric part vanish (see below (3.6) and (3.7)).
The gravitino ΨΛ splits into Ψµ and Ψα, where the spin 1/2 fields are written as
Ψµ(y, x) = λJ,KL(y)γ
1/2
5 η
JKL
µ (x) (2.30)
The λJ,KL with J,K,L=1,...4 are the fermions in the 16 representation of USp(4), with
ηJ,KLµ (x) the corresponding spherical harmonic. λJ,KL is antisymmetric and symplectic
traceless in KL, and its totally antisymmetric part vanishes (and so all its symplectic
traces are zero). By definition,
√
γ5 =
i−1
2 (1 + iγ5), see appendix A1.
We took the scalars to be in the 14 representation and the spinors in the 16
representation because of the following reason. First, the total number of scalars has
to be 14, and the total number of fermions 16, a fact which we know for instance from
the case of toroidal compactification. Second, the complete mass spectrum on S4 was
found in [45], and the lowest mass modes are the singlet and the 14. The singlet has
bigger mass, and is found to belong to another multiplet. The spinors have as lowest
modes a 4 and the 16, but again the 4 has higher mass and belongs to the same
multiplet as the scalar singlet.
The gravitini Ψα also have to be redefined in order to diagonalize their kinetic term
Ψα(y, x) = ψαI(y)γ
±1/2
5 η
I(x)− 1
5
ταγ5γ
µΨµ(y, x) (2.31)
where ηI(x) is the Killing spinor. Clearly, γ
−1/2
5 =
1+i
2 (iγ5 − 1).
The antisymmetric tensor FΛΠΣΩ =
◦
FΛΠΣΩ +fΛΠΣΩ (where fΛΠΣΩ is the fluctuation
and
◦
FΛΠΣΩ the background solution) decomposes at the linearized level as follows
√
2
3
fµνρσ =
√
det
◦
gµνǫµνρσh
λ
λ, h
λ
λ ≡ hµν(y, x)
◦
g
µν
(x) (2.32)
√
2
3
fανρσ =
√
det
◦
gµνǫνρστ [
1
10
DτDαh
λ
λ − hτα] (2.33)
√
2
3
fµναβ =
i
3
∂[αB
IJ
β] η¯
Iγµνγ5η
J (2.34)
√
2
3
fναβγ =
√
2
3
Aαβγ,IJ∂νφ
IJ
5 (x) (2.35)
√
2
3
fαβγδ =
√
2
3
4∂[αAβγδ],IJφ
IJ
5 (x) (2.36)
so that
Aµνρ(y, x) =
√
2
40
√
◦
gǫµνρσD
σhλλ (2.37)
Aαµν(y, x) =
i
12
√
2
Bα,IJ(y)η¯
I(x)γµνγ5η
J(x) (2.38)
Aαβµ = 0 (2.39)
Aαβγ(y, x) =
1
6
Aαβγ,IJ(y)φ
IJ
5 (x) (2.40)
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where Aαβγ,IJ is a set of antisymmetric symplectic-traceless tensors in the 5 repre-
sentation of USp(4) and φIJ5 = η¯
Iγ5η
J = −η¯Jγ5ηI the corresponding scalar spherical
harmonic. The factor 1/10 in (2.33) was determined in [36] by solving the Bianchi iden-
tities, but we have here given the linearized KK formulas for the fields themselves.To
show that (2.37) reproduces (2.32) one needs ✷
◦
g
µν
ηIJKLµν = −10
◦
g
µν
ηIJKLµν , see (3.7).
The rest of the result in (2.33) then follows if one uses
◦
Dµ η =
i
2γµη and Vµ = η¯γµη,
see (3.3).
When massive modes are put to zero, one would expect that Aαβγ,IJ becomes
equal to the 7 dimensional supergravity field Sαβγ,IJ . However, the field Aαβγ,IJ has
an action with 2 derivatives, whereas the action of Sαβγ,IJ is linear in derivatives. That
means that we need to introduce by hand an auxiliary field Bαβγ,IJ , and rotate the A
and B fields such that the sum of the action of A with 2 derivatives and the action of
B with none gives two decoupled actions each linear in derivatives, one for Sαβγ,IJ and
one for a massive field b. After setting the massive field b to zero, the dependence of
the auxiliary field Bαβγ,IJ on Sαβγ,IJ reads
Bαβγ,IJ = 1
5
(Sαβγ,IJ +
1
6
ǫαβγ
δǫηζDδSǫηζ,IJ) (2.41)
Note that if we want to understand B as coming from a KK reduction, its spherical
harmonic should be the same as for the field A. In general two fields in lower dimensions
with the same index structure cannot have the same spherical harmonic, but in our
case B and A have different mass dimensions, and therefore can have the same spherical
harmonic.
3 Spherical harmonics and Killing spinors
3.1 Spherical harmonics for the massless multiplet
The coset representatives of a reductive coset manifold L(x) = exp(−xαKα) satisfy the
equation L−1dL = eaKa+ωiHi. From dL−1 = −(L−1dL)L−1 with coset generators Kα
and subgroup generators Hi, one then obtains (d+ ω
iHi)L
−1 = −(emKm)L−1. Using
the spinor representation of SO(5) with Hi =
1
4 [γm, γn] and Km = −icγm we define
ηI(x) ≡ L−1ηI(0) where ηI(0) is a constant spinor with ηI(0)α = ΩαI . (The index
α is a spinor index and runs from 1 to 4, while Ω is a constant antisymmetric 4 × 4
matrix. We suppress the spinor index α in most of the text.) In general, the difference
between ωiHi and the spin connection term 1/2 ω(spin)a
bcJbc is 1/4c¯ab
cJc
b, where
c¯cab is defined by [Ka,Kb] = cab
iHi + cab
dKd, c¯db
a = cdb
a + δaa
′
(ca′d
b′δbb′ + b ↔ d)
[43]. Since S4=SO(5)/SO(4) is a symmetric manifold, cab
d = 0 and thus ωiHi is the
spin connection. For a treatment of spherical harmonics on S4 and on general coset
manifolds, where these issues are siscussed, see [44, 45].
On S4 we use µ = 1, 4 instead of α as curved coset indices, and m = 1, 4 as flat
coset indices. Then the spinors ηI(x) are Killing spinors as they satisfy
(∂µ +
1
4
ωmnµ (x)γmn)η
I(x) = cemµ (x)(iγm)η
I(x), (3.1)
11
where the scale parameter c is fixed in terms of the curvatures. For a sphere S4 of
radius m as chosen in (2.20), c = ±12m. This can be derived from the integrability
condition on the Killing spinor ‡: [
◦
Dµ,
◦
Dν ]η =
◦
Rµν
mn 1
4γmnη, when we substitute the
background curvature. In the following we choose to work with Killing spinors for
which c = 12m; we shall also drop the factors of m, understanding that we should
replace everywhere ∂µ by ∂µ/m to get the correct dimensions.
The Killing spinors can be given an explicit form
ηαI = {exp(−i
2
xµδmµ γ
m)}α βΩβI (3.2)
where xµ are general coordinates in patches covering S4. They satisfy
◦
Dµ η
I =
i
2
γµη
I ; η¯IηJ = ΩIJ ;
◦
Dµ η¯
I = − i
2
η¯Iγµ (3.3)
(In appendix A2 we discuss the definition η¯I = ηI,TC, where the charge conjugation
matrix (C−4 )αβ on S4 is equal to the symplectic metric Ωαβ. It is shown there that Ω
Iα =
−(C−1)Iα). The first relation follows from our earlier discussion, while the second one
is easy to check. A direct consequence of the second equation is a completeness type
of relation satisfied by the Killing spinors
ηαJ η¯
J
β = −δαβ with ηαJ ≡ ηαIΩIJ (3.4)
One can directly verify the Killing equation by constructing the vielbein em and spin
connection ωi from L−1dL, expressing L in terms of a cosine and sine as in (3.11), and
substituting into (3.1).
All spherical harmonics can now be built from Killing spinors:
• Scalars 5, φIJ5 = −φJI5 = η¯Iγ5ηJ , φIJ5 ΩIJ = 0, or Y A ≡ 14φIJ5 (γA)IJ with I,J=1,4
and γA defined in (A.11). (The matrices (γA)IJ are antisymmetric and obtained
from {iγmγ5, γ5}I J by lowering the index according to the rule (A.14)).
• Conformal Killing vectors 5, CIJµ = −CJIµ = η¯Iγµγ5ηJ , CIJµ ΩIJ = 0, or CAµ =
i
4C
IJ
µ (γ
A)IJ =
◦
Dµ Y
A, where
◦
Dµ Y
A = ∂µY
A. They satisfy
◦
D(µ C
A
ν) =
1
4gµν(
◦
D
ρ
CAρ ). (In fact
◦
Dµ C
A
ν =
◦
D(µ C
A
ν).)
• Killing vectors 10, V IJµ = V JIµ = η¯IγµηJ or V ABµ = −V BAµ = − i8V IJµ (γAB)IJ ,
satisfying
◦
D(µ V
AB
ν) = 0 and V
IJ
µ = iV
AB
µ (γAB)
IJ . We show in (3.24) that
V ABµ = Y
[A∂µY
B]
• Symmetric tensors ηIJKLµν = ηIJKLνµ , with Young tableau in the form of a 2 × 2
box,
ηIJKLµν = η
IJKL
µν (−2)−
1
3
ηIJKLµν (−10) (3.5)
‡It follows from this integrability condition that in general Killing spinors exist only on Einstein manifolds.
On spheres there are two sets of Killing spinors η± satisfying
◦
Dµ η
± = ±cγµη± which are related by
η+ = γ5η
− in even dimensions.
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where ✷ηIJKLµν (−2) = −2ηIJKLµν and ✷ηIJKLµν (−10) = −10ηIJKLµν . The first har-
monic is traceless, while the second one is a pure trace. In terms of Killing spinors
one has
ηIJKLµν (−2) = CIJ(µ CKLν) −
1
4
◦
gµν C
IJ
λ C
λKL (3.6)
ηIJKLµν (−10) =
◦
gµν (φ
IJ
5 φ
KL
5 +
1
4
CIJλ C
λKL) (3.7)
(Use ✷φIJ5 = −4φIJ5 and ✷CIJµ = −CIJµ .) Both (3.6) and (3.7) are symplectic-
traceless (use (3.4)) and without a totally antisymmetric part (use Fierz rear-
rangements).
• Vector-spinor ηJKLµ with Young tableau in the form of a gun,
ηJKLµ = η
JKL
µ (−2) + ηJKLµ (−6) (3.8)
The first harmonic satisfies γν
◦
Dν η
JKL
µ (−2) = −2ηJKLµ (−2) and is gamma trace-
less, while the second one is a pure gamma trace and satisfies γν
◦
Dν η
JKL
µ (−6) =
−6ηJKLµ (−6). Again these spherical harmonics can be expressed in terms of
Killing spinors
ηJKLµ (−2) = 3(ηJCKLµ −
1
4
γµγ
νηJCKLν ) (3.9)
ηJKLµ (−6) = γµ(ηJφKL5 −
1
4
γνηJCKLν ) (3.10)
The relative factors 1/3 in (3.5) and 1 in (3.8) are not fixed by properties of the spherical
harmonics themselves, but rather by consistency of the susy transformation rules and
equations of motion at the linearized level [36].
3.2 Identities involving spherical harmonics
Substituting (3.2) into the definition of Y A in terms of the Killing spinors, one obtains
the vectors Y A in terms of the coset parameters as:
Y A = −1
4
Tr
[
γAγ5exp(−i 6x)
]
(3.11)
or, in components:
Y m = −δµmx
µ
x
sinx (3.12)
Y 5 = − cos x (3.13)
where x2 = xµxνδµν . Clearly,
∑
(Y A)2 = 1, and x has a geometrical meaning: −x is
the azimuthal angle of a point on the unit sphere with coordinates Y .
On a sphere one can also define stereographic coordinates ξ related to Y m by a
conformal mapping. If the unit sphere lies on top of the stereographic plane one
obtains
ξµ = δm
µ 2Y
m
1− Y 5 . (3.14)
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In these ξ coordinates the vielbein has a very simple form
eµ
m(ξ) = δµ
m 4
4 + ξ2
(3.15)
Also the spin connection and Killing spinors are simple rational functions of the ξ’s
ωµ
mn =
1
1 + ξ2
(−δmµ ξn + δnµξm) (3.16)
η±(ξ) =
4
4 + ξ2
(1± i
2
γmξ
µδmµ )η
±(0) (3.17)
We have now 3 different coordinate systems on S4: the coset coordinates x, the
Euclidean coordinates Y A and the stereographic coordinates ξ. We shall mostly use
the Euclidean coordinates Y A, but note that the explicit expressions for the Killing
spinors (which we do not use) are simplest in stereographic coordinates.
The scalars Y A parameterizing the sphere in a 5 dimensional space satisfy the
identity
Y AYA = 1 (3.18)
It follows that
Y A
◦
Dµ YA = 0, or Y
ACAµ = 0 (3.19)
It is easy to check that
◦
Dµ
◦
Dν Y
A = − ◦gµν Y A (3.20)
Hence we obtain the completeness relation
◦
Dµ Y
A ◦Dν YA =
◦
gµν , or C
A
µ CAν =
◦
gµν (3.21)
Another useful identity is
◦
Dµ Y
A ◦D
µ
Y B + Y AY B = δAB (3.22)
It follows by using that ∂mY
A = CAm and Y
A ≡ CA5 form an orthogonal 5×5 matrix
according to (3.18), (3.19) and (3.21). We also give another proof because it illustrates
the techniques we will use. Acting with
◦
Dλ on both sides of (3.22); the r.h.s. is then
zero trivially, and the l.h.s. is zero upon using (3.20). So the l.h.s. is constant, and at
x=0, where ηIα = ΩαI , we obtain
◦
Dµ Y
A|x=0 = 1
4
Tr(Ciγ5γµγ
AΩ˜) = −δAµ
Y A|x=0 = 1
4
Tr(Cγ5γ
AΩ˜) = −δA5 (3.23)
This proves (3.22).
In the same way one may prove that
V ABµ = Y
[A ◦
Dµ Y
B] (3.24)
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namely one may show that the r.h.s. satisfies the Killing vector equation,
◦
D(µ V
AB
ν) = 0,
by using (3.20) and the antisymmetry in AB. The proportionality constant is fixed by
taking x = 0 for a particular case, e.g. A=5, B=ν. Using the definition of V ABµ , the
l.h.s. gives at x=0 −12gµν , and the r.h.s. gives with (3.23) also −12gµν .
Similarly, we may derive
4
√
◦
gǫµνρσ∂
ρY [A1∂σY A2] = +η¯Iγµνγ5η
J(γA1A2)IJ (3.25)
To prove this, we act with
◦
Dλ on the last term and get +iη¯
Iγ5γµνλη
J(γA1A2)IJ . We
obtain the same result if we act with
◦
Dλ on the first term. At x=0, using (3.23), the
l.h.s. gives 4
√
◦
gǫµνA1A2 and the r.h.s. gives Tr(Cγρσγ5γ
A1A2Ω˜). Evaluating the trace
one finds that both results are equal. This proves (3.25).
¿From (3.22) and (3.24) we find also
V ABµ V
ν
AB =
1
2
δνµ;V
IJ
m V
n
IJ = −4δnm (3.26)
V ABµ YA =
1
2
◦
Dµ Y
B (3.27)
1
2
[V ABµ YBY
C −A↔ C] = 1
2
V ACµ (3.28)
V ABµ V
µ
CD = Y
[AY[Cδ
B]
D] (3.29)
¿From SO(5) symmetry § we deduce
∫
S4
d4x
√
◦
gY AY B =
V4
5
δAB . (3.30)
where V4 is the volume of S4. In the same way we find
∫
S4
d4x
√
◦
gY AY BY CY D =
V4
5 · 7(δ
ABδCD + δACδBD + δADδBC) (3.31)
and integrals of any even number of Y A’s will be proportional to symmetrized products
of delta functions in a similar way. Integrals of an odd number of Y A’s will give zero.
See also the Appendix in [22]. A basic identity which we will use repeatedly is given
by
ǫA1...A5 = 5
√
◦
gǫµνρσ∂
µY [A1 ...∂σY A4Y A5] (3.32)
It also follows from the fact that CAm and C
A
5 form an orthogonal matrix. Another
proof is obtained by acting with
◦
Dλ on both sides. The l.h.s. gives zero, and because
of (3.20), on the r.h.s. when
◦
Dλ hits the ∂Y ’s or Y
A5 gives zero by antisymmetry.
Being constant, the r.h.s. should be proportional to the l.h.s., and the proportionality
§The l.h.s. has to be an invariant tensor of SO(5) with 2 indices because the Haar measure d4x
√
◦
g on S4
is SO(5) invariant. This allows only δAB. The constant of proportionality is found by taking a trace with
δAB.
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constant is fixed by looking at x=0. At x=0, ηαI = ΩαI , so from (3.23) we get on the
r.h.s. 5
√
◦
gǫµνρσδ
µ[A1 ...δσA4δ5A5]= ǫA1...A4δ5A5+ǫA2...A5δ5A1+...+ǫA5...A1δ5A4 = ǫA1...A5 .
By repeatedly using (3.18),(3.19),(3.21), one derives from (3.32) the following fur-
ther identities
ǫA1...A5dY
A1 = 4
√
◦
gǫµνρσdx
µ∂νY [A2∂ρY A3∂σY A4Y A5] (3.33)
ǫA1...A5dY
A1 ∧ dY A2 = 3
√
◦
gǫµνρσdx
µdxν∂ρY [A3∂σY A4Y A5] (3.34)
ǫA1...A5dY
A1 ∧ dY A2 ∧ dY A3 = 2
√
◦
gǫµνρσdx
µ ∧ dxν ∧ dxρ∂σY [A4Y A5]
= −2
√
◦
gǫµνρσdx
µ ∧ dxν ∧ dxρV σ[A4A5] (3.35)
ǫA1...A5dY
A1 ∧ ... ∧ dY A4 =
√
◦
gǫµνρσdx
µ ∧ ... ∧ dxσY A5 (3.36)
Contracting these identities with Y A5 , leads to a further chain of identities.
ǫA1...A5dY
A1 ∧ ... ∧ dY A4Y A5 =
√
◦
gǫµνρσdx
µ ∧ ... ∧ dxσ (3.37)
ǫA1...A5dY
A1 ∧ dY A2 ∧ dY A3Y A5 =
√
◦
gǫµνρσdx
µ ∧ dxν ∧ dxρ∂σY A4 (3.38)
ǫA1...A5dY
A1 ∧ dY A2Y A5 =
√
◦
gǫµνρσdx
µdxν∂ρY [A3∂σY A4] (3.39)
ǫA1...A5dY
A1Y A5 =
√
◦
gǫµνρσdx
µ∂νY [A2∂ρY A3∂σY A4] (3.40)
ǫA1...A5Y
A5 =
√
◦
gǫµνρσ∂
µY [A1 ...∂σY A4] (3.41)
The last identity follows from (3.32). As a check on the normalization of the identities
(3.33) to (3.41), we consider the point x=0 and use (3.23). For example, the l.h.s. of
(3.35) yields ǫA1...A5δ
A1
µ δ
A2
ν δ
A3
ρ which agrees with 2ǫµνρσδ
σ
[A4
δ5A5] on the r.h.s.
By Fierz rearrangements, we get other identities. Fierzing η[K(η¯J ]ηI), we get
γ5η
IφJK5 − γµγ5ηICJKµ = 4η[KΩJ ]I − ηIΩJK (3.42)
from which we retrieve (3.22) after multiplying with η¯L. Fierzing η(K(η¯J)ηI), we obtain
γµη
IV JKµ −
1
2
γµνη
I(η¯Jγµνη
K) = 4η(KΩJ)I (3.43)
In particular, (3.42) will be heavily used.
4 Derivation of the complete nonlinear Kaluza
Klein reduction.
4.1 The dimensional reduction of the 11 dimensional viel-
bein transformation law
With the tools developed in the previous section, we turn to the main problem of this
article, finding the complete nonlinear Kaluza-Klein ansatz.
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For completeness, we give below the action and transformation laws of the dimen-
sionally reduced theory, namely maximal gauged sugra in d = 7. The model has a local
SO(5)g gauge group for which A,B,... =1,5 are vector indices, while I,J,... =1,4 are
spinor indices. The scalars ΠA
i parameterize the coset SL(5,R)/SO(5)c but in the
gauged model the SL(5,R) rigid symmetry of the action is lost and replaced by the
SO(5)g gauge invariance. The subscripts g stand for gauge, and c for composite. The
indices i,j,...=1,5 are SO(5)c vector indices and I
′, J ′,...=1,4 are spinor indices. The
model has the following fields: the vielbein eα
a, the 4 gravitinos ψI
′
α , the SO(5)g vector
BABα = −BBAα , the scalars ΠAi, the antisymmetric tensor Sαβγ,A and the spin 1/2
fields λI
′
i (vector-spinors under SO(5)c, satisfying γ
iλI
′
i = 0). They have the correct
mass-terms which ensure ’masslessness’ in d=7 AdS space [46, 45]. The action reads
e−1L = −1
2
R+
1
4
m2(T 2 − 2TijT ij)− 1
2
PαijP
αij − 1
4
(ΠA
iΠB
jFABαβ )
2
+
1
2
(Π−1i
A
Sαβγ,A)
2 +
1
48
me−1ǫαβγδǫηζδABSαβγ,AFδǫηζ,B − 1
2
ψ¯ατ
αβγ ▽β ψγ
− 1
2
λ¯iτα ▽α λi − 1
8
m(8T ij − Tδij)λ¯iλj + 1
2
mT ijλ¯iγjτ
αψα +
1
2
ψ¯ατ
βταγiλjPβij
+
1
8
mTψ¯ατ
αβψβ +
1
16
ψ¯α(τ
αβγδ − 2gαβgγδ)γijψδΠAiΠBjFABβγ
+
1
4
ψ¯ατ
βγταγiλjΠA
iΠB
jFABβγ +
1
32
λ¯iγ
jγklγ
iταβλjΠA
kΠB
lFABαβ +
im
8
√
3
ψ¯α(τ
αβγδǫ
+ 6gαβτγgδǫ)γiψǫΠ
−1
i
A
Sβγδ,A − im
4
√
3
ψ¯α(τ
αβγδ − 3gαβτγδ)λiΠ−1iASβγδ,A
− im
8
√
3
λ¯iταβγγjλiΠ
−1
j
A
Sβγδ,A +
ie−1
16
√
3
ǫαβγδǫηζǫABCDEδ
AGSαβγ,GF
BC
δǫ F
DE
ηζ
+
m−1
8
e−1Ω5[B]− m
−1
16
e−1Ω3[B] (4.1)
The local supersymmetry transformation rules are given by
δeaα =
1
2
ǫ¯τaψα (4.2)
ΠA
iΠB
jδBABα =
1
4
ǫ¯γijψα +
1
8
ǫ¯ταγ
kγijλk (4.3)
δSαβγ,A = − i
√
3
8m
ΠA
i(2ǫ¯γijkψ[α + ǫ¯τ[αγ
lγijkλl)ΠB
jΠC
kFBCβγ]
− i
√
3
4m
δijΠA
jD[α(2ǫ¯τβγ
iψγ] + ǫ¯τβγ]λ
i)
+
i
√
3
12
δABΠ
−1
i
B
(3ǫ¯τ[αβγ
iψγ] − ǫ¯ταβγλi) (4.4)
Π−1i
A
δΠA
j =
1
4
(ǫ¯γiλ
j + ǫ¯γjλi) (4.5)
δψα = ▽αǫ− 1
20
mTταǫ− 1
40
(τα
βγ − 8δβατγ)γijǫΠAiΠBjFABβγ
+
im
10
√
3
(τα
βγδ − 9
2
δβατ
γδ)γiǫΠ−1i
A
Sβγδ,A (4.6)
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δλi =
1
16
ταβ(γklγi − 1
5
γiγkl)ǫΠA
kΠB
lFABαβ +
im
20
√
3
ταβγ(γi
j − 4δji )ǫΠ−1j
A
Sαβγ,A
+
1
2
m(Tij − 1
5
Tδij)γ
jǫ+
1
2
ταγjǫPαij (4.7)
The contractions over indices I ′, J ′ are always as in ǫ¯I′τaψI
′
α and ǫ¯I′(γ
i)I
′
J ′ψ
J ′
α .
Here Tij = Π
−1
i
A
Π−1j
B
δAB and Ω3[B] and Ω5[B] are the Chern-Simons forms for
BABα (normalized to dΩ3[B] = (TrF
2)2 and dΩ5[B] = (TrF
4)). The tensor Pα ij
and the connection Qα ij (appearing in the covariant derivatives as ∇α = ∂α + Qα..
and Dα = ∂α + Qα.. + Pα.. in (4.4)) are the symmetric and antisymmetric parts of
(Π−1)i
A
(
δA
B∂α + gBαA
B
)
ΠB
kδkj respectively. The curl of Sαβγ,A has strength 4,
so Fαβγδ,A = 4∇[αSβγδ],A. Further, g = 2m (or rather g = 2mk but k = 1) and
(2.21) is the AdS7 solution of the field equations of (4.1) with Tij = δij . We put
m = 1 most of the time, so the the field strength of the gauge field is defined as
FABαβ = ∂αB
AB
β + 2B
AC
α B
CB
β − (β ↔ α). However, note that the limit m → 0 is
singular due to the factors of m−1 in front of the Chern-Simons terms.
At the nonlinear level, we need an ansatz for the vielbein rather than the metric as
we did in section 2.3. The ansatz for the vielbein EMΛ is constructed as follows. In order
to fix the off-diagonal part of the Lorentz group and remain with local SO(6, 1)×SO(4)
invariance, we impose the gauge choice Eaµ = 0. The natural extension of the rescaling
in (2.27), needed to obtain the usual Einstein actionin d=7 without extra powers of ∆,
is¶ :
Eaα(y, x) = e
a
α(y)∆
−1/5(y, x), ∆(y, x) ≡ detE
m
µ
det
◦
e
m
µ
(4.8)
This is a standard result in KK reduction of theories with gravity. The ansatz for
Emα (y, x) is also standard. It contains the gauge bosons
Emα (y, x) = B
µ
α(y, x)E
m
µ (y, x) (4.9)
Bµα(y, x) = −2BABα (y)V µAB(x) (4.10)
where BABα (y) is the 7 dimensional SO(5) gauge field and V
µAB the corresponding
Killing vector. The factor of (-2) in the ansatz of Bµα comes from g = 2m, and the
minus sign is related to the sign convention in the definition of the covariant derivative
Dα = ∂α + gBα. The only nontrivial step is finding an ansatz for E
m
µ .
Before we do that, let’s analyze the fermions. The gravitinos ΨM ≡ EΛMΨΛ split
into Ψa ≡ EΛa ΨΛ and Ψm ≡ EΛmΨΛ (We suppress the 32- dimensional spinor index.) In
order to obtain diagonal kinetic terms for the fermions in d = 7, we proceed analogously
to the vielbein and begin by introducing fields Ψa(y, x) and Ψm(y, x) as follows:
Ψa = ∆
1/10(γ5)
−pψa −A1
5
τaγ5γ
m∆1/10(γ5)
qψm (4.11)
Ψm = ∆
1/10(γ5)
qψm (4.12)
ε = ∆−1/10(γ5)−pǫ, ε¯ = ∆−1/10ǫ¯(γ5)−p (4.13)
¶More generally, when dimensionally reducing a D dimensional supergravity theory to d dimensions, one
has Eaα(y, x) = e
a
α(y)∆
−1/(d−2)(y, x)
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where A, p and q will be fixed. The inverse relations, together with our ansatz are
given by
ψα(y, x) = ∆
−1/10(y, x)(γ5)peaα(y)(Ψa(y, x) +A
1
5
τaγ5γ
mΨm(y, x))
= ψαI′(y)U
I′
I(y, x)η
I(x) where ψa = e
α
a (y)ψα(y, x) (4.14)
ψm(y, x) = ∆
−1/10(y, x)(γ5)−qΨm(y, x)
= λJ ′K ′L′(y)U
J ′
J(y, x)U
K ′
K(y, x)U
L′
L(y, x)η
JKL
m (x) (4.15)
ǫ(y, x) = ∆1/10(y, x)(γ5)
pε(y, x) = ǫI′(y)U
I′
Iη
I(x) (4.16)
ǫ¯(y, x) = ǫ¯I′(y)U
I′
I η¯
I(x) where ǫ¯I′ = ǫ
T
I′C
(7) and η¯I = ηI,TC(4) (4.17)
Substituting this ansatz for Ψa and Ψm into the 11d action, and requiring that the
action for ψα and ψm becomes diagonal we find that A=+1 and p = ±12 , q = ±12 (four
combinations). However, by trying to match the 7 dimensional transformation laws,
we will find that only p = q works. The freedom in the signs of p, q corresponds to
a rescaling by γ5. This freedom will be fixed in the following by the requirement of
consistent truncation. We will find that only p = q = −1/2 works. (See for instance
(4.137) below.) Incidentally we note that in the linearized ansatz used in [36] the other
sign was chosen. Since in [36] only the leading fermionic transformation laws were
studied, it did not matter at that point which rescaling by γ5 was used.
We also note that the rotation in (4.11, 4.12) is the only one which diagonalizes the
action for the seven dimensional gravitini and spin 1/2 fermions. If we try the more
general rotation
Ψa = A(γ5)
pψa +Bτ
aγm(γ5)
qψm
Ψm = C(γ5)
rψm +Dγm(γ5)
sτaψa (4.18)
by requiring a diagonal kinetic action for the gravitino and spin 1/2 fermions we recover
(4.11) and (4.12).
In the field redefinitions, γ
−1/2
5 in ψα is needed to cancel the γ5 coming from Γ
αβγ =
ταβγ ⊗ γ5 in the gravitino action; ∆−1/10 is needed to bring the gravitino action to
the usual Rarita-Schwinger form with no extra powers of ∆ (which would come from
detE = dete(7)∆1−7/5det
◦
e
(4)
); finally, the rotation of Ψa,Ψm into ψa, ψm is needed to
cancel the mixed terms ΨαΓ
αβmDβΨm. Since δΨΛ = DΛε+ more, we need factors γ
1/2
5
and ∆−1/10 in ε. For the linearized case we reobtain (2.31).
The U matrix in the expansions of ψα, ψm and ǫ is a local (x and y dependent) SO(5)
matrix in the spinor representation depending on the scalar fields in 7 dimensions (ΠA
i).
Various authors [2, 6, 7] found it necessary to add a U matrix for consistency of the
truncation of the susy transformation laws, and we shall find the same need (see below
(4.30)). One can either rotate the label index I or the spinor index of the Killing
spinors. We choose the former, which is perhaps more natural, since the fermions have
an SO(5) composite index, whereas the Killing spinors have naturally an SO(5) gauge
index. (de Wit and Nicolai took the alternative rotation of spinor indices by U because
they reformulated d=11 sugra in a form with local SU(8) invariance parameterized by
an arbitrary U(x, y), and in d=11 there are only spinorial indices are available. When
one compactifies, the d=11 SU(8) invariance is fixed, only the 4d part remains unfixed.
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There is a difference between the gauge U = 1 which gives the usual d=11 sugra (in
the triangular gauge Eaµ = 0) and the gauge needed for S7 compactification. Therefore,
the gauge fixing produces also for us a given field-dependent matrix U(y, x) which acts
on the Killing spinors.)
In d=7 one can always make SO(5)c gauge transformations on the fermions, and
this would modify the y dependence of U(y, x) by a gauge factor. As we shall see in
(4.22), consistency of our results for the transformation rules requires the matrix U to
satisfy the condition
U I
′
IΩ˜
IJUJ
′
J = Ω˜
I′J ′ → (Ω˜ · UT · Ω)II′ = −(U−1)I I′
(so that U Ω˜UT = Ω˜ ; UT Ω˜U = Ω˜) (4.19)
The need for this relation will occur in various other places as well. Since Ω is the
charge conjugation matrix (see Appendix A.1) and Ω˜ = −Ω−1, this proves that U
is a SO(5) matrix in the spinor representation. (Namely, an USp(4) matrix as it is
explained in the Appendix A.2).
Let us now return to Emµ . We will determine the ansatz for E
m
µ by matching δB
[AB]
α
with the expression in 7 dimensional gauged supergravity. The result is given in (4.29).
Since we are imposing the gauge Eaµ = 0, we need a compensating SO(10,1) Lorentz
transformation characterized by an antisymmetric matrix Ωm
a in order to stay in this
gauge
δEaµ = 0 = δSUSY E
a
µ + E
m
µ Ωm
a ⇒
Ωm
a = −1
2
ε¯ΓaΨm = −Ωa m (4.20)
This Lorentz transformation acts on all vielbein components, for instance
δEµa = δSUSYE
µ
a + E
µ
mΩ
m
a, etc. (4.21)
We can now require that we get the correct graviton transformation law in d=7. Using
(2.12), we get from (4.8)
δ′eaα = ∆
1/5[δ(d = 11)Eaα +
1
5
Eµm(δ(d = 11)E
m
µ )E
a
α + E
m
α Ωm
a]
=
1
2
∆−1/10ǫ¯γ−p5 [τ
aγ5Ψbe
b
α +
1
5
γmΨme
a
α]
=
1
2
ǫ¯I′τaψαJ ′U
I′
IU
J ′
J η¯
IηJ + ... (4.22)
Since according to (3.3) η¯IηJ equals ΩIJ , we see the condition (4.19) appearing. Be-
cause this is not yet the final form of the vielbein law, we have introduced the notation
δ(d = 11) for the d=11 susy transformations and δ′ for the intermediate transformation.
In order to obtain agreement with (4.2), we add a field dependent SO(6,1) rotation
to the d=11 transformation laws. Adding a term 15τ
abγmΨme
b
α inside the brackets, we
obtain
δeaα =
1
2
ǫ¯τaψα =
1
2
ǫ¯Iτ
aψαJΩ
IJ =
1
2
ǫ¯Iτ
aψIα (4.23)
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This is the correct 7 dimensional transformation law of the d=7 vielbein. ‖
The transformation law for the gauge fields follows from (4.9). We need the com-
pensating Lorentz transformation in (4.20) on both vielbeins in (4.9), but there is no
SO(6,1) Lorentz transformation since Bµα has no Lorentz index. One finds
δBµα(y, x) = δ(d = 11)(E
m
α E
µ
m) + E
m
α (E
µ
aΩ
a
m) + (E
a
αΩa
m)Eµm
= i
∆−1/5
2
Eµm{−ǫ¯γmψα − iǫ¯τα(δmn +
γmγn
5
)γ5ψn} (4.24)
where we used (A.9) in the last step. But in 7 dimensions, we have from (4.3)
δBABα (y) = (Π
−1)i
A
(Π−1)j
B
[
1
4
ǫ¯γijψα +
1
8
ǫ¯ταγ
kγijλk] (4.25)
By multiplying (4.25) with −2V µAB and equating the first term in (4.24) and (4.25),
one obtains
−Eµmη¯IγmηJU I
′
IU
J ′
J ǫ¯I′ψαJ ′
i∆−1/5
2
=
1
2
(Π−1)i
A
(Π−1)j
B
V µAB(γ
ij)I
′J ′ ǫ¯I′ψαJ ′ (4.26)
Dropping a common factor 1/2ǫ¯I′ψαJ ′ , we find the equation
iEµm(UV
mUT )I
′J ′ = −∆1/5(Π−1)iA(Π−1)jBV µAB(γij)I
′J ′ (4.27)
where V m,IJ = η¯IγmηJ .
This equation can be solved for Eµm by multiplication with (UV
nUT )I′J ′ and using
(4.19) and (3.26)
Eµm =
i
4
∆1/5(Π−1)i
A
(Π−1)j
B
V µABTr(γ
ijUVmU
TΩ) (4.28)
(We used that U Ω˜UT = Ω˜ implies that UTΩU = Ω as follows from eliminating UT ).
To obtain an explicit expression for Emµ , we move the factors Π
−1 and γij in the r.h.s.
of (4.27) to the left. Contracting with V ABν and E
m
µ and using (3.26), we find
Emν =
i
4
∆−1/5Tr(γijUV mUTΩ)ΠAiΠBjV ABν (4.29)
As a check on our results developed so far, we note that substituting (4.28) into
(4.27) one should get an identity. We find
1
4
(Π−1)i
A
(Π−1)j
B
V µAB[Tr(γ
ijUVmU
TΩ)](UV mUT )I
′J ′ = (Π−1)i
A
(Π−1)j
B
V µAB(γ
ij)I
′J ′
(4.30)
The matrices U I
′
I are really needed for the consistency of (4.27). If one sets U = 1 in
(4.30) and removes the factors Π−1(y) one is left with an x-dependent equation for the
Killing vectors which is incorrect. When U is y-dependent, one cannot factor off the
Π−1 and the relation becomes a condition on U . It will follow from the fundamental
condition on U which we obtain in (4.45).
‖The d = 7 susy results are thus a combination of d = 11 susy and d = 7 Lorentz symmetry. Excluding
3-fermion terms, the d = 7 Lorentz transformations do not show up anywhere else.
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We should now check if with our ansatz for the vielbein in (4.28) we also reproduce
the second term in the transformation law (4.25) of the gauge field. We already know at
this point Eµm, hence first we should make sure that the r.h.s. of (4.24) is proportional
to V ABµ . For this purpose we work on the combination of spherical harmonics on the
r.h.s. of (4.24). They can be rewritten as follows
η¯I(δmn +
1
5
γmγn)γ5η
JKL
n = 3(φ
IJ
5 C
KL
m − CIJm φKL5 )
+
24
5
V I[Lm Ω
K]J − 6
5
V IJm Ω
KL (4.31)
where we have substituted the expression of ηJKLm in (3.8) and used the Fierz relation
(3.42). However, when projected on λJ ′K ′L′ only the first two terms on the r.h.s of
(4.31) will contribute because λ is symplectic traceless. Thus, the ψm term in the
d = 11 transformation law of the gauge field is:
δBµα|ψm term =
3
2
Eµm∆
−1/5ǫ¯I′ταλJ ′K ′L′U I
′
IU
J ′
JU
K ′
KU
L′
L
(φIJ5 (C
m)KL − φKL5 (Cm)IJ) (4.32)
where we have used the ansatz in (4.15) for ψm. Using Y
A = 14φ
IJ
5 (γ
A)IJ and C
B
µ =
∂µY
B, it follows from (3.24) that this expression is proportional to the Killing vector
V µAB, but there are still the extra U matrices. By starting with (3.42) contracted
with η¯Iγm, we obtain the second line in (4.32) and a complicated term of the form
(η¯γmnγ5η)
KLCIJn , which however vanishes since λJ ′K ′L′ is antisymmetric in K
′L′. We
get
δBµα|ψmterm = −3Eµm∆−1/5ǫ¯I′ταλJ ′K ′L′ΩI
′L′(UV mUT )J
′K ′ (4.33)
Using (4.27) we arrive at
δBµα|ψmterm = −3i(Π−1)iA(Π−1)jB(γij)J
′K ′ΩI
′L′ ǫ¯I′ταλJ ′K ′L′V
µ
AB (4.34)
Since we have arrived at an expression proportional to V µAB we can compare with
(4.25). The 7 dimensional transformation law is equal to
−1
4
(Π−1)i
A
(Π−1)j
B
ǫ¯ταγ
kγijλkV
µ
AB (4.35)
and this should agree with (4.34). The two terms are equal if we assume the following
normalization of the seven dimensional spin 1/2 fields:
λkI′ = 3i(γ
k)J
′K ′λI′J ′K ′ (4.36)
At this point we have learned that if (4.27) is correct then the transformation of the
gauge field BABα follows from Kaluza-Klein reduction.
Next, we compute ∆ = det(Emµ )/det(
◦
e
m
µ ). To remove the dependence on U , we
square (4.27). Using (4.19), we obtain
∆−2/5gµν = 2V µABV
ν
CD(Π
−1)i
A
(Π−1)j
B
(Π−1)i
C
(Π−1)j
D
(4.37)
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The matrix gµν is the inverse of the metric gµν = Gµν = E
M
µ EνM = E
m
µ Eνm. It is
given by gµν = EµmE
mν and differs from Gµν = EµME
Mν by a term EµaE
aν . Using
(3.36) and the fact that detT = 1 we can evaluate directly the determinant of gµν =
∆4/5∂µY
A(T−1)AB∂νY B
det gµν ≡ detT−1AB∂µY A∂νY B ≡ ǫµ1...µ4ǫµ
′
1
...µ′
4gµ1µ′1 ...gµ4µ′4
∆16/5ǫµ1...µ4∂µ1Y
A1 ...∂µ4Y
A4ǫν1...ν4∂ν1Y
B1 ...∂ν4Y
B4T−1A1B1 ...T
−1
A4B4
=
◦
g ∆16/5ǫA1...A5ǫB1...B5YA5YB5T
−1
A1B1
...T−1A5B5 =
◦
g TABYAYB (4.38)
conclude that
∆−6/5 = (Π−1)i
A
(Π−1)j
B
δijYAYB ≡ TABYAYB (4.39)
The equation (4.39) is the starting point for obtaining the nonlinear metric ansatz
for the compact dimensions.
Substituting the 7-d transformation law of the scalar fields in (4.39) we get:
δ(∆−6/5) = δTABYAYB = 2δ(Π−1)i
A · (Π−1)jBδijYAYB
=
−1
2
(Π−1)i
A
(Π−1)j
B
(ǫ¯γiλj + ǫ¯γjλi)YAYB (4.40)
where we recall the definition TAB = (Π
−1)i
A
(Π−1)j
B
δij and used (4.5). On the other
hand, from 11-d sugra we obtain
δ(∆−6/5) =
6
5
∆−6/5δEµm · Emµ = −
3
5
∆−6/5ε¯ΓmΨm (4.41)
Again we find two expressions which should be equal, but whose spherical harmonics
are not yet manifestly the same. We rewrite the spherical harmonic on the r.h.s. of
(4.41) by using the Fierz relation (3.42)
η¯Iγmγ5η
JKL
m = −(5φIJ5 φKL5 +ΩIJΩKL − 4ΩI[LΩK]J) (4.42)
Again, only the terms with φ5φ5 contribute because λI′J ′K ′ is symplectic-traceless and
one finds (φ5 ∼ YAγA)
δ(∆−6/5) = −3i∆−6/5YAYC ǫ¯I′λJ ′K ′L′(UγAΩ˜UT )I′J ′(UγCΩ˜UT )K ′L′ (4.43)
There are four U matrices, three from ψm and one from ǫ. Substituting (4.39) we arrive
at
δ(Π−1)i
C · (Π−1)jDδijYCYD
= −i3
2
∆−6/5YAYC ǫ¯I′λJ ′K ′L′(UγAΩ˜UT )I
′J ′(UγCΩ˜UT )K
′L′ (4.44)
In order that this result for δΠ−1 agrees with (4.40), the U -matrices must satisfy:
YA(Uγ
AΩ˜UT )I
′J ′ = ±∆3/5(Π−1)iA(γi)I′J ′YA (4.45)
where we used the normalization relation (4.36) to remove the spinors. We wil choose
the minus sign, because we want that our matrix U is equal to 1 on the background
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(and not to −1). Equation (4.45) will turn out to be the most important tool in our
endeavor to find a consistent truncation of the 11 dimensional supergravity.
At this point we have come in 7 dimensions as far as de Wit and Nicolai in their
first approach without a local SU(8). (Actually, a relation corresponding to our (4.45)
is not present in their work, but they did find the one corresponding to (4.30).) We
have been able to find solutions for U without having to extend the d=11 theory. First
of all, we have been able to show that (4.30) follows from (4.45), so that (4.45) is the
crucial equation. Secondly, we have found solutions to (4.45).
The proof that (4.45) implies (4.30) goes as follows. One begins with the l.h.s. of
(4.30)
1
4
(Π−1)i
A
(Π−1)j
B
Vµ,ABTr(γ
ijUγCDU−1)(UγEFU−1)I
′J ′Vm CDV
m
EF (4.46)
where one substitutes (3.29) to sum over the Killing vectors. Using Vµ,AB = Y
[AC
B]
µ
and writing 2γij = γiγj−γjγi, the r.h.s. of (4.45) appears twice, and using (4.45) once
we obtain
−1
4
∆−3/5(Π−1)i
B
Cµ BYAYCYETr(γ
iU [γA, γCD]U−1)(UγEDU−1)I
′J ′ (4.47)
In the product of gamma matrices only the term δACγD survives due to symmetry
arguments. Splitting (UγEDU−1)I′J ′ into
(
U(γEγD − δED)U−1
)I′J ′
, eliminating the
first U−1 by (4.19) and applying (4.45), but now in the opposite direction, we get:
1
4
(Π−1)i
A
(Π−1)j
E
Cµ AYE4δ
ijΩ˜I
′J ′ −
1
4
(Π−1)i
A
(Π−1)j
E
Cµ AYETr(γ
iUγDU−1)(γjUγDU−1)I
′J ′ (4.48)
What is left to do is the sum over γD (use (A.12)) in order to get directly the r.h.s. of
(4.30) (with γij written again as γiγj − δij).
Finally, we look at the solutions of equation (4.45) for the matrix U . The 4 × 4
matrix U can be expanded into the complete basis 1, γA, γAB as follows
U = N +NAγA +NABγAB (4.49)
Then, the condition that it is an SO(5) matrix in the spinor representation, equation
(4.19), says that
U−1 = −Ω˜UTΩ = N +NAγA −NABγAB (4.50)
Unitarity of U implies that N,NA and NAB are real. The fact that UU
−1 = U−1U = 1l
gives then the conditions
N2 +N2A + 2N
2
AB = 1 (4.51)
NANAB = 0 (4.52)
2NNA = ǫABCDENBCNDE (4.53)
On the other hand (4.45), which we can rewrite as
UY/ = v/U, (4.54)
vi = Π
−1
i
A
YA∆
3/5 ; v2 = Y 2 = 1 (4.55)
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implies the equations
NA(YA − vA) = 0 (4.56)
N(YA − vA) = −2NAB(YB + vB) (4.57)
N[A(Y + v)B] =
1
2
ǫABCDE(YC − vC)NDE (4.58)
The first observation is that if U is an SO(5) solution of UY/ = v/U then also UY/ is
a solution. But we want solutions which are equal to 1 on the background, so we will
disregard the solutions which are equal to Y/ on the background. From (4.57) we get
that
N =
2NABvAYB
1− v · Y (4.59)
whereas by multiplying (4.58) with YB + vB we get
NA =
ǫABCDEvBYCNDE
1 + v · Y +N
′ YA + vA
2(1 + v · Y ) (4.60)
where at this point N ′ is arbitrary. This satisfies (4.56) automatically. If we take
N 6= 0, then from (4.52) we obtain after contraction with YB
N ′ = − 2
NABvAYB
ǫABCDEvBYCNDENAFYF (4.61)
NA =
ǫFBCDEvBYCNDE
1 + v · Y (δAF −
(YA + vA)NFGYG
NA′B′vA′YB′
) (4.62)
(Notice that if N = 0 one divides in (4.61) by zero, so the case N = 0 should be treated
separately)). The solutions which are equal to 1 on the background (i.e. have N 6= 0)
are parameterized by an antisymmetric matrix NAB. The SO(5) conditions become
now constraints on NAB
ǫABCDEvBYCNDENAG
(
δFG − YG(YA
′ + vA′)NA′F
NA′′B′′vA′′YB′′
)
= 0 (4.63)
ǫABCDENDE
(
1− (v · Y )2
2(NA′′B′′vA′′YB′′)
NBC − 2vBYC
)
= −2(YA + vA)ǫFBCDEvBYCNDENFGYG
NA′′B′′vA′′YB′′
(4.64)
N2 +N2A + 2N
2
AB = 1 (4.65)
where the last condition fixes the normalization. The UY/ = v/U conditions yield further
constraints on NAB.
NBCvBYC
1− v · Y (YA − vA) +NAB(YB + vB) = 0 (4.66)
(Y + v)[F
ǫA]BCDEvBYCNDE
1 + v · Y =
1
2
ǫAFCDE(YC − vC)NDE (4.67)
The most general solution of these remaining five equations can be obtained by
noting that in 5d space we have, besides YA and vA, another 3 independent vectors
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Z1, Z2, Z3. We can then make out of them an orthonormal set, also orthogonal to Y
and v. Then the most general solution for NAB will be written as
NAB =
5∑
m6=n=1
amnX
[A
m X
B]
n (4.68)
where {XAi } = {Y A, vA, ZA1 , ZA2 , ZA3 }. We define
SA =
YA + vA√
2(1 + v · Y ) (4.69)
DA =
YA − vA√
2(1− v · Y ) (4.70)
satisfying S2 = D2 = 1, S · D = 0. Then (4.66) and (4.67) yield (after multiplying
(4.67) with ǫAFC′D′E′)
(S ·N ·D)DA +NABSB = 0 (4.71)
D[C′ND′E′] + 4SDND[E′SC′DD′] = 0 (4.72)
Substituting (4.71) into (4.72) implies D[C′ND′E′] = 0, of which the most general
solution is
NAB = D[AXB] (4.73)
with XA an arbitrary vector. Then (4.63) and (4.64) are satisfied trivially, because
ǫABCDEv
AY BDCXD = 0, whereas (4.65) fixes the normalization. We notice that
DA, SA, Z1A, Z2A, Z3A make an orthonormal set, and any component of XA along DA
will drop out of NAB , so that we have
XA = aSA + biZ
i
A (4.74)
The normalization condition (4.65) gives∑
b2i + a
2v · Y = 1 (4.75)
Thus the most general solution contains 3 parameters. We will now look at particular
cases. We note that the covariant vectors at our disposal are of the form
X
(z)
i =
[(Π−1)z]i
A
YA
Y · T z · Y (4.76)
where z ∈ Z and if ΠAi 6= δiA, then the X(z)’s will generate the whole sphere (they will
not lie in a lower dimensional hyperplane), so we can build Z1, Z2, Z3 out of 3 suitably
chosen X
(z)
i ’s (z 6= 0, 1).
The simplest possibility is to build U only out of Y A and vA. Then NAB = av[AYB],
so that N = a(1 + v · Y ) and NA = 0. The normalization condition (4.51) fixes then
a = ±(2(1+v ·Y )−1/2. The unique covariant solution built out of only YA and vA then
reads
U(1) =
1 + v · Y + vAYBγAB√
2(1 + v · Y ) =
1 + v/Y/√
2(1 + v · Y ) (4.77)
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It clearly satisfies UY/ = v/U and is and USp(4) matrix.
We note that the general solution (4.73) can be rewritten as
U(X) = ±
X · (Y + v) +XA(Y B − vB)γAB√
2
√
1− v · Y + 2X · Y X · v =
X/Y/ + v/X/√
2
√
1− v · Y + 2X · Y X · v (4.78)
where X now is still arbitrary, but has unit norm. We can easily check that if ~X is in
the (Y,v) plane we reproduce U(1). However, now we can take X to be a noncovariant
vector, which we can take to be X = (0, 0, 0, 0, 1). Then
Unoncov =
γ5Y/ + v/γ5√
2
√
1− v · Y + 2Y5v5
=
Y5 + v5 − iγm(Ym − vm)√
(Y5 + v5)2 + (Ym − vm)2
, m = 1, 4 (4.79)
which can be written as an exponent
U = exp[−iγm(Y m − vm)u];
u = [(Y m − vm)2]−1/2 arctan−
√
(Y m − vm)2
Y 5 + v5
(4.80)
We can also generate the most general noncovariant solution made out of only Y A
and vA, by choosing
X =
Y + βv + α(~0, 1)√
1 + β2 + α2 + 2αβv · Y + 2αY5 + 2αβv5
(4.81)
to obtain
Unoncov(X) =
1 + v/Y/ + α˜(γ5Y/ + v/γ5)√
2
√
1 + v · Y + 2α˜(Y5 + v5) + α˜2(1− v · Y + 2Y5v5)
(4.82)
where α˜ = α/(β + 1) is an arbitrary parameter. We note that taking α˜ to infinity, we
get the maximally noncovariant solution Unoncov.
Maybe it’s interesting to analyze what happens at the linearized level. Since
(Π−1)i
A
= (e−δπ)i
A
, the vectors X
(z)
i = [(Π
−1)z]i
A
YA/Y · T z · Y become X(z)i ≃
Y A − zδvA, where δvA = YAY · δπ · Y − δπABYB. And so the only vectors at our
disposal are Y A and δvA, so the most general solution for U which is equal to 1 on the
background is obtained from Unoncov(X)
U ≃ 1 + 1
2(1 + α˜Y5)
(δvAYBγAB + α
′δvAγA5)
= 1 +
1
2
δvAYBγAB +
α1
2
Y mCAmδvBγAB (4.83)
with α1 parameterizing the deviation from covariance. Actually the most general
linearized solution is found by adding also a term βY mCAmδv
BγABY/; because of the
linearity of the equations we can add the arbitrary noncovariant piece coming from the
UY/ solution.
We end this section with a discussion of the metric. It is independent of U and
has simple geometrical properties as we shall see. ¿From (4.28) and (4.45) one can in
principle obtain an expression for the vielbein. Squaring this result would then lead
to an expression for the metric gµν . It is easier to obtain the result for gµν by directly
verifying that it is the inverse of gµν in (4.37).
gµν = ∆
4/5Cµ
ACν
BT−1AB (4.84)
gµν = ∆2/5
(
CµAC
ν
BT
ABYCYDT
CD − CµAYBTABCνCYDTCD
)
(4.85)
Since we are in the gauge where Eaµ = 0, one easily checks that Gµνg
νρ = gµνg
νρ = δρµ.
Recalling that CAµ = DµY
A = ∂µY
A, we see that the metric gµν = Gµν describes an
ellipsoid with a conformal factor ∆4/5, whose axes at a specific point y in the d=7
space time are determined by the eigenvalues of T−1AB .
To summarize, the metric of the internal space reads
ds24 ≡ Gµνdxµdxν = ∆4/5T−1AB∂µY A∂νY Bdxµdxν
= ∆4/5T−1ABdY
AdY B
Gαµdx
αdxµ = 2∆4/5T−1ABY
CBBCdY A (4.86)
while the metric of the 7 dimensional space-time is
ds27 ≡ Gαβdyαdyβ
= ∆−2/5gαβdyαdyβ + 4∆4/5YAT−1BDB
BAYAB
DCYC (4.87)
where GΛΠ denotes the 11 d metric. Then we can write the 11 dimensional metric in
a concise form
ds211 ≡ GΛΠdxΛdxΠ = ∆−2/5gαβdyαdyβ
+ ∆4/5T−1AB(dY
A + 2BACYC)(dY
B + 2BBDYD) (4.88)
Note that, since after compactification the gauge coupling is g = 2m, and we setm = 1,
the gauge covariant derivative is dY + 2B · Y ≡ DY . Thus the metric is manifestly
gauge invariant
ds211 = ∆
−2/5gαβdyαdyβ +∆4/5(DY )AT−1AB(DY )
B (4.89)
For later use for the gravitino transformation law, we rewrite the vielbein and its
inverse in a simpler form, involving only the conformal Killing vectors
Emµ =
1
4
∆2/5ΠA
iCAµ C
mBTr(U−1γiUγB) (4.90)
Eµm =
1
4
(Π−1)i
A
CµAC
m
B∆
−2/5Tr(U−1γiUγB) (4.91)
For the derivation of this result one may use (4.111).
4.2 The ansatz for the 11 dimensional antisymmetric ten-
sor and auxiliary field and self-duality in odd dimensions
At this point we have obtained the complete nonlinear ansatz for the metric and the
gravitino and we checked the transformation rules of the d=7 bosonic fields which are
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embedded in the d=11 vielbein, viz. the graviton, the gauge fields and the scalars. We
now turn to the antisymmetric tensor AΛΠΣ.
We begin by presenting the final form for our ansatz for the KK reduction on S4
of the field strength FΛΩΠΣ; a discussion of how we arrived at this result will be given
afterwards.
√
2
3m
Fµνρσ = ǫµνρσ
√
det
◦
g
[
1 +
1
3
(
T
YAYBTAB
− 5
)
−2
3
(
YA(T
2)ABYB
(YATABYB)2
− 1
)]
(4.92)
√
2
3m
Fµνρα = ∂[µ
(
ǫABCDEB
AB
α C
C
ν C
D
ρ]
TEFYF
Y · T · Y
)
+
√
◦
gǫµνρσC
σ
A
1
3
(
∂αT
ABYB
YATABYB
− T
ABYB
(YATABYB)2
(YC∂αT
CDYD)
)
(4.93)
√
2
3m
Fµναβ =
2
3
[
∂[α
(
ǫABCDEB
AB
β] C
C
µ C
D
ν
TEFYF
Y · T · Y
)
+ 2 ∂[µ
(
ǫABCDEB
AF
[α YFB
BC
β] C
D
ν]
TEGYG
Y · T · Y
)]
(4.94)
√
2
3m
Fµαβγ = ∂µAαβγ
+
4
3
∂µ
(
ǫABCDEB
AB
[α B
CF
β YFB
DG
γ] YG
TEHYH
Y · T · Y
)
− 2∂[α
(
ǫABCDEB
AB
β B
CF
γ] YFC
D
µ
TEGYG
Y · T · Y
)
+ ∂µ
(
ǫABCDE(∂[αB
AB
β +
4
3
BAF[α B
FB
β )B
CD
γ] YE
)
(4.95)
√
2
3m
Fαβγδ = 4∂[αAβγδ]
+ 4∂[αǫABCDE
(
4
3
BABβ B
CF
γ YFB
DG
δ] YG
TEHYH
Y · T · Y
+ (∂βB
AB
γ +
4
3
BAFβ B
FB
γ )B
CD
δ] Y
E
)
(4.96)
The independent fluctuation, Aαβγ , mixes with the auxiliary field
Bαβγδ = kǫαβγδ ǫηζ B˜ǫηζ (4.97)
where k is an arbitrary scale factor which will be fixed below (see below (5.31). All
the other components of BΛΠΣΩ are set to zero because in d=11 they vanish on-shell,
so that, in order that they also vanish on d=7 on-shell, they would have to be propor-
tional to d=7 field equations. Field equations of the form ∂2φ are ruled out because
they would lead to (∂2φ)2 terms in the action. In principle, the other components of
BΛΠΣ could still depend on the field equation for Sαβγ because that one is linear in
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derivatives. However, this produces incorrect answers for the susy transformation rules
of the fermions, as we shall show.
Both Aαβγ and B˜αβγ will be written as Aαβγ ∼ Sαβγ,A(y)Y A(x) and Bαβγ ∼
TABSαβγ,AY
B . Since they contain the same spherical harmonic Y A they will mix.
This mixing of Aαβγ with B˜αβγ is needed to convert the second order field equation
obeyed by Aαβγ into the first order one obeyed by the antisymmetric tensor field of 7
dimensional gauged sugra, Sαβγ,A.
The ansatz for FΛΩΣΠ is obtained by requiring consistency of susy laws. It is
the same as the geometrical ansatz of [47] if the scalars are set to zero. One would
expect that this should be the case, since the ansatz proposed by the authors of [47]
was constructed such that the Chern-Simons terms in the 7-dimensional action are
obtained after integrating the Chern-Simons term of the 11-dimensional action on S4.
The two terms in Fµνρσ and Fµνρα which only depend on scalar fields are components
of a separately closed form. We note that any closed form f(4) which appears only in
the Fµνρσ , Fµνρα sector, must be of the form fµνρσ = ǫµνρσf, fµνρα = ǫµνρτD
τDα
1
✷
f
and will not contribute in the 11 dimensional Chern-Simons action ǫFFA. This is
so because, if we work for simplicity in 12 dimensions (where the Chern-Simons form
becomes ǫFFF ), then f(4) contributes only to a term of the type
ǫµνρσǫα1...α8(fµνρσFα1...α4Fα5...α8 − 32fµνρα1Fσα2α3α4Fα5...α8) (4.98)
which vanishes if we partially integrate the Dα1 in fµνρα1 , use the Bianchi identity, and
then partially integrate back the resulting Dσ.
The precise expression of the ansatz in the Fµνρσ sector is highly constrained. It
must reproduce the linearized term in (2.32), and it must yield the correct scalar
potential in d=7 after integrating over the compact space. In order to perform this
integral to which both the Einstein action and the kinetic action of the 3-index photon
contribute we start with the d=4 scalar curvature associated with the conformal metric
g˜µν = ∆
−4/5gµν , namely ∗∗
R˜(4) = g˜µνRλµν λ
=
−2YAYB(T 3)AB + 2TYAYB(T 2)AB + YAYBTAB(Tr(T 2)− T 2)
(YAYBTAB)2
(4.99)
and its relation with the d=4 scalar curvature
R(4) = ∆−4/5R˜(4) − 6gµνDµDν ln(∆−2/5)− 6gµνDµ ln(∆−2/5)Dν ln(∆−2/5) (4.100)
Using (4.39) to convert ∆ into TAB, and adding the other contributions from the
Einstein action, the integral over the compact space of the Einstein action, when setting
the gauge fields to zero, and disregarding terms with d=7 space time derivatives yields
−1
2
∫
d4x
√
det
◦
g (x)

∆−6/5R˜(4) + 2YAYB(T
3)ABYCYDT
CD −
(
YAYB(T
2)AB
)2
(YAYBTAB)2


(4.101)
∗∗We used a symbolic manipulation program to obtain (4.99).
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We further use that∫
d4x
√
det
◦
g (x)
YAYB
YCYDTCD
=
1
5
T−1AB V ol(S4) (4.102)∫
d4x
√
det
◦
g (x)
YAYBYCYD
(YEYFTEF )2
=
V ol(S4)
5 · 7 (T
−1
ABT
−1
CD
+T−1ACT
−1
BD + T
−1
ADT
−1
BC) (4.103)
(This becomes clear after diagonalizing TCD.) At this point, the integrated Einstein
action contribution is of the desired form, namely a linear combination of T 2 and
Tr(T 2): (−31/70)Tr(T 2) + (23/70)T 2.
On the other hand, the integrated kinetic action of the 3 index photon has the form
F 2µνρσ ∼ (YEYFTEF )2(1 + S)2, where 3√2
√
det
◦
g (x)ǫµνρσ(1 + S) = Fµνρσ . (Use that
(det gµν)(det
◦
gµν) = ∆
−2 and substitute (4.39).) The function S must be homogeneous
of degree zero in T , because in d=7 the potential is proportional to T 2 − 2TijT ij =
T 2−2TABTAB and the leading term (YEYFTEF )2 has already two T’s. Furthermore, S
depends only on the scalar fluctuations in (Π−1)i
A
. In fact, the most general expression
S can have is
S = a( Y T
2Y
(Y TY )2
− 1) + b( T
Y TY
− 5) (4.104)
because higher powers of T appearing in the ratios would yield terms proportional
to Tr(T−1) in the 7-dimensional action. To be more explicit, let’s consider a term
of the form Y T 3Y /(Y TY )3. Then, when integrating S2, such a term also generates
a integral of the form
∫
d4x(Y T 3Y )2/(Y TY )4 which clearly will produce unwanted
Tr(T−1)’s (apply (4.103)). One requires then that the linearized limit of (4.92) yields
the results of [36], and that when adding the Einstein action contribution we recover
upon integration the d=7 scalar potential. The last term in (4.92) has no linearized
contributions, while the coefficient of the second term gets fixed to 1/3 by requiring
agreement with [36]. Hence, b = 1/3 while a is still a free parameter. However, a gets
also fixed after evaluating the integral over S4 of the square of (1 + S) using (4.102),
(4.103) and (4.104) and requiring that after adding the Einstein action contribution
one obtains (T 2 − 2Tr(T 2))/4. Thus, a has to satisfy a quadratic equation, namely
a(a + 2/3) = 0. It will turn out that the consistency of the gravitino transformation
law excludes the first solution (a = 0), and requires the second (a = −2/3).
The result for Fµνρα is rather surprising. Initially, we made the ansatz
Fµνρα =
√
◦
gǫµnuρσ
◦
D
σ 1
◦
✷
∂α(1 + S) + gauge field dependent terms (4.105)
where 1 + S contains the ansatz for Fµνρσ in 4.92). This ansatz satisfies the Bianchi
identity
4
◦
D[σ Fµνρ]α − ∂αFµνρσ = 0 (4.106)
However, our original expression for S contained no term with (Y · T · Y )−2 (it cor-
responded to the solution a = 0), and for this choice of S, the ansatz for Fµνρα was
found to be truly nonlocal already in a perturbative expansion. With our present
ansatz (a = −2/3), the apparently nonlocal expression is, in fact, local and given by
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(4.93). It seems very unlikely that the first solution, containing the d = 11 nonlocal
term
◦
D
σ
1
◦
✷
Dα(1 + S) would lead to the correct d = 7 action, since its presence re-
quires that we expand 1◦
✷
Dα(1 + S) into an infinite series of spherical harmonics, and
though the factor 1◦
✷
by itself may not be fatal, being integrated over S4, the fact that
infinitely many spherical harmonics would enter could lead to inconsistencies in the
KK reduction.
The gauge field dependence of the FΛΣΠΩ is dictated by the 11-dimensional susy
laws. We begin with the Fµνρα sector, and for simplicity, after substituting the 11-
dimensional susy variation in terms of our fermionic ansa¨tze, we keep only the gravitino
terms. Then, we get
δFµνρα|ψ = −
√
2
8
3!
(
∂[µε¯Γνρ]Ψα − ∂αε¯Γ[νρΨµ] − 2∂[µΓαρΨν]
)
|ψ (4.107)
= −3
√
2
4
∂[µ
(
∆−1/5 ǫ¯I′ψα,J ′ η¯Iγnpγ5ηJ U I
′
I U
J ′
J E
n
νE
p
ρ]
)
(4.108)
=
3
√
2
4
∂[µ
(
ǫ¯γijkψαC
A
ν C
B
ρ]Π
i
AΠ
j
B(Π
−1) Ek
YE
Y · T · Y
)
(4.109)
=
3
√
2
2
∂[µ
(
δBABα C
C
ν C
D
ρ]
TEFYF
Y · T · Y
)
ǫABCDE
= δ
[
3
√
2
2
∂[µ
(
BABα C
C
ν C
D
ρ]
TEFYF
Y · T · Y
)
ǫABCDE
]
(4.110)
where to go from (4.108) to (4.109) we used (3.4) and the identity
Emµ ∆
−2/5U I
′
IU
J ′
JC
IJ
m = −iΠAi(γi)I
′J ′CAµ (4.111)
(Substitute into (4.29) that V m ∼ γCDYC∂mYD, replace 2γCD by γCγD − γDγC and
use (4.45) to eliminate γC . One obtains then the commutator [γij , γk] ∼ δjkγi − δikγj .
The Π−1 from (4.45) cancels then one of the Π’s in Emµ ). The total susy variation δ
could be pulled out in (4.110) because we are keeping only gravitino dependent terms,
and scalars vary into spin 1/2 fields.
Hence (4.110) allows us to read off the gauge field dependence of Fµνρα (see eq.
(4.93)). Another nontrivial check of this ansatz is thatthe susy variation of the scalars
in the l.h.s. of (4.93) reproduces the BABα -dependent terms which we get from the
11-dimensional susy variation of Fµνρα.
The ansatz in the next sector, namely, Fµναβ will be fixed again by requiring the
consistency of susy laws. The complete answer is given in (4.94). The procedure to
determine the ansatz remains the same: vary Fµναβ under 11-dimensional susy laws,
look for simplicity only at gravitino dependent terms, and rewrite (after substituting
the various fermionic and vielbein ansa¨tze) the 11-dimensional susy variation in terms
of a total 7-dimensional susy variation of 7-dimensional bosonic (gauge and scalar)
fields. So, varying the r.h.s. one gets
δFµναβ |ψ = −
√
2
8
(2!)2
(
2∂[µε¯Γν][αΨβ] − ∂[µε¯ΓβαΨν]
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−∂[αε¯ΓνµΨβ + 2∂[β ε¯Γα][νΨµ]
)
|ψ
= −
√
2∂µ
(
−iǫ¯I′ταψβ J ′ ∆−2/5 η¯Iγnγ5ηJ U I′I UJ
′
J E
n
ν
−2ǫ¯I′ψβ J ′ ∆−1/5 η¯Iγnpγ5ηJ U I′I UJ
′
J E
n
νE
p
ρ B
AB
α V
ρ
AB
)
+
√
2
2
∂[α
(
ǫ¯I′ ψβ] J ′ U
I′
I U
J ′
J ∆
−1/5 η¯Iγnmγ5ηJ EnνE
m
µ
)
(4.112)
=
√
2∂[µ
(
CAν]Π
i
Aǫ¯γ
iτ[αψβ] − 4ǫABCDEδBAB[β BCFα] YFCDν]
TEGYG
Y · T · Y
)
−
√
2∂[α
(
ǫABCDEδB
AB
β C
C
ν C
D
µ
TEFYF
Y · T · Y
)
(4.113)
To go from (4.112) to (4.113) we again made use of (3.4) and (4.111). Furthermore,
in (4.113) the first term vanishes trivially, and the last one can be written as a total
7-dimensional susy variation. With the use of the Schouten identity
(δ(BAB[β )B
CF
α] C
D
ν
TEGYG
Y · T · Y Y[F ǫABCDE] = 0 (4.114)
which yields
δ(BAB[β )B
CF
α] C
D
ν
TEGYG
Y · T · Y YF ǫABCDE =
(
(δ(B[α) · Y )ABBCβ] CDν
TEGYG
Y · T · Y
+
1
2
δ(BAB[α )B
CD
β] C
E
ν
)
ǫABCDE (4.115)
we get that
δ(BAB[β )B
CF
α] C
D
ν
TEGYG
Y · T · Y YF ǫABCDE =
1
2
(
δ(BAB[β )(Bα] · Y )CCDν
TEGYG
Y · T · Y
+ (δ(B[α) · Y )ABBCβ] CDν
TEGYG
Y · T · Y +
1
2
δ(BAB[α )B
CD
β] C
E
ν
)
ǫABCDE (4.116)
After acting with a ∂[µ on (4.116), the remaining terms can be cast into a total susy vari-
ation. Then we substitute back into (4.113) and we recognize that the 11-dimensional
susy variation of Fαβµν is the same as the 7-dimensional susy variation of the ansatz
given in (4.94).
To derive the ansatz of the next sector Fµαβγ is a bit more laborious. We follow
the procedure outlined previously, and vary under susy the r.h.s. of (4.95)
δFµαβγ |ψ = −
√
2
8
3!
(
∂µε¯Γ[αβΨγ] − 2∂[αε¯ΓµβΨγ] − ∂[αε¯Γβγ]Ψµ
)
|ψ
=
−3√2
4
∂µ
[
ǫ¯∆−1/10
√
γ5
(
τ[αβ∆
−2/5 + 2γmτβγ5Em[α∆
−1/5 + γmnEm[αE
n
β
)
∆−1/10
√
γ5ψγ]
]
+
3
√
2
2
∂[α
[
ǫ¯∆−1/10
√
γ5
(
2γmτβγ5E
m
µ ∆
−1/5 + γmnEmµ E
n
β
)
∆−1/10
√
γ5ψγ]
]
(4.117)
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Then we substitute our ansa¨tze in the l.h.s. of (4.117) and with the same tricks as we
used before we arrive at
δFµαβγ |ψ = 3
√
2
4
(Π−1) Ai C
A
µ ǫ¯τ[αβγ
iψγ]
+
3
√
2
2
D[α
(
ǫ¯τβγ
iψγ]Π
i
A
)
CAµ
+6
√
2∂µ
[
ǫABCDEδ(B
AB
[γ )(Bα · Y )C(Bβ] · Y )D
TEFYF
Y · T · Y
]
+6
√
2∂[α
[
ǫABCDEδ(B
AB
[γ )(Bβ] · Y )CCDµ
TEFYF
Y · T · Y
]
(4.118)
To get the correct gauge-field dependence in the Fµαβγ sector we take into account
the susy variation of the independent fluctuation Aαβγ whose ansatz in terms of 7-
dimensional fields is (see below) − 2i√
3
Sαβγ,A(y)Y
A(x). Then the 7-dimensional susy
variation of the gauge field dependent part of Fµαβγ will be the difference between
(4.118) and the 7 dimensional susy variation of ∂µAαβγ . Note that the first two terms
in (4.118) are already parts of the susy variation of −i√6Sαβγ . We are ready now to
extract the susy variation of the gauge field dependent piece of Fµαβγ :
((δ(Fµαβγ )|B terms only) |ψ
= 6
√
2
[
∂µ
(
ǫABCDEδ(B
AB
[γ )(Bα · Y )C(Bβ] · Y )D
TEFYF
Y · T · Y
)
+ ∂[α
(
ǫABCDEδ(B
AB
γ )(Bβ] · Y )CCDµ
TEFYF
Y · T · Y
)]
+
3
√
2
2
ǫABCDEδ(B
AB
[α )F
CD
βγ] C
E
µ (4.119)
We are going to rewrite the first two terms as total 7-dimensional susy variations.
Then we shall “peel off” a δ from both sides of (4.119) and read off the ansatz for
(Fαβγµ)|B terms only.
We begin by working out the first term. First, we shall pull outside a total δ susy
variation, then we use a Schouten identity to release a susy gauge field variation from
its contraction with the spherical harmonic.
∂µ
(
ǫABCDEδ(B
AB
[γ )(Bα · Y )C(Bβ] · Y )D
TEFYF
Y · T · Y
)
= δ∂µ
(
ǫABCDEB
AB
[γ (Bα · Y )C(Bβ] · Y )D
TEFYF
Y · T · Y
)
−2∂µ
(
ǫABCDEB
AB
[γ δ(Bα · Y )C(Bβ] · Y )D
TEFYF
Y · T · Y
)
=
1
3
δ∂µ
(
ǫABCDEB
AB
[γ (Bα · Y )C(Bβ] · Y )D
TEFYF
Y · T · Y
)
+
1
3
∂µ
(
ǫABCDEB
AB
[γ δ(B
CD
α )(Bβ] · Y )E
)
(4.120)
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Schoutenizing the second term of (4.119) we get:
∂[α
(
ǫABCDEδ(B
AB
γ )(Bβ] · Y )CCDµ
TEFYF
Y · T · Y
)
=
1
2
ǫABCDE
[
δ∂[α
(
BABγ (Bβ] · Y )CCDµ
TEFYF
Y · T · Y
)
+
1
2
∂[α
(
BABγ δ(B
CD
β] )C
E
µ
)]
(4.121)
The last step is to substitute (4.120) and (4.121) into (4.119)
((δ(Fµαβγ )|B terms only) |ψ = ǫABCDE
{
3
√
2δ
[
∂µ
(
2
3
BAB[γ (Bα · Y )C(Bβ] · Y )D
TEFYF
Y · T · Y
)
+ ∂[α
(
BABγ (Bβ] · Y )ACDµ
TEFYF
Y · T · Y
)]
+ 3
√
2∂[α
(
BABγ δ(B
CD
β] C
E
µ
)
+2
√
2∂µ(B
AB
[γ δ(B
CD
α )(Bβ] · Y )E + 3
√
2δ(BAB[α )
(
∂βB
CD
γ] + 2(Bβ ·Bγ])CD
)
CEµ
}
= ǫABCDEδ
[
2
√
2∂µ
(
BAB[γ (Bα · Y )C(Bβ] · Y )D
TEFYF
Y · T · Y
)
−3
√
2∂[α
(
BABβ (Bγ] · Y )CBBCγ] CDµ
TEFYF
Y · T · Y
)
+
3
√
2
2
∂µ
(
∂[αB
AB
β +
4
3
(B[α · Bβ)AB
)
BCDγ] Y
E
]
(4.122)
To achieve the last expression on the l.h.s. of (4.122) we need to perform one more
trick, namely to use the Schouten identity to rewrite
ǫABCDEB
AB
[γ δ(B
CD
α )B
EF
β] C
F
µ = ǫABCDE
[
δ
(
BAB[γ (Bα ·Bβ])CDCEµ
)
−3δ(B[γ)AB(Bα · Bβ])CDCEµ
]
(4.123)
We conclude that, indeed, from the requirement that the susy laws are consistent
we obtain the ansatz for Fµαβγ given in (4.95).
At this moment, we can (again for simplicity of the argument) solve Fαβγδ from the
Bianchi identities. The Bianchi identities
∂[ΛFΠΣΩ∆] = 0 (4.124)
are trivially satisfied in the F sectors which we derived so far, because the gauge field
dependent terms F can be easily cast into an exact form, while the purely scalar sectors
are components of a separately closed form. Thus we use the last Bianchi identity
∂µFαβγδ = 4∂[αFµβγδ] (4.125)
which yields
0 = ∂µ
[
Fαβγδ − 4ǫABCDE∂[α
(
2
√
2BABδ (Bβ · Y )C(Bγ] · Y )D
(T · Y )E
Y · T · Y
+
3
√
2
2
(
∂βB
AB
γ +
4
3
(Bβ · Bγ)AB
)
BCDδ] Y
E
)]
(4.126)
35
to solve for Fαβγδ . The result, which is given in (4.96) is compatibile with the susy
laws, and satisfies trivially ∂[ǫFαβγδ] = 0.
A brief inspection of the ansatz given in (4.92-4.96) suggests that we can also give
the ansatz for the 11-dimensional 3-index field, AΛΠΣ.
Aµνρ = − 1
6
√
2
ǫABCDEC
A
µ C
B
ν C
C
ρ Y
D (T · Y )E
Y · T · Y −
1
2
√
2
◦
Dσ
◦
✷
(ǫµνρσ
√
◦
g)
Aνρα =
1
6
√
2
ǫABCDEB
AB
α C
C
ν C
D
ρ
(T · Y )E
Y · T · Y
Aναβ =
1
3
√
2
ǫABCDE(B[α · Y )ABCDβ] CDν
(T · Y )E
Y · T · Y
Aαβγ = − i
√
6
6
Sαβγ,AY
A
+ǫABCDE
(√
2
3
BAB[α (Bβ · Y )C(Bγ] · Y )D
(T · Y )E
Y · T · Y
+
1
2
√
2
(∂[αB
AB
β +
4
3
(B[α · Bβ)AB)BCDγ] Y E
)
(4.127)
Also, to ease the comparison between the ansatz necessary to achieve a consistent
truncation (given in (4.92-4.96)) and the geometrical ansatz of [47] we present the
expression of FΛΠΣΩ in form language. It is gauge invariant.
√
2
3
F(4) = ǫABCDE
(
−1
3
DY ADY BDY CDY D
(T · Y )E
Y · T · Y
+
4
3
DY ADY BDY CD(
(T · Y )D
Y · T · Y )Y
E
+2FAB(2) DY
CDY D
(T · Y )E
Y · T · Y + F
AB
(2) F
CD
(2) Y
E
)
+ d(A) (4.128)
where FAB(2) = 2(dB
AB + 2(B · B)AB)) and DY A = dY A + 2(B · Y )A.
To find the ansatz for A and B˜ , we require that we obtain all the Sαβγ terms in
the d=7 gravitino susy transformation law from KK reduction. Consider the linearized
gravitino transformation law. This should already display the self-duality mechanism,
and also will fix the free parameters a and b in the d=11 susy transformation law of
the auxiliary field B. The FΛΠΣΩ term in δΨΛ reads:
δΨζ |lin.,F term,B=0 =
√
2
288
(Γαβγδ ζ − 8δ[αζ Γβγδ])εFαβγδ
+
√
2
288
(4Γµαβγ ζ + 3 · 8δαζ Γµβγ)εFµαβγ (4.129)
δΨm |lin.,F term,B=0 =
√
2
288
Γαβγδ mεFαβγδ
+
√
2
288
(4Γµαβγ m − 8eµmΓαβγ)εFµαβγ (4.130)
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The result for δψǫ can be worked out further by decomposing the 11 dimensional gamma
matrices and using the commutation relations of
√
γ5
δψǫ|lin.,F term,B=0 =
√
2
288
γ5
5
{3(3ταβγδ ǫ − 8δ[αǫ τβγδ])Fαβγδ
−24i(ταβγ ǫ + 9
2
δ[αǫ τ
βγ])γµFµαβγ}ǫ (4.131)
We introduce a normalization constant c for Sαβγ,A by embedding the 7d field S into
the 11d curvature F as follows:
Fµαβγ |B=0 = cSαβγ,A∂µY A Fαβγδ |B=0 = 4c∂[αSβγδ],AY A (4.132)
and a corresponding relation for the auxiliary field,
B˜αβγ = Bαβγ,AY A (4.133)
Substituting the linearized ansatz for Bαβγ,A in (2.41) into the transformation law of
ψǫ, we find
δψǫ|lin.,B term = 1
24
(bΓǫ
αβγδBαβγδ − aΓαβγBǫαβγ)ǫ
+
1
5
τǫγ5γ
m b
24
Γαβγδ mBαβγδǫ
=
k
24
ǫαβγδ
ǫηζBǫηζ,AY
A(
9
5
bτǫ
αβγ − (a− 16
5
b)δ[αǫ τ
βγδ])γ5ǫ
=
γ5
5
{−m9
5
kb
24
4!3!
2
δ[αǫ τ
βγ]Sαβγ,AY
A
+
9
5
kb
24
6τǫ
αβγδ4DαSβγδ,AY
A
−m k
24
(a− 16
5
b)3!τǫ
αβγSαβγ,AY
A
− k
24
(a− 16
5
b)6ταβγ4D[ǫSαβγ],AY
A}ǫ (4.134)
In order to reproduce the 7 dimensional sugra result (and have a consistent truncation
of 11 dimensional sugra to the massless 7 dimensional fields), we must reproduce the
gauged sugra result for δψIǫ , which does not have any DS terms, so we must require
kb = −5
√
2c
72 , ka = −5
√
2c
9 . Then we obtain
δψǫ|lin.,S terms = −c
√
2
60
[τǫ
αβγ − 9
2
δ[αǫ τ
βγ]]Sαβγ,Aγ5(−iγµDµ +m)Y Aǫ (4.135)
Using (3.42), we get by contracting with (γA)JK and using 1/4φ
JK
5 (γ
A)JK = Y
A,
according to section (3.1),
1
m
(m+ iγµDµ)Y
Aγ5η
IǫI = −ǫI(γA)I KηK (4.136)
Hence
δψǫ|lin.,S terms = c
[√
2
60
m
(
τǫ
αβγ − 9
2
δ[αǫ τ
βγ]
)
(ǫγA)Kη
K
]
Sαβγ,A (4.137)
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Incidentally, we note that here if we would use the p=q=+1/2 solution in (4.16)
instead of p = q = −1/2 we would get (iγµDµ+m) in (4.135) (because the commutation
relation of γ
±1/2
5 past γµ gives a ± sign). That means that at this moment the sign is
fixed by requiring a consistent truncation.
In order to match this result with the S term in δψǫ in (4.6), we fix c = −i
√
6.
We can then check this value of c by putting (4.132) in the 11d action for FΛΠΣΩ. We
obtain the correct normalization for the 7d action of Sαβγ,A.
At this moment, one can see why a first order formulation for gravity instead of
the antisymmetric tensor field does not work. Consider the spin connection Ω as an
independent field, as done in [40]; then the 11 dimensional gravitino transformation
law is the same, with DΛ(Ωˆ)ε replaced by DΛ(Ω)ε, where
ΩΛ
MN = ΩˆΛ
MN (E,Ψ) + BΛΠΣEMΠENΣ +∆Ω′Λ MN (4.138)
and ∆Ω′[Λ
MNEMΠ E
N
Σ] = 0. Thus the Bαβγ term we get in δsusy,11−dimΨα is at the
linearized level is 14Bαβγτβγε. But this has no γ5 with respect to (4.134), and since
the susy law is fixed by the definition of B, we can’t introduce by hand the missing γ5.
Therfore it will be impossible to cancel the F terms in (4.131), as we did in (4.135). In
conclusion, we need a 4-index tensor to mix with the independent fluctuation Sαβγ .
Now, let us analyze the nonlinear level. The nonlinear KK reduction gives for the
terms involving S
δψǫ|S term = ∆−1/10γ−1/25 e′ǫ a[EΛa δΨΛ|S term +
1
5
τaγ5γ
mEΛmδΨΛ|S term]
=
√
2
288
∆−1/10γ−1/25 e
′
ǫ
a{(Γαβγδ a − 8δ[αa Γβγδ])εFαβγδ |S term
+
12√
2
(bΓαβγδ a − aδ[αa Γβγδ])ε
Bαβγδ√
E
+4(Γµαβγ a + 8δ
[α
a Γ
µβγ])εFµαβγ |S term
+
1
5
τaγ5γ
m[Γαβγδ mε(Fαβγδ +
12b√
2
Bαβγδ√
E
)
+4(Γµαβγ m − 2δµmΓαβγ)εFµαβγ ]} (4.139)
In the same way as it happened at the linear level, the ∂αSβγδ terms in Bαβγδ will
cancel the Fαβγδ terms, whereas the Sαβγ terms in Bαβγδ and Fµαβγ add, and moreover
the term BABα SβγδB in Bαβγ cancel the Bµδ Fµαβγ term, provided we choose the ansatz
(neglecting “massive” fields which are put to zero)
Bαβγδ√
E
=
6k
5
(Fαβγδ + 4B
µ
δ Fµαβγ)−
k
5
ǫαβγδ
ǫηζ ˜˜Bǫηζ
=
24kc
5
▽[α Sβγδ],AY A −
k
5
ǫαβγδ
ǫηζ ˜˜Bǫηζ (4.140)
where ˜˜B contains only S terms (no ∂αSβγδ,A or BABα Sβγδ,B) and we have used (3.22)
and (3.24). In the following, the parameters a, b, c take the values which we determined
previously. Then we obtain
δψǫ|S term = −
√
2
60
(τǫ
αβγ − 9
2
δ[αǫ τ
βγ])γ5∆
3/5
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[(∆−1/5Eµm)(−iγm)Fµαβγ + ˜˜Bαβγ ]ǫ (4.141)
We further work out the Fµαβγ term in δψǫ by substituting our ansa¨tze for various
fields, where in Fµαβγ we consider only the term with S
Fµαβγ |B=0 = cSαβγ,A∂µY A (4.142)
So, by substituting for Fµαβγ , using the ansatz for E
µ
m in (4.28) and introducing
the identity as η¯Nα η
β
N = δ
β
α, we get
∆−1/5Eµmγ5(−iγm)∆3/5Fµαβγǫ
= −1
4
∆3/5cSαβγ,CC
C
mTr(γ
ijUV nUTΩ)
(Π−1)i
A
(Π−1)j
B
V m ABCn NIηNU
I′
IǫI′ (4.143)
Then, using (3.42), we have
V PQn C
NI
n = 4φ
P [I
5 Ω
N ]Q − (ΩPQφNI5 +ΩNIφPQ5 ) (4.144)
and substituting this relation for the two products VnCn in (4.143), and doing a bit of
algebra, we get
∆3/5(Π−1)i
A
(Π−1)j
B
Y AcSαβγ,B
1
2
[
φPI5 (U
TγijU)PN − φPN5 (UT γijU)PI
]
ηNU
I′
IǫI′ (4.145)
But now we can use the condition we got on U from matching the scalar transfor-
mation law (4.45), and get
cSαβγ,A(Π
−1)i
A
γj
I′
L′U
L′
NηN ǫI′ −∆3/5TABcSαβγ,BYAγ5ηIU I′IǫI′ (4.146)
We now see that the first term is exactly what we want to have in 7 dimensional
supergravity (the Sαβγ,A term of δψǫ in [41]), whereas the second term gets canceled
by the ˜˜Bαβγ term, if we choose the ansatz for ˜˜Bαβγ to be:
˜˜Bαβγ = cTABSαβγ,BYA (4.147)
However, let us pause and comment on the ansatz for BMNPQ. We know that
BMNPQ = 0 is a solution of the 11d equations of motion. So we can say that the ansatz
for the various components of BMNPQ has to be such that the various components of
BMNPQ = 0 correspond to various 7d equations of motion. Then the first remark
is that we have to add to (4.140) the necessary bilinears in fermions and gauge field
strength to complete the 7-dimensional equation of motion for Sαβγ,A (remember that
we always dropped in the susy transformation rules 3- and 4-fermi terms). Using that
k = 5(6
√
2) (as it will be determined below (5.31)), the ansatz of the auxiliary field
BMNPQ is
Bαβγδ√
E
= −24
√
3i∇[αSβγδ],AY A +
√
3iǫαβγδ
ǫηζTABSǫηζ,BYA
+ 9ǫABCDEF
BC
[αβ F
DE
γδ] Y
A + 2− fermi terms (4.148)
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The necessity of adding the gauge field terms in the ansatz for the auxiliary field
BMNPQ can be seen if we try to derive the 7-dimensional action from the 11-dimensional
one. The ansatz for Fαβγδ is already bilinear in the gauge field strength, and when
integrating out (Fαβγδ)
2 on S4 we get as a result terms with (F
AB
αβ )
4 which are not
present in the d = 7 action. However, they are precisely canceled by the gauge field
strengths which enter in the ansatz of BMNPQ, after integrating out (BMNPQ)2. The
second observation is that no other bosonic equation of motion can appear in BMNPQ,
since all other bosonic equations have 2 derivatives, and so we would get terms with 4
derivatives in the 7d action. After finding the correct ansatz for Bαβγδ, we can easily
find the nonlinear terms in δλi:
δψm|S term = ∆−1/10γ1/25 EΛmδΨΛ
=
√
2
288
∆−1/10γ1/25 [Γ
αβγδ
mFαβγδ + 4(Γ
µαβγ
m − 2EµmΓαβγ)Fµαβγ
− 5
6k
Γαβγδ m
Bαβγδ√
E
]ε (4.149)
where we have substituted the value of b found before. If we now use the ansatz for
Bαβγ√
E
, the Fαβγδ and B
µ
δ Fµαβγ terms cancel again, as in δψǫ, and we are left with
δψm|S term = i
√
2
288
4ταβγ∆3/5
[(∆−1/5Eµn)(γm
n − 2δnm)(−iFµαβγ )− γm ˜˜Bαβγ ]ǫ (4.150)
We next substitute for Fµαβγ and
˜˜Bαβγ . Then we write E
µ
n in terms of scalars via
(4.91). Using (3.21) for the contraction of Cµ’s which we get, and the identity
(Π−1)i
C
YCTr(U
−1γiUγD)CDn = 0 (4.151)
which we easily get by using (4.45), we can rewrite (4.150) as follows
δψ(11d)m =
1
48
√
3
ταβγSαβγ,B
[
−i(Π−1)iBCDn Tr(U−1γiUγD)
(γm
n − 2δnm)− 4∆3/5TABYBγm
]
ηIǫI′U
I′
I (4.152)
Next we want to put in a similar form the expression which we get for δψm from
the 7 dimensional result for δλiJ ′ . ¿From the ansatz in (4.15) and the normalization in
(4.36), and substituting the 7 dimensional transformation law of δλiJ ′ , we get
δψ(7d)m = −
1
240
√
3
ταβγSαβγ,A(Π
−1)j
A
(γij + 4δij)I
′
J ′
(γi)K ′L′ǫI′U
J ′
JU
K ′
KU
L′
Lη
JKL
m (4.153)
Then we write the spherical harmonic ηJKLm as
ηJKLm = [i(γmp − 2δmp)CpA + γmY A]ηJ(γA)KL (4.154)
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Using the U matrix relation (4.45), we find the identity
Tr(UγAU
−1γi)YA = 4∆3/5(Π−1)i
A
YA (4.155)
which will be heavily used in the following. Using this relation and the expression
derived for ηJKLm , we find that
δψ(7d)m =
1
48
√
3
ταβγSαβγ,B[iT r(Uγ
AU−1γi)(Π−1)i
B
(γmp − 2δmp)CpA + 4∆3/5TABYAγm]ǫ
− 1
60
√
3
ταβγSαβγ,B(Π
−1)j
B
[i(γmp − 2δmp)CpA
+γmY
A]ηJ (γjUγAU
−1)I
′
J ′U
J ′
JǫI′ (4.156)
Now we work on the last term (the last two lines). For that, we need a few identities:
By multiplying the Fierzing relation (3.42) with YA(γA)JK we deduce that
γ5η
I = −YA(γA)IJηJ (4.157)
If we multiply the same relation (3.42) with γ5(γA)JK , we get
−iγpηICAp + Y AηI = YB(γAγB)IJηJ (4.158)
from which we also derive, by multiplying with CnA, that
γmη
I = iCAmY
B(γAγB)
I
Jη
J (4.159)
¿From (4.158) and (4.159) we also deduce
γmγ
pCAp η
J(UγA)
I
J = 4C
A
mη
J(UγA)
I
J (4.160)
Using (4.159) and (4.160) it follows that the last term in (4.156) is zero, so that we
are left with the correct 11 dimensional result.
4.3 The gravitino and Sαβγ,A transformation laws
Let us recapitulate what we have done so far. We have checked that using our ansa¨tze
for the 11 dimensional fields we reproduce the 7 dimensional transformation laws for
the graviton eaα, the gauge field B
AB
µ , the scalars ΠA
i, and the terms involving Sαβγ in
the transformation laws of the gravitini ψIα and fermions λ
iI . We have also checked the
gauge field dependence of FΛΠΣΩ by matching terms in δ
(11d)
susy FΛΠΣΩ with the variation
of all the fields in the ansatz for FΛΠΣΩ. The analysis of the independent fluctuation
Sαβγ,A was implicitely done when we studied the Fαβγµ sector. However, for complete-
ness of our work we give a separate check on Sαβγ susy transformation law.
We begin by considering the case when BABα = 0 in the Sαβγ,A transformation law
and we find δSαβγ,A from
i√
6
δFµαβγ |B=0 = δSαβγ,A|B=0∂µY A (4.161)
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because the BABα terms in Fµαβγ appear at least quadratically, (so δB
AB
α will always
be multiplied by BCDβ , which we put to zero). Using the transformation law for AΛΠΣ
in (2.14) and the fact that
Ψα|B=0 = ∆−1/10(γ1/25 ψα +
1
5
ταγ
mγ
1/2
5 ψm) (4.162)
we get
δSαβγ,A|B=0∂µY A = −i
√
3∂[µε¯ΓαβΨγ]
= − i
√
3
4
{∂µ[ǫ¯∆−3/5(τ[αβγ5ψγ] +
i
5
ταβγγ
mψm)]
−∂[α[Enµ∆−2/5ǫ¯(−2iγnγ5τβψγ] +
1
5
τβγ](−2γnm + 3δnm)ψm)]} (4.163)
We split this contribution into 3 terms, corresponding to the terms in the 7 dimensional
transformation law, one with ∂α acting on ψγI′ and λiI′ , one with ∂α acting on ΠA
i,
and one with no ∂α. Indeed, in 7 dimensions we have
δSαβγ,A|B=0 = i
√
3
12
δAB(Π
−1)i
B
(3ǫ¯τ[αβγ
iψγ] − ǫ¯ταβγλi)
− i
√
3
4
δijΠA
j ▽[α (2ǫ¯τβγiψγ] + ǫ¯τβγ]λi) (4.164)
where ▽α(...)i acts as ∂α(...)i+Qα i j(...)j = ∂α(...)i+(Π−1)[iA(∂αΠAj])(...)j . (If BABα
is not zero, Qαij will contain also a B term).
The term with no ∂α in (4.163) is given by
− i
√
3
4
∆−3/5[∆3/5(∂µ∆−3/5) + ∂µ](ǫ¯τ[αβγ5ψγ] +
i
5
ǫ¯ταβγγmψ
m) (4.165)
To evaluate the contribution with the the gravitino ψγ , we make use of the equations
(4.39) and (4.45). From ǫ¯ταβγ5ψγ we obtain a factor Uη¯γ5ηU
T ∼ Uφ5UT . This is the
combination which appears on the l.h.s. of (4.45) (because YAγ
A ∼ φ5). Substituting
(4.45), the ∂µ derivatives of ∆
3/5 cancel and we are left with
−i√3
4
ǫ¯I′τ[αβγ
iI
′J ′
ψγ]J ′(Π
−1)i
A
∂µYA (4.166)
Similarly, the contribution of the spin 1/2 fermions in (4.165) reads
i
√
3
4 · 3(Π
−1)i
A
(Ω˜)I
′J ′ ǫ¯I′ταβγλ
i
J ′∂µYA. (4.167)
We compare the sum of these two contributions with the 7-dimensional result
i
√
3
12
(Π−1)i
A
ǫ¯(3τ[αβγ
iψγ − ταβγλi)∂µY A (4.168)
and we can conclude that we find agreement.
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The term with ∂α acting on the scalars is given by
i
√
3
4
[∂[α(E
n
µ∆
−2/5)
(
−2iǫ¯γnγ5τβψγ] +
1
5
ǫ¯τβγ](−2γnm + 3δnm)ψm
)
+∆−2/5Enµ
(
−2iCIJn ǫ¯I′τ[βψγJ ′∂α](U I
′
IU
J ′
J)+
1
5
ǫ¯I′τ[βγλJ ′K ′L′ η¯
I(−2γnm + 3δnm)∂α](U I
′
IU
J ′
JU
K ′
KU
L′
L)η
JKL
m
)
](4.169)
The spherical harmonic of the spin 1/2 fields, contracted with λJ ′K ′L′ , yields
1
5
η¯I(−2γnγm + 5δnm)ηJKLm λJ ′K ′L′UJ
′
JU
K ′
KU
L′
L
= 3ΩIJCKLn λJ ′K ′L′U
J ′
JU
K ′
KU
L′
L (4.170)
Together with (4.170) we find for (4.169)
− i
√
3
4
(∂[αΠA
j)(−ǫ¯I′2τβγI′J ′j ψγ]J ′ + ǫ¯I′τβγ]λjJ ′ΩI
′J ′)∂µY
A (4.171)
This agrees with the result in 7 dimensional gauged supergravity
− i
√
3
4
ΠA
i(Π−1)i
B
(∂[αΠB
j)ǫ¯(2τβγjψγ] + τβγ]λj)∂µY
A (4.172)
Finally, we consider the terms with ∂α acting on ψαI′ and λiI′
i
√
3
4
∆−3/5(∆1/5Enµ)
[
(−∂[αǫ¯2iγnγ5τβψγ]I′)U I
′
Iη
I+
1
5
(∂[αǫ¯(−2γnm + 3δnm)(τβγ]λJ ′K ′L′)UJ
′
JU
K ′
KU
L′
Lη
JKL
m
]
(4.173)
In the last term we use (4.170) and get
−i
√
3
4
2i∆−2/5Enµ(∂[αǫ¯I′τβψγ])U
I′
IU
J ′
JC
IJ
n
+
i
√
3
4
3∆−2/5EnµΩ
IJCKLn U
I′
IU
J ′
JU
K ′
KU
L′
L(∂[αǫ¯I′τβγ]λJ ′K ′L′) (4.174)
Using (4.111) (and U Ω˜UT = Ω˜) we obtain
−i√3
2
ΠA
j∂[αǫ¯I′(γj)
I′J ′τβψγ]J ′∂µY
A − i
√
3
4
ΠA
j∂[αǫ¯I′τβγ]λ
j
J ′Ω
I′J ′∂µY
A (4.175)
This agrees with the d=7 result
−i
√
3
4
ΠA
j∂[α(2ǫ¯τβγ
iψγ] + ǫ¯τβγ]λ
i)∂µY
Aδij (4.176)
This was the last term to be checked in the transformation law of the 3 index tensor
field Sαβγ,A with B
AB
α set to zero, which therefore is in complete agreement with the
11 dimensional transformation laws.
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Now, we let the gauge fields to take non-zero values. Since the dependence on the
gravitini and gauge fields was already checked (see the analysis performed for the susy
law in the Fαβγµ sector), we will only check the Fαβλ terms in the Sαβγ 7-dimensional
susy law. Hence we keep from the 11-dimensional susy variation of Sαβγ only the terms
with potential contribution to the spin 1/2 and FABαβ dependent terms in the d=7 susy
law:
−i
√
6δSαβγ,AY
A|Fλ terms = 6√
2
ǫABCDEF
AB
[αβ δ(B
CF
γ] )|λ termsYFCDµ
(T · Y )E
Y · T · Y
−3i
√
2
10
∆−1/5ǫ¯γmnτ[γγpψmFABαβ] V
ν
ABE
n
νE
m
µ
+3i
√
2∆−1/5ǫ¯τ[γγ[nψm]FABαβ] V
ν
ABE
n
νE
m
µ (4.177)
After we substitute the ansa¨tze of various 11-dimensional fields, we need to evaluate
the spherical harmonic of
η¯I
(
1
5
γmnγ
pψp + 2γ[mψn]
)
which is
3(η¯Iγmnη
JφKL5 + 2η¯
Iγ[mη
JCKLn] ).
The contribution of the last two terms in (4.177) is
−9i
√
2
2
∆−1/5ǫ¯I′τ[γλI′J ′K ′U I
′
IU
J ′
JU
K ′
KU
L′
LF
AB
αβ] V
ν
ABE
[n
ν E
m]
µ
(η¯Iγmnη
JφKL5 + 2η¯
Iγ[mη
JCKLn )
=
3
√
2
2Y · T · Y F
DE
[αβ ǫ¯τγ]γ
[ijλk](Π iAΠ
j
B (−Π−1) Ck + 2Π iAΠ kB (Π−1) Cj )V DEν CAµ CBν Y C
(4.178)
Use now the identity
γ[ijλk] =
1
3
(γlγijkλl − γlijkλl) (4.179)
to rewrite (4.178)
−
√
2FDB[αβ (ǫ¯τγ]γ
lγijkλl + ǫ¯τγ]γ
ijklλl)Π
i
AΠ
j
B (Π
−1) Ck C
A
µ YCYD
=
6√
2
ǫABCDE(F[αβ · Y )Aδ(BBCγ] )CDµ
(T · Y )E
Y · T · Y (4.180)
where to reach the final result in (4.180) we replaced γijk by −1/2ǫijkmnγmn and we
also used the property of the scalar fields Π mA of having determinant one.
The first term in (4.177) can be written as the sum of two terms upon using the
Schouten identity to release the variation δ(BCFγ ) from its contraction with YF .
One of these terms cancels precisely the contribution of (4.180), and the other,
(F[αβ · Y )AδBBCγ] CDµ Y EǫABCDE will give the 7-dimensional susy variation δ(d = 7)
Sαβγ,A|λF termsY A. Since the susy variation of a gauge invariant object must be gauge
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invariant, we will not show explicitely the cancelation of terms produced by the 11-
dimensional susy variation which are proportional with bare BABα gauge fields. The
same argument implies that the partial derivative ∂α which we obtained in (4.176) is
in fact, a gauge covariant Dα derivative. (That this is the case, we already know from
the analysis of the sector Fαβγµ where we derived the gravitino dependent terms in
(4.176), and we obtained in fact a gauge covariant derivative).
Let us now turn back to δψα. In 7 dimensions, we have:
δψαI′ |S=B=0 = DαǫI′ + 1
4
(Π−1)i
A
(∂αΠA
j)(γi j)I′
J ′ǫJ ′
− 1
20
(Π−1)i
A
(Π−1)i
A
ταǫI′ (4.181)
But in 11 dimensions we have got
δΨΛ|B=S=0 = ∂Λε+ 1
4
ΩΛ
MN (E)ΓMN |B=0ε+ F····terms+ 3−fermi terms (4.182)
By direct substitutions one obtains
Ωα
MNΓMN |B=0 = ωα abτab + γmnEmµ∂αEnµ
−2ταγmγ5(∆−1/5Emµ)∆1/5(∂µ∆−1/5)
−2τβ α(∆1/5∂β∆−1/5)
Ωµ
MN (E)ΓMN |B=0 = γmnEmν(2∂[µEnν] − EnρEpµ∂νEpρ)
+ταγmγ5[∆
1/5∂αE
m
µ + (∆
1/5Enµ)(E
mρ∂αEnρ)](4.183)
For the terms involving Fµνρσ and Fαµνρ, we find
EΛa δΨΛ|Fµνρσterm,B=S=0 =
3
288
4!∆−1τaε
[
1 +
1
3
(
T
YAYBTAB
− 5
)
−2
3
(
YA(T
2)ABYB
(YATABYB)2
− 1
)]
− 4 · 3!
288
∆−1(ταa + 2eαa )γqγ5ε(∆
1/5Eqσ)C
σ
A(
∂αT
ABYB
YATABYB
− T
ABYB
(YATABYB)2
(YC∂αT
CDYD)
)
(4.184)
EΛmδΨΛ|Fµνρσterm,B=S=0 = −
3
288
3! · 8∆−1γmγ5ε
[
1 +
1
3
(
T
YAYBTAB
− 5
)
−2
3
(
YA(T
2)ABYB
(YATABYB)2
− 1
)]
− 1
4
∆1/5(Eσm − 2Erσγmr)ταCσA(
∂αT
ABYB
YATABYB
− T
ABYB
(YATABYB)2
(YC∂αT
CDYD)
)
(4.185)
We also have that
δψα|S=B=0 = ∆−1/10γ−1/25 eaα[EΛa δΨΛ +
1
5
τaγ5γmE
Λ
mδΨΛ]|B=S=0 (4.186)
Putting everything together, we find, besides the usual term ∂αǫI′ + ωα
abτabǫI′ , terms
with τβ α, terms with τα, and terms without any τα’s. After some algebra, the terms
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with τβ α cancel, as they should, whereas the terms without any τα’s simplify to
1
4
γmnE
mµ(∂αE
n
µ)ǫ+ ǫI′(∂αU
I′
I)η
I +
3i
4
γm(∆
1/5Emσ )ǫ∆
−6/5CσA(
∂αT
ABYB
YATABYB
− T
ABYB
(YATABYB)2
(YC∂αT
CDYD)
)
(4.187)
to be compared to
−1
4
(Π−1)i
A
(∂αΠA
j)(γi j)
J ′
I′ǫJ ′U
I′
Iη
I (4.188)
We will first of all work on the first term in (4.187). Using the Fierzing relation
(3.42) twice for each γ matrix acting on ηI , we prove that
CmBCnDγmnη
I =
[
(γDB)
I
J + YB(γD)
I
Jγ5 − YD(γB)IJγ5
]
ηJ (4.189)
Using (4.90) and (4.91) to rewrite the vielbeins, the previous relation to get rid of γmn
and (A.12) and (4.45) to get rid of the resulting traces we obtain, after some algebra,
1
4
Emµ∂αE
n
µγmnǫ = −∂αU I
′
Iη
IǫI′ − 1
4
ΠA
i∂α(Π
−1)j
A
(γij)
I′
J ′U
J ′
Iη
IǫI′
−1
2
YA∂α(∆
3/5(Π−1)i
A
)(γi)
I′
J ′U
J ′
Iγ5η
IǫI′
+
1
2
ΠA
[i∂α(Π
−1)j]
A
(Π−1)j
B
YB
∆3/5(γj)I
′
J ′U
J ′
Iγ5η
IǫI′ (4.190)
The first term cancels against the second term in (4.187), and the second term gives the
correct 7 dimensional result in (4.188). That means that the last two terms, together
with the last term in (4.187) should give zero.
Using that ∆−6/5 = Y · T · Y and the identity
∆6/5∂α(Y · T · Y )TADYD − ∂αTADYD = ∆6/5∂α(Y · T · Y )TBDYD(δAB − YAYB)
−∂αTBDYD(δAB − Y AY B) (4.191)
and rewrite the last two terms in (4.190) as
∆−3/5(δAB − Y AY B) 1
4Y · T · Y
[
∂α(Y · T · Y )
Y · T · Y T
BDYD
− ∂αTBDYD
]
ΠA
i(γi)
I′
J ′U
J ′
Iγ5η
IǫI′ (4.192)
Now taking the last term in (4.187), substituting for Emσ from (4.90) , using the sum-
mation relation (A.12) and the Fierzing relation
CmBγmη
I = −i[(γB)IJγ5ηJ + YBηI ] (4.193)
which we can prove by using (3.42), we get the same result as in (4.192), but with
the opposite sign, as we should. So all the extra contributions cancel and we are left
with the 7 dimensional result (4.188). Note that at this moment if we chose the a=0
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solution for (4.104), it will not work. So, as promised, the ansatz for the scalar field
dependence of Fµνρσ is fixed by the consistency of the gravitino transformation law.
The hardest term in δψα is the τα term, which becomes (after some algebra)
τα(∆
−1/5Emµγm)[
i
50
(∆−1∂µ∆)ǫ+
1
10
◦
γµ ǫ− i
5
ǫI′(∂µU
I′
I)η
I ]
− 3
20
∆−6/5τα
[
1 +
1
3
(
T
YAYBTAB
− 5
)
− 2
3
(
YA(T
2)ABYB
(YATABYB)2
− 1
)]
ǫ
− i
20
τα
(
∆−1/5EmµEnρ(
◦
Dµ E
q
ρ)(γmnq − 2δmqγn)
)
ǫ (4.194)
to be compared with
1
20
(Π−1)i
A
(Π−1)i
A
ταǫ (4.195)
This last problem turns out to be surprisingly complicated. We have only partial
results; they seem to involve the explicit expression of the matrix U and we prefer to
devote a separate paper to this issue. The same holds for the scalar dependent terms
in the susy law of the 7 dimensional spin 1/2 fields.
5 Bosonic equations of motion and action
In this section we will do some further checks on our ansatze by looking at the bosonic
action and equations of motion, and reproducing some of the corresponding equations
of motion and terms in the action in seven dimensions.
First, we give the 11 dimensional bosonic equations of motion following from the
action in (2.2):
RΛΠ = −1
6
(FΛΛ1Λ2Λ3FΠ
Λ1Λ2Λ3 − 1
12
GΛΠF
2) (5.1)
∂Λ(EF
ΛΛ1Λ2Λ3) =
k√
2(24)2
ǫΛ1...Λ11FΛ4...Λ7FΛ8...Λ11 (5.2)
BΛΠΣΩ = 0 (5.3)
In seven dimensions we have the bosonic action
e−1L′7d = −
1
2
R+
1
4
m2(T 2 − 2TijT ij)− 1
2
PαijP
αij − 1
4
(ΠA
iΠB
jFABαβ )
2
+
1
2
(Π−1i
A
Sαβγ,A)
2 +
1
48
me−1ǫαβγδǫηζδABSαβγ,AFδǫηζ,B +
m−1
8
e−1Ω5[B]
− m
−1
16
e−1Ω3[B] +
ie−1
16
√
3
ǫαβγδǫηζǫABCDEδ
AGSαβγ,GF
BC
δǫ F
DE
ηζ (5.4)
For the equations of motion, we will put the gauge field BABα to zero, so in the action
we need to keep only terms at most linear in BABα which we can rewrite as follows.
e−1L′7d = −
1
2
R+
1
4
m2(T 2 − 2TijT ij)− 1
2
PαijP
αij
+
1
2
(Π−1i
A
Sαβγ,A)
2 +
1
48
me−1ǫαβγδǫηζδABSαβγ,AFδǫηζ,B
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= −1
2
R+
1
4
m2(T 2 − 2TABTAB) + 1
8
Tr(∂αT
−1∂αT )
− 1
2
BABα (T∂αT
−1)AB +
1
2
TABSαβγ,AS
αβγ
B
+
1
48
me−1ǫαβγδǫηζδABSαβγ,AFδǫηζ,B (5.5)
We notice that the action is now expressed in terms of TAB instead of ΠA
i, so we obtain
the following bosonic equations of motion for TAB , B
AB
α and Sαβγ,A and the metric
gαβ , respectively
1
2
m2(TδAB − 2TAB) + 1
4
(T−1∂α(∂αTT−1))AB +
1
2
Sαβγ,AS
αβγ
B
−1
5
T−1AB [
1
2
m2(T 2 − 2TrT 2) + 1
4
∂αTr(∂αTT
−1) +
1
2
Sαβγ,AS
αβγ
BT
AB] = 0(5.6)
− 1
12
me−1ǫαβγδǫηζSβγδ,ASǫηζ,B − 1
2
(T∂αT
−1)[AB] = 0 (5.7)
TABSαβγ,B +
1
24
me−1ǫαβγδǫηζFδǫηζ,A = 0 (5.8)
R
(7)
αβ −
1
10
gαβ [m
2(T 2 − 2T 2AB)− 4TABSα′β′γ′,ASα
′β′γ′
B ]
−1
4
Tr(∂αT
−1∂βT )− 3TABSαγδ,ASβγδB = 0 (5.9)
We note here that in (5.6) we have used Lagrange multipliers for the condition detTAB =
1. From (5.6) we obtain also
∂α(∂αTT
−1)[AB] = 0 (5.10)
and from (5.10), together with (5.7) we also get that
ǫαβγδǫηζδABSαβγ,[A∂δSǫηζ,B] = 0 (5.11)
Now we want to see that we reproduce these equations from the 11 dimensional equa-
tions of motion. First, we notice that (5.3) was already discussed. The only nontrivial
component is the {αβγδ}, which is just the equation of motion of the antisymmetric
tensor, Sαβγ,A. Let’s look now at (5.2), setting the gauge field to zero.
Substituting the ansatze for FΛΠΣΩ and gΛΠ the {νρσ} component of (5.2) becomes
Y(A∂µYB)TCB
[
2(TδAC − 2TAC) + (T−1∂α(∂αTT−1))AC + 2Sαβγ,ASαβγ,C
]
−Y(A∂µYB)Sαβγ,A(Sαβγ,CTCB +
1
6
me−1ǫαβγδǫηζ∂δSǫηζ,B)
−1
3
Y [A∂µY
B]me−1ǫαβγδǫηζSαβγ,A∂δSǫηζ,B = 0 (5.12)
We notice that the first line is the scalar equation of motion (5.6), the second line is
the antisymmetric tensor equation of motion in (5.8)and the third is (5.11) which is a
combination of the scalar and gauge field equations of motion.
Similarly, by substituting the ansatze for FΛΠΣΩ and gΛΠ, the {νρα} component of
(5.2) becomes
∂[µY
A∂σ]Y
B[(T−1∂αT )BA +
1
6
ǫα1...α6αSα1α2α3,ASα4α5α6,B ] = 0 (5.13)
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which is just the equation of motion for the gauge field, (5.7). The {βγδ} component
of (5.2) is
Y A[4∂δ∂[δSαβγ],A +
1
6
ǫαβγα1...α4(∂α1T
AB)Sα2α3α4,B − Sαβγ,AT 2ABYB]
+
Y A
Y · T · Y [−4∂[δSαβγ],AY · ∂δ · Y +
1
6
ǫαβγα1...α4Sα2α3α4,BT
AB(Y · ∂α1T · Y )]
−
(
T − 2Y · T
2 · Y
Y · T · Y
)
Y A
[
1
6
ǫαβγα1...α4∂α1Sα2α3α4,A + Sαβγ,BT
AB
]
= 0 (5.14)
where all three lines are now zero due to the antisymmetric tensor equation of motion,
(5.8). The {αβµ} component of (5.2) gives
CAµ
{(
TAC − T
ADYDT
CEYE
Y · T · Y
)(
∂γSαβγ,Bδ
BC + Sαβγ,B(∂γTBD)T
−1
DC
)
−(Sαβγ,CTBC + 1
6
∂α2Sα3α4α5,Bǫ
αβα1...α5)
1
Y · T · Y
(
∂γT
ADYDYB − TADYDYB Y · ∂γT · Y
Y · T · Y
)}
(5.15)
In the first line, the second bracket is zero upon using the equation of motion for the 7d
antisymmetric tensor, (5.8), to convert both Sαβγ,B’s into ∂α1Sα2α3α4,CT
−1
BC , whereas
the second line gives directly the antisymmetric tensor equation.
The Einstein’s equations (5.1) are considerably more involved. We have computed
all the terms for zero gauge field, but the task of reconstructing the seven dimensional
field equations is quite laborious, and we have not completed it, but we can see that we
get nontrivial combinations of these seven dimensional field equations. The fact that
already from the antisymmetric field equation (5.2) we get all the seven dimensional
field equations (except Einstein’s equation) is already quite nontrivial. Moreover, the
eleven dimensional Einstein’s equation for ΛΠ = αβ contains the seven dimensional
Einstein’s equation, (5.9), together with many more terms. So we can say that the
seven dimensional bosonic equations of motion solve the eleven dimensional equations
of motion in all the sectors we have checked. We leave the complete check of the
Einstein’s equations to the diligent reader.
Let’s now turn to the bosonic action in (5.4). Part of the action was already
calculated. We have also reproduced the scalar field potential, and this was how we
fixed the dependence of FΛΠΣΩ on the scalars ΠA
i. The condition that the Einstein
action in 11 dimensions gives us the Einstein action in 7 dimensions gave us the ansatz
for the 11 dimensional vielbein component Eaα. Incidentally, we note also that we
found the kinetic terms for the gravitini ψI
′
α and spin 1/2 fermions λ
i
I′ (without the
Q-connection piece). By requiring that we reproduce them we have fixed the ansatz for
the components of the 11 dimensional gravitino. So we need to reproduce the scalar
field and gauge field kinetic terms, −12PαijPαij− 14(ΠAiΠBjFABαβ )2, and also the Sαβγ,A
terms. The Sαβγ,A terms give us the mechanism for ’self-duality in odd dimensions’ at
the level of the action (we have deduced this mechanism from the susy laws).
Let us first look at the PαijP
αij term. It is equal to
+
1
8
Tr(∂αT
−1∂αT )− 1
2
BABα (T
−1∂αT )AB − 1
4
(TACT
−1
BDB
AB
α B
CD
α − (BABα )2) (5.16)
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We will look only at the first two terms, the last two being inferred as being the gauge
invariant completion (already the term linear in B should be dictated by gauge invari-
ance, so this will be a nontrivial check on the algebra). The contributions to this term
come from the 11 dimensional Einstein action and the Maxwell term, −1/48F2ΛΠΣΩ.
The contributions to PαijP
αij from −1/48F2ΛΠΣΩ come from the components
− 1
48
× 4E
[
FαµνρFα′µ′ν′ρ′G
αα′Gµµ
′
Gνν
′
Gρρ
′
+2FαµνρFσ′µ′ν′ρ′G
ασ′Gµµ
′
Gνν
′
Gρρ
′
+
1
4
FµνρσFµ′ν′ρ′σ′G
µν′Gνν
′
Gρρ
′
Gσσ
′
]
(5.17)
We note that the metric Gµν gives also a gauge field dependence:
Gµν = gµν +∆2/5BµαB
ν
α
= ∆2/5
(
CµAC
ν
BT
ABYCYDT
CD − CµAYBTABCνCYDTCD +BµαBνα
)
(5.18)
but since it already has two gauge fields it can contribute only in the last term in
(5.17). The first term contributes (after substituting the ansatze for the various fields)
V4
4
[
1
7
Tr(∂αT
−1∂αT ) +
1
7 · 5(Tr(T
−1∂αT ))2 +
12
5
BABα (T
−1∂αT )AB
]
(5.19)
whereas the second term contributes
+
4
5 · 7B
AB
α (T
−1∂αT )AB (5.20)
Finally, the third term in (5.17) contributes only to the B2 term in P 2αij , so we will
neglect it. We ’see’ that the two contributions add up to the combination required by
gauge invariance,
V4
4 · 7
[
Tr(∂αT
−1∂αT )− 8BABα (T−1∂αT )AB
]
+
1
7 · 5 · 4(Tr(T
−1∂αT ))2 (5.21)
where the last term is gauge invariant by itself (we can freely replace ∂α with ▽α).
One would think that we need to add also the term FαµνρFα′µ′ν′ρ′G
αµ′Gµα
′
Gνν
′
Gρρ
′
which has also two gauge fields and scalars, however it has both two gauge fields and
two derivatives on scalars, so it should cancel with similar terms coming from the 11
dimensional Einstein action. For the same reason, the gauge field contribution of Gµν
to the first term in (5.17) has not been taken into account.
The Einstein action
∫ −12R, gives for the term with two derivatives on scalars and
no gauge fields
− 1
5 · 7 · 4Tr(T
−1∂αT )2 +
5
7 · 8Tr(∂αT∂
αT−1) (5.22)
But we know that the metric is gauge invariant, and so we expect that
∫
R is a gauge
invariant object too, that means that we can complete the previous terms in a gauge
invariant way. Then the sum of the
∫
F 2 and
∫
R contributions reproduces (5.16).
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Next we try to reproduce the kinetic term for the gauge field, −14(ΠAiΠBjFABαβ )2.
It has also contributions from the Einstein action and from the antisymmetric tensor
kinetic term, more precisely the component
− 1
48
EFµναβFµ′ν′α′β′G
µµ′Gνν
′
Gαα
′
Gββ
′
(5.23)
which gives
−3V4
20
T−1ACT
−1
BDF
AB
αβ F
CD
αβ (5.24)
We note that if we didn’t have any scalar field dependence in Fµναβ , we would get a
term of the type[
4T−1ACT
−1
BDF
AB
αβ F
CD
αβ + F
AC
αβ F
CB
αβ (T
−1
AB − TrT−1T−1AB)
]
(5.25)
From the Einstein action, if we look only at (∂B)2 terms, we get
−V4
10
4
∫
T−1ACT
−1
BD∂αB
AB
β ∂[αB
CD
β] (5.26)
In the same manner as before, we assume that we can complete this term in a gauge
invariant manner to an F 2 term. When we add the two contributions, we get the
correct term,
−V4
4
T−1ACT
−1
BDF
AB
αβ F
CD
αβ (5.27)
Finally, let’s come to the S terms in the bosonic action. They come from the
F 2, ǫFFA and B2 terms in the 11 dimensional action. We will treat first the terms with
no FABαβ , and afterwards the term with F
AB
αβ , namely ǫ
αβγδǫηζǫABCDESαβγ,AF
BC
δǫ F
DE
ηζ .
The F 2 terms contributing to the part with no FABαβ are
− 1
48
E[4FµαβγFµ′α′β′γ′(G
µµ′Gαα
′
Gββ
′
Gγγ
′ − 3Gµα′Gµ′αGββ′Gγγ′)
+FαβγδFα′β′γ′δ′G
αα′Gββ
′
Gγγ
′
Gδδ
′
+ FµαβγFδ′α′β′γ′G
µδ′Gαα
′
Gββ
′
Gγγ
′
] (5.28)
When we substitute the ansatz for the Sαβγ,A dependence of F and the ansatz for the
metric (Gµν from (5.17)), we get
2
5
[Sαβγ,AS
αβγ
BTAB + T
−1
AB(▽[αSβγδ],A ▽[α Sβγδ]B ] (5.29)
The B2 terms give
1
5
(
6k
5
)2[Sαβγ,AS
αβγ
BTAB − 4T−1AB(▽[αSβγδ],A▽[α Sβγδ]B
+
1
3
ǫαβγδǫηζSǫηζ,A▽α Sβγδ,A] (5.30)
Finally, the ǫFFA term contributes
1
20
ǫαβγδǫηζSǫηζ,A▽α Sβγδ,A (5.31)
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The condition of cancelation of the terms with 2 derivatives gives k = 5/(6
√
2), and
we are left with
1
2
Sαβγ,AS
αβγ
B TAB +
1
12
ǫαβγδǫηζSǫηζ,A▽α Sβγδ,A (5.32)
exactly as we have in the seven dimensional action. So we have still to recover only
the ǫSFF term. It comes from two contributions,
− 3
√
2
6(24)2
ǫµνρσFµνρσǫ
αβγδǫηζAαβγFδǫηζ + B
2
48
(5.33)
and they sum up to
i
16
√
3
ǫαβγδǫηζSαβγ,AǫABCDEF
BC
δǫ F
DE
ηζ (5.34)
as it should. This finishes the analysis of the bosonic action.
In the last part of this section we will make some comments on other ansatze for
bosonic fields which appeared in the literature. Most notably, we will try to see the
relation with the truncation considered in [26] to the bosonic sector of N=1 gauged
supergravity with gauge group SU(2). A series of papers [10, 11, 27] also looked at
other bosonic truncations of 11d sugra to 7 dimensions with abelian gauge groups.
Consistent truncations to other dimensions were considered in [29, 28, 30, 31].
The SU(2) truncation has the metric, one scalar X, an SU(2) gauge field Ai(1) and
a 3-form field A(3). The reduction ansatz in [26], written in form language, is
ds211 = ∆˜
1/3ds27 + 2g
−2X3∆˜1/3dξ2 +
1
2
g−2∆˜−2/3X−1cos2ξ
∑
i
(σi − gAi(1))2 (5.35)
Fˆ(4) = −
1
2
√
2
g−3(X−8sin2ξ − 2X2cos2ξ + 3X−3cos2ξ − 4X−3)∆˜−2cos3ξdξ ∧ ǫ(3)
− 5
2
√
2
g−3∆˜−2X−4sinξ cos4 ξdX ∧ ǫ(3) + sinξF(4)
+
√
2g−1cosξX4 ∗ F(4) ∧ dξ −
1√
2
g−2cosξF i(2) ∧ dξ ∧ hi
− 1
4
√
2
g−2X−4∆˜−1sinξcos2ξF i(2) ∧ hj ∧ hkǫijk (5.36)
where hi = σi − gAi(1), ǫ(3) = h1 ∧ h2 ∧ h3, σi are the three left-invariant forms on S3,
and
∆˜ = X−4sin2ξ +Xcos2ξ (5.37)
and where the selfduality of F(4) is imposed by hand
X4 ∗ F(4) = −
1√
2
gA(3) +
1
2
ω(3), ω(3) = A
i
(1) ∧ F i(2) −
1
6
gǫijkA
i
(1) ∧Aj(1) ∧Ak(1) (5.38)
The corresponding seven dimensional action is
L = R ∗ 1l− 1
2
∗ dφ ∧ dφ− g2(1
4
e
8√
10
φ − 2e 3√10φ − 2e− 2√10φ) ∗ 1l
−1
2
e
− 4√
10
φ ∗ F(4) ∧ F(4) −
1
2
e
2√
10
φ ∗ F i(2) ∧ F i(2)
+
1
2
F i(2) ∧ F i(2) ∧A(3) −
1
2
√
2
gF(4) ∧A(3) (5.39)
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where X = e
− φ√
10 . On the other hand our bosonic action is
e−1L′7d = −
1
2
R+
1
4
m2(T 2 − 2TABTAB) + 1
8
Tr(∂αT
−1∂αT )
− 1
2
BABα (T
−1∂αT )AB +
1
2
TABSαβγ,AS
αβγ
B
+
1
48
me−1ǫαβγδǫηζδABSαβγ,AFδǫηζ,B
− 1
4
(TACT
−1
BDB
AB
α B
CD
α − (BABα )2) +
m−1
8
e−1Ω5[B]− m
−1
16
e−1Ω3[B]
+
i
16
√
3
ǫαβγδǫηζSαβγ,AǫABCDEF
BC
δǫ F
DE
ηζ (5.40)
and the metric and field strength in form language are given in (4.88) and (4.128), re-
spectively. A comparison of the seven dimensional part of the metric tells us that ∆˜ =
∆−6/5 and suggests the ansatz for embedding X into TAB : TAB = diag{X,X,X,X,X−4},
and breaking the SO(5) invariance by writing the 4-sphere in terms of 3-spheres as
Y A = {cosξY˜ µˆ, sinξ}, with Y˜ µˆ 2 = 1. Indeed, then we reproduce the form of ∆˜, and
if we also choose Bµˆ5 = 0, we get
ds211 = ∆˜
1/3ds27 + ∆˜
1/3X3dξ2 + ∆˜−2/3X−1cos2ξ(dY˜ µˆ + 2Bµˆνˆ Y˜ νˆ)2 (5.41)
and we also reproduce the ansatz for the 11 dimensional antisymmetric tensor at zero
gauge field. The gauge field dependence looks somewhat different. We are thankful to
C.N. Pope, H.Lu¨ and A. Sadrzadeh for pointing to us that the ansatz in (5.35) is in fact
contained in our general ansatz and is the same as the one given in (5.41). We know
that SO(4) ≃ SU(2)× SU(2). One can restrict then the set of six gauge fields Bµˆνˆ to
one of the two sets of SU(2) gauge fields by imposing a (anti)self-duality condition
Bµˆνˆ = −1
2
ǫµˆνˆρˆσˆBρˆσˆ (5.42)
As a consequence, with this constraint imposed on our initial set of gauge fields, we are
left with only three independent gauge fields, namely B iˆ4ˆ = −1/2Ai(1), with i = 1, 2, 3.
Also, (5.42) implies that
BµˆνˆBρˆνˆ =
1
4
δµˆρˆB2 =
1
4
δµˆρˆBσˆτˆBσˆτˆ (5.43)
Thus, when squaring BµˆνˆY νˆ in (5.41) we get
4BµˆνˆY νˆBµˆρˆY ρˆ = δµˆρˆY
µˆY ρˆB2 =
3∑
i=1
(Ai(1))
2 (5.44)
Using the connection between Euclidean coordinates on S3 and Euler angles
Y1ˆ = cos
ϕ+ ψ
2
cos
θ
2
Y2ˆ = sin
ϕ+ ψ
2
cos
θ
2
Y3ˆ = cos
ψ − ϕ
2
sin
θ
2
Y4ˆ = sin
ψ − ϕ
2
sin
θ
2
(5.45)
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we can now easily check that in (5.41) another term in the 4-dimensional line element,
namely
∑4
µˆ=1(dYµˆ)
2 corresponds to the term 1/4(dθ2 + dϕ2 + dψ2 + 2dϕdψ cos θ) =
1/4
∑3
i=1 dσ
2
i in (5.35). What remains to be shown to is that the cross terms, linear
in the gauge field also coincide in both relations. This is indeed the case, as we can
deduce by using the set of relations (5.45)
4BµˆνˆdY µˆY νˆ = 4B1ˆ4ˆ(dY 1ˆY 4ˆ − dY 4ˆY 1ˆ + dY 3ˆY 2ˆ − dY 2ˆY 3ˆ) +B2ˆ4ˆ(. . .) +B3ˆ4ˆ(. . .)
= −
3∑
i=1
Ai(1)σi (5.46)
In fact, we can understand the previous result by organizing the four Yµˆ in a 2×2 SU(2)
matrix called G. Then we obtain the SU(2) invariant one-forms σi by considering the
product G−1dG.
Our ansatz for the field strength of the 11-dimensional 3-index antisymmetric tensor
up to one gauge field and no S(3) reduces in the truncated case to
− 1√
2
g−3(X−8sin2ξ − 2X2cos2ξ + 3X−3cos2ξ − 4X−3)∆˜−2
ǫA1...A5(dY
A1 ...dY A4Y A5 + dY A1dY A2dY A3BA4A5)
− 5√
2
∆˜−2X−4 sin ξ cos ξdXǫA1...A5dY
A1dY A2dY A3MA4Y A5 (5.47)
where MA4 ≡ (cos ξ, sin ξY˜ µˆ) and we have used here a certain rewriting of Fµνρα,
namely:
√
2
3
Fµνρα =
1
3
ǫABCDEC
A
µ C
B
ν C
C
ρ
[
Y D∂α
(
TEFYF
Y · T · Y
)
−BDEα
]
+
2
3
ǫµνρσB
AB
α ∂
σ
(
Y ATBCYC
Y · T · Y
)
(5.48)
Working along the same lines as before, it can be shown that this ansatz coincides with
the one proposed by [26] (for a complete discussion see [50]). The field equations ob-
tained from our action (5.40) also coincide with the field equations and the constraints
of (5.39). Hence, as observed by C.N.Pope, H.Lu¨ and A. Sadrzadeh, our general KK
ansatz [12] for the maximal sugra in d=7 contains as a special case the N=2 model
in [26]. In conclusion, there is one consistent embedding which contains all (known)
subcases in d = 7 [50].
6 Discussion and conclusions
In this paper we discuss the consistency of the KK reduction of the original formulation
of 11d sugra [1] on AdS7 × S4 [36] using the nonlinear ansatz presented in a previous
letter [12] for the embedding of d=7 fields in d=11. Our ansatz for the metric factorizes
into a rescaled 7 dimensional metric and a gauge invariant two form which depends on
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the composite tensor TAB = Π−1i
A
Π−1i
B
, where ΠA
i are the coset elements for the
scalar fields.
ds211 = ∆
−2/5
[
gαβdy
αdyβ + (DY )A
T−1AB
Y · T · Y (DY )
B
]
(6.1)
DY A = dY A + 2BABYB
(6.2)
The scale factor satisfies ∆−6/5 = Y ·T ·Y . We note that the full internal metric gµν =
∆4/5∂µY
AT−1AB∂νY
B has the geometrical meaning of a metric on an ellipsoid multiplied
by a conformal factor, namely gµν = ∆
4/5∂µZ
A∂νZA where Z
A is constrained to lie on
an ellipsoid. Therefore the overall effect of all scalar fluctuations on the internal metric
is to deform the background sphere into a conformally rescaled ellipsoid.
The 4-form field strength is given by
√
2
3
F(4) = ǫA1...A5
[
−1
3
(DY )A1 ...(DY )A4
(T · Y )A5
Y · T · Y
+
4
3
(DY )A1(DY )A2(DY )A3D
(
(T · Y )A4
Y · T · Y
)
Y A5
+2FA1A2(2) (DY )
A3(DY )A4
(T · Y )A5
Y · T · Y + F
A1A2
(2) F
A3A4
(2) Y
A5
]
+ d(S(3)BY
B)
(6.3)
where S(3)Bαβγ = − 8i√3Sαβγ,B is real. It is again gauge invariant but differs from the
geometric proposal of Freed, Harvey, Minasian and Moore [47] by the dependence on
T. Setting T=I we recover their result but our expression follows from consistency of
the KK program and still satisfies DF(4) = 0. To prove DF(4) = 0, one may use the
Schouten identity ǫ[A1...A5YB] = 0. This fixes all relative coefficients in F(4). Because
in this process we can at most convert one factor T · Y/(Y · T · Y ) into a Y , there do
not seem possible deformations with two factors T · Y/(Y · T · Y ).
A confirmation of our ansatz for F (4) is obtained by evaluating the term ǫFFA in
the 11 dimensional action. We begin with ǫFFF in d=12. The terms without bare
B’s contain F(2), Y, ∂µY and T’s. Using (3.41) in reverse order and the orthogonality
relations in (4.103), integration over S4 produces 2TrF
4 − (TrF 2)2, which is indeed
the exterior derivative in the d=7 Chern Simons term. The B terms should not affect
this result because both F (4) and the final result are gauge invariant.
The 4-index antisymmetric auxiliary field B has only a 7-dimensional part,
Bαβγδ√
E
=
i
2
√
3
ǫαβγδǫηζ
δS(7)
δSǫηζ,A
Y A (6.4)
On d=7 shell, Bαβγδ should vanish and since it should contain at most one derivative
to exclude higher derivative terms in the d=7 action, it can only be proportional to the
field equation of Sαβγ,A. Since it should mix with Aαβγ to produce selfduality in odd
dimensions, it should have the same spherical harmonic as Aαβγ , and this explains the
factor Y A in (6.4) and rules out an alternative (T · Y )A/(Y · T · Y ).
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Our ansatz for the fermions (4.14-4.16) is the standard one except for the following
aspects:
(i) There are U matrices connecting the SO(5)c spinor indices of the d=7 fermions
to the SO(5)g indices of the Killing spinors.
(ii) Factors of
√
γ5. They are fixed by requiring that ψα(y, x) varies only into the
Killing spinor (δ(d = 11)ψα(y, x) = δ(d = 7)ψαI′(y)U
I′
I(y, x)η
I(x)).
The consistency of the truncation is proven by obtaining the correct d=7 susy
transformation laws from d=11 ones. We checked all transformation rules except: (i)
the variation with more than one fermion field and (ii) some terms in the variation
of the fermions which depend only on scalars. No authors have ever determined the
higher order fermionic terms, but we would like to come back to them in the future.
Presumably, they fix the remaining freedom in U . As to the scalar terms in δψα and
δλ, many consistency checks are satisfied, but this is a complicated problem which
deserves a separate study. Also here we expect that the remaining freedom in U will
get fixed.
We have followed de Wit and Nicolai [2, 3] by introducing a matrix U(y, x) which
connects the d=7 fermions to the Killing spinors in the ansatz for the gravitino††. This
matrix must satisfy equation (4.45), UY/ = v/U with vi = Π
−1
i
A
YA∆
3/5, in order that
the susy transformation laws δBABα for the gauge fields and δΠA
i for the scalars come
out correctly. We have found general solutions to this equation, but for most of our
results, the explicit form of U is not needed.
The ansatz for the antisymmetric tensor field strength FΛΠΣΩ was determined in 3
steps: first, the dependence on the gauge fields was uniquely fixed by requiring that the
11 dimensional susy variation of FΛΠΣΩ matches the 7 dimensional susy variation of our
ansatz for FΛΠΣΩ. Next, the ansatz for the embedding of the independent d = 7 fluctu-
ation Sαβγ,A was derived together with the ansatz for the d = 11 auxiliary field BMNPQ.
Finally, the dependence of FΛΠΣΩ on the d = 7 scalar fields was fixed by requiring that
one obtains the correct scalar field potential in d=7 and the correct dependence of the
d=7 sugra transformation rules on the tensor Tij = (Π
−1)i A(Π−1)j BδAB where ΠA i
is the group vielbein for the scalars.
For completeness of our results, we have derived the 7 dimensional bosonic action
and bosonic equations of motion at zero gauge field from the corresponding objects
in 11 dimensions. Since in the bosonic sector all criteria for consistency are satisfied
(the consistency of the transformation rules, equations of motion and even the action
agrees) we infer that our results also prove the consistency of the bosonic truncation.
We have shown the relation to other ansa¨tze found in the literature for consistent
truncation to subsets of bosonic fields.
We have also explained the origin of self-duality in odd dimensions. One has to use
a first order action for FΛΠΣΩ in d=11 to obtain a self-dual action for Sαβγ,A in d=7
which is linear in derivatives. The d = 7 fluctuation Sαβγ,A not only appears in the
d = 11 curvatures Fµαβγ and Fαβγδ , but also in the d = 11 auxiliary field B in (6.4),
namely in the form B ∼ S + ǫDS, and substituting the ansatz for B and F (S) into
d = 11 action, we recovered the selfdual action in d = 7. We believe that in all cases,
self-dual actions can be obtained from KK reduction of a first order formalism for the
††Actually, in their work, the matrix U interpolates between spinor indices, whereas in our approach U
connects the SO(5)g indices I of the Killing spinors with the SO(5)c indices I
′ of the d = 7 fermions.
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corresponding field.
It may be useful to point out why in our opinion the original d = 11 sugra theory
is to be preferred for purposes of compactification over the SU(8) version of de Wit
and Nicolai.
(i)Their theory has a local SO(3, 1) × SU(8) group in tangent space. The SO(3, 1)
becomes the Lorentz group in d = (3, 1) dimensions, and thus it becomes immediately
clear that for compactifications to other dimensions we cannot use this theory. (For
compactification to d = (6, 1) we would need an 11d theory with a SO(6, 1) × SO(5)
tangent group. For compactifications to other dimensions one would need other versions
of 11d sugra than the SU(8) version, namely verisons with SO(2, 1)×SO(16), SO(4, 1)×
USp(8) and SO(5, 1) × SO(5) × SO(5) tangent group. These were found in [52].) On
the other hand, the standard version of d=11 sugra can be used for compactifications
to any dimension.
(ii)If we gauge fix in the SU(8) theory the group SU(8) to SO(7) and compare to the
standard d = 11 sugra with SO(10, 1) gauged fixed to SO(3, 1) × SO(7) then in the
SU(8) theory the equations of motion correspond to both equations of motion and
Bianchi identities in the usual d = 11 sugra. This means that the two gauged fixed
theories are only equivalent on-shell. Of course, also in Cremmer and Julia’s theory
for N=8 sugra in d=4, one needs to go temporarily on-shell to dualize certain fields.
Note that in our paper we never need to dualize and always stay off-shell.
(iii)In fact, in the work of de Wit and Nicolai there is no action for their SU(8) theory,
only field equations. To quote ref. [4], page 389: “... the d=11 lagrangean depends
explicitly on the antisymmetric tensor field AMNP for which no expression exists in
terms of the SU(8) covariant expressions used in this paper.” In the field equations
only the field strength appears, but in the action bare A’s appear.
(iv) To lift solutions of d = 4 gauged sugra to solutions of the usual d = 11 sugra such
as in [10], one would need the analog of our results for d=4. The ansatz of de Wit and
Nicolai could be used to lift such solutions to their SU(8) theory. However, all recent
work on the consistency of truncations of the KK reductions to d = (3, 1) has used
the standard d=11 theory [51]. In particular, all work on M theory and membranes is
based on the standard sugra theory.
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Appendix A
A.1 Conventions and gamma matrix algebra
We denote in 7 dimensional Minkowski space the coordinates by y, flat vector indices
by a,b,c... and curved vector indices by α, β, γ... Similarly, we denote in 4 dimensional
Euclidean space the coordinates by x, flat indices by m,n, p, and curved vector indices
by µ, ν... Eleven dimensional vector indices are denoted by M,N,P for flat indices and
Λ,Π,Σ... for curved indices. The SO(5) ≃ Usp(4) gauge group is denoted by SO(5)g
and A,B... = 1, 5 are SO(5)g vector indices and I, J... = 1, 4 are Usp(4) indices (or
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SO(5)g spinor indices). The scalars form a coset Sl(5, R)/SO(5) and to avoid confusion
we denote the composite subgroup by SO(5)c, with vector indices i, j... and spinor
indices I ′, J ′, ...=1,4.
The d=11 metric gΛΠ has signature mostly plus, (− + ...+). The Clifford algebra
in d=11 reads
ΓMΓN + ΓNΓM = 2ηMN ; M,N = 0, ..., 10 (A.1)
We introduce Dirac matrices in d=7 and d=4.
τaτb + τbτa = 2ηab ; a, b = 0, ..., 6 (A.2)
γmγn + γnγm = 2δmn ; m,n = 1, ..., 4 (A.3)
They are used to construct the d=11 Dirac matrices
Γa = τa ⊗ γ5 for a = 0, 6 and Γ6+m = 1⊗ γm for m = 1, 4 (A.4)
where γ5 = γ1...γ4 hence γ
2
5 = 1. We choose τ0 = τ1...τ6, hence Γ0 = Γ1...Γ10. We
normalize the ǫ symbols as ǫ0...10 = ǫ0...7 = ǫ1...4 = +1, so that in d=7
τ [α1 ...τα7] ≡ τα1...α7 = ǫα1...α7 → τα1...αk = ǫα1...α7ταk+1...α7
(−1)[k/2+1]
(7− k)! (A.5)
where all antisymmetrizations are with strength one. A similar duality relation between
Γ matrices holds in d=11:
ΓΛ1...Λk =
(−1)[k/2+1]
(11 − k)! ǫ
Λ1Λ2...Λ11ΓΛk+1...Λ11 (A.6)
Also, for general d,
ǫα1...αkαk+1...αdǫβ1...βkαk+1...αd = −k!(d− k)!δ[α1[β1 ...δ
αk ]
βk]
(A.7)
A definition of
√
γ5 is obtained from e
iαγ5 = cosα + i sinα γ5. Choosing α = π/2
we get γ5 = −ieipi2 γ5 , and thus
γ
1/2
5 = −
1− i
2
(1 + iγ5), γ
−1/2
5 = −
1 + i
2
(1− iγ5) (A.8)
Then we also have
Cγ
1/2
5 C
−1 = (γ1/25 )
T
γµγ
1/2
5 = −iγ−1/25 γµ (A.9)
where γ
−1/2
5 = γ5γ
1/2
5 and CγµC
−1 = −γTµ , see next appendix. Some useful formulas
for gamma matrices in d dimensions are
ΓaΓ
b1...bnΓa = (−)n(d− 2n)Γb1...bn
ΓaΓ
b1...bn = Γa
b1...bn + nδ[b1a Γ
b2...bn]
Γa1a2Γ
b1...bn = Γa1a2
b1...bn + nδ
[b1
[a2
Γa1]
b2...bn]
+n(n− 1)δ[b1a2 δb2a1Γb3...bn]
Γa1...a3Γ
b1...bn = Γa1a2a3
b1...bn + 2nδ
[b1
[a1
Γa2a3
b2...bn]
+2n(n− 1)δ[b1[a3δb2a2Γa1]b3...bn]
+n(n− 1)(n− 2)δ[b1a3 δb2a2δb3a1Γb4...bn] (A.10)
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As representation for the SO(5) Clifford algebra we take
γA = {iγµγ5, γ5} (A.11)
In 5 dimensions,
(CγA)IJ(Cγ
A)KL = +2(ΩIKΩJL − ΩJKΩIL)−ΩIJΩKL (A.12)
(CγAB)IJ(Cγ
AB)KL = 4(ΩIKΩJL +ΩILΩJK) (A.13)
because these tensors are USp(4) invariant tensors with definite symmetry properties.
Hence they should be constructed from the symplectic metric CIJ .We choose a gamma
matrix representation such that CIJ = ΩIJ . (This matrix CIJ is thus the charge
conjugation matrix C(5) = C
(5)
+ in 5 dimensions, see below. It equals C
(4)
− ).
We lower USp(4) indices with ΩIJ as follows
λI = λ
JΩJI (A.14)
and raise them with Ω˜IJ as
λI = Ω˜IJλJ (A.15)
where Ω˜IJ is defined by Ω˜IJΩIK = δ
J
K . Of course, Ω˜ is −Ω−1 and can be obtained
from ΩIJ by raising indices with Ω˜
IJ . The result is Ω˜IJ = ΩIJ . We have found it
convenient to use a different symbol for ΩIJ , namely Ω˜IJ .
A.2 Charge conjugation matrices and modified Majorana
spinors
In even dimensions there are two charge conjugation matrices, C(+) and C(−), satis-
fying C(±)γµC
−1
(± ) = ±γµ,T . In odd dimensions there is only one charge conjugation
matrix, either C(+) or C(−). They are either symmetric or antisymmetric, and all their
properties are independent of the representation chosen. For a general discussion of
Majorana and modified Majorana spinors in Minkowski or Euclidian space and charge
conjugation matrices, see [48].
In 11 Minkowski dimensions, there is only one C matrix. It satisfies
C(11)ΓMC
(11)−1 = −ΓTM (A.16)
hence C(11) = C
(11)
(−) . Furthermore, C
(11),T = −C(11).
In 7 Minkowski dimensions, C(7) = C
(7)
(−), but is symmetric
C(7)τaC
(7)−1 = −τTa , C(7),T = C(7) (A.17)
In d=4 both a C
(4)
(+) and a C
(4)
(−) exist. Both are antisymmetric, but C
(11) = C(7)⊗C(4),
where C(4) = C
(4)
(−).
Then Cγµ is symmetric and Cγ5 antisymmetric (since C
T = −C). It also follows
that for the 5-dimensional gamma matrices, CγA in (A.12) are antisymmetric and the
matrices Cγ[AB] in (A.13) are symmetric. This means that (CγA)[IJ ] and (Cγ
[AB])(IJ)
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give the isomorphisms between the 5, respectively the 10 representations of SO(5) and
Usp(4) (SO(5)≃Usp(4)).
The Majorana condition in 11 dimensions is
ΨTC(11) = iΨ†Γ0 (A.18)
In 7 Minkowski dimensions we can only define a modified Majorana condition,
(λI)
TC(7)Ω˜JI = i(λJ )
†τ0 ≡ λ¯J (A.19)
In the text we always define λ¯I ≡ λTI C(7). Using (A.19), the spacetime spinors
satisfy
λ¯I = (λJ )
†iτ0ΩJI (A.20)
To determine which Majorana condition we need in d=4 Euclidean space, we decom-
pose the anticommuting 11 dimensional Majorana spinors Ψ into 4 anticommuting 7-
dimensional modified Majorana spinors times corresponding commuting 4-dimensional
hspinors ηI . The spinors η must satisfy the following modified Majorana condition
(ηK)TC
(4)
(−)ΩKJ = −(ηJ )†γ5 (A.21)
Since in 4 Euclidian dimensions there are 2 choices for C(4), we can use C
(4)
(+) = C
(4)
(−)γ5,
satisfying C
(4)
(+)γmC
(4)−1
(+) = γ
T
m, in terms of which (A.21) takes the same form as (A.19),
(ηK)TC
(4)
(+)ΩKJ = (η
K)† (A.22)
Note that both (A.22) as well as the same condition with C
(4)
(−) instead of C
(4)
(+) satisfy
the consistency condition obtained by taking its complex conjugate and applying the
relation twice [48].
Also, in the text we always define η¯I ≡ (ηI)TC(4)(−). Using (A.21), the Killing spinors
satisfy
η¯I = −(ηJ )†γ5Ω˜IJ (A.23)
In the fermionic ansa¨tze we decompose the d=11 spinors into λI′(y)U
I′
Iη
I(x). Us-
ing the Majorana conditions in the (10,1), (6,1) and (4,0) dimensional spaces one
obtains the condition
(U I
′
I)
∗ = ΩI′J ′UJ
′
J Ω˜
JI (A.24)
Combined with the relation U Ω˜UT = Ω˜ derived in the text, we deduce that U is uni-
tary. Hence the matrices U are matrices of the group USp(4), namely the intersection
of U(4) and Sp(4,C).
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