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Abstract
The Joseph ideal in the universal enveloping algebra U(so(m)) is the annihilator ideal of
the so(m)-representation on the harmonic functions on Rm−2. The Joseph ideal for sp(2n)
is the annihilator ideal of the Segal-Shale-Weil (metaplectic) representation. Both ideals
can be constructed in a unified way from a quadratic relation in the tensor algebra ⊗g for
g equal to so(m) or sp(2n). In this paper we construct two analogous ideals in ⊗g and
U(g) for g the orthosymplectic Lie superalgebra osp(m|2n) = spo(2n|m) and prove that they
have unique characterizations that naturally extend the classical case. Then we show that
these two ideals are the annihilator ideals of respectively the osp(m|2n)-representation on
the spherical harmonics on Rm−2|2n and a generalization of the metaplectic representation
to spo(2n|m). This proves that these ideals are reasonable candidates to establish the theory
of Joseph-like ideals for Lie superalgebras. We also discuss the relation between the Joseph
ideal of osp(m|2n) and the algebra of symmetries of the super conformal Laplace operator,
regarded as an intertwining operator between principal series representations for osp(m|2n).
As a side result we obtain the proof of a conjecture of M. Eastwood about the Cartan product
of irreducible representations of semisimple Lie algebras made in [Bull. Belg. Math. Soc.
Simon Steven 11 (2004), 641–651].
MSC 2010 : 17B35, 16S32, 58C50
Keywords : Joseph ideal, orthosymplectic superalgebra, superharmonic functions, adjoint rep-
resentation, tensor product, Cartan product
1 Introduction
Harmonic analysis on manifolds allows to connect and relate various topics in geometrical ana-
lysis, algebra and representation theory. The present article attempts to apply this principle in
describing and characterizing various algebraic structures emerging in harmonic analysis of an
intertwinning operator for orthosymplectic Lie superalgebras, called the super Laplace operator.
In particular, we study the annihilator ideal of the representation on its kernel on a big cell
in the supersphere Sm−2|2n, regarded as a super homogeneous space for osp(m|2n). We also
consider the question of an algebraic structure on the space of differential operators preserving
the representation in question. This is done by constructing a Joseph-like ideal for osp(m|2n),
generalizing the Joseph ideal of so(m), appearing in conformal geometry. In doing so, we also
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obtain a second Joseph-like ideal in this Lie superalgebra, which is a generalization of the Joseph
ideal for sp(2n).
The Joseph ideal for a simple complex Lie algebra g, not of type A, is a completely prime
primitive two-sided ideal in the universal enveloping algebra U(g). It can be characterized in
several ways, see [2, 15, 16, 20, 26]. In particular it is the unique completely prime two-sided ideal
such that the associated variety is the closure of the minimal nilpotent coadjoint orbit. It is also
the annihilator ideal of the unitarizable representation of g which has minimal Gelfand-Kirillov
dimension, known as the minimal representation.
The two prominent examples are the Joseph ideals for so(m) and sp(2n). For the orthogonal
case the corresponding minimal representation is the one realized by the conformal algebra
acting on harmonic functions on Sm−2, or its flat submanifold Rm−2, see e.g. [1, 20, 23] for
explicit descriptions in several signatures. This ideal subsequently plays an essential role in the
description of the symmetries of the Laplace operator, for which its kernel is exactly this minimal
representation, see [11]. The minimal representation for sp(2n) is known as the metaplectic
representation, Segal-Shale-Weil representation or the symplectic spinors, see [18, 24, 31]. This
is a representation of sp(2n) on functions on Rn.
In [12], based on abstract considerations in [2], a 1-parameter family of nonhomogeneous
quadratic ideals in U(g) for classical Lie algebras g equal to so(m), sp(2n) and sl(n) was stud-
ied in the framework of deformation theory. A certain special tensor emerging in the process
established finite codimension of the ideal except for one special value of the parameter. For
this special value, the ideal is identical to the Joseph ideal for so(m) and sp(2n), which gave
another unique characterization of the Joseph ideal. One of the motivations for the work in [12]
was the Poincare´-Birkhoff-Witt theorem in [2, 32] for quadratic Koszul algebras. There, the
special tensor responsible for deformation theory of this class of algebras, was identified as an
obstruction class in a Hochschild cohomology.
For a classical simple Lie superalgebra g, the universal enveloping algebra U(g) never contains
a completely prime primitive ideal, different from the augmentation ideal, unless g is isomorphic
to the orthosymplectic Lie superalgebra osp(1|2n), see [28]. In spite of the geometric origin of
osp(m|2n) as a conformal Lie superalgebra on Rm−2|2n, the previous argument implies that there
is no direct counterpart of the Joseph ideal of classical Lie algebras. So one has to relax the
demanded properties. In particular it follows that not every characterization of the classical case
can be extended to the category of superalgebras. As we will show, the approach of [12] does
extend very naturally to the Lie superalgebra osp(m|2n). As a side result we also prove that the
obtained ideals are also uniquely characterized by an analogue of the elegant characterization of
the Joseph ideal in [16].
The Lie superalgebra osp(m|2n) has two preferred positive root systems, one is logically
identified with the osp(m|2n)-interpretation and the other with the spo(2n|m)-interpretation of
this Lie superalgebra, from now on denoted by g. Corresponding to these two choices a different
application of the procedure in [12] (or the characterization in [16]) emerges, which leads to two
different ideals in the universal enveloping algebra U(g). These two ideals can be identified with
generalizations of the Joseph ideals of so(m) and sp(2n).
In [5, 8] the super Laplace operator on Rp|2n and its kernel were studied. In the current paper
we prove that for m = p+ 2, this kernel constitutes an osp(m|2n)-representation, for which the
annihilator ideal in the universal enveloping algebra is exactly the first Joseph-like ideal we
constructed, if m− 2n > 2. In [6, 33] a spinor-representation for spo(2n|m) was studied which
generalizes the metaplectic representation of sp(2n) and the spinor representation of so(m).
In particular it was proven in [6] that these spinor spaces are the unique completely pointed
2
spo(2n|m)-modules. We will also prove that the corresponding annihilator ideal is exactly the
second Joseph-like ideal.
Because these two ideals and their corresponding representations possess these remarkable
similarities with the Joseph ideals and minimal representations of so(m) and sp(2n), we believe
this is a good starting point to study the general concept of Joseph ideals and minimal repre-
sentations for Lie superalgebras. In particular it would also be of interest to construct general
theories as in [1, 2, 18, 26] for Lie superalgebras. For instance there seems to exist an interesting
link with (co)adjoint orbits, see [29]. As will become apparent in the current paper, the repre-
sentations corresponding to the Joseph ideal for Lie superalgebras can not always be expected
to be unitarizable. This implies that also requirements alternative to the unitarity condition
will need to be considered for minimal representations of Lie superalgebras. We hope that our
results help to formulate the appropriate properties of Joseph ideals.
The structure of the article looks as follows. In Section 2 we recall all conventions used in
the subsequent sections. Being geometrically motivated, our exposition follows the tensor or
abstract index notation.
In Section 3 we focus on the description of the second tensor power of the adjoint repre-
sentation of the Lie superalgebra osp(m|2n). Except for M = m − 2n equal to 0, 1 or 2, this
tensor product is completely reducible. We identify the irreducible components as highest weight
representations for both positive root systems, and construct projectors on these irreducibles.
The two root systems we use, are the ones that only contain one isotropic root in their Dynkin
diagram. There is a corresponding choice of which submodule in tensor products has to be iden-
tified as the Cartan product. If the ordering is introduced in which the roots of so(m) are greater
than those of sp(2n), as in [5, 6], the Cartan product resembles the one inside so(m) ⊗ so(m).
If the standard choice of positive roots is made, as in [14, 21], the Cartan product resembles the
one in sp(2n)⊗ sp(2n). Therefore, when the standard root system is considered we will use the
notation spo(2n|m) rather than osp(m|2n).
In Section 4 we investigate the Cartan product of the tensor powers of irreducible repre-
sentations of a semisimple Lie (super)algebra. We propose a general statement which we prove
for the natural representation of osp(m|2n), the adjoint representation of osp(m|2n), all star-
representations of semisimple Lie superalgebras (see [30]) and all representations of complex
semisimple Lie algebras. As a side result we obtain the proof of a conjecture made in [10].
In Sections 5 and 6 we define and study the two Joseph-like ideals. Though in the current
article (contrary to [2, 32]) we shall not study Poincare´-Birkhoff-Witt theorems for quadratic
superalgebras of Koszul type, we construct two elements in the tensor algebra of the orthosym-
plectic Lie superalgebra which resemble the ones in [12]. They are given in Lemma 9 and Lemma
12. The reason and necessity for the appearance of two, rather than one, such elements comes
from the fact that the notion of the Cartan product of g⊗g depends on the positive root system
used. Based on these tensors, we compute the special values in two 1-parameter families of
nonhomogeneous quadratic ideals in the tensor algebra ⊗osp(m|2n) or the universal envelop-
ing algebra U(osp(m|2n)), for which the ideals are of infinite codimension, in Theorem 7 and
Theorem 13. These two obtained ideals will be referred to as the Joseph ideal of osp(m|2n)
and spo(2n|m) respectively. Furthermore we extend the unique characterization of the classical
Joseph ideal, obtained in [16], to these two ideals in Theorem 8 and Theorem 14.
The first ideal is consequently identified with the annihilator ideal for the representation on
the space of superharmonic functions, which is the content of Subsection 5.2. This generalizes
the appearance of the Joseph ideal of so(m) as the annihilator ideal of the conformal represen-
tation on harmonic functions, see e.g. [1, 11, 20, 23]. In Subsection 6.2, the super metaplectic
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representation of [6, 33] is considered. We show that the annihilator ideal of this representation
is given by the second type of Joseph-like ideal we constructed. The main results are stated in
Theorem 11 and Theorem 16.
Inspired by classical results on the symmetries of the Laplace operator, see [11, 17], we
touch analogous questions in the last Section 7. It follows that the quotient of the univer-
sal enveloping algebra of osp(m|2n) with respect to the Joseph-like ideal forms an algebra of
symmetries. This also leads to a connection between symmetries and superconformal Killing
tensor fields. However, orthosymplectic Lie superalgebras suffer from the lack of existence of
generalized Bernstein-Gelfand-Gelfand resolutions for finite dimensional modules. This implies
that completeness of the constructed symmetries does not follow so we can not draw sharper
conclusions at this stage.
It is perhaps worth remarking that the present article should be regarded not only as a
result in Lie theory and representation theory of Lie superalgebras, but also as a germ of general
strategy to extend the framework of parabolic geometry ([3]) or ambient metric construction
([13]) to the realm of curved differentiable supermanifolds with a geometrical (e.g., a conformal)
structure. We hope to develop the present results further in this direction.
2 Preliminaries and Conventions
In this section we introduce a basic collection of conventions with emphasis on the tensor notation
approach.
All throughout the paper, the natural numbers are assumed to include 0, N = {0, 1, 2, · · · }.
The standard basis of the graded complex vector space V = Cm|2n consists of the vectors ea
for 1 ≤ a ≤ m+ 2n, where ea = (0, · · · , 0, 1, 0, · · · , 0) with 1 at the a-th position. The elements
ea with 1 ≤ a ≤ m span V0, and ea with m < a ≤ m + 2n span V1. For any Z2-graded vector
space V = V0⊕V1, a vector u ∈ V0∪V1 is called homogeneous and in this case we define |u| = α
for u ∈ Vα, α ∈ Z2. The function
[·] : {1, 2, · · · ,m+ 2n} → Z2, [a] = 0 if a ≤ m and [a] = 1 otherwise,
allows to write |ea| = [a] for all a if V = Cm|2n. In this paper, the summation
∑
a will always
stand for
∑m+2n
a=1 .
The endomorphism ring of Cm|2n is End(Cm|2n), as an associative algebra this is isomorphic
to End(Cm+2n), it is a superalgebra with grading induced from Cm|2n. The graded Lie bracket
on End(Cm+2n) is given by [A,B] = A ◦ B − (−1)|A||B|B ◦ A for homogeneous elements A,B
and extended by linearity, this makes the vector space End(Cm|2n) into a Lie superalgebra and
then it is denoted by gl(m|2n) = gl(m|2n;C). To an element A ∈ gl(m|2n;C) we associate a
tensor in Cm|2n ⊗ (Cm|2n)∗ by
Aeb =
∑
a
Aabea, or
va 7→
∑
b
Aabv
b, for v =
∑
a
vaea ∈ Cm|2n. (1)
To define the subalgebra osp(m|2n) = osp(m|2n;C) ⊂ gl(m|2n;C), we introduce an orthosym-
plectic metric g = gab ∈ C(m+2n)×(m+2n). This metric is even, i.e. gab = 0 if [a] + [b] = 1,
and super symmetric, gba = (−1)[a][b]gab = (−1)[a]gab. The metric allows to raise and lower
tensor indices by Va =
∑
b gabV
b and V c =
∑
a g
acVa with g
ab = gab. When considering the
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orthosymplectic Lie superalgebra osp(m|2n) we will always assume m > 4 and n > 1, as in the
classical case for so(m) and sp(2n), see [1, 12, 20].
The orthosymplectic Lie superalgebra can be defined in several ways as the algebra preserving
an inner product or element in the tensor space, we restrict to the subsequent definition.
Definition 1. The Lie superalgebra osp(m|2n) is given by endomorphisms A ∈ End(Cm|2n)
satisfying ∑
c
(
gacA
c
b + (−1)[b]([a]+[c])Acagcb
)
= 0.
This is equivalent to Aab = −(−1)[a][b]Aba or Aab = −(−1)[a][b]Aba.
This means that, as a graded vector space, osp(m|2n) is equivalent to the super anti-
symmetric tensors in Cm|2n ⊗ Cm|2n (or equivalently in (Cm|2n)∗ ⊗ (Cm|2n)∗). The trace of
a tensor is defined as
∑
a Ta
a =
∑
a,b gabT
ba and one can calculate∑
a
ga
a = m− 2n = M and
∑
a
Aa
a = 0 for A ∈ osp(m|2n). (2)
The integer M = m− 2n will play an important role in the main results of the article. The Lie
superbracket of A,B ∈ osp(m|2n), C = [A,B], can be written in tensorial notation as
Cab =
∑
c
(
AacB
cb − (−1)[a][b]AbcBca
)
=
∑
c
(
AacB
cb + (−1)[a]([b]+[c])AbcBac
)
(3)
We use a renormalization of the Killing form, which is not zero if M = 2, (the case D(n +
1|n) = osp(2n+ 2|2n)), contrary to the actual Killing form.
Lemma 1. The Killing bilinear form on osp(m|2n) in the tensorial notation is proportional to
the form
〈U, V 〉 =
∑
a,b
UabV
ba,
for U, V ∈ osp(m|2n).
Proof. The proposed bilinear form is invariant, 〈[U,W ], V 〉 = 〈U, [W,V ]〉, as follows from (3)
and therefore it is proportional to the Killing form, see Chapter 23 in [14].
As in [5, 6] we will use two different systems of simple roots. These are the two systems
that contain only one isotropic simple root. We need to make a distinction between m = 2d
and m = 2d + 1. All roots for D(d|n) = osp(2d|2n) are given by ±j ± k for 1 ≤ j < k ≤ d,
±δi ± δl for 1 ≤ i ≤ l ≤ n and ±j ± δi for 1 ≤ j ≤ d and 1 ≤ i ≤ n. The Lie superalgebra
B(d|n) = osp(2d+ 1|2n) has in addition the roots ±j and ±δi. The δ’s correspond to the roots
for sp(2n) and the ’s to the roots for so(m).
For the distinguished standard root system, see [14, 21], the simple positive roots are given
by
δ1 − δ2, · · · , δn−1 − δn, δn − 1, 1 − 2, · · · , d−1 − d, d, (4)
δ1 − δ2, · · · , δn−1 − δn, δn − 1, 1 − 2, · · · , d−1 − d, d−1 + d
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for B(d|n) = osp(2d+ 1|2n) and D(d|n) = osp(2d|2n) respectively.
For the non-standard one, see [5, 6], the simple positive roots are given by
1 − 2, · · · , d−1 − d, d − δ1, δ1 − δ2, · · · , δn−1 − δn, δn (5)
1 − 2, · · · , d−1 − d, d − δ1, δ1 − δ2, · · · , δn−1 − δn, 2δn
for B(d|n) = osp(2d + 1|2n) and D(d|n) = osp(2d|2n) respectively. When it is not mentioned
explicitly we use the second root system.
An irreducible highest weight representation for osp(m|2n) will be denoted by Lm|2nλ if it
has highest weight λ with respect to the standard root system. The same representation has a
different highest weight µ with respect to the non-standard root system, and will be denoted
by K
m|2n
µ . The highest weights µ respectively λ can be calculated elegantly from each other
through the technique of odd reflections, see [22]. The link between the two weights for this
specific case is given explicitly in Theorem 3 of [6] for all irreducible finite dimensional highest
weight representations.
We also could have defined the orthosymplectic Lie superalgebra by a natural action on
C2n|m, rather than through equation (1), therefore with sp(2n) acting on the even part and
so(m) acting on the odd part of the super vector space. This leads to the Lie superalgebra
spo(2n|m), corresponding to super symmetric tensors in C2n|m ⊗ C2n|m. However, as a Lie
superalgebra spo(2n|m) is isomorphic to osp(m|2n). We will use the notation spo(2n|m) when
we use the standard root system and osp(m|2n) for the non-standard one, since it will become
apparent that this is the logical association of root systems and fundamental representations,
e.g. in Remark 1. The fundamental representations then become
Cm|2n ∼= Km|2n1 = L
m|2n
δ1
∼= C2n|m.
For a Lie superalgebra g = g0 ⊕ g1, the tensor product of two g-modules U and V, U ⊗ V is
a g-module with action given by
X · (U ⊗ V ) = (X · U)⊗ V + (−1)|X||U |U ⊗ (X · V ),
for X ∈ gi, U ∈ Uj with i, j ∈ Z2 and V ∈ V. It is a general fact that the tensor power U ⊗ U
of a g-representation U for a Lie superalgebra g decomposes into the super symmetric part
U  U = span{X ⊗ Y + (−1)|X||Y |Y ⊗X|X,Y ∈ Ui for i = 0, 1}
and super anti-symmetric part
U ∧ U = span{X ⊗ Y − (−1)|X||Y |Y ⊗X|X,Y ∈ Ui for i = 0, 1},
which form two subrepresentations and U ⊗ U = U  U ⊕ U ∧ U .
One aim of the present paper is the characterization and properties of an important represen-
tation of osp(m|2n), carried by harmonic functions on the Riemannian superspace (Rm−2|2n, hab).
Therefore we need to repeat some facts related to harmonic analysis on Rp|2n, which can be found
in [5, 8]. For a general introduction to supergeometry, see [9]. In this paper we will always as-
sume p > 2. The supervector x is defined as x = (X1, · · · , Xp+2n), where the first p variables are
ordinary commuting ones and the last 2n are anti-commuting variables generating the Grass-
mann algebra Λ2n. The commutation relations for both the commuting and the Grassmann
variables are captured in the relation
XiXj = (−1)[i][j]XjXi,
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where [·] is now understood to be the same function as before but with m replaced by p. This
defines the polynomial algebra P generated by the variables Xj . For an orthosymplectic metric
h ∈ R(p+2n)×(p+2n), the super Laplace operator, norm squared and the Euler operator are defined
by
∆ =
p+2n∑
j,k=1
∂Xjhjk∂Xk , R
2 =
p+2n∑
j,k=1
Xjh
jkXk and E =
p+2n∑
j=1
Xj∂Xj . (6)
The operators ∆/2, R2/2 and E+ (p− 2n)/2 then generate the Lie algebra sl(2). The spherical
harmonics on Rp|2n of degree k are defined as
Hk = {P ∈ P|∆P = 0 and EP = kP}.
In this paper we consider H = ⊕∞k=0Hk as an osp(p+ 2|2n) representation, but first we repeat
some properties of Hk as an osp(p|2n)-representation, obtained in [5]. The algebra osp(p|2n)
has a natural realization as differential operators on Rp|2n. This will be written down explicitly
later but is an immediate consequence of the fact that
P := Cp|2n =
∞⊕
k=0
k Cp|2n.
Moreover, R2 corresponds to the tensor in 2Cp|2n given by the metric. The harmonic polyno-
mials are then exactly the traceless tensors. Theorem 5.1 and 6.1 in [5] lead to the following
result.
Theorem 1. If p − 2n 6∈ −2N or p − 2n = −2l with k not in the interval [l + 2, 2l + 2], Hk is
an irreducible osp(p|2n) representation, isomorphic to Kp|2nk1 .
If p− 2n = −2l and l+ 2 ≤ k ≤ 2l+ 2 holds, Hk is indecomposable as an osp(p|2n)-module.
It has one submodule R2k−2l−2H2+2l−k ∼= Kp|2n(2+2l−k)1 and the quotient Hk/R2k−2l−2H2+2l−k is
isomorphic to K
p|2n
k1
.
We recall some further results on Cp|2n obtained in [5]. If p−2n 6∈ −2N, the decomposition
kCp|2n ∼= k0Cp|2n ⊕ k−2Cp|2n (7)
holds with Hk ∼= k0Cp|2n the traceless tensors. These traceless tensors can also be written as
}kCp|2n, which denotes the Cartan product, see discussions in Sections 3 and 4. The embedding
k−2Cp|2n ↪→ kCp|2n is given by tensorial multiplication with the metric tensor in 2Cp|2n
followed by supersymmetrization. In particular Hk ∼= kCp|2n/k−2 Cp|2n holds.
As already follows from Theorem 1, when p−2n ∈ −2N these properties do not hold for every
degree k. As mentioned above the representation Hk ⊂ kCp|2n of traceless tensors is not always
irreducible (but still always indecomposable). The quotient representation kCp|2n/k−2 Cp|2n
is reducible for the same values Hk is, see Theorem 5.2 in [5]. But, for these values it also holds
that Hk is not isomorphic as an osp(p|2n)-representation to kCp|2n/ k−2 Cp|2n. In fact the
representation kCp|2n/k−2 Cp|2n is the dual of Hk
Summarizing, in case p − 2n ∈ −2N, the notion of traceless symmetric tensors does not
necessarily correspond to the quotient of symmetric tensors with respect to symmetric tensors
containing a metric term.
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3 The second tensor power of the adjoint representation
The adjoint action of osp(m|2n) on itself is given by the Lie superbracket. Since osp(m|2n) is
a simple Lie superalgebra, the adjoint representation is irreducible and it has highest weight
1 + 2:
osp(m|2n) ∼= Km|2n1+2 = L
m|2n
2δ1
.
In this section we will study the second tensor power of this representation. The main result is
given below.
Theorem 2. Consider g = osp(m|2n;C), with m− 2n 6∈ {0, 1, 2}. The second tensor power of
the adjoint representation decomposes into irreducible pieces as
g⊗ g ∼= Km|2n21+22 ⊕K
m|2n
21+2+3
⊕Km|2n21 ⊕K
m|2n
1+2+3+4 ⊕K
m|2n
1+2 ⊕K
m|2n
0
∼= Lm|2n2δ1+2δ2 ⊕ L
m|2n
3δ1+δ2
⊕ Lm|2nδ1+δ2 ⊕ L
m|2n
4δ1
⊕ Lm|2n2δ1 ⊕ L
m|2n
0 ,
where the identical representations are underneath each other. The supersymmetric tensor power
g g corresponds to the first, third, fourth and sixth representation.
In this theorem we assumed that m > 7 (when considering the second root system), the cor-
responding result for 5 ≤ m ≤ 7 can be obtained by replacing the weights by the corresponding
ones in the subsequent Lemma 2.
The remainder of this section is dedicated to proving this theorem and studying the cases
where the second tensor power is not completely reducible, for M = m − 2n = 0, 1, 2. While
proving this, we also obtain useful information on and tensorial expressions for the submodules
of g⊗ g.
Lemma 2. For g = osp(m|2n), the g-module g⊗ g has at most 6 highest weight vectors, the 6
possible weights are
4δ1, 3δ1 + δ2, 2δ1 + 2δ2, 2δ1, δ1 + δ2, 0
21 + 22, 21 + 2 + 3, 21, 1 + 2 + 3 + 4, 1 + 2, 0
21 + 22, 21 + 2 + 3, 21, 1 + 2 + 3 + δ1, 1 + 2, 0
21 + 22, 21 + 2 + δ1, 21, 1 + 2 + 2δ1, 1 + 2, 0.
respectively for the standard root system, the non-standard root system if m > 7, m = 6, 7 or
m = 5.
Proof. We give the proof explicitly for the non-standard root system and m > 7, the other cases
being completely analogous. As in the classical case any highest weight vector v+ (of a fixed
weight) in the tensor product is of the form
v+ = X1+2 ⊗A+ · · ·+ Z ⊗X1+2 ,
for A,Z nonzero elements of g of a certain weight. The relation Xαv
+ = 0 for all positive simple
roots α in equation (5) leads to the condition
X1+2 ⊗ [Xα, A] + · · · = 0.
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In order for this to hold, there is either another vector B ∈ g such that [Xα, B] = X1+2 and
v+ is of the form
v+ = X1+2 ⊗A−B ⊗ [Xα, A] + · · ·+ Z ⊗X1+2 ,
or alternatively the condition [Xα, A] = 0 must hold. This implies that [Xα, A] = 0 for α 6=
2 − 3. This narrows the possibilities for A down to X1+2 , X1+3 , X1−2 , X3+4 , the unique
element H of the Cartan subalgebra that satisfies [Xαj , H] = 0 for j 6= 2 with αj , j = 1, · · · ,m+
2n the positive simple roots in equation (5), X−1−2 and X−2+3 . The last one would lead to
a highest weight 1 + 3 which is impossible.
Lemma 3. For m 6= 2n, the tensor product representation of the fundamental representation
Cm|2n ∼= Km|2n1 = Lm|2nδ1 of osp(m|2n) with itself has the following decomposition into irreducible
representations
Cm|2n ⊗ Cm|2n ∼= Km|2n1 ⊗Km|2n1 = L
m|2n
δ1
⊗ Lm|2nδ1
∼= Km|2n21 ⊕K
m|2n
1+1 ⊕K
m|2n
0
∼= Lm|2nδ1+δ2 ⊕ L
m|2n
2δ1
⊕ Lm|2n0 .
The representations above each other in the last two lines are in correspondence and Cm|2n 
Cm|2n ∼= Km|2n21 ⊕K
m|2n
0 and Cm|2n ∧ Cm|2n ∼= Km|2n1+2.
Proof. The super anti-symmetric part Cm|2n∧Cm|2n (the tensors satisfying Aab = −(−1)[a][b]Aba)
is clearly the adjoint representation because of equation (3). This is an irreducible representation
with highest weight 1 + 2. If m 6= 2n, the super symmetric part Cm|2n  Cm|2n decomposes
as K
m|2n
21
⊕Km|2n0 as has been proven in [5], or follows from Equation (7). The corresponding
highest weights for the standard root system can then be obtained from Theorem 3 in [6].
As was mentioned at the end of Section 2, the trivial representation K
m|2n
0 inside Cm|2n ⊗
Cm|2n is given by the tensor gab. If M = m − 2n 6= 0, the two other components correspond
to traceless tensors. For the super skew tensors, this is a consequence of equation (2). The
statement for the super symmetric tensors follows from the fact that they can be written as
Aab =
(
Aab − Ac
c
M
gab
)
+
Ac
c
M
gab,
if M 6= 0.
Remark 1. Lemma 3 already shows that the notion of Cartan product depends on the choice of
root system. For the standard root system, the Cartan product is L
m|2n
2δ1
= K
m|2n
1+2 . This actually
is inside the super anti-symmetric part of Cm|2n ⊗ Cm|2n, which would be very unnatural for a
Cartan product. However, L
m|2n
2δ1
is inside the super symmetric part of C2n|m ⊗ C2n|m, which
corresponds to the spo(2n|m)-interpretation. The Cartan product with respect to the second
root system is K
m|2n
21
= L
m|2n
δ1+δ2
and is inside the super symmetric part. Therefore we have a
different Cartan product as an spo(2n|m)-representation and as an osp(m|2n)-representation.
Lemma 4. There is an injective homomorphism φ from Cm|2n ⊗ Cm|2n into g ⊗ g, with g =
osp(m|2n). This implies that for m− 2n 6= 0,
K
m|2n
21
⊕Km|2n0 ⊂ g g and Km|2n1+2 ⊂ g ∧ g
hold.
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Proof. Firstly, we construct the osp(m|2n)-module homomorphism
φ1 : ⊗2Cm|2n → ⊗4Cm|2n :
φ1(X) = T T
abcd = gbcXad.
The embedding of Cm|2n⊗Cm|2n in g⊗g is then given by the composition of φ1 with g-invariant
projection ⊗4Cm|2n → (Cm|2n ∧ Cm|2n) ⊗ (Cm|2n ∧ Cm|2n) ∼= g ⊗ g. So the embedding is given
by φ(X) = V , with
V abcd =
1
4
(
gbcXad − (−1)[a][b]gacXbd − (−1)[c][d]gbdXac + (−1)[a][b]+[c][d]gadXbc
)
.
It is clear that φ maps Cm|2n ∧ Cm|2n into g ∧ g and Cm|2n  Cm|2n into g g. The rest of the
lemma then follows immediately from Lemma 3.
In particular, the realization of the trivial representation K
m|2n
0 inside g⊗ g is given by the
tensor
V abcd =
1
2
(
gbcgad − (−1)[a][b]gacgbd
)
, (8)
called the total trace part of g ⊗ g. When the projection of ⊗g onto U(g) is considered this
corresponds to the quadratic Casimir operator.
Lemma 5. If M = m − 2n 6∈ {1, 2}, the second tensor power of the adjoint representation of
g = osp(m|2n) has the following g-module decomposition:
g⊗ g ∼= Cm|2n ⊗ Cm|2n ⊕ A,
with A the tensors T abcd in g⊗ g that satisfy the relation ∑b T abbd = 0.
Proof. We denote the trace map by
p : g⊗ g→ Cm|2n ⊗ Cm|2n, p(T ) = Y with Y ad =
∑
b
T ab
bd.
This clearly is a g-module morphism. The composition of p with φ from Lemma 4 is denoted
by χ = φ ◦ p : g⊗ g→ g⊗ g. The two spaces Im(χ) and Ker(χ) are subrepresentations of g⊗ g.
It is clear that Ker(χ) = Ker(p) = A holds. Next we prove that Im(χ) = Im(φ) holds. This
is a consequence of the fact that p is surjective, which we prove by calculating the composition
p ◦ φ on Cm|2n ⊗ Cm|2n:
Xab → 1
4
(
(M − 2)Xab + gab
∑
c
Xc
c
)
, (9)
which follows from equation (2). This implies that for M = m− 2n 6∈ {0, 2}, Km|2n21 ⊕K
m|2n
1+2 ⊂
Im(p). Substituting gab for Xab in equation (9) implies that the total trace part is mapped
under p ◦ φ to
gab → 1
2
(M − 1)gab, (10)
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so for M = m − 2n 6∈ {0, 1}, Km|2n0 ⊂ Im(p), which leads to Cm|2n ⊗ Cm|2n = Im(p) provided
m− 2n 6∈ {0, 1, 2}.
The case left is M = 0. The surjectivity of mapping (9) follows from injectivity. This
injectivity can be checked immediately for traceless tensors. If the mapping would be zero for a
tensor which is not traceless than in particular the trace of the right-hand side of equation (9)
should be zero, which is never the case for such a tensor if M = 0.
The calculations above also imply that Ker(χ)∩Im(χ) = Ker(p)∩Im(φ) = {0} and therefore
g⊗ g =Im(χ)⊕Ker(χ), which completes the proof.
Now we get to the proof of Theorem 2.
Proof. Consider the subrepresentation A ⊂ g ⊗ g of traceless tensors from Lemma 5. First we
remark that A ∩ (g ∧ g) 6= 0, which is a consequence of the corresponding claim for so(m) ⊂ g.
We call this subrepresentation A1. The representation A2 = A∩ (g g) is nonzero for the same
reason.
We define the g-module morphism q : A2 → A2 given by
V abcd → 1
3
(
V abcd + (−1)[a]([b]+[c])V bcad − (−1)[b][c]V acbd
)
(11)
for V ∈ A2 ⊂ g g. This is a projection (q2 = q) and we obtain that the kernel and the image
of q, Aim2 and Aker2 , satisfy A2 = Aim2 ⊕ Aker2 as g-representations. The non-triviality of these
subrepresentations follows from the classical sp(2n)-case.
Therefore by considering Lemma 3 and Lemma 5 we have proven that as a g-representation,
the decomposition
g⊗ g ∼= Km|2n21 ⊕K
m|2n
1+2 ⊕K
m|2n
0 ⊕A1 ⊕Aim2 ⊕Aker2
holds. So g ⊗ g has at least 6 disjoint subrepresentations and by Lemma 2 at most 6 highest
weight vectors. Therefore, Corollary 1 in [6] can be used to conclude that g ⊗ g is completely
reducible and has exactly the 6 weights from Lemma 2 appearing as highest weight vectors.
Then it is easily verified that A1 = Km|2n21+2+3 , Aker2 = K
m|2n
21+22
and Aim2 = Km|2n1+2+3+4 .
Remark 2. The g-module morphism q in equation (11) can be defined on g  g instead of on
A2, the traceless tensors in g  g. Since the image of q is always tracefree (p ◦ q = 0), we find
that K
m|2n
1+2+3+4 is also equal to the image of q acting on g g,
K
m|2n
1+2+3+4 = {
1
3
(V abcd + (−1)[a]([b]+[c])V bcad − (−1)[b][c]V acbd)|V ∈ g g}.
The kernel of q is related to the representation K
m|2n
21+22
:
K
m|2n
21+22
= {V ∈ g g|V abcd + (−1)[a]([b]+[c])V bcad − (−1)[b][c]V acbd = 0 and V is traceless}.
According to the standard choice of positive roots, the Cartan product inside g⊗ g is given
by L
m|2n
4δ1
= K
m|2n
1+2+3+4 ⊂ g g, it is part of the completely traceless part inside g g, denoted
by A2 in the proof of Theorem 2. According to the second choice of positive roots, the Cartan
product inside g ⊗ g is given by Km|2n21+22 = L
m|2n
2δ1+2δ2
⊂ g  g, it is also a component of the
completely traceless part inside g g, in fact A2 = Km|2n21+22 ⊕K
m|2n
1+2+3+4 if M 6∈ {1, 2}.
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For g ∼= osp(m|2n) ∼= spo(2n|m) we introduce the notations
g}1 g = osp(m|2n)} osp(m|2n) ∼= Km|2n21+22 , if M 6∈ {1, 2}
g}2 g = spo(2n|m)} spo(2n|m) ∼= Lm|2n4δ1 .
The two Cartan products are therefore given by
g}1 g ∼= Km|2n21+22 ∼= L
m|2n
2δ1+2δ2
and g}2 g ∼= Lm|2n4δ1 ∼= K
m|2n
1+2+3+4 .
To avoid confusion we will use the notations g}1g and g}2g rather than osp(m|2n)}osp(m|2n)
and spo(2n|m)} spo(2n|m).
Remark 3. There is an important difference in behavior between the two Cartan products. For
g = osp(m|2n) ∼= spo(2n|m) with m − 2n 6∈ {0, 1, 2}, we denote Πm|2n1 and Πm|2n2 the unique
g-invariant projections from g⊗ g onto respectively g}1 g and g}2 g. We denote the canonical
embeddings of so(m) and sp(2n) into osp(m|2n) by ι1 : so(m) → osp(m|2n) and ι2 : sp(2n) →
osp(m|2n) (with the same notation for the extension to the tensor algebras) and the invariant
projections onto the respective Cartan products by Πm|0 : so(m)⊗ so(m)→ so(m)} so(m) and
Π0|2n : sp(2n)⊗ sp(2n)→ sp(2n)} sp(2n).
There are X ∈ so(m)⊗ so(m) such that
ι1(Π
m|0(X)) 6= Πm|2n1 (ι1(X))
holds, because the trace parts that need to be subtracted in the osp(m|2n)-case are given by
the tensor gab and not the metric-part of so(m). In other words the projection onto the Cartan
product of osp(m|2n)⊗ osp(m|2n) of an element in so(m)⊗ so(m) is not equal to its projection
onto the Cartan product so(m)} so(m).
From the form of the second Cartan product in Remark 2 however, it follows that
ι2(Π
0|2n(Y )) = Πm|2n2 (ι2(Y )) holds for all Y ∈ sp(2n)⊗ sp(2n).
This different behavior will be important for the Joseph-like ideals and the corresponding min-
imal representations.
Now we consider the structure of the second power of the adjoint representation for the
exceptional cases, M equal to 0, 1 or 2.
Theorem 3. In the cases M = m − 2n ∈ {0, 1, 2} the representation g ⊗ g is not completely
reducible for g = osp(m|2n). If M = 0, the decomposition of g-representations
g⊗ g ∼= Km|2n21+22 ⊕K
m|2n
21+2+3
⊕Km|2n1+2+3+4 ⊕K
m|2n
1+2 ⊕
(
Cm|2n  Cm|2n
)
.
holds, where Cm|2n  Cm|2n is not completely reducible. If M ∈ {1, 2}, the decomposition of
g-representations
g⊗ g ∼= Km|2n1+2+3+4 ⊕ γ ⊕ g ∧ g
holds where γ is the representation corresponding to the tensors
γ = {V ∈ g g|V abcd + (−1)[a]([b]+[c])V bcad − (−1)[b][c]V acbd = 0},
which is not completely reducible and the representation K
m|2n
1+2+3+4 is given as in Remark 2.
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Proof. Firstly we consider the case M = 0, then Lemma 4 and Lemma 5 hold. The proof that
A = A1 ⊕Aim2 ⊕Aker2 holds is then completed similarly to the proof of Theorem 2.
For the case M = 1, 2, we consider the morphism χ from the proof of Lemma 5 restricted
to g g. It is clear from the proof of Lemma 5 that for these dimensions Ker(χ)∩Im(χ) 6= 0, in
particular K
m|2n
21
⊂ Ker(χ)∩Im(χ) if M = 2 and Km|2n0 ⊂Ker(χ)∩Im(χ) if M = 1.
Therefore Ker(χ)+Im(χ) 6= g g. We also consider the morphism q defined in equation (11)
but now defined on the entire space g g, as in Remark 2. This leads to
g⊗ g = Im(q)⊕ γ ⊕ g ∧ g.
with Im(q) ⊂ Ker(χ) and Im(χ) ⊂ Ker(q) = γ. The module Im(q) must contain at least one
highest weight vector. The module γ has at least three, the vector X1+2  X1+2 and the
two highest weight vectors inside Cm|2n  Cm|2n. Finally the module g ∧ g has at least two,
X1+2 ⊗ X1+3 − X1+3 ⊗ X1+2 and the highest weight vector of Cm|2n ∧ Cm|2n. Lemma 2
implies that these are all of the highest weight vectors in g ⊗ g, so in particular γ has exactly
three highest weight vectors.
Next we prove that γ has a subrepresentation that contains the three highest weight vectors,
which implies that γ is not completely reducible. This subrepresentation is given by
(Ker(χ) + Im(χ)) ∩ γ.
If this were equal to γ it would imply that (Ker(χ) + Im(χ))∩ Im(q) is not equal to Im(q) which
is a contradiction with Im(q) ⊂ Ker(χ). The two highest weight vectors of Cm|2n  Cm|2n are
contained in this subrepresentation as they are inside Im(χ) and from the classical case it follows
that also X1+2 ⊗ X1+2 is contained. The identification Im(q) ∼= Km|2n1+2+3+4 then follows
from the fact that the other five weights are already assigned to the other representations.
Therefore we obtain that g }1 g ∼= Km|2n21+22 ⊂ g ⊗ g is still well-defined if M = 0 and
g}2 g ∼= Km|2n1+2+3+4 ⊂ g⊗ g is still well-defined if M = 0, 1, 2 (as in Remark 2).
4 The Cartan product
One of the results in [10] is that for V a finite dimensional irreducible sl(n)-module, the property
}kV =
(
}k−1V
)
⊗ V ∩ V ⊗
(
}k−1V
)
(12)
holds. In this section we prove that this property can be extended to an arbitrary semisimple
Lie algebra. With an extra assumption we prove that it also holds for basic classical Lie super-
algebras. These results are stated in Theorem 4 and generalized in Corollary 1 which proves the
conjecture made in [10]. Because of examples, there is reason to believe that property (12) can
still hold without that extra assumption, but with a slight reformulation. For V a finite dimen-
sional irreducible representation with highest weight vector v+ of a semisimple Lie superalgebra
g, the question is whether the property
U(g) · v⊗k+ =
(
U(g) · v⊗k−1+ ⊗ V
)
∩
(
V ⊗ U(g) · v⊗k−1+
)
(13)
holds for k > 2.
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In case V = Cm|2n and g = osp(m|2n), equation (13) can be obtained from the results in
[5], repeated in Section 2. So in this case equation (13) holds even when kV is not completely
reducible, which happened sometimes in case m− 2n ∈ −2N.
In case V = g with g = osp(m|2n) for both positive root systems there is a direct application
of the results to connect the Joseph-like ideals to annihilator ideals of representations further in
this paper. In case U(g)·v⊗k+ is irreducible, statement (13) reduces to the classical one (12). Even
though it is clear from the aforementioned example, that this property is not always necessary
to obtain equation (13), we only manage to prove this result in cases where it turns out that
U(g) · v⊗k+ is irreducible, in Theorem 5.
In this section we first consider an arbitrary simple Lie algebra or basic classical Lie super-
algebra g. The basic classical Lie superalgebras include sl(m|n) for m 6= n, psl(n|n), osp(m|2n),
D(2, 1;α), F (4) and G(3), see [14, 21]. All these algebras are contravariant: their Cartan sub-
algebras are contained in the even part and there is a natural bijection between the positive
and negative roots. For each g we fix a positive root system and an arbitrary irreducible finite
dimensional representation V . The set of positive roots is denoted by ∆+ and for each such
root we fix the positive and negative root vectors Xα and Yα. The corresponding triangular
decomposition is given by g = n− + h + n.
First we show that the proposed identity is equivalent to other formulations. Therefore we
recall that V has a non-degenerate hermitian form 〈·, ·〉 such that for a choice of {Xα} and {Yα}
〈Xαu,w〉 = 〈u, Yαw〉
holds, which is known as the Shapovalov form, see e.g. Lemma 3.2 in [7]. This is a contravariant
hermitian form. Furthermore different weight spaces are orthogonal to each other. This prop-
erty immediately extends to the tensor power representations ⊗kV where the form is defined
iteratively by 〈v ⊗ a, u⊗ b〉 = 〈v, u〉〈a, b〉 for a, b ∈ ⊗k−1V and v, u ∈ V . We fix notations
β2 = U(g) · (v+ ⊗ v+) and βk = βk−1 ⊗ V ∩ V ⊗ βk−1 for k > 2 (14)
Ik = β
⊥
k with respect to 〈·, ·〉 for k ≥ 2
for subrepresentations in ⊗kV . Equation (13) can then be restated as βk = U(g) · v⊗k+ for k > 2.
It follows immediately by induction that the properties
U(g) · v⊗k+ ⊂ βk ⊂ kV (15)
hold and that
Ik = Ik−1 ⊗ V + V ⊗ Ik−1, (16)
which can be used as an alternative definition for the representation Ik.
Lemma 6. For βk and Ik as defined in equation (14), the following statements are equivalent:
(1) The representation βk is generated by the highest weight vector of ⊗kV : βk = U(g) · v⊗k+ .
(2) The representation ⊗kV/Ik has only one highest weight vector, v⊗k+ + Ik.
(3) Any representation K ⊂ ⊗kV that properly contains Ik, also contains v⊗k+ .
(4) For any vector x ∈ ⊗kV , with x 6∈ Ik, v⊗k+ ∈ U(g) · x holds.
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Proof. First we prove the equivalence between the first and the second statement. Because βk
and Ik satisfy β
⊥
k = Ik with respect to a non-degenerate contravariant hermitian form, it follows
that the codimension of n− · βk in βk is equal to the dimension of the space of highest weight
vectors (vectors annihilated by n) in ⊗kV/Ik. The first equivalence is a consequence of this.
Each representation K ⊃ Ik has a vector x of maximal weight that is not inside Ik. Positive
root vectors acting on this vector x must map it to Ik, this implies that x + Ik is a highest
weight vector in ⊗kV/Ik. If property two holds, this vector x has to correspond to v⊗k+ and
property three holds. Similarly each highest weight vector in ⊗kV/Ik can be used to construct
a representation K ⊃ Ik, so property three implies property two.
The equivalence of the third and fourth property is straightforward.
Lemma 7. Consider βk as defined in equation (14). If βk−1 = U(g) · v⊗k−1+ holds, then βk
satisfies βk = Cv⊗k+ + (n− · ⊗kV ∩ βk).
Proof. If βk−1 = U(g) · v⊗k−1+ = U(n−) · v⊗k−1+ holds, the representation βk−1 ⊗ V is equal to
U(n−) ·
(
v⊗k−1+ ⊗ V
)
, as follows from the Leibniz rule of tensor product representations.
Now we assume that x ∈ βk is not inside n− · ⊗kV . Since it is an element of U(n−) ·(
v⊗k−1+ ⊗ V
)
it can be written as
x = v⊗k−1+ ⊗ u+ x1
with u ∈ V and x1 ∈ n−U(n−) · (v⊗k−1+ ⊗V ). Because x is inside kV by equation (15), x1 must
contain a term u⊗v⊗k−1+ . However x1 ∈ U(n−) ·
(
v⊗k−1+ ⊗ V
)
which implies that this term must
come from an element in U(n−) · v⊗k+ . Elements inside U(n−) · v⊗k+ are symmetric on their own,
so can never be used to compensate for the lack of symmetry of other terms.
This shows that u must be proportional to v+ which completes the proof of the lemma.
When U(g) · v⊗k+ is irreducible it is isomorphic to Mkλ if V ∼= Mλ with Mµ the irreducible
g-module with highest weight µ. If U(g) · v⊗k+ also has a complement representation W , we can
use the notation }kV = U(g) · v⊗k+ ⊂ ⊗kV . We say that in those cases }kV is well defined and
the property ⊗kV = }kV ⊕W holds.
Theorem 4. Consider a semisimple Lie algebra or a basic classical Lie superalgebra g and a
finite dimensional irreducible representation V with highest weight vector v+. If βj, defined in
equation (14), has a complement representation inside ⊗jV for 2 ≤ j ≤ k, }jV ⊂ ⊗jV is
well-defined and the properties
βj = U(g) · v⊗j+ = }jV and
}jV =
(
}j−1V
)⊗ V ∩ V ⊗ (}j−1V )
hold for j ≤ k. In case g is a semisimple Lie algebra, the extra condition on βj is not necessary.
Proof. By definition β2 = U(g) · v⊗2+ . We proceed by induction and assume βj−1 = U(g) · v⊗j−1+ .
Since βj has a complement representation, (n
− · ⊗jV ∩ βj) = n− · βj and therefore Lemma 7
implies that βj = U(g) · v⊗j+ .
To complete the proof we show that the fact that βj = U(g) · v⊗j+ has a complement repre-
sentation implies that it is irreducible. If U(g) · v⊗j+ would contain a highest weight vector x+
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other than v⊗j+ , this vector would be orthogonal with respect to all other elements of U(g) · v⊗j+
for the contravariant hermitian form. Since the form is non-degenerate there exists a vector u
in the complement representation of U(g) · v⊗j+ such that 〈x+, u〉 6= 0. By using the contravari-
ance of the hermitian form this implies that v⊗j+ ∈ U(g) · u, which is a contradiction. Since
U(g) ·v⊗j+ is generated by a highest weight vector, the lack of other highest weight vectors proves
its irreducibility.
In case g = osp(2|2n) or g = gl(p|q), g has large classes of star representations for which
the tensor power is always completely reducible, see [14, 30], so where the extra condition on βj
from Theorem 4 is not needed.
The method in Theorem 4 can easily be extended to prove the following claim which was
made by Eastwood underneath Corollary 1 in [10].
Corollary 1. For any irreducible finite dimensional representation V of a semisimple Lie alge-
bra, the property
[((}pV )} (}qV )) ⊗ }rV ] ∩ [(}pV ) ⊗ ((}qV )} (}rV ))] = }p+q+rV
holds for p, q, r strictly positive natural numbers.
Proof. If r < p+ q this can be proved by considering
U(n−) ·
(
vp+q+ ⊗}rV
)
∩ p+q+rV
with the same techniques as in the proof of Lemma 7 and using complete reducibility. If r ≥ p+q
then p < q + r and the proof can be done that way.
In order to prove equation (13) or (12) in the cases of our interest we need another lemma.
Lemma 8. The representation βk is contained in the subrepresentation of ⊗kV consisting of
those elements that are eigenvectors of the quadratic Casimir operator with the same eigenvalue
as v⊗k+ .
Proof. By definition this holds for β2. The statement for k > 2 follows from the fact that the
restriction to each two positions in the tensor product of ⊗kV of an element of βk is contained
in β2 and the fact that the Leibniz rule spreads the quadratic Casimir operator over at most
two positions.
Theorem 5. Equation (13) holds for g = osp(m|2n) and V the adjoint representation with
• the positive root system corresponding to spo(2n|m),
• the positive root system corresponding to osp(m|2n) if m− 2n > 2,
where the root systems are given in equations (4) and (5). In both cases the statement reduces
to equation (12).
Proof. First of all we note that since the adjoint representation of g = osp(m|2n) corresponds
to the representation on Cm|2n ∧ Cm|2n it naturally extends to a gl(m|2n)-representation. The
same holds for the tensor powers ⊗jg.
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For the first case the representation βj corresponds to the space
βj = {T ∈ jg|2T abcd···ef = (−1)[a]([b]+[c])T bcad···ef − (−1)[b][c]T acbd···ef},
see Remark 2. This is a gl(m|2n)-tensor module (star representation, see [14, 30]) and since
tensor products of irreducible gl(m|2n)-tensor modules are completely reducible, it follows that
βj has a complement representation as a gl(m|2n)-representation and hence as a representation
of osp(m|2n) ⊂ gl(m|2n) too. The result then follows immediately from Theorem 4.
For the second case, the representation βj corresponds to the subrepresentation of traceless
tensors inside the space
γj = {T ∈ jg|T abcd···ef + (−1)[a]([b]+[c])T bcad···ef − (−1)[b][c]T acbd···ef = 0}.
For the same reason as above γj has a complement representation inside ⊗jg. It follows easily
from the concept of taking traces that all possible osp(m|2n)-highest weight vectors inside γj
are of weight
(j − p)1 + (j − q)2
with p + q even and p, q ≤ j. It can be checked easily, see [19], that all of these weights lead
to a different eigenvalue of the quadratic Casimir operator exactly when m − 2n > 2. The
representation γj decomposes into generalized eigenspaces of the quadratic Casimir operator,
mutually orthogonal with respect to the contravariant hermitian form. Since the one containing
v⊗j+ has only one highest weight vector and has a non-degenerate contravariant hermitian form,
it follows straightforwardly that it is an irreducible highest weight representation. This has to
be βj by Lemma 8, so βj = U(g) · v⊗j+ = }jg.
5 The case of osp(m|2n)
The main achievement of [12] was the discovery of special tensors, responsible for the uniqueness
of the Joseph ideal as a special ideal in the universal enveloping algebra of simple complex Lie
algebras. It is then explained in [32] that this tensor is precisely responsible for the deformation
theory and Poincare´-Birkhoff-Witt (PBW) theorem for non-homogeneous quadratic algebras of
Koszul type. We expect the special tensors constructed in the article will play an analogous
role in the category of simple complex Lie superalgebras. In this paper we use these tensors
to prove a characterization of the Joseph ideals, which is a natural analogue of the classical
characterization in [16]. First derive these results for the positive root system corresponding to
osp(m|2n), in this section.
5.1 The Joseph-like ideal for osp(m|2n)
In the following lemma we prove the existence of a specific tensor, which exists for simple Lie
algebras by the results in [2]. We also obtain the explicit form of this tensor, similar to the
corresponding result for so(m), sp(2n) and sl(n) in [12].
Lemma 9. For g = osp(m|2n), let Φ denote the composition of g-module morphisms
g ∧ g⊗ g ↪→ g⊗ g⊗ g→ g⊗ g}1 g,
for M = m− 2n 6∈ {1, 2}. Then
dim Homg(g, ker Φ) ≥ 1.
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Proof. We have to construct a tensor Sabcdef in g⊗ g⊗ g starting from a tensor T ∈ g such that
the abcd part is in g ∧ g while the cdef part contains no g}1 g-piece.
We will use the total trace part (8) in cdef
−2gdegcfT ab + 2(−1)[c][d]gcegdfT ab
which clearly can be regarded as an element of g⊗ g⊗ g. By defining, for each a, b,
F cf = gbcT af − (−1)[a][b]gacT bf
as an element of Cm|2n ⊗ Cm|2n, we can consider the embedding into g⊗ g of Lemma 4,
gdeF cf − (−1)[d][e]gdfF ce − (−1)[c][d]gceF df + (−1)[c][d]+[e][f ]gcfF de,
which is in g⊗ g⊗ g as well. By construction, the sum of these tensors
−2gdegcfT ab + 2(−1)[c][d]gcegdfT ab + gdegbcT af − (−1)[a][b]gdegacT bf − (−1)[d][e]gdfgbcT ae
+(−1)[a][b]+[d][e]gdfgacT be − (−1)[c][d]gcegbdT af + (−1)[a][b]+[c][d]gcegadT bf
+(−1)[c][d]+[e][f ]gcfgbdT ae − (−1)[c][d]+[e][f ]+[a][b]gcfgadT be,
which we denote by Uabcdef , has no Cartan product part in cdef . Then we define
Sabcdef = Uabcdef − (−1)([a]+[b])([c]+[d])U cdabef
which by definition is an element of g∧ g⊗ g. It remains to be checked whether the second term
of S has no Cartan piece in cdef . We therefore write it out as −(−1)([a]+[b])([c]+[d])U cdabef =
2(−1)([a]+[b])([c]+[d])gbegafT cd − 2(−1)([a]+[b])([c]+[d])+[a][b]gaegbfT cd − (−1)([a]+[b])[c]+[a][b]gbegadT cf
+(−1)[b]([a]+[d])gbegacT df + (−1)[a]([c]+[b])+[b]([c]+[e])gbfgadT ce − (−1)([b]([a]+[d]+[e])gbfgacT de
+(−1)[c]([a]+[b])gaegbdT cf − (−1)[a][d]gbcgaeT df − (−1)[a][e]+([a]+[b])[c]gbdgafT ce
+(−1)[a]([d]+[e])gbcgafT de.
We take the projection onto g ⊗ g  g. Since everything except the first two terms is already
super symmetric in cd↔ ef , this is given by
(−1)([a]+[b])([c]+[d])gbegafT cd + gbcgadT ef − (−1)([a]+[b])([c]+[d])+[a][b]gaegbfT cd
−(−1)([a][b]gacgbdT ef − (−1)([a]+[b])[c]+[a][b]gbegadT cf + (−1)[b]([a]+[d])gbegacT df
+(−1)[a]([c]+[b])+[b]([c]+[e])gbfgadT ce − (−1)([b]([a]+[d]+[e])gbfgacT de + (−1)[c]([a]+[b])gaegbdT cf
−(−1)[a][d]gbcgaeT df − (−1)[a][e]+([a]+[b])[c]gbdgafT ce + (−1)[a]([d]+[e])gbcgafT de.
It can be checked in a straightforward manner that this expression has the form of equation
(11) in the indices cdef . Hence it represents an element of g ⊗ Aim, see Remark 2 with the
notation Aim as introduced in the proof of Theorem 2. Since Aim ∼= Km|2n1+2+3+4 ∼= g}2 g has
trivial intersection with g }1 g we obtain S ∈ ker(Φ) for each T ∈ g. It remains to be proven
that T → S is a g-module morphism. Since U → S is a g-module morphism we just need to
prove that T → U corresponds to one. The first part of U is trivial, the second one follows
immediately from the fact that T ab → gbcT ad, g → ⊗4Cm|2n is a g-module morphism because
T → U is the composition of this with super anti-symmetrization.
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In the following theorem, this tensor will be used to prove that except for one special value
of the parameter, the codimension inside ⊗g of a 1-parameter family of ideals is finite.
Theorem 6. Consider g = osp(m|2n) with M = m − 2n for M 6∈ {1, 2}. If λ 6= − M−44(M−1) , the
two-sided ideal J 1λ in ⊗g = ⊕∞k=0 ⊗k g generated by
X ⊗ Y −X }1 Y − 1
2
[X,Y ]− λ〈X,Y 〉 ∈ g⊗ g ⊕ g ⊕ C (17)
for every X,Y ∈ g, contains g.
Proof. We consider the tensor S from the proof of Lemma 9 and simplify it inside ⊗g/J 1λ in
two different ways. Since Sabcdef has no }1-part in cdef , the equality
Sabcdef ∼= 1
2
(
Sabcd
df − (−1)[c][f ]Sabf ddc
)
+ λSabcd
dc
holds inside ⊗g/J 1λ . A direct calculation shows
Sabcd
df = (4− 2M)gcfT ab + (3−M)(−1)[a][b]gacT bf + (M − 3)gbcT af
+ (−1)[b][c]gbfT ac − (−1)[a]([b]+[c])gafT bc,
which yields the equality
Sabcdef ∼= M − 4
2
(gbcT af − (−1)[a][b]gacT bf − (−1)[c][f ]gbfT ac
+(−1)[a][b]+[c][f ]gafT bc)− 2λ(M − 2)(M − 1)T ab.
The first term on the right hand side is the embedding of g ∼= Cm|2n∧Cm|2n into g∧g of Lemma
4. Inside ⊗g/J 1λ such a tensor Y abcf is therefore equivalent to Y abbf . Substituting this finally
yields
Sabcdef ∼= (M − 2)
(
M − 4
2
− 2λ(M − 1)
)
T ab.
We can also reduce the tensor S by using the defining quadratic relation of J 1λ on abcd.
The tensor S clearly contains no Cartan part and no K
m|2n
0 -part in abcd since S ∈ g ∧ g ⊗ g.
Therefore we calculate Sab
bdef =
(M − 4)
(
gdeT af − (−1)[a][d]gaeT df − (−1)[e][f ]gdfT ae + (−1)[a][d]+[e][f ]gafT de
)
.
This tensor again corresponds to the embedding g ↪→ g ∧ g of Lemma 4. This immediately
implies Sab
baef = 0 and
Sabcdef ∼= (M − 4)(M − 2)T ab.
Combining the two reductions of S shows that
(M − 2)
(
M − 4
2
+ 2λ(M − 1)
)
T ab ∼= 0
inside ⊗g/J 1λ or g ⊂ J 1λ if λ 6= − M−44(M−1) .
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If g ⊂ J 1λ , then ⊕k>0 ⊗k g ⊂ J λ1 , which implies that either J 1λ = ⊗g or J 1λ = ⊕k>0 ⊗k g.
From equation (17) it is clear that when ⊕k>0 ⊗k g ⊂ J λ1 , C ⊂ J 1λ if and only if λ 6= 0.
The ideal J 1λ in ⊗g can be associated to an ideal J1λ in the universal enveloping algebra U(g).
Notice that the relation (17) may be split into the super skew and symmetric part
X ⊗ Y − (−1)|X||Y |Y ⊗X − [X,Y ] and
X ⊗ Y + (−1)|X||Y |Y ⊗X − 2X }1 Y − 2λ〈X,Y 〉.
The algebra Aλ = ⊗g/J 1λ can therefore be realized in two steps. First we take the quotient with
respect to super anti-symmetric part, which yields U(g). The corresponding image ideal in U(g)
defined by the second relation is then J1λ, and Aλ
∼= U(g)/J1λ.
Theorem 7. For g = osp(m|2n) with M = m− 2n different from 1, 2, the ideal J1λ
• is equal to U(g) if λ 6= − M−44(M−1) and λ 6= 0
• is equal to U+(g) = U(g)g if λ = 0 and M 6= 4
• has an infinite codimension in U(g) if λ = − M−44(M−1) .
Proof. The first two properties follow from the considerations above. The third statement
follows from the relation of the ideal J1λ with the annihilator ideal of an infinite dimensional
representation of g in Theorem 11.
If λ reaches the critical value for which J 1λ (or J1λ) has infinite codimension we denote the
ideals as J 1 (or J1) and call J1 the Joseph ideal of osp(m|2n).
Remark 4. One can take the junction J1∩U(so(m)) using the embedding so(m) ↪→ osp(m|2n).
However it can be checked that this ideal is not of the form of the corresponding classical Joseph
ideal for so(m) in [1, 2, 12]. This is closely related to Remark 3 and the subsequent Remark 5.
In [16] it was proven that if for an ideal J ⊂ U(so(m)) with infinite codimension, the corre-
sponding graded ideal gr(J) in S(so(m)) = so(m) satisfies the property gr(J)∩S2(so(m)) = E,
with E the sum of all irreducible representations inside so(m) so(m) except the Cartan prod-
uct, then J is the Joseph ideal. With the obtained results we can now prove the same statement
for osp(m|2n).
Theorem 8. Consider a two-sided ideal K in U(g) for g = osp(m|2n) with m − 2n > 2. If K
has infinite codimension and the associated graded ideal gr(K) in S(g) = g satisfies(
gr(K) ∩ 2g) ⊕ g}1 g = 2g,
then K is equal to the Joseph ideal J1.
Proof. Define the ideal K in ⊗g as the kernel of the composition of the projections
⊗g→ U(g)→ U(g)/K.
We defineKk, a subspace of⊗kg, as the projection ofK∩
(
⊕kj=0 ⊗j g
)
onto⊗kg. By construction,
each Kk is a closed subspace under the adjoint action of g. It is also clear that g ∧ g is inside
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K2 since for each X,Y ∈ g, 2X ∧ Y − [X,Y ] is inside the kernel of the first projection. Since(
gr(K) ∩ 2g) is naturally embedded in K2, we obtain
K2 ⊕ g}1 g = g⊗ g.
Therefore K2 is equal to the representation I2, defined in Equation (14) for g = osp(m|2n)
and V the adjoint representation. Since K is also a two-sided ideal, it follows that Kk ⊃
Kk−1 ⊗ g+ g⊗Kk−1, which results in Kk ⊃ Ik, by equation (16). Likewise, for the Joseph ideal
J 1 in ⊗g, we can define (J 1)
k
, which is equal to Ik.
From the assumed property of gr(K) it follows that for each X,Y ∈ g, there must be at least
one element of the form XY + (−1)|X||Y |Y X − 2X }1 Y + Z(X,Y ) + c(X,Y ) inside K ∩ U2(g)
with Z(X,Y ) ∈ g and c(X,Y ) ∈ C. Since K is a two-sided ideal it follows that Z and c extend
to a g-module morphism g g→ g and g g→ C, which by Theorem 2 imply that Z = 0 and
c(X,Y ) = λ〈X,Y 〉 for some constant λ. Theorem 6 then implies that the only possible value of
λ which does not contradict the infinite codimension of K is λ = −(M − 4)/(4(M − 1)). From
this it follows immediately that K contains J 1 and K ∩
(
⊕2j=0 ⊗j g
)
= J 1 ∩
(
⊕2j=0 ⊗j g
)
.
Now if K were bigger than J 1, then for one value of k, K∩
(
⊕kj=0 ⊗j g
)
would be bigger than
J 1 ∩
(
⊕kj=0 ⊗j g
)
while K ∩
(
⊕k−1j=0 ⊗j g
)
= J 1 ∩
(
⊕k−1j=0 ⊗j g
)
holds, since K ∩
(
⊕2j=0 ⊗j g
)
=
J 1 ∩
(
⊕2j=0 ⊗j g
)
. This implies that Kk is bigger than Ik, otherwise every element in K ∩(
⊕kj=0 ⊗j g
)
has a corresponding element in J 1∩
(
⊕kj=0 ⊗j g
)
with the same leading term, so by
subtracting these two we obtain elements in K∩
(
⊕k−1j=0 ⊗j g
)
which are not in J 1∩
(
⊕k−1j=0 ⊗j g
)
.
If there would be such a Kk which is strictly bigger than Ik, than by Theorem 6 and Lemma
5 (1)↔(3) it would follow that Kk = ⊗kg, which implies Kj = ⊗jg for all j ≥ k. Since K has
infinite codimension this is not possible and the theorem is proven.
5.2 The corresponding representation of osp(m|2n)
In this section we will consider the superspace Rp|2n from Section 2, for p = m and p = m −
2. This corresponds to a super version of the ambient space method, used for the minimal
representation and the Joseph ideal for so(m) in e.g. [1, 11, 17, 23].
For p = m − 2 we will use the notations from Section 2, i.e. the operators ∆, R2 and E of
equation (6) and capital letters for the variables {Xi| i = 1, · · · ,m− 2 + 2n}.
For p = m we use small letters for the variables, {xa| a = 1, · · · ,m+2n} where the first m are
commuting and the last 2n anti-commuting. The corresponding sl(2) realization on Rm|2n will
be denoted by ∆˜, R˜2, E˜. These correspond to the definition in equation (6) with substitution
h→ g. For the partial differential operators we use the notation
∂a =
∑
b
gba∂xb which implies ∂a(xc) = gca,
for g the orthosymplectic metric on Rm|2n used in the definition of osp(m|2n).
We consider the canonical realization of osp(m|2n) as first order differential operators on
C∞(Rm|2n),
DV =
∑
a,b
V abxa∂b =
∑
a,c
V ac xa∂xc ,
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for V ∈ osp(m|2n), see e.g. [5]. Since this corresponds to a representation of osp(m|2n), we
know that
DUDV − (−1)|U ||V |DV DU = D[U,V ]. (18)
This action of osp(m|2n) commutes with the generators of sl(2) given by ∆˜, R˜2 and E˜. We
assume the metric h ∈ R(m−2+2n)×(m−2+2n) on Rm−2|2n and the metric g ∈ R(m+2n)×(m+2n) on
the bigger (usualy termed ambient) space Rm|2n to be related by
g =
 0 1 01 0 0
0 0 h
 .
With the association xi+2 = Xi for i = 1, · · · ,m− 2 + 2n, this implies
∆˜ =
∑
ab
gab∂xa∂xb = 2∂x1∂x2 + ∆, R˜
2 =
∑
ab
gabxaxb = 2x1x2 +R
2 and (19)
E˜ =
∑
a
xa∂xa = x1∂x1 + x2∂x2 + E.
The function space C∞(Rm|2n+ ) := C∞(Rm+ )⊗Λ2n is the algebra of smooth functions on the half
space Rm+ = {(x1, · · · , xm)|x1 > 0} with values in the Grassmann algebra Λ2n. We take the
quotient space C∞(Rm|2n+ )/(R˜2) with respect to the ideal generated by the function R˜2. Then
we can restrict to functions of homogeneous degree α, for α ∈ R:
Fα = {f ∈ C∞(Rm|2n+ )/(R˜2)| E˜f = αf} ⊂ C∞(Rm|2n+ )/(R˜2).
The space F2−M/2 has a useful property. The Laplace operator ∆˜ maps functions in C∞(Rm|2n+ )
of homogeneous degree 2 −M/2 to functions of degree −M/2. Consider R˜2k ∈ C∞(Rm|2n+ ) of
degree 2−M/2 (so k is of degree −M/2), the equation
∆˜R˜2k = R˜2∆˜k + (4E˜+ 2M)k = R˜2∆˜k
is an immediate consequence of the sl(2)-relations among ∆˜/2, R˜2/2 and E˜+M/2. This implies
that ∆˜ acting from C∞(Rm|2n+ )2−M/2 to C∞(R
m|2n
+ )−M/2 naturally descends to an action from
F2−M/2 to F−M/2. Therefore we can define a subspace
H˜ = {f ∈ F2−M/2 | ∆˜f = 0} ⊂ F2−M/2.
Since the action of osp(m|2n) commutes with ∆˜, R˜2 and E˜, the space H˜ is an osp(m|2n)-module.
To consider the ideal in the universal enveloping algebra corresponding to this representation
we need to consider the composition of two vector fields DU and DV for U, V ∈ osp(m|2n). This
yields
DUDV = (−1)[b][c]UabV cdxaxc∂b∂d + UabV bdxa∂d.
Therefore, the g-module morphism ⊗g→ Diff(Rm|2n), given by
V1 ⊗ V2 ⊗ · · · ⊗ Vk → DV1⊗V2⊗···Vk ≡ DV1DV2 · · ·DVk ,
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satisfies
DX = (−1)[b][c]Xabcdxaxc∂b∂d +Xabbdxa∂d, (20)
for X ∈ g⊗ g.
Lemma 10. When acting on H˜, the composition of vector fields satisfies
DU⊗V = DUDV ∼= DU}1V +
1
2
D[U,V ] + λD〈U,V 〉
for λ = − M−44(M−1) and for all U, V ∈ g = osp(m|2n) with m − 2n 6∈ {1, 2}. The right-hand side
can not be further simplified, i.e. all terms are not identically zero and do not correspond to
lower-order differential operators.
Moreover, when acting on F2−M/2 the composition satisfies
DU⊗V ≡ DU}1V +
1
2
D[U,V ] + λD〈U,V 〉 mod ∆˜.
Proof. The proof of this relation can be split up into the super symmetric and the super anti-
symmetric part. When evaluated on H˜, we have to get
DUDV + (−1)|U ||V |DV DU ∼= 2DU}1V + 2λD〈U,V 〉 and
DUDV − (−1)|U ||V |DV DU ∼= D[U,V ].
The second equation trivially holds, see equation (18). The left-hand side of the first equation
represents DX for a general tensor X ∈ g  g. First we exclude the case M = m − 2n = 0.
By choosing X to be in one of the four submodules of g  g in Theorem 2, the statement is
equivalent to
DX = 0 on H˜ if X ∈ Km|2n1+2+3+4 ,
DX = 0 on H˜ if X ∈ Km|2n21 ,
DX = − M − 4
4(M − 1)
∑
ab
Xab
ba on H˜ if X ∈ Km|2n0 .
First consider X ∈ Km|2n21 , so
Xabcd =
1
4
(
gbcAad − (−1)[a][b]gacAbd − (−1)[c][d]gbdAac + (−1)[a][b]+[c][d]gadAbc
)
,
with A ∈ 20Cm|2n a super symmetric traceless tensor, see Lemma 4. Equations (19) and (20)
then imply
4DX = AadxaE˜∂d +MAadxa∂d −AbdR˜2∂b∂d −Aadxa∂d
− Aacxaxc∆˜−Aadxa∂d + (−1)[b][c]AbcxcE˜∂b.
When evaluated on the space H˜, this reduces to
4DX = (1− M
2
)Aadxa∂d +MA
adxa∂d −Aadxa∂d −Aadxa∂d + (1− M
2
)(−1)[a][d]Adaxa∂d
= (
M
2
− 1)
(
Aad − (−1)[a][d]Ada
)
xa∂d, (21)
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which is zero by the super symmetry of A.
As for the total trace part K
m|2n
0 in (8), X
abcd = 12
(
gbcgad − (−1)[a][b]gacgbd), the associated
differential operator is
DX =
1
2
(
E˜(E˜− 1)− R˜2∆˜ + (M − 1)E˜
)
. (22)
When evaluated on the elements of H˜ this becomes
DX ∼= −M
8
(M − 4).
The comparison with Xab
ba = M(M − 1)/2, see e.g. equation (10), then yields the result.
The result for K
m|2n
1+2+3+4 follows from the explicit form of the projection operator in
equation (11),
Xabcd =
1
3
(
V abcd + (−1)[a]([b]+[c])V bcad − (−1)[b][c]V acbd
)
with V abcd ∈ g g. This is totally traceless, therefore
3DX = (−1)[b][c]V abcdxaxc∂b∂d + (−1)[a]([b]+[c])+[b][c]V bcadxaxc∂b∂d − V acbdxaxc∂b∂d.
This is zero since V acbd = −(−1)[a][c]V cabd while xaxc = (−1)[a][c]xcxa.
For the case M = 0 this can be proven very similarly. Instead of considering K
m|2n
21
and
K
m|2n
0 independently one needs to prove that
DX = −
∑
ab
Xab
ba
for X = φ(A) with φ defined in the proof of Lemma 4 and A ∈ Cm|2n  Cm|2n, which follows
from a direct calculation.
The fact that the terms in the right hand side of the lemma can not be reduced to lower-order
operators follows from the fact that they correspond to irreducible osp(m|2n)-representations
which do not appear in lower orders. The fact that they are not identically zero follows from
plugging in elements of so(m) ↪→ osp(m|2n) and using the classical result.
The slightly stronger second statement follows immediately from the calculations above.
Lemma 11. The function space F2−M/2 ⊂ C∞(Rm|2n+ )/(R˜2) is isomorphic to C∞(Rm−2|2n).
Proof. We consider the super vector space morphisms
α : F2−M/2 → C∞(Rm−2|2n),
α(f)(x) = f(1,−R2/2,x),
β : C∞(Rm−2|2n)→ F2−M/2,
β(F )(x1, x2,x) = x
2−M
2
1 F (x/x1),
with x = (X1, · · · , Xm−2+2n) = (x3, · · · , xm+2n). Functions in R2 are defined by a finite Taylor
series in the Grassmann variables. The morphism α is well-defined since α(R˜2h) = 0. The
composition β ◦ α on F2−M/2 satisfies
β ◦ α(f)(x1, x2,x) = x2−
M
2
1 f(1,−R2/(2x21),x/x1)
= f(x1,−R2/(2x1),x) = f(x1, x2,x).
Similarly we can show that α ◦ β is the identity on C∞(Rm−2|2n).
24
This isomorphism gives an induced action of osp(m|2n) on functions on Rm−2|2n, defined by
DX = α ◦ DX ◦ β for X ∈ osp(m|2n). (23)
This extends immediately to DX for X ∈ ⊗g.
It is clear that ∆˜β(F ) = 0 if and only if ∆F = 0, which implies that under the isomorphism
between F2−M/2 and C∞(Rm−2|2n), the space H˜ corresponds to the harmonic functions on
Rm−2|2n. This gives the harmonic polynomials on Rm−2|2n and osp(m|2n)-module structure.
This is expressed explicitly in the following theorem.
Theorem 9. The harmonic polynomials on Rm−2|2n, H = ⊕∞k=0Hk, form a representation of
osp(m|2n), with action given by
1. DA =
∑m−2+2n
i,j=1 A
ijXi∂Xj forA ∈ osp(m− 2|2n) ↪→ osp(m|2n),
2. ∂Xj , Xj (2E+M − 4)−R2∂Xj for j = 1, · · · ,m− 2 + 2n,
3. 2E+M − 4.
Proof. This can be calculated directly from the equality DX = α ◦ DX ◦ β for X ∈ osp(m|2n).
The first kind corresponds to X =
(
0 0
0 A
)
∈ osp(m|2n) for A ∈ osp(m− 2|2n). The second
and third kind correspond respectively to x1∂j+2−xj+2∂1 and 2(x2∂j+2−xj+2∂2). The last one
corresponds to 2(x2∂1 − x1∂2).
Remark 5. It is clear that the realization of so(m) ↪→ osp(m|2n) given in Theorem 9 does
not correspond to the classical realization of so(m) as differential operators on Rm−2 preserving
the kernel of the Laplace operator. This is the essential difference between the two Joseph-type
ideals and their corresponding representations in the current paper. Because for the metaplectic
representation of spo(2n|m) in Section 6, the restriction to sp(2n) gives the ordinary metaplectic
representation. This is closely related to Remarks 3 and 4.
Corollary 2. The differential operators DX on C∞(Rm−2|2n) for X ∈ osp(m|2n) defined in
equation (23) and calculated explicitly in Theorem 9, satisfy the relation
DXDY ≡ DX}1Y +
1
2
D[X,Y ] + λD〈X,Y 〉 mod ∆
for λ = − M−44(M−1) , with X,Y ∈ osp(m|2n).
Proof. This is an immediate consequence of Lemma 10 and equation (23).
For the next theorem we will make the substitution m = p + 2 in order to connect more
easily with earlier results on harmonic analysis on superspace, as in [5, 8].
Theorem 10. Consider the osp(p+2|2n)-representation H = ⊕∞k=0Hk of harmonic polynomials
on Rp|2n from Theorem 9. The space is an irreducible osp(p + 2|2n)-representation if p − 2n 6∈
2−2N. If p−2n = 2−2q, the representation H is indecomposable but has exactly one (irreducible)
subrepresentation, which decomposes as an osp(p|2n)-representation into irreducible pieces as
q⊕
j=0
Hj ⊕
2q⊕
j=q+1
R2j−2qH2q−j .
This subrepresentation is isomorphic to K
p+2|2n
q1 = K
p+2|2n
(1+n−p/2)1.
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Proof. In this proof we choose the metric g such that the equalities X1 = X2 and X
2 = X1
hold.
First we consider the case p− 2n 6∈ −2N. Each space Hk is an irreducible osp(p|2n)-module
with highest weight vector Xk1 , see Theorem 1. It is clear that ∂X1 from Theorem 9 maps X
k
1
to kXk−11 while(
X1 (2E+ p− 2n− 2)−R2∂X1
)
Xk1 = (2k + p− 2n− 2)Xk+11 .
So it is clear that if p − 2n 6∈ 2 − 2N, H is irreducible. If p − 2n = 2, the scalars form a
submodule, which does not have a complement representation, while the quotient H/C is an
irreducible osp(p+ 2|2n)-representation.
Now we consider the case p − 2n = 2 − 2q with q ∈ N+. Theorem 1 implies that Hk is an
irreducible osp(p|2n)-representation if k 6∈ [q + 1, 2q] with highest weight vector Xk1 , while if
k ∈ [q + 1, 2q], Hk is an indecomposable highest weight module with highest weight vector Xk1
and with one submodule R2k−2qH2q−k.
The action of the elements ∂X1 and X1 (2E− 2q)−R2∂X1 shows that each vector Xk1 with k >
q generates the entire representation H, so H is an indecomposable osp(m|2n)-representation.
It also shows that an osp(p + 2|2n)-submodule cannot contain Xk1 for k > q. Since all partial
derivatives ∂Xj are elements of osp(p+ 2|2n) each submodule U must contain the scalars. The
elements X1 (2E− 2q) − R2∂X1 then imply that Xk1 ∈ U for k ≤ q. Then we can take the
action of the element X2 (2E− 2q) − R2∂X2 on Xq1 , which shows that also R2j−2qX2q−j1 is
inside U for j = q + 1, 2q.
Summarizing, this yields that any possible submodule must be of the form
U =
q⊕
j=0
Hj ⊕
2q⊕
j=q+1
R2j−2qH2q−j ,
as an osp(p|2n)-representation. To prove that this is an osp(p + 2|2n)-representation we only
need to show that it is preserved by the action of the operators ∂Xj and
(
Xl(2E− 2q)−R2∂Xl
)
.
This corresponds to noting that(
Xl(2E− 2q)−R2∂Xl
)
R2j−2−2qH2q−j+1 ⊂ R2j−2qH2q−j
for j = q+1, · · · , 2q and (Xl(2E− 2q)−R2∂XlR2j−2−2q)R2q = 0 holds. This follows easily since
the right-hand side is always an element of R2P and Hk∩R2P = R2k−2qH2q−k for q+1 ≤ k ≤ 2q
and zero otherwise, which is an immediate consequence of Theorem 1. The corresponding claim
for ∂Xj follows similarly.
Note that the identification of the submodule with K
p+2|2n
(1+n−p/2)1 yields a branching rule for
osp(p|2n) ↪→ osp(p+ 2|2n), which follows also from applying Theorem 10 in [5] twice:
K
p+2|2n
(1+n−p/2)1
∼= Kp+1|2n(1+n−p/2)1 ⊕ K
p+1|2n
(n−p/2)1
∼=
1+n−p/2⊕
l=0
K
p|2n
l1
⊕
n−p/2⊕
j=0
K
p|2n
j1
.
This representation of osp(m|2n) (with m = p + 2) is not unitarizable, contrary to the
classical case. This follows from the fact that, due to the structure of the roots, a faithful uni-
tarizable representation of osp(m|2n) remains unitarizable as an osp(m− 2|2n)-representation.
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The module H can not be unitarizable for osp(m − 2|2n) since it decomposes into finite di-
mensional representations, which are never unitarizable for orthosymplectic Lie superalgebras
different from osp(2|2n), see [30]. If m−2n ∈ 4−2N, the non-unitarizability follows immediately
from the non-completely reducibility. This non-unitarizability is also related to the fact that the
representation corresponds to a representation of the real Lie superalgebra osp(p + 1, 1|2n;R),
which has no unitary representations, see Theorem 6.3.1 in [27].
Now we can prove that the Joseph ideal from Subsection 5.1 is related to the annihilator
ideal of this representation on the kernel of the super Laplace operator.
Theorem 11. If for g = osp(m|2n), M = m − 2n 6∈ {1, 2} holds, the annihilator ideal in the
universal enveloping algebra U(g) of the representation of osp(m|2n) on harmonic polynomials
on Rm−2|2n, or its irreducible quotient space contains the ideal J1. In particular this implies that
U(g)/J1 is infinite dimensional. If m− 2n > 2, the annihilator ideal is identical to J1.
Proof. Corollary 2 implies that the ideal in the universal enveloping algebra of osp(m|2n), corre-
sponding to the representation H, contains J1. The fact that the annihilator ideal is not bigger
than J1 in case m− 2n > 2, then follows from Theorem 8.
Remark 6. In case equation (13) could be proven for g = osp(m|2n) and V the adjoint repre-
sentation for m−2n < 0, the equality of the annihilator ideal and Joseph-like ideal would follow
from Lemma 6 for those cases as well.
6 The case of spo(2n|m)
In this section we use the second notion of the Cartan product in the second tensor power of
g = spo(2n|m) to construct a second 1-parameter family of ideals in U(g). Again, only for one
value of the parameter the ideal has infinite codimension. In this case the ideal generalizes the
Joseph ideal of sp(2n). We also show that this ideal is the annihilator ideal of a generalization
of the minimal representation of sp(2n) to spo(2n|m) studied in e.g. [6].
6.1 The Joseph-like ideal for spo(2n|m)
Lemma 12. For g = spo(2n|m), let Φ denote the composition
g ∧ g⊗ g ↪→ g⊗ g⊗ g→ g⊗ g}2 g.
Then,
dim Homg(g, ker Φ) ≥ 1.
Proof. First we construct, from T ∈ g, the tensor Uabcdef
= −4gdegcfT ab + 4(−1)[c][d]gcegdfT ab − gcbgdeT af + (−1)[c][d]gdbgceT af + (−1)[e][f ]gcbgdfT ae
−(−1)[c][d]+[e][f ]gdbgcfT ae + (−1)[a][b]gcagdeT bf − (−1)[a][b]+[c][d]gdagceT bf
−(−1)[a][b]+[e][f ]gcagdfT be + (−1)[a][b]+[c][d]+[e][f ]gdagcfT be
of which the cdef -part is inside K
m|2n
0 ⊕Km|2n21 ⊕K
m|2n
1+2 . Then we define the tensor
Sabcdef = Uabcdef − (−1)([a]+[b])([c]+[d])U cdabef ,
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the second term is given explicitly by −(−1)([a]+[b])([c]+[d])U cdabef
= 4(−1)([a]+[b])([c]+[d])gbegafT cd − 4(−1)([a]+[b])([c]+[d])+[a][b]gaegbfT cd
+(−1)[b]([c]+[d])+[a][c]gdagbeT cf − (−1)([a]+[b])[c]gdbgaeT cf − (−1)[b]([c]+[d])+[a][c]+[e][f ]gdagbfT ce
+(−1)[a][c]+[b][c]+[e][f ]gdbgafT ce − (−1)[b]([c]+[d])gcagbeT df + (−1)[b][d]gcbgaeT df
+(−1)[b]([c]+[d])+[e][f ]gcagbfT de − (−1)[a][d]+[e][f ]gcbgafT de.
It can then be checked that the cdef -part of the tensor, after being super symmetrized in
cd↔ ef , is of the form
2
3
V cdef +
1
3
(−1)[d][e]V cedf − 1
3
(−1)[c]([d]+[e])V decf ,
for V ∈ gg, which according to Remark 2 corresponds to the projection of gg onto everything
except g}2 g. This shows that S is of the required form.
This tensor can now be used to prove the following theorem. Since the proof is, like the
proof of Theorem 6, a generalization of methods in [12] using the results obtained in the current
paper in Section 3, we do not give it explicitly.
Theorem 12. Consider g = spo(2n|m). If µ 6= 14 , the two-sided ideal J 2µ in ⊗g generated by
X ⊗ Y −X }2 Y − 1
2
[X,Y ]− µ〈X,Y 〉
for all X,Y ∈ g, contains g ⊂ ⊗g.
Proof. This is proven similarly to Theorem 3.1 in [12] by reducing the tensor S from Lemma 12
in two different ways.
Again we can consider the associated ideal in U(g), J2µ, which is a generalization of the
Joseph ideal for sp(2n) for the critical value.
Theorem 13. For g = spo(2n|m), the ideal J2µ
• is equal to U(g) if µ 6= 1/4 and µ 6= 0
• is equal to U+(g) = gU(g) if µ = 0
• has infinite codimension if µ = 1/4.
Proof. The first two cases follow similarly as in Theorem 7, the last case is stated in the subse-
quent Theorem 16.
For the critical value µ = 1/4 the ideals will be denoted by J 2 and J2.
Remark 7. Contrary to the first kind of Joseph-like ideal, the ideal J2 has the property that
J2 ∩ U(sp(2n)) is exactly equal to the Joseph ideal for sp(2n). This follows immediately from
Remark 3 and the quadratic relation in Theorem 12. This is intimately related to the fact that
the spo(2n|m)-representation, of which this ideal is the annihilator ideal, is the tensor product
of the minimal sp(2n)-representations with so(m)-representations, see the subsequent Theorem
16.
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Finally we can again prove that the result of [16] extends to the second notion of Joseph
ideal in the current paper.
Theorem 14. Consider a two-sided ideal K in U(g) for g = spo(2n|m). If K has infinite
codimension and the associated graded ideal gr(K) in S(g) = g satisfies(
gr(K) ∩ 2g) ⊕ g}2 g = 2g,
then K is equal to the Joseph ideal J2.
Proof. This result is obtained identically as Theorem 8.
6.2 The corresponding representation of spo(2n|m)
For spo(2n|m) we consider the representations studied in [6], which are classified as the only
completely pointed ones, see Theorem 6 in [6]. This corresponds to a generalization of the
metaplectic or Segal-Shale-Weil representation, which is the minimal representation of sp(2n),
even though the motivation to study these representations in [6] came from a generalization of
the spinor representation of so(m).
The minimal representation of sp(2n) on n commuting variables is extended to a represen-
tation of spo(2n|m) by adding anticommuting variables on which so(m) acts. Contrary to the
representation we considered for osp(m|2n), this representation is unitarizable (see e.g. [4, 6]),
as in the classical case. We prove that the second Joseph-like ideal is the annihilator ideal of
this representation.
Definition 2. The algebra Λd|n is freely generated by {θ1, · · · , θd, t1, · · · , tn} subject to the re-
lations
θjθk = −θkθj for 1 ≤ j, k ≤ d, titl = tlti for 1 ≤ i, l ≤ n
and
θjti = −tiθj for 1 ≤ j ≤ d, 1 ≤ i ≤ n.
This algebra is a superalgebra with unusual gradation. The commuting variables are con-
sidered as odd and the Grassmann variables are even. With this gradation the algebra is in fact
a super anti-commutative algebra, ab = −(−1)|a||b|ba for a, b two homogeneous elements of the
superalgebra. Therefore this corresponds to a supersymmetric version of a Grassmann algebra.
We introduce the short-hand notation of weights ωd =
1
2(1 + 2 + · · · + d), ωd−1 = 12(1 +
2 + · · ·+ d−1 − d), νn−1 = δ1 + δ2 + · · ·+ δn−1 and νn = δ1 + δ2 + · · ·+ δn.
For spo(2n|2d+ 1), the space Λd|n is an irreducible highest weight representation L2d+1|2nωd− 12νn
∼=
K
2d+1|2n
ωd− 12νn
. For spo(2n|2d), the space Λd|n decomposes into two irreducible highest weight repre-
sentations L
2d|2n
ωd− 12νn
∼= K2d|2n
ωd− 12νn
and L
2d|2n
ωd−1− 12νn
∼= K2d|2n
ωd+νn−1− 32νn
. For both cases the weight of
an element of Λd|n
θγ11 θ
γ2
2 · · · θγdd tβ11 tβ22 · · · tβnn is ωd −
1
2
νn −
d∑
j=1
γd−j+1j −
n∑
i=1
βn−i+1δi. (24)
The generators θi and tj can be combined into one notation Tk for k = 1, · · · , d + n. The
operators ∂θi are defined by ∂θiθl = δil − θl∂θi , ∂θitj = −tj∂θi and ∂θi(1) = 0. The operators ∂tj
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are defined by ∂tjθl = −θl∂tj , ∂tj tk = δjk + tk∂tj and ∂tj (1) = 0. These operators ∂Tk generate
an algebra isomorphic to Λd|n. The algebra generated by Tk and ∂Tk is denoted by Diff(Λd|n),
or Diff(Sm|2n).
The realization of spo(2n|2d) is generated as a Lie superalgebra by the operators TiTj and
∂Ti∂Tj with Z2-gradation inherited from the associative superalgebra Λd|n. The realization of
spo(2n|2d+ 1) is generated by the operators Ti and ∂Ti , again with gradation inherited from the
superalgebra Λd|n.
The realization inside Diff(Λd|n) of spo(2n|m) for m = 2d+1 or m = 2d described above and
in [6] is denoted by DV for V ∈ g = spo(2n|m), which extends to ⊗g by setting DU⊗V = DUDV .
Aside from the obvious Z2-gradation we introduce a useful N-filtration on Diff(Λd|n) by
setting the degTj = 1, deg∂Tj = 1 and deg1 = 0, then we obtain that g is realised inside
Diff(Λd|n)2 for g equal to spo(2n|2d) and spo(2n|2d+ 1).
Theorem 15. If m − 2n 6∈ {0, 1, 2}, the operators DX for X ∈ ⊗g, where g = spo(2n|m),
introduced above satisfy the relation
DUDV = DU}2V +
1
2
D[U,V ] + µD〈U,V 〉
for µ = 14 and with U, V ∈ g. The three terms on the right-hand side are not identically zero
and cannot be simplified to lower order terms.
Proof. The mapping g ⊗ g →Diff(Sm|2n)4 given by U ⊗ V → DUDV is a g-module morphism,
where the g action on Diff(Sm|2n) is given by V ·D = [DV , D] for V ∈ g and D ∈Diff(Sm|2n).
If one of the subrepresentations of g⊗g, which are all generated by a highest weight vector, is
not in the kernel of the mapping above, there has to be a highest weight vector inside Diff(Sm|2n)4
of the corresponding weight. The six highest weights are given in Theorem 2. For 4δ1, 2δ1 and
0, such a highest weight vector is given by respectively ∂4tn , ∂
2
tn and 1.
For the other three highest weights, we can prove that such a highest weight vector does not
exist. For 3δ1+δ2, the only allowed vector is ∂
3
tn∂tn−1 , which is not a highest weight vector since
[tn−1∂tn , ∂3tn∂tn−1 ] = −∂4tn . For 2δ1 + 2δ2 the only allowed one is ∂2tn∂2tn−1 which is not a highest
weight vector for the same reason. The allowed vectors with weight δ1 + δ2 are given by
v =
a0 + n∑
j=1
ajtj∂tj +
n+d∑
j=1
aj+nθj∂θj
 ∂tn−1∂tn ,
for arbitrary constants as for s = 0, · · · , n+ d. Again, we calculate
[tn−1∂tn , v] = −
a0 + n∑
j=1
ajtj∂tj +
n+d∑
j=1
aj+nθj∂θj
 ∂2tn + antn−1∂tn−1∂2tn
which can only be zero if as = 0 or s = 0, · · · , n+ d.
The statement can then be split up into a super symmetric and super skew symmetric part:
DUDV − (−1)|U ||V |DVDU = D[U,V ] and
DUDV + (−1)|U ||V |DVDU = 2DU}2V + 2µD〈U,V 〉.
The first part follows immediately. The fact that the other two subrepresentations of g g are
mapped to zero combined with the fact that the constants form the only trivial representation
30
inside Diff(Λd|n)4 prove that the second part must hold for some constant µ. Now if µ 6= 14
would hold, Theorem 12 would imply that the representation Sm|2n would be trivial, which is
not the case.
The last statement follows the fact that the right-hand side consists of irreducible repre-
sentations which can not be constructed by elements of lower degree and the classical case of
the symplectic spinors, since the realisation of sp(2n) ↪→ spo(2n|m) corresponds to the classical
realisation of the metaplectic representation.
Theorem 16. The annihilator ideal in the universal enveloping algebra of the spo(2n|m) rep-
resentation Sm|2n is equal to the Joseph-like ideal J2 if m − 2n 6∈ {0, 1, 2}. If m is even this
statement also holds for the two non-isomorphic components of the representation Sm|2n. In
particular this implies that U(g)/J2 has infinite dimension.
Proof. The proof is identical to that of Theorem 11.
7 Symmetry algebra of super Laplace operator
Apart from the interest in pure algebraic results for the theory of Lie superalgebras, the main
motivation for treating the present problems is harmonic analysis on Lie supergroups. One
basic question here aims towards understanding the kernel of the super Laplace operator ∆ on
Rm−2|2n as a module over osp(m|2n), see Subsection 5.2. In the core of the problem lies the
structure of the algebra of symmetry operators of ∆, preserving the representation space of
harmonic functions. For example, in the classical case, the commuting pairs of second order
symmetries correspond to separation of variables for the Laplace operator and lead to classical
coordinate systems and special function theory for orthogonal groups.
The symmetries of the Laplace operator on Rm−2 are studied in [11]. It follows easily that
the symbol of a symmetry of the Laplace operator corresponds to a conformal Killing tensor
field. The symmetries of first order generate so(m). The extension of this realization of so(m) to
the universal enveloping algebra yields higher order symmetries. Then it can be proved that this
procedure gives a higher symmetry corresponding to each conformal Killing tensor field. The
kernel of this realization of U(so(m)) is exactly the Joseph ideal. This implies that there is an
isomorphism between the space of symmetries of the Laplace operator on Rm−2, the conformal
Killing tensor fields on Rm−2 and the quotient U(so(m))/J with J the Joseph ideal. In this
section we discuss the corresponding statements for the super Laplace operator on Rm−2|2n and
the Joseph ideal for osp(m|2n).
As in the classical case, a symmetry of the super Laplace operator ∆ is a differential operator
D which satisfies ∆D = δ∆ for some other differential operator δ. Trivial symmetries are
the ones of the form T∆ for some differential operator T . When we consider the algebra of
symmetries, it is understood to be quotiented with respect to these trivial symmetries, so we
compose equivalence classes of symmetries.
It can be proved directly that the realization of osp(m|2n) as differential operators on Rm−2|2n
in Theorem 9 yields all non-trivial symmetries of degree 1 of the super Laplace operator. Com-
posing these symmetries leads to higher order symmetries. Corollary 2 implies that this yields
an algebra of symmetries isomorphic to the quotient of U(g) with respect to an ideal containing
the Joseph ideal J1. Identically to Theorem 11 it then follows that this algebra is given by
U(g)/J1 if m− 2n > 2 and this would hold also for m− 2n ≤ 0 in case equation (13) could be
proved for V = g = osp(m|2n) for those dimensions.
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Lemma 13. For g = osp(m|2n), the injective realisation of U(g)/J1 as equivalence classes of
symmetries given by differential operators ∆ on Rm−2|2n induced by Theorem 9 yields an algebra
of symmetries of the super Laplace operator for m− 2n > 2.
In order to address the question whether this yields all non-trivial higher symmetries we
introduce conformal Killing tensor fields on superspace. An immediate extension of the classical
definition is given underneath.
Definition 3. If m − 2 − 2n 6∈ −2N, a superconformal Killing tensor field of valence r on
Rm−2|2n is a supersymmetric trace-free tensor field
ϕjk...l ∈ C∞(Rm−2|2n,r0Cm−2|2n),
satisfying
∂(iϕjk...l)0 = 0, (25)
where the subscript 0 always denotes the trace free part of a given tensor field.
As was discussed in Section 2, in [5] it was proved that the osp(m − 2|2n)-representations
r0Cm−2|2n are irreducible and equal to }rCm−2|2n if m− 2n− 2 6∈ −2N.
As in the classical case we aim to identify conformal Killing tensor fields with symbols of
symmetries of the Laplace operator. The reason why traceless tensors fields are considered is
because metric terms in the symbol lead to a Laplace operator, thus to a trivial symmetry.
However in superspace when m − 2n − 2 ∈ −2N holds, rCm−2|2n does no longer decompose
into traceless tensors and tensors containing a metric part, see the end of Section 2. In particu-
lar, for some values of r, traceless tensors can contain metric terms. Therefore the quotient of
rCm−2|2n with respect to tensors containing a metric term is not irreducible, but still indecom-
posable. As discussed at the end of Section 2, r0Cm−2|2n is also not isomorphic to this quotient
rCm−2|2n/r−2 Cm−2|2n for these cases, so it is important to adjust Definition 3. The reason
why only the traceless part of ∂(iϕjk...l) in Definition 3 is required to be zero, is again that the
metric part leads to a Laplace operator. The proper definition of superconformal Killing tensor
fields therefore is given in the following definition.
Definition 4. A superconformal Killing tensor field of valence r on Rm−2|2n is a supersymmetric
tensor field
ϕjk...l ∈ C∞(Rm−2|2n,rCm−2|2n/r−2 Cm−2|2n),
where r−2Cm−2|2n is imbedded in rCm−2|2n by multiplying with the metric and symmetrizing,
satisfying
∂(iϕjk...l) = g(ijλk...l), (26)
for some tensor field λ. Denote by Ar(Rm−2|2n) the vector space of superconformal Killing tensor
fields on Rm−2|2n.
If m− 2n 6∈ 2− 2N this is identical to Definition 3.
It follows from a straightforward calculation that the symbol of a symmetry of the super
Laplace operator is a superconformal Killing tensor field. As in the classical case, the question
of completeness of the symmetries in Lemma 13 inside the space of symmetries of the Laplace
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operator, can be posed in a graded way. Therefore, we only look at the highest order term of
the symmetry, which is identified with its symbol. Thus we obtain a mapping
Φ : kg→ C∞(Rm−2|2n,kCm−2|2n) (27)
for g = osp(m|2n), induced from the realisation of g as symmetries of the Laplace operator on
Rm−2|2n.
Let us first consider the case m − 2n > 2. From the considerations in Lemma 10 it follows
that if we take the quotient with respect to k−2Cm−2|2n (considering only traceless tensors)
on the right-hand side, then everything except the Cartan product }kg is inside the kernel of
the mapping induced by Φ. This is well-defined, since the Cartan product has a complement
representation in that case, see Theorem 5. The question whether the algebra of symmetries is
U(g)/J1 and whether for each conformal Killing tensor field there is a symmetry with such a
symbol, is therefore reduced to the question whether the mapping
}rg→ Ar(Rm−2|2n), (28)
is surjective.
In the classical case, the BGG resolution [25] allows to conclude that the map (28) is sur-
jective. This follows from the fact that the differential operators in Definition 4 are exactly the
first differential operators in the BGG resolution corresponding to the representation }rso(m).
It is generally believed that BGG resolutions do not exist for all finite dimensional osp(m|2n)-
modules. The reason is that finite dimensional osp(m|2n)-modules correspond to rather compli-
cated modules on the Lie algebra side according to the super duality principle, which connects
parabolic categories O for the orthosymplectic Lie superalgebras and classical Lie algebras of
BCD types, see [4]. On the other hand, according to the same super duality principle, BGG
resolutions exist for oscillator modules of osp(m|2n), see the last paragraph of Section 1.4. in
[4]. In Section 7 in [7] a procedure is developed which might create the necessary information
related to the desired BGG resolutions for conformal geometry for osp(m|2n).
We leave open the surjectivity question for the representation of osp(m|2n) corresponding to
super conformal Killing tensor fields. Let us remark that the problem might also be geometrically
resolved by constructing a prolongation of the overdetermined system of the superconformal
Killing tensor differential operator, (26). In the case the surjectivity hypothesis is fulfilled, the
isomorphism between symmetries of the Laplace operator, conformal Killing tensor fields and
the quotient U(g)/J1 follows.
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List of notations
spo(2n|m) orthosymplectic superalgebra with standard system of simple roots
osp(m|2n) orthosymplectic superalgebra with non-standard system
xa, a = 1, . . . ,m+ 2n variables on the superspace Rm|2n
Xj , j = 1, . . . ,m+ 2n− 2 variables on the superspace Rm−2|2n
∆˜, R˜2, E˜ sl(2)-realisation on Rm|2n
∆, R2,E sl(2)-realisation on Rm−2|2n
L
m|2n
λ irreducible representation of spo(m|2n) with highest weight λ
K
m|2n
µ irreducible representation of osp(m|2n) with highest weight µ
V  V super symmetric tensor product of module V
V ∧ V super skew symmetric tensor product of module V
V } V submodule of V ⊗ V generated by the highest weight
vector, if this module is irreducible and has a complement
g}1 g Cartan product of the adjoint representation for g = osp(m|2n)
g}2 g Cartan product of the adjoint representation for g = spo(2n|m)
A The submodule of g⊗ g of traceless tensors if m− 2n 6∈ {1, 2}
A1 The submodule of g⊗ g given by A ∩ g ∧ g
A2 ∼= g}1 g ⊕ g}2 g The submodule of g⊗ g given by A ∩ g g
〈·, ·〉 Killing form on osp(m|2n)
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