Abstract-There have been many recent efforts to study accelerated gradient optimization algorithms from the perspective of dynamical systems. In this paper, we study the time-varying continuous-time version of these algorithms and we focus on their robustness properties with respect to small but persistent disturbances acting on the states and gradients. We show that a family of ordinary differential equations (ODE) related to the continuous-time limit of the Nesterov's accelerated gradient method can be rendered unstable under arbitrarily small additive disturbances. Indeed, while solutions of these dynamics may converge to the set of optimizers, in general the time-varying dynamics do not render the set of optimizes uniformly asymptotically stable, even when the cost function is strongly convex. We show this fact by using Artstein's idea of limiting equations. To address the lack of uniformity in the convergence we propose a framework where we regularize the ODEs by using resetting mechanisms that are modeled by wellposed hybrid dynamical systems. For these systems, we are able to establish uniform asymptotic stability properties and strictly positive margins of robustness, as well as convergence rates similar to those of the non-hybrid ODEs. We finish by characterizing a family of regular discretization mechanisms that retain the stability and robustness properties of the hybrid dynamics.
I. INTRODUCTION
In this paper we focus on fast gradient-based algorithms for the optimization problem
where f is a smooth convex function and M ⊂ R n is a closed convex set. This type of problems has received significant attention due to the variety of applications that require fast algorithms with scalable rates of convergence. Two well-known accelerated gradient methods are Nesterov gradient [1] , [2] and Heavy-ball [3] methods, which have inspired many following work, [4] , [5] , [6] to just name a few. While these results were initially developed for discretetime systems, recent works have focused on the development of continuous-time gradient-based algorithms modeled as ordinary differential equations (ODEs) that can be seen as the continuous-time limit of the discrete-time algorithms, e.g., [7] , [8] , [9] , [10] , [11] . In particular, when M = R n , it was shown in [7] that the time-varying ODË
can be seen as the limiting continuous-time system obtained from Nesterov's gradient method. These results have been generalized in [8] and [9] using Bregman Lagrangians, generating a family of Euler-Lagrange equations of the form
where (p, c) ∈ R 2 >0 ,ẋ(0) = 0, t ≥ t 0 ≥ 0, h : M → R is a distance generating function of Legendre type, and ℓ : R → R >0 is a continuous function satisfying ℓ(p) > 1 for all p ∈ R >0 . Moreover, recent results in [12] derived similar high-resolution ODEs that are able to differentiate between the continuos-time limit of the Nesterov and Heavy Ball algorithms. It was also recently shown in [13] that for the case when ℓ(p) = 2p + 1 and h(x) = 0.5|x| 2 , Runge-Kutta discretization methods applied to (3) can generate discretetime algorithms that achieve acceleration in the sense of number of iterations.
While the previous results have been instrumental in the analysis and design of various optimization algorithms with provable acceleration and convergence properties, the study of the robustness properties of these algorithms is still at its infancy. Indeed, as it has been noted in the literature, e.g., [14] , [9] , dynamics of the form (3) may become unstable under small disturbances or even under forward Euler discretization with small step sizes. Apart from the safety concerns that arise from implementing algorithms that can be rendered unstable by arbitrarily undetectable disturbances, lack of robustness in optimization algorithms is problematic for applications that require real-time measurements of states and/or gradients generated by corrupted Oracles or sensors. Robustness is also a fundamental property for systems that operate in noisy environments or in settings where the states or the gradients can be suddenly or persistently disturbed by external signals, e.g., real-time reinforcement learning [15] , real-time tuning of learning algorithms [16] , adaptive control [17] , online and model-free optimization [18] , etc.
On the other hand, the study of stability and robustness properties of dynamical systems is nontrivial. As it has been shown in [19] , [20] , and [21] , continuous-time, discrete-time, and hybrid dynamical systems can generate trajectories that converge to a particular point, but which fail to render stable the same point under arbitrarily small disturbances. This lack of robustness may emerge even in nonlinear systems having an equilibrium point that is globally exponentially stable and disturbances that converge to zero exponentially fast [22] . Motivated by this background, we study in this paper the robustness properties of the accelerated gradient ODE (3) under small persistent disturbances in the states and gradients. We show that, in general, the dynamics (3) may lack a strong convergence property called uniform attractivity, which is typically used to certify robustness in time-varying dynamical systems with convergent behaviors [23] , [21] . In turn, lack of uniform attractivity has been historically linked to potential lack of robustness to small persistent disturbances acting on the dynamics, see [24] and the discussion in [17, pp. 222] . To address this issue, we propose to regularize the dynamics (3) in order to induce the desired uniformity and robustness properties. The resulting regularized dynamics are hybrid, in the sense that they combine continuous-time and discrete-time dynamics, and can be seen as robust periodic and persistently non-periodic restarting mechanisms designed to induce not only convergence and acceleration, but also robust stability of the optimal point x * . We note that while the idea of using restarting to improve the convergence performance of accelerated gradient dynamics has been studied in [14] and [25] for discrete-time systems, in [7] and [26, Ch. 9] for ODEs, and in [27] and [28] for hybrid systems, to the best of our knowledge there is a lack of study in the literature concerning accelerated gradient ODEs that render uniformly asymptotically stable the set of attractors, and for which strictly positive margins of robustness under arbitrarily small time-varying bounded disturbances can be established. In addition, we show that, as a consequence of having robust stability properties, a family of regular discretization mechanisms, which include forward Euler and k-th order Runge-Kutta methods as special cases, preserve the stability and robustness properties of the dynamics.
Notation
Given a compact set A ⊂ R n , and a column vector x ∈ R n , we define |x| A := min y∈A |x − y|. We use B to denote a closed unit ball of appropriate dimension, ρB to denote a closed ball of radius ρ > 0, and X + ρB to denote the union of all sets obtained by taking a closed ball of radius ρ around each point in the set X . The closure of a set X is denoted as X and its convex hull is given by con(X ). A function f : R n → R is said to be radially unbounded if
A function ρ is of class K ∞ if it is continuous, zero at zero, strictly increasing, and satisfies ρ(s) → ∞ as s → ∞.
II. ON THE UNIFORM CONVERGENCE PROPERTIES OF THE ACCELERATED GRADIENT DYNAMICS

A. Nominal Accelerated Gradient Dynamics
The accelerated gradient ODE in (3) can be rewritten in the following state space representation with x 1 := x, x 2 :=ẋ,
where t ≥ t 0 ≥ 0, which is a time-varying system. To analyze system (4) one can introduce an auxiliary time state τ = t with dynamicsτ = 1, leading to the time-invariant dynamical system with overall state z = [x
, and dynamics given bẏ
with τ (0) ≥ 0. When f (·) is continuously differentiable and p = 2, system (5) corresponds to the dynamics studied in [7] with ℓ(p) = p + 1, c = 0.25, and z(0) ∈ K 0 := R n × {0} × {0}. On the other hand, when ℓ(p) = 2p + 1, c = 1, and z(0) ∈ K 0 := R n × {0} × {1}, system (5) corresponds to the ODE studied in [13] . If, alternatively, one considers the state space representation suggested in [8] , [9] , given by
can be written as the time-invariant systeṁ
with τ (0) ≥ 0. Irrespective of the state space representation, under convexity and suitable technical assumptions on f , the solutions of the accelerated gradient ODE with z(0) ∈ K 0 guarantee that the sub-optimality measurẽ
converges to zero at a rate O(1/t p ). If one further assumes that f is strongly convex, it can also be shown that the error
converges to zero with a rate O(1/t p/2 ), p > 2. While this type of convergence results are instrumental for the solution of optimization problems from particular initial conditions and under ideal settings where perturbations are absent, they do not provide any information about the behavior of the ODE (5) under small variations in the parameters or under small but persistent disturbances.
B. Perturbed Accelerated Gradient ODE
Consider the ODE in the state space form (5) or (6), and let e s (t), e a (t) : R ≥0 → R 2n+1 be measurable perturbation functions satisfying |e(t)| ≤ ε for all t ≥ 0, with e(t) := [e s (t)
⊤ , e a (t) ⊤ ] ⊤ , for some ε > 0. The ODE (5) under state and additive perturbations can be written aṡ
Typically, the signal e s (t) is related to unavoidable measurement noise that emerges in practical applications. On the other hand, the signal e a (t) may capture uncertainty, noise, or error approximations on the gradients ∇f (t) or the "clock" τ that coordinates the dynamics. Since we only impose an ε-upper bound on |e(t)|, the signals e s (t) and e a (t) could also be of adversarial nature.
C. Certifying Robustness via Uniform Convergence Properties
In order to study the robustness properties associated to the accelerated gradient ODE, one way is to use stronger notions of stability and convergence developed for feedback control systems [29] .
Definition 2.1: For the systemż = f (z) with z ∈ R m , a closed set A ⊂ R m is said to be uniformly globally stable (UGS) if there exists a function α ∈ K ∞ such that any solution satisfies |z(t)| A ≤ α (|z(0)| A ) for all t ≥ 0 in the domain of the solution.
In words, the property of UGS asks that solutions that are initialized close to A must stay close to A for all time, and that all solutions remain uniformly bounded on compact sets of initial conditions.
Definition 2.2:
For the systemż = f (z) with z ∈ R m , a closed set A ⊂ R n is uniformly globally attractive (UGA) if for each r > 0 and each δ > 0 there exists a T ≥ 0 such that any solution with |z(0)| A ≤ r satisfies |z(t)| A ≤ δ for all t ≥ T in the domain of the solution.
In words, the property of UGA asks that for each r > δ all solutions z(t) with unbounded time domain must converge in finite time to δ-neighborhoods of A from r-neighborhoods of A, with finite time depending only on the size of δ and r. It should be noted that UGA is a stronger notion compared to the classic notion of convergence or global attractivity (GA) which simply asks that every solution satisfies z(t) → A as t → ∞ but do not impose any condition on how the convergence depends on the initial conditions z(0).
Definition 2.3:
For a dynamical systemż = f (z), a closed set A is uniformly globally asymptotically stable (UGAS) if it is uniformly stable and uniformly attractive.
The property of of UGAS is relevant for the study of the robustness properties of dynamical systems [23] . This is because UGAS of compact attractors A, plus some regularity conditions on the dynamics, implies the existence of a positive definite (w.r.t A) Lyapunov function V (z) with bounded gradient, satisfyingV (z) < −ρ(z) for some positive definite ρ(·) for all z / ∈ A. Since the inequality is strict outside of A, the stability properties implied by the Lyapunov function also hold for the perturbed system for sufficiently small perturbations and outside a small neighborhood of A.
Unfortunately, as the following counter example shows, the accelerated gradient ODE (5) may generate trajectories that converge to the solution of (1) in a non-uniform way, even when f is strongly convex. , which is continuously differentiable and strongly convex. Let s = t−1, and consider the time-varying dynamics in the s-time scale, given by
with s ≥ s 0 ≥ 0 and h(s) := ℓ (2) s+1 . Proposition 2.1: For the system (8) the optimal compact set A := {0} × {0} is uniformly globally stable, globally attractive, but not UGAS.
Proof: UGS follows by considering the Lyapunov function V (x) = 0.5x
, which leads toV (x) = −h(s)x 2 2 ≤ 0 and using Thm. 4.8 in [29] . Global convergence of x 1 (t) and x 2 (t) to 0 follows by the bounds O(1/t 2 ) and O(1/t) established in [7] and [13] for x 1 and x 2 , respectively, which follow by the strong convexity of f and a suitable Lyapunovlike function. To show that A is not UGAS for (8) Lack of uniformity in the convergence properties of the ODE (8) implies that as s → ∞, the damping term h(s)x 2 in (8) takes longer and longer to react to small changes in the system. Figure 1-(a) shows the trajectories of x 1 and x 2 generated under ε-disturbances on the gradient of ∇f in (5) and (6), with ε = 1 × 10 −3 and e a (t) being a periodic square signal with period of 5 × 10 3 s. As shown in the plot, the ε-perturbation induces instability in the dynamics. This lack of robustness in the convergence properties motivates us to study in the next section a framework based on regularization mechanisms that induce robust asymptotic stability properties in the accelerated gradient ODE. An example of the robust behavior induced by one these mechanisms is shown in Figure 1-(b) , where we show the evolution of x 1 and x 2 under the same adversarial signal as in Figure 1-(a) .
III. REGULARIZING THE GRADIENT DYNAMICS VIA ROBUST HYBRID SYSTEMS
Motivated by the convergence and robustness limitations of the time-varying ODE (3), we present in this section different types of well-posed hybrid regularization mechanisms that induce desirable robustness, stability, and convergence properties. Since the mechanisms combine continuous-time and discrete-time dynamics, they are modeled by hybrid (5) and (6) obtained when the hybrid regularization mechanism HAND-2 is implemented.
dynamical systems (HDS) [21] of the forṁ
These systems exhibit continuous-time flows, given by (9a), and discrete-time jumps, given by (9b). Therefore, their solutions z are parameterized by a continuous-time index t ∈ R ≥0 , which increases continuously during the flows, and a discrete-time index j ∈ Z ≥0 , which increases by one during the jumps. This hybrid parameterization is important for establishing structural robustness results using notions of graphical convergence. 1 Using the formalism (9) , and the state space representation (6), we consider a family of regularized Hybrid Accelerated Nesterov Dynamics (HANDs) with overall state z = [x
where
ℓ(p)−1 , and G x , G τ are resetting functions to be designed. As in the nominal case (6), in order to study the robustness properties of (10), we also consider perturbed HANDs of the forṁ z = F (z + e 1 ) + e 2 , z + e 3 ∈ C, (11a)
where the signals e i : R ≥0 → R 2n+1 are all measurable admissible perturbations that satisfy sup t≥0 |e i (t)| ≤ ε for some ε > 0, for all i ∈ {1, 2, 3, 4, 5, 6}, and which could be of adversarial nature. This allow us to capture the disturbances considered in Section II-B. Note that slowly timevarying parameters in the dynamics or in the cost function can also be considered in this framework by introducing an auxiliary state θ with dynamicsθ = 0 and θ + = θ and taking e 2 as a bound on the time derivative of θ.
By designing different types of flow and jump sets C and D, as well as mappings G x and G z , we obtain periodic and non-periodic HANDs (10) for convex and strongly convex cost functions. To simplify the presentation of our results, we focus on the case when ℓ(p) := p + 1 and p = 2, such that equation (10a) reduces to the time-invariant system
with c > 0.
A. Hybrid Regularization for Convex Functions
We start by considering a class of HANDs for cost functions f satisfying the following assumption.
Assumption 3.1:
The cost function f (x) is continuously differentiable, convex, radially unbounded, and has a unique minimizer x * ∈ R n . For cost functions satisfying Assumption 3.1, we model the time index τ as a resetting clock, which leads to a HDS (10) with flows given by (12) , jumps G(z) given by
and flow and jump sets given by
where 0 < T min < T med ≤ T max < ∞. Since the sets C and D are closed, the mappings F and G are continuous, C ⊂ dom(F ), and D ⊂ dom(G), the resulting HDS (10) is well-posed. This follows by Thm. 6.30 in [21] . Moreover, since C ∩ D = ∅ the construction of the HAND-1 allows for non-unique solutions from a given initial condition z(0, 0) ∈ C ∩D. In particular, the HAND-1 allows to reset the clock at any instance such that the condition τ ≥ T med holds, but not later than when τ = T max . For the particular case when the parameters are selected such that T med = T max , the resettings are periodic and the solutions generated by the HAND-1 are unique. It turns out that the simple modifications induced by (13) and (14) lead to a family of gradient algorithms that render UGAS the compact set
with strictly positive margins of robustness. The proof is presented in the Appendix. Theorem 3.1: Suppose that Assumption 3.1 holds and consider the HAND-1. Then, the following holds: (a) The set A, given by (15) , is UGAS. (b) For each δ ∈ R >0 and each compact set K 0 ⊂ R 2n there exists an ε * ∈ R >0 and a T ∈ R >0 such that for every admissible perturbation e(t) satisfying sup t |e(t)| ≤ ε * and every initial condition z(0, 0) ∈ K 0 × [T min , T max ] the solutions of the perturbed dynamics (11) satisfy |z(t, j)| A ≤ δ for all (t, j) ∈ dom(z) such that t+j ≥ T . (c) For each r ∈ R >0 and each z(0, 0) such that x 2 (0, 0) = x 1 (0, 0), τ (0, 0) = T min , and x 1 (0, 0) ∈ K 0 := {x * } + rB, we have that
for all (t, j) ∈ dom(z) such that j = 0, where β :=
In words, Theorem 3.1 says that every solution generated by the HAND-1 will uniformly converge to the invariant compact set A. Moreover, when ε-bounded perturbations of arbitrary frequency and/or adversarial nature are added to the states or dynamics, the new solutions of the perturbed system will converge uniformly to the set A+δB, where δ > 0. To the knowledge of the authors, this type of robustness result has not been established before for the continuous-time accelerated gradient descent. Indeed, the proof of Theorem 3.1 relies on an invariance principle for well-posed HDS that to our knowledge has not been used before in the analysis of accelerated methods. For the discrete-time case, related but different robustness results have been studied in [6] , [31] , under the framework of inexact Nesterov gradient descent. Finally, item c) says that the sub-optimality measure f (x 1 )− f * decreases at a rate of O(1/t 2 ) during the first flow, which implies that given δ > 0 if T med is selected such that
Remark 3.1:
We note that imposing the radial unboundedness assumption is only relevant for global stability results. Extensions to cost functions with set of minimizers not given by a singleton are also possible.
B. Hybrid Regularization for Strongly Convex Functions
We now consider cost functions f (·) that are also strongly convex and have Lipschitz gradient.
Assumption 3.2:
The cost function f is of class F µ,L .
For functions of class F µ,L we are interested in designing HANDs with the UGAS property, and which, additionally, guarantee an exponential decay of the sub-optimality measure f (x) − f * . To achieve this, we consider the continuoustime dynamics (12) combined with the discrete-time dynamics
where 0 < T min < T max < ∞. Closedness of the sets C and D, as well as continuity of the mappings F and G guarantee that the resulting HDS is also well-posed. Indeed, the HAND-2 describes an algorithm where the clock τ and the state x 2 are periodically reset to T min and x 1 , respectively, which is a typical resetting mechanism used in optimization algorithms with momentum. The following theorem shows that this system also guarantees UGAS and robustness of the set (15), with an exponential decay in the sub-optimality measure, provided the jumps satisfy a quadratic dwell-time like condition. The proof is presented in the Appendix. Theorem 3.2: Suppose that Assumptions 3.1 and 3.2 hold. Consider the HAND-2, and let 0 < T min < T max < ∞ such that the following inequality is satisfied:
Then, the following holds:
(a) The set A, given by (15), is UGAS.
there exists ε * , T ∈ R >0 such that for every admissible perturbation e(t) satisfying sup t |e(t)| ≤ ε * and every initial condition z(0, 0) ∈ K 0 the solutions of the perturbed hybrid dynamics (11) satisfy |z(t, j)| A ≤ δ for all (t, j) ∈ dom(z) such that t + j ≥ T . (c) If x 1 (0, 0) = x 2 (0, 0) and τ (0, 0) = T min , the suboptimality measure satisfies
for all (t, j) ∈ dom(z), where
, and ∆T = T max − T min . (18) is sufficient to guarantee UGAS and exponential decay of the sub-optimality measure. Indeed, this condition can be equivalently written as T min + T max > 1 cµ∆T , which is satisfied when the following dwell-time condition holds
Theorem 3.2 states that condition
For resetting mechanisms such as (16) , it is useful to know the optimal switching frequency ∆T that minimizes the bound in (19) for a given window of time, see [14] for a discrete-time version of this result. In order to make this question tractable in our setting, we replace the constant k 0 in (20) by the constant
and we replace (18) by the stronger condition
It is easy to see that condition (22) implies condition (18) . The proof of the following Lemma is also presented in the Appendix. Lemma 3.3: Let k 1 be given by (21) and suppose that condition (22) holds. Let (t, j) ∈ dom(z) be such that t = j∆T . Then, the optimal switching frequency ∆T * that minimizes k
is given by ∆T * = e 1 cµ + T 2 min , and for each ε > 0, this switching frequency guarantees that f (x 1 (t, j) 
Lemma 3.3 says that for any precision ε > 0, the convergence time of the sub-optimality measure is of the order O . A similar result has been derived in [14] for the classic discrete-time Nesterov dynamics, and in [26, Ch. 9] for continuous-time mirror descent.
Remark 3.2:
The UGAS property of the set A established in Theorems 3.1 and 3.2 is particularly relevant for the design of advanced optimization algorithms that rely on multi-time scale approximations, e.g., steady-state optimization [32] , extremum seeking control [33] , etc. It can also be extended for optimization on manifolds [34] , [35] .
IV. A STABLE DISCRETIZATION OF THE HYBRID DYNAMICS
In this section we show that, unlike their non-hybrid counterparts, the HANDs developed in Section III retain their (semi) global stability and robustness properties under a variety of discretization mechanisms, including forwardEuler and k-Order Runge-Kutta integration schemes. This is in contrast to the unstable behavior that may emerge under simple Euler discretization of the non-hybrid ODE (2). In our case, the stability properties of the discretized algorithms are inherited from the stability and well-posedness properties of the HANDs.
To model the discretized hybrid dynamics we use the framework of Hybrid Simulators [36] , where H h is a discretized HDS given by the dynamics
where the elements (F h , C h , G h , D h ) are obtained via a discretization mechanism with step size h > 0. Unlike solutions of the HANDs considered in the previous section, which were defined on hybrid time domains, the solutions of (23) are defined on discrete time domains 2 .
To obtain "well-posed" discretized dynamics (23), we will consider a class of regular discretization mechanisms.
Definition 4.1: The discretized HAND H h is said to be regular if the data (F h , C h , G h , D h ) satisfies the following conditions:
• F h is such that, for each compact set K ⊂ R n , there exists a function ρ ∈ K ∞ and h * > 0 such that for each z ∈ C h ∩ K and each h ∈ (0, h * ]
• G h is such that for any decreasing sequence h i → 0 we have that G 0 = G(z), where G 0 is the graphical limit of G hi .
• The sets C s and D s are such that for any positive monotone decreasing sequence
Examples of mappings F h satisfying the conditions of Definition 4.1 include forward-Euler and the consistent S−Order Runge-Kutta methods, given by F h (z) = z + hF (z), and (25) respectively, where
In addition to achieving a stable behavior, one of the main challenges of discretizing constrained systems of the form (9) is to obtain a discretized system whose updates do not abandon prematurely the set C after a discretized flow. Because of this, using the idea of regular hybrid simulators, we propose the following Runge-Kutta-based hybrid discretization for the HANDs studied in Section III.
Discretized HAND-1: For the HDS with flows (12), jumps (13) , and sets (14), we consider: F h given by (25) ,
Discretized HAND-2: For the HDS with flows (12), jumps (16) , and sets (17), we consider: F h given by (25) , C h = C, G h = G, and D h = D ∪ {z : y ∈ C, z = F s (y) / ∈ C}.
It turns out that when a regular discretization mechanism is used in a HDS that renders UGAS a compact set A, the stability properties of A are maintained as h → 0 + . This is made explicit in the next result, which follows directly by using items (a) and (b) of Theorems 3.1 and 3.2, and applying [36, Thm. 5.3 ] to the HANDs 1 and 2.
Proposition 4.1: For each HAND H let A be their corresponding asymptotically stable compact set. Then, for each r > ε > 0 there exists a h * such that for all h ∈ (0, h * ) there exists a T such that if |z h (0, 0)| A ≤ r then |z h (k, j)| A ≤ ε for all (k, j) ∈ dom(z h ) such that kh + j ≥ T .
The semi-global practical result of Proposition 4.1 gives the existence of a sufficiently small upper bound h * > 0 for the step size, such that for any h ∈ (0, h * ], the stability and uniform convergence properties of the HANDs are retained from compact sets of initial conditions. While recent results in discretization have achieved stable accelerated discretized dynamics from some particular initializations [13] , to the knowledge of the authors a general uniform (semi-global practical) asymptotic stability result for the Euler and RungeKutta-based discretized dynamics without specific initializations, such as Proposition 4.1, is novel in the literature of continuous-time time-varying optimization algorithms with momentum.
V. CONCLUSIONS
We studied robustness and uniform asymptotic stability properties of a class of time-varying gradient ODEs related to the continuous-time limit of the Heavy-Ball and Nesterov's methods. We showed that, even for strongly convex functions, the time-varying ODE may not render the set of optimizers UGAS, a property that traditionally has been used to certify robustness properties in feedback control systems. In order to induce this property in the ODEs, we propose two different regularization mechanisms based on well-posed hybrid dynamical systems, and we characterized the stability, convergence, and robustness properties of the emerging algorithms. To the knowledge of the authors these are the first results that establish robust UGAS for the timevarying Nesterov's ODE with momentum. This opens the door to novel architectures of optimization algorithms that rely on multi-time scale approximations. Finally, we showed that the UGAS property implies that a family of regular discretization mechanisms preserves the main properties of the hybrid dynamics for sufficiently small step size.
