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1. Introduction
In this paper, we are concerned with the following elliptic system:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
Lu = |u|
p−2u
|x|bp +
ηα
α + β
|u|α−2|v|βu
|x|bp + σ1|u|
q−2u, x ∈ Ω,
Lv = |v|
p−2v
|x|bp +
ηβ
α + β
|u|α |v|β−2v
|x|bp + σ2|v|
q−2v, x ∈ Ω,
u = v = 0, x ∈ ∂Ω,
(1.1)
where Ω ⊂RN is a bounded domain with smooth boundary ∂Ω such that 0 ∈ Ω , L := −div(|x|−2a∇·)−μ ·|x|2(1+a) is an ellip-
tic operator, p = p(a,b) := 2NN−2(1+a−b) is the critical Hardy–Sobolev exponent and μ¯ := ( N−22 )2 is the best Hardy constant.
The parameters in (1.1) satisfy the following assumptions:
N  3, 0 a <
√
μ¯, a b < a + 1, 0μ < (√μ¯ − a)2, 0< η < ∞,
σ1,σ2 > 0, 1 < q < 2, 1< α,β < p − 1, α + β = p. (H)
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542 L. Wang et al. / J. Math. Anal. Appl. 383 (2011) 541–552We work in the product space H × H , where H := H10(Ω, |x|−2a) is the completion of C∞0 (Ω) with respect to
(
∫
Ω
|x|−2a|∇ · |2 dx)1/2. The energy functional of (1.1) is deﬁned on H × H by
J (u, v) := 1
2
∫
Ω
( |∇u|2 + |∇v|2
|x|2a − μ
u2 + v2
|x|2(1+a)
)
dx
− 1
q
∫
Ω
(
σ1|u|q + σ2|v|q
)
dx− 1
p
∫
Ω
|u|p + |v|p + η|u|α |v|β
|x|bp dx. (1.2)
Then J ∈ C1(H × H,R). The duality product between H × H and its dual space (H × H)−1 is deﬁned as
〈
J ′(u, v), (φ1, φ2)
〉 :=
∫
Ω
(∇u∇φ1 + ∇v∇φ2
|x|2a − μ
uφ1 + vφ2
|x|2(1+a) − σ1|u|
q−2uφ1 − σ2|v|q−2vφ2
)
dx
−
∫
Ω
|u|p−2uφ1 + |v|p−2vφ2 + η(α|u|α−2uφ1|v|β + β|u|α |v|β−2vφ2)
|x|bp dx,
where u, v, φ1, φ2 ∈ H and J ′(u, v) denotes the Fréchet derivative of J at (u, v). A pair of functions (u, v) ∈ H × H is said
to be a solution of (1.1) if
(u, v) = (0,0), 〈 J ′(u, v), (φ1, φ2)〉= 0, ∀(φ1, φ2) ∈ H × H . (1.3)
Therefore a solution of (1.1) is equivalent to a nonzero critical point of J (u, v) (see [21]).
Problem (1.1) is related to the Caffarelli–Kohn–Nirenberg inequality (see [7]):
(∫
RN
|u|p
|x|bp dx
) 2
p
 Ca,b
∫
RN
|∇u|2
|x|2a dx, ∀u ∈ C
∞
0
(
R
N), (1.4)
which is also named as the Hardy–Sobolev inequality, where Ca,b is a positive constant depending on a and b. Furthermore,
the following Hardy inequality holds (see [8,14])
∫
RN
u2
|x|2(1+a) dx
1
(
√
μ¯ − a)2
∫
RN
|∇u|2
|x|2a dx, ∀u ∈ C
∞
0
(
R
N). (1.5)
Note that (1.4) has another form (see [7]):
(∫
RN
|u|p˜(a,t)
|x|t dx
) 2
p˜(a,t)
 C
∫
RN
|∇u|2
|x|2a dx, ∀u ∈ C
∞
0
(
R
N), (1.6)
where a <
√
μ¯, 2aNN−2  t  2(a + 1), p˜(a, t) = 2(N−t)N−2−2a . If μ < (
√
μ¯ − a)2, by (1.5), ∫
Ω
(
|∇u|2
|x|2a − μ u
2
|x|2(1+a) )dx is an equivalent
norm of H , the operator L is positive and has a discrete spectrum Lμ,a in H (see [17]).
Let D1,2a (R
N ) be the completion of C∞0 (RN ) with respect to (
∫
RN
|x|−2a|∇u|2 dx)1/2 and set D = (D1,2a (RN ) \ {0})2. For
any μ < (
√
μ¯ − a)2, α,β > 1 and α + β = p, by (1.4)–(1.6) and the Young inequality, the following best constants are well
deﬁned:
S(μ) := inf
u∈D1,2a (RN )\{0}
∫
RN
(
|∇u|2
|x|2a − μ u
2
|x|2(1+a) )dx
(
∫
RN
|u|p
|x|bp dx)
2
p
, (1.7)
Sη,α,β(μ) := inf
(u,v)∈D
∫
RN
(
|∇u|2+|∇v|2
|x|2a − μ u
2+v2
|x|2(1+a) )dx
(
∫
RN
|u|p+|v|p+η|u|α |v|β
|x|bp dx)
2
p
. (1.8)
Set α = β , σ1 = σ2 and u = v . Then (1.1) reduces to the semilinear scalar problems and had been investigated by some
authors. See [3,8,11,17] and the references therein. In particular, suppose 0 a <
√
μ¯, a b < 1+ a and 0μ < (√μ¯− a)2
and set
γ :=
√
(
√
μ¯ − a)2 − μ, ν :=√μ¯ − a − γ . (1.9)
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V εμ(x) := ε−(
√
μ¯−a)Uμ
(
ε−1x
)
, ∀ε > 0, (1.10)
where
Uμ(x) =
(
2pγ 2
) 1
p−2 (|x|ν(1+ |x|(p−2)γ ))− 2p−2 .
Under the assumption (H), we deﬁne
f (τ ) := 1+ τ
2
(1+ ητβ + τα+β) 2α+β
, τ  0, (1.11)
f (τmin) := min
τ0
f (τ ) > 0, (1.12)
where τmin  0 is a minimal point of f (τ ) and therefore a root of the equation
pτ p−2 + ηβτβ−2 − ηατβ − p = 0, τ  0. (1.13)
Regular elliptic systems have been studied extensively and many conclusions have been established. For example, Alves,
etc., studied in [2] an elliptic system and some important conclusions had been obtained. However, concerning the ellip-
tic systems involving the Caffarelli–Kohn–Nirenberg inequality, we can only ﬁnd some results in [1,4,12,19,20], and many
challenging topics remain unsolved. In particular, the following problem had been studied in [19], and the existence and
asymptotic properties of positive solutions had been veriﬁed under the assumption (H):
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Lu = |u|
p−2u
|x|bp +
ηα
α + β
|u|α−2|v|βu
|x|bp + σ1u + σ2v, x ∈ Ω,
Lv = |v|
p−2v
|x|bp +
ηβ
α + β
|u|α |v|β−2v
|x|bp + σ2u + σ3v, x ∈ Ω,
u = v = 0, x ∈ ∂Ω.
(1.14)
The following conclusions are due to Kang and Peng (see [19]):
Theorem A. Suppose (H) holds and V εμ(x) are the extremals deﬁned as in (1.10). Then Sη,α,β(μ) = f (τmin)S(μ) and has the mini-
mizers (V εμ(x), τminV
ε
μ(x)).
Theorem A establishes the relations between Sη,α,β(μ) and S(μ), reveals the extremals of Sη,α,β(μ) and is thus crucial
for the study of (1.1) and (1.14). Note that |u|
α−2|v|βu
|x|bp and
|u|α |v|β−2v
|x|bp are called strongly-coupled terms, and
|u|p−2u
|x|bp ,
|v|p−2v
|x|bp ,
are weakly-coupled terms. When a = b = 0, (1.14) had been studied in [16]. It was proved that, when η = 0 (the strongly-
coupled term disappears), (1.14) has both positive and sign-changing solutions. However, when η > 0 (the strongly-coupled
term appears), only the existence of positive solutions to (1.14) can be achieved and the sign-changing solutions cannot be
ensured. We mention that (1.1) and (1.14) have various applications. For example, this type of equations has been introduced
as a model for several physical phenomena related to the equilibrium of anisotropic media (see [9]). The mathematical
interest lies in the facts that there are not only two Hardy-type terms u|x|2(1+a) and
v
|x|2(1+a) in (1.1), but also four nonlinear
terms with the critical Hardy–Sobolev exponents. The diﬃculties caused by these terms must be overcome.
Recently, Hsu and Liu had studied the following elliptic system (see [15]):
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−u = 2α
α + β |u|
α−2|v|βu + σ1|u|q−2u, x ∈ Ω,
−v = 2β
α + β |u|
α|v|β−2v + σ2|v|q−2v, x ∈ Ω,
u = v = 0, x ∈ ∂Ω,
(1.15)
where Ω ⊂RN (N  3) is a smooth bounded domain, 1< q < 2, σ1, σ2 > 0, α,β > 1, α + β = 2∗ := 2NN−2 . The existence and
multiplicity results of positive solutions to (1.15) are obtained by variational methods, and the argument is different with
that of the case q = 2. Note that the Hardy-type terms u|x|2 and v|x|2 and the weakly-coupled terms |u|2
∗−2u and |v|2∗−2v
are not contained in (1.15).
Motivated by [15] and [19], in this paper we investigate (1.1) and prove the multiplicity of its positive solutions. Following
the ideas of [15], a variational method involving the Nehari manifold is used to prove the existence of at least two positive
solutions of (1.1). The ﬁrst solution can be obtained by using the same arguments as in the subcritical case, and the second
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Nehari manifold.
Let |Ω| be the Lebesgue measure of Ω and Λ1(μ) be the ﬁrst eigenvalue of L. Set
Υ1 :=
(
p − q
p − 2
(
Λ1(μ)
)− q2 |Ω|1− q2
)−1( p − q
2− q
(
Sη,α,β(μ)
)− p2 )−
2−q
p−2
. (1.16)
Then the main results of this paper can be concluded in the following theorems and the conclusions are new to the best of
our knowledge. It can be veriﬁed that the intervals in Theorems 1.1–1.2 for the parameters σ1, σ2,μ and q are allowable.
Theorem 1.1. Suppose that (H) holds and σ1 + σ2 < Υ1 . Then the problem (1.1) has at least one positive solution.
Theorem 1.2. Suppose that (H) holds, N > 4(1 + a), μ < (√μ¯ − a)2 − ( N−q(
√
μ¯−a)
q )
2 and N
2(
√
μ¯−a ) < q < 2. Then there exists
Υ2 > 0, such that the problem (1.1) has at least two positive solutions for all σ1 and σ2 satisfying σ1 + σ2 < Υ2 .
This paper is organized as follows. Some preliminary results and properties of the Nehari manifold are established in
Sections 2 and 3, and Theorems 1.1 and 1.2 are proved in Section 4.
2. The local Palais–Smale condition
Throughout this paper, ‖u‖H = (
∫
Ω
(
|∇u|2
|x|2a − μ u
2
|x|2(1+a) )dx)
1/2 denotes the norm of the space H , ‖z‖ = ‖z‖H×H =
‖(u, v)‖H×H = (‖u‖2H +‖v‖2H )1/2 means the norm of the space H ×H =: E , E−1 is the dual space of E . tz = t(u, v) = (tu, tv)
for all z ∈ E and t ∈R. z = (u, v) is said to be nonnegative in Ω if u  0 and v  0 in Ω . z = (u, v) is said to be positive in
Ω if u > 0 and v > 0 in Ω . |Ω| is the Lebesgue measure of Ω . BN (0, r) = {x ∈ RN | |x| < r} is a ball in RN . O (εt) denotes
a quantity satisfying |O (εt)|/εt  C , o(εt) means |o(εt)|/εt → 0 as ε → 0 and o(1) is a generic inﬁnitesimal value. In par-
ticular, the quantity O 1(εt) means that there exist the constants C1,C2 > 0 such that C1εt  O 1(εt)  C2εt as ε is small.
We always denote positive constants as C and omit dx in integrals for convenience.
Lemma 2.1. Suppose that {zn} ⊂ E is a (PS)c-sequence of J with zn ⇀ z in E. Then J ′(z) = 0 and J (z) F (τ (1)min, τ (2)min), where
F
(
τ
(1)
min, τ
(2)
min
)= inf
τ1,τ20
F (τ1, τ2) < 0,
τ
(i)
min =
(q( 1q − 1p )Λ1(μ)− q2 |Ω|1− q2
2( 12 − 1p )
) 1
2−q
σ
1
2−q
i , i = 1,2,
F (τ1, τ2) =
(
1
2
− 1
p
)(
τ 21 + τ 22
)−
(
1
q
− 1
p
)
Λ1(μ)
− q2 |Ω|1− q2 (σ1τ q1 + σ2τ q2 ).
Proof. Let zn = (un, vn) and z = (u, v). Since {zn} is a (PS)c-sequence of J with zn ⇀ z in E , we deduce that J ′(z) = 0 and
therefore 〈 J ′(z), z〉 = 0, that is
∫
Ω
|u|p + |v|p + η|u|α |v|β
|x|bp = ‖z‖
2 −
∫
Ω
(
σ1|u|q + σ2|v|q
)
.
Consequently,
J (z) =
(
1
2
− 1
p
)
‖z‖2 −
(
1
q
− 1
p
)∫
Ω
(
σ1|u|q + σ2|v|q
)
.
From the Hölder inequality it follows that
J (z)
(
1
2
− 1
p
)
‖z‖2 −
(
1
q
− 1
p
)(
σ1
(∫
Ω
|u|2
) q
2
+ σ2
(∫
Ω
|v|2
) q
2
)
|Ω|1− q2

(
1
2
− 1
p
)
‖z‖2 −
(
1
q
− 1
p
)
Λ1(μ)
− q2 |Ω|1− q2 (σ1(‖u‖H)q + σ2(‖v‖H)q)
 F
(
τ
(1)
min, τ
(2)
min
)
. 
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Proof. We argue by contradiction. Let zn = (un, vn) and suppose ‖zn‖ → +∞. Set
zˆn = (uˆn, vˆn) = z‖zn‖ =
(
un
‖zn‖ ,
vn
‖zn‖
)
.
We may assume that zˆn ⇀ zˆ = (uˆ, vˆ) in E , which implies that uˆn → uˆ, vˆn → vˆ strongly in Ls(Ω) for all 1 s < p and∫
Ω
(
σ1|uˆn|q + σ2|vˆn|q
)=
∫
Ω
(
σ1|uˆ|q + σ2|vˆ|q
)+ on(1). (2.1)
Since {zn} is a (PS)c-sequence for J and ‖zn‖ → +∞, we have
1
2
‖zˆn‖2 − ‖zn‖
p−2
p
∫
Ω
|uˆn|p + |vˆn|p + η|uˆn|α|vˆn|β
|x|bp −
‖zn‖q−2
q
∫
Ω
(
σ1|uˆn|q + σ2|vˆn|q
)= on(1), (2.2)
and
‖zˆn‖2 − ‖zn‖p−2
∫
Ω
|uˆn|p + |vˆn|p + η|uˆn|α |vˆn|β
|x|bp − ‖zn‖
q−2
∫
Ω
(
σ1|uˆn|q + σ2|vˆn|q
)= on(1). (2.3)
By (2.1)–(2.3) and the fact that 1 < q < 2 and ‖zn‖ → +∞ we have
‖zˆn‖2 = 2(p − q)
q(p − 2)‖zn‖
q−2
∫
Ω
(
σ1|uˆn|q + σ2|vˆn|q
)+ on(1) → 0, n → ∞,
which is in contradiction to the fact ‖zˆn‖ = 1. 
Lemma 2.3. Suppose that (H) holds. Then J satisﬁes the (PS)c condition for all c < c∗ , where
c∗ := p − 2
2p
(
Sη,α,β(μ)
) p
p−2 + F (τ (1)min, τ (2)min). (2.4)
Proof. Let {(un, vn)} ⊂ H × H be a (PS)c-sequence. By Lemma 2.2, {(un, vn)} is bounded. Up to a subsequence, there exists
(u, v) ∈ H × H \ {(0,0)} such that
(un, vn) ⇀ (u, v) weakly in H × H,
(un, vn) ⇀ (u, v) weakly in
(
L2
(
Ω, |x|−2(1+a)))2,
(un, vn) ⇀ (u, v) weakly in
(
Lp
(
Ω, |x|−bp))2,
(un, vn) → (u, v) a.e. in Ω,
(un, vn) → (u, v) strongly in
(
Ls(Ω)
)2
for all 1 s < p.
Therefore J ′(u, v) = 0 and (u, v) is a solution of (1.1). Set u¯n = un − u, v¯n = vn − v . Then∫
Ω
|u¯n|q =
∫
Ω
|v¯n|q = on(1), (2.5)
‖u¯n‖2 + ‖v¯n‖2 = ‖un‖2 + ‖vn‖2 − ‖u‖2 + ‖v‖2 + on(1). (2.6)
By the Brezis–Lieb lemma (see [5]) and arguing as in [13] we get∫
Ω
|u¯n|p
|x|bp =
∫
Ω
|un|p
|x|bp −
∫
Ω
|u|p
|x|bp + on(1), (2.7)
∫
Ω
|v¯n|p
|x|bp =
∫
Ω
|vn|p
|x|bp −
∫
Ω
|v|p
|x|bp + on(1), (2.8)
∫ |u¯n|α|v¯n|β
|x|bp =
∫ |un|α|vn|β
|x|bp −
∫ |u|α|v|β
|x|bp + on(1). (2.9)Ω Ω Ω
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1
2
(‖u¯n‖2 + ‖v¯n‖2)− 1
p
∫
Ω
|u¯n|p + |v¯n|p + η|u¯n|α |v¯n|β
|x|bp = c − J (u, v) + on(1), (2.10)
and
‖u¯n‖2 + ‖v¯n‖2 −
∫
Ω
|u¯n|p + |v¯n|p + η|u¯n|α |v¯n|β
|x|bp = on(1).
Then we may assume that
‖u¯n‖2 + ‖v¯n‖2 = lim
n→∞
∫
Ω
|u¯n|p + |v¯n|p + η|u¯n|α |v¯n|β
|x|bp =C , (2.11)
where C  0 is a constant.
From the deﬁnition of Sη,α,β(μ) it follows that
lim
n→∞ Sη,α,β(μ)
(∫
Ω
|u¯n|p + |v¯n|p + η|u¯n|α |v¯n|β
|x|bp
) 2
p
 lim
n→∞
(‖u¯n‖2 + ‖v¯n‖2),
which together with (2.11) implies that Sη,α,β(μ)C
2
p C . Consequently,
C = 0 or C  (Sη,α,β(μ)) pp−2 . (2.12)
On the other hand, by Lemma 2.1, (2.10) and (2.11) we have that
c = J (un, vn) + on(1) = J (u¯n, v¯n) + J (u, v) + on(1)
 1
2
(‖u¯n‖2 + ‖v¯n‖2)− 1
p
∫
Ω
|u¯n|p + |v¯n|p + η|u¯n|α |v¯n|β
|x|bp + F
(
τ
(1)
min, τ
(2)
min
)+ on(1)
= p − 2
2p
C + F (τ (1)min, τ (2)min)+ on(1). (2.13)
From (2.12)–(2.13) and the assumption c < c∗ it follows that C = 0. Up to a subsequence, (un, vn) → (u, v) strongly in
H × H . 
3. Nehari manifold
Since J is unbounded below on E , we need to consider J on the Nehari manifold:
Mσ1,σ2 =
{
z ∈ E\{0} ∣∣ 〈 J ′(z), z〉= 0}.
Therefore z = (u, v) ∈ Mσ1,σ2 if and only if
〈
J ′(z), z
〉= ‖z‖2 −
∫
Ω
|u|p + |v|p + η|u|α |v|β
|x|bp −
∫
Ω
(
σ1|u|q + σ2|v|q
)= 0. (3.1)
Lemma 3.1. The functional J is coercive and bounded below on Mσ1,σ2 .
Proof. Suppose that z = (u, v) ∈ Mσ1,σ2 . From (3.1), the Hölder inequality and the Sobolev embedding theorem it follows
that
J (u, v)
(
1
2
− 1
p
)
‖z‖2 −
(
1
q
− 1
p
)(
σ1
(∫
Ω
|u|2
) q
2
+ σ2
(∫
Ω
|v|2
) q
2
)
|Ω|1− q2

(
1
2
− 1
p
)
‖z‖2 −
(
1
q
− 1
p
)(
σ1
(‖u‖H)q + σ2(‖v‖H)q)Λ1(μ)− q2 |Ω|1− q2

(
1
2
− 1
p
)
‖z‖2 −
(
1
q
− 1
p
)
(σ1 + σ2)Λ1(μ)− q2 |Ω|1− q2 ‖z‖q.
Thus J is coercive and bounded below on Mσ1,σ2 . 
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〈
ψ ′(u, v), (u, v)
〉= 2‖z‖2 − p
∫
Ω
|u|p + |v|p + η|u|α |v|β
|x|bp − q
∫
Ω
(
σ1|u|q + σ2|v|q
)
= (2− q)‖z‖2 − (p − q)
∫
Ω
|u|p + |v|p + η|u|α |v|β
|x|bp (3.2)
= −(p − 2)‖z‖2 + (p − q)
∫
Ω
(
σ1|u|q + σ2|v|q
)
. (3.3)
Arguing as in [22], we split Mσ1,σ2 into three parts:
M+σ1,σ2 =
{
(u, v) ∈ Mσ1,σ2
∣∣ 〈ψ ′(u, v), (u, v)〉> 0},
M0σ1,σ2 =
{
(u, v) ∈ Mσ1,σ2
∣∣ 〈ψ ′(u, v), (u, v)〉= 0},
M−σ1,σ2 =
{
(u, v) ∈ Mσ1,σ2
∣∣ 〈ψ ′(u, v), (u, v)〉< 0}.
Lemma 3.2. Suppose that (u, v) ∈ E is a local minimizer of J on Mσ1,σ2 and (u, v) /∈ M0σ1,σ2 . Then J ′(u, v) = 0 in E−1 .
Proof. The proof is similar to that of [6] and the details are omitted. 
Lemma 3.3. M0σ1,σ2 = ∅ for all σ1 + σ2 ∈ (0,Υ1).
Proof. We argue by contradiction. Suppose that there exist σ1, σ2 > 0 such that 0 < σ1 + σ2 < Υ1 and M0σ1,σ2 = ∅. Then
the fact z = (u, v) ∈ M0σ1,σ2 together with (3.2) and (3.3) implies that
‖z‖2 = p − q
2− q
∫
Ω
|u|p + |v|p + η|u|α |v|β
|x|bp , (3.4)
and
‖z‖2 = p − q
p − 2
∫
Ω
(
σ1|u|q + σ2|v|q
)
. (3.5)
By (1.8) and (3.4) we have
‖z‖2  p − q
2− q
(
Sη,α,β(μ)
)− p2 ‖z‖p,
which implies that
‖z‖
(
p − q
2− q
(
Sη,α,β(μ)
)− p2 )− 1p−2 . (3.6)
From the Hölder inequality it follows that
∫
Ω
(
σ1|u|q + σ2|v|q
)

(∫
Ω
(
σ1|u|q + σ2|v|q
) 2
q
) q
2
|Ω|1− q2

(
σ1
(∫
Ω
|u|2
) q
2
+ σ2
(∫
Ω
|v|2
) q
2
)
|Ω|1− q2
Λ1(μ)−
q
2 |Ω|1− q2 (σ1(‖u‖μ)q + σ2(‖v‖μ)q)
Λ1(μ)−
q
2 |Ω|1− q2 (σ1 + σ2)‖z‖q. (3.7)
By (3.5) and (3.7) we have
‖z‖
(
p − q
Λ1(μ)
− q2 |Ω|1− q2
) 1
2−q
(σ1 + σ2)
1
2−q . (3.8)
p − 2
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σ1 + σ2 
(
p − q
p − 2Λ1(μ)
− q2 |Ω|1− q2
)−1( p − q
2− q
(
Sη,α,β(μ)
)− p2 )−
2−q
p−2
= Υ1,
which is a contradiction. 
By Lemma 3.3, we write Mσ1,σ2 = M+σ1,σ2 ∪ M−σ1,σ2 and deﬁne
ασ1,σ2 = infz∈Mσ1,σ2
J (z); α±σ1,σ2 = inf
z∈M±σ1,σ2
J (z).
Lemma 3.4.
(i) ασ1,σ2  α+σ1,σ2 < 0 for all σ1 + σ2 ∈ (0,Υ1).
(ii) There exists a positive constant d0 depending on σ1, σ2, p,q,N, η, S(μ),Λ1 and |Ω|, such that α−σ1,σ2 > d0 for all σ1 + σ2 ∈
(0, q2Υ1).
Proof. (i) Suppose that z = (u, v) ∈ M+σ1,σ2 . From (3.1) and (3.3) it follows that
2− q
p − q‖z‖
2 >
∫
Ω
|u|p + |v|p + η|u|α |v|β
|x|bp . (3.9)
According to (3.1) and (3.9) we have that
J (u, v) =
(
1
2
− 1
q
)
‖z‖2 −
(
1
p
− 1
q
)∫
Ω
|u|p + |v|p + η|u|α |v|β
|x|bp
<
((
1
2
− 1
q
)
+
(
1
q
− 1
p
)
2− q
p − q
)
‖z‖2
= (2− q)(2− p)
2pq
‖z‖2 < 0,
which implies that ασ1,σ2  α+σ1,σ2 < 0.
(ii) Suppose that σ1 + σ2 ∈ (0, q2Υ1) and z = (u, v) ∈ M−σ1,σ2 . By (1.8), (3.1) and (3.2) we have that
2− q
p − q‖z‖
2 <
∫
Ω
|u|p + |v|p + η|u|α |v|β
|x|bp 
(
Sη,α,β(μ)
)− p2 ‖z‖p,
which implies that
‖z‖ >
(
2− q
p − q
) 1
p−2 (
Sη,α,β(μ)
) p
2(p−2) . (3.10)
From (3.10) and Lemma 3.1 it follows that
J (u, v) ‖z‖q
(
p − 2
2p
‖z‖2−q − p − q
pq
Λ1(μ)
− q2 |Ω|1− q2 (σ1 + σ2)
)
 d0,
where d0 = d0(σ1, σ2, p,q,Λ1(μ), Sη,α,β(μ), |Ω|) is a positive constant. 
For each z = (u, v) ∈ E , set
tmax =
(
(2− q)‖z‖2
(p − q) ∫
Ω
|u|p+|v|p+η|u|α |v|β
|x|bp
) 1
p−2
> 0.
Then the following lemma holds.
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t+z ∈ M+σ1,σ2 and t−z ∈ M−σ1,σ2 . Furthermore,
J
(
t+z
)= inf
0ttmax
J (tz), J
(
t−z
)= sup
ttmax
J (tz).
Proof. The proof is similar to that of [10] and is omitted. 
4. Proof of Theorems 1.1 and 1.2
Lemma 4.1.
(i) Suppose that σ1 + σ2 ∈ (0,Υ1). Then the functional J has a (PS)ασ1,σ2 -sequence {zn} ⊂ Mσ1,σ2 .
(ii) Suppose σ1 + σ2 ∈ (0, q2Υ1). Then J has a (PS)α−σ1,σ2 -sequence {zn} ⊂ M
−
σ1,σ2
.
Proof. The proof is similar to that of [13,24] and is omitted. 
Lemma 4.2. Suppose that σ1 + σ2 ∈ (0,Υ1). Then J has a minimizer z(1) ∈ M+σ1,σ2 such that z(1) is a positive solution of (1.1) and
J (z(1)) = ασ1,σ2 = α+σ1,σ2 < 0.
Proof. By Lemma 4.1(i), there exists a sequence {zn} ⊂ Mσ1,σ2 of J such that
J (zn) = ασ1,σ2 + on(1), J ′(zn) = on(1) in E−1. (4.1)
Since J is coercive on Mσ1,σ2 (see Lemma 3.1), we get that {zn} is bounded in E . Passing to a subsequence (still denoted
by {zn}), we can assume that there exists z(1) = (u(1), v(1)) ∈ E such that
un ⇀ u
(1), vn ⇀ v
(1) weakly in H,
un → u(1), vn → v(1) a.e. in Ω,
un → u(1), vn → v(1) strongly in Ls(Ω) for all 1 s < p, (4.2)
which implies that∫
Ω
(
σ1|un|q + σ2|vn|q
)=
∫
Ω
(
σ1
∣∣u(1)∣∣q + σ2∣∣v(1)∣∣q)+ on(1). (4.3)
First, we claim that z(1) is a solution of (1.1). By (4.1) and (4.2), it is easy to see that z(1) is a solution of (1.1). Furthermore,
the fact {zn} ⊂ Mσ1,σ2 implies that∫
Ω
(
σ1|un|q + σ2|vn|q
)=
((
1
2
− 1
p
)
‖zn‖2 − J (zn)
)
p q
p − q =
q(p − 2)
2(p − q)‖zn‖
2 − pq
p − q J (zn). (4.4)
Taking n → ∞ in (4.4), by (4.1), (4.2) and the fact ασ1,σ2 < 0 we get∫
Ω
(
σ1
∣∣u(1)∣∣q + σ2∣∣v(1)∣∣q)− p q
p − qασ1,σ2 > 0.
Therefore, z(1) ∈ Mσ1,σ2 is a nontrivial solution of (1.1).
Next, we prove that zn → z(1) strongly in E and J (z(1)) = ασ1,σ2 . Noting z(1) ∈ Mσ1,σ2 and applying the Fatou lemma,
we have
ασ1,σ2  J
(
z(1)
)= p − 2
2p
∥∥z(1)∥∥2 − p − q
p q
∫
Ω
(
σ1
∣∣u(1)∣∣q + σ2∣∣v(1)∣∣q)
 lim inf
n→∞
(
p − 2
2p
‖zn‖2 − p − q
p q
∫
Ω
(
σ1|un|q + σ2|vn|q
))
= lim inf J (zn) = ασ1,σ2 .n→∞
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‖z˜n‖2 = ‖zn‖2 −
∥∥z(1)∥∥2 + on(1).
Then standard argument shows that zn → z(1) strongly in E . Furthermore, z(1) ∈ M+σ1,σ2 . Otherwise, if z(1) ∈ M−σ1,σ2 , by
Lemma 3.5, there exists unique t±0 such that t
±
0 z
(1) ∈ M±σ1,σ2 and t+0 < t−0 = 1. Since
d
dt
J
(
t+0 z
(1))= 0, d2
dt2
J
(
t+0 z
(1))> 0,
there exists t¯ ∈ (t+0 , t−0 ) such that J (t+0 z(1)) < J (t¯ z(1)). By Lemma 3.5 we get that
J
(
t+0 z
(1))< J(t¯ z(1)) J(t−0 z(1))= J(z(1)),
which is a contradiction. Since J (z(1)) = J (|z(1)|) and |z(1)| ∈ M+σ1,σ2 , by Lemma 3.2 we may assume that z(1) is a nontrivial
nonnegative solution of (1.1). From the maximum principle (see [23]) it follows that z(1) = (u(1), v(1)) > 0 in Ω and z(1) is
thus a positive solution of (1.1). 
Assume that 0  μ < (
√
μ¯ − a)2 and ε > 0. Let V εμ(x) be the extremal function deﬁned as in (1.12) and set uε(x) =
ψ(x)V εμ(x), where ψ(x) is a cut-off function:
ψ(x) ∈ D∗(Ω) := {ψ ∈ C∞0 (Ω) ∣∣ψ(x) ≡ 1 in a neighborhood of x = 0}.
Lemma 4.3. (See [18].) Suppose 1 q < 2∗ = 2NN−2 and ε is small enough. Then the following estimates hold:
∫
Ω
|uε|p
|x|bp = S(μ)
p
p−2 + O (εp
√
(
√
μ¯−a)2−μ )
, (4.5)
∫
Ω
(
|x|−2a|∇uε|2 − μ |uε|
2
|x|2(1+a)
)
= S(μ) pp−2 + O (ε2
√
(
√
μ¯−a)2−μ )
, (4.6)
∫
Ω
|uε|q =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
O 1(εN−q(
√
μ¯−a)), μ < (
√
μ¯ − a)2 − ( N−q(
√
μ¯−a)
q )
2,
O 1(εN−q(
√
μ¯−a)| lnε|), μ = (√μ¯ − a)2 − ( N−q(
√
μ¯−a)
q )
2,
O 1(ε
2
√
(
√
μ¯−a)2−μ
), μ > (
√
μ¯ − a)2 − ( N−q(
√
μ¯−a)
q )
2.
(4.7)
Lemma 4.4. Under the assumptions of Theorem 1.2, there exist z˜ ∈ E \ {0} and Λ∗ > 0 such that for all σ1 + σ2 < Λ∗ there holds
sup
t0
J (t z˜) < c∗ = p − 2
2p
(
Sη,α,β(μ)
) p
p−2 + F (τ (1)min, τ (2)min). (4.8)
In particular, α−σ1,σ2 < c
∗ for all σ1 + σ2 < Λ∗ .
Proof. Since 0 ∈ Ω , there exists ρ0 > 0 such that BN (0,2ρ0) ⊂ Ω . For all t  0, deﬁne the functions g1(t) = J (tuε, t(τminuε))
and
g2(t) = t
2
2
(
1+ (τmin)2
)∫
Ω
(
|x|−2a|∇uε|2 − μ |uε|
2
|x|2(1+a)
)
− t
p
p
(
1+ η(τmin)β + (τmin)α+β
)∫
Ω
|uε|p
|x|bp .
Note that limt→+∞ g2(t) = −∞ and g2(t) > 0 as t is close to 0. Thus supt0 g2(t) is attained at some ﬁnite tε > 0 with
g′2(tε) = 0. Furthermore, C ′ < tε < C ′′, where C ′ and C ′′ are the positive constants independent of ε.
Choose δ1 > 0 small enough such that c∗ > 0 for all σ1 + σ2 < δ1. Set zε = (uε, τminuε). Then J (tzε)  t2‖zε‖2 for all
t  0 and σ1, σ2 > 0, which implies that there exists t0 ∈ (0,1) satisfying sup0tt0 J (tzε) < c∗ , for all σ1 + σ2 < δ1. Note
that
max
t0
(
t2
2
B1 − t
p
p
B2
)
= p − 2
2p
(
B1B
− 2p
2
) p
p−2 , B1, B2 > 0. (4.9)
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g2(tε)
p − 2
2p
( (1+ (τmin)2) ∫Ω(|x|−2a|∇uε|2 − μ |uε |2|x|2(1+a) )
((1+ η(τmin)β + (τmin)α+β)
∫
Ω
|uε |p
|x|bp )
2
p
) p
p−2
 p − 2
2p
(
f (τmin)
S(μ)
p
p−2 + O (ε2
√
(
√
μ¯−a)2−μ
)
S(μ)
2
p−2 + O (εp
√
(
√
μ¯−a)2−μ
)
) p
p−2
 p − 2
2p
(
f (τmin)S(μ)
) p
p−2 + O (ε2
√
(
√
μ¯−a)2−μ)
= p − 2
2p
(
Sη,α,β(μ)
) p
p−2 + O (ε2
√
(
√
μ¯−a)2−μ)
.
Consequently,
sup
tt0
g1(t) = sup
tt0
(
g2(t) − t
q
q
∫
Ω
σ1|uε|q + σ2|τminuε|q
)
 p − 2
2p
(
Sη,α,β(μ)
) p
p−2 + O (ε2
√
(
√
μ¯−a)2−μ)− t
q
ε
q
∫
Ω
(
σ1 + τ qminσ2
)|uε|q
 p − 2
2p
(
Sη,α,β(μ)
) p
p−2 + O (ε2
√
(
√
μ¯−a)2−μ)− C(σ1 + σ2)
∫
Ω
|uε|q
 p − 2
2p
(
Sη,α,β(μ)
) p
p−2 + O (ε2
√
(
√
μ¯−a)2−μ)− (σ1 + σ2)O 1(εN−q(
√
μ¯−a)),
where we have used the assumption μ < (
√
μ¯ − a)2 − ( N−q(
√
μ¯−a)
q )
2. By (1.11) we have
(
N − q(√μ¯ − a))2− q
q
< 2γ − (N − q(√μ¯ − a)).
Therefore we can choose σ1 = O 1(εr1 ), σ2 = O 1(εr2 ) such that
(
N − q(√μ¯ − a))2− q
q
< r1, r2 < 2γ −
(
N − q(√μ¯ − a)),
(σ1 + σ2)O 1
(
εN−q(
√
μ¯−a))= O 1(εmin(r1,r2)+N−q(
√
μ¯−a)).
The deﬁnition of F (τ (1)min, τ
(2)
min) in Lemma 2.1 implies that
F
(
τ
(1)
min, τ
(2)
min
)= −O 1(ε 22−q min(r1,r2)).
Note that
min(r1, r2) +
(
N − q(√μ¯ − a))< 2
2− q min(r1, r2),
min(r1, r2) +
(
N − q(√μ¯ − a))< 2γ .
Taking ε small enough, there exists δ2 > 0 such that for all 0< σ1 + σ2 < δ2,
O
(
ε2γ
)− (σ1 + σ2)O 1(εN−q(
√
μ¯−a))< F (τ (1)min, τ (2)min). (4.10)
Choose Λ∗ = min{δ1, δ2} > 0. Then for all σ1 + σ2 ∈ (0,Λ∗) there holds
sup
t0
J
(
tuε, t(τminuε)
)
< c∗. (4.11)
Finally, we prove that α−σ1,σ2 < c
∗ for all σ1 +σ2 < Λ∗ . Recall that zε = (uε, (τminuε)). By Lemma 3.5, the deﬁnition of α−σ1,σ2
and (4.11), we obtain that there exists t˜0 > 0 such that t˜0zε ∈ α−σ1,σ2 and
α−σ1,σ2  J (t˜0zε) sup
t0
J (tzε) < c
∗.
The proof is thus complete by taking z˜ = zε . 
552 L. Wang et al. / J. Math. Anal. Appl. 383 (2011) 541–552Lemma 4.5. Set Υ2 := min{Λ∗, q2Υ1}. Then for all σ1 + σ2 ∈ (0,Υ2), the problem (1.1) has a positive solution z(2) such that z(2) ∈
M−σ1,σ2 and J (z(2)) = α−σ1,σ2 .
Proof. By Lemma 4.1, there exists a (PS)α−σ1,σ2
− sequence {zn} ⊂ M−σ1,σ2 of J for all σ1 + σ2 < q2Υ1. From Lemmas 2.3,
3.4 and 4.4 it follows that α−σ1,σ2 > 0 and J satisﬁes the (PS)α−σ1,σ2 condition for all σ1 + σ2 < Υ2. Since J is coercive on
Mσ1,σ2 , we get that {zn} is bounded in E . Therefore, there exist a subsequence (still denoted by {zn}) and z(2) ∈ M−σ1,σ2
such that zn → z(2) strongly in E and J (z(2)) = α−σ1,σ2 > 0 for all σ1 + σ2 < Υ2. Since J (z(2)) = J (|z(2)|) and |z(2)| ∈ M− ,
by Lemma 3.2 we may assume that z(2) is a nontrivial nonnegative solution of (1.1). From the strong maximum principle
(see [23]) it follows that z(2) is a positive solution of (1.1). 
Proof of Theorems 1.1 and 1.2. By Lemma 4.2, we obtain that (1.1) has a positive solution z(1) ∈ M+σ1,σ2 for all σ1 +σ2 < Υ1.
On the other hand, from Lemma 4.5, we can get the second positive solution z(2) ∈ M−σ1,σ2 for all σ1 + σ2 < Υ2 < Υ1. Since
M−σ1,σ2 ∩ M−σ1,σ2 = ∅, z(1) and z(2) are distinct. 
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