Infinite Dimensional Multiplicity Free Spaces III: Matrix Coefficients
  and Regular Functions by Wolf, Joseph A.
ar
X
iv
:0
90
9.
17
35
v1
  [
ma
th.
RT
]  
9 S
ep
 20
09
Infinite Dimensional Multiplicity Free Spaces III:
Matrix Coefficients and Regular Functions
Joseph A. Wolf∗
8 September 2009
Abstract
In earlier papers we studied direct limits (G,K) = lim−→ (Gn,Kn) of two types of Gelfand
pairs. The first type was that in which the Gn/Kn are compact riemannian symmetric spaces.
The second type was that in which Gn = Nn ⋊ Kn with Nn nilpotent, in other words pairs
(Gn,Kn) for which Gn/Kn is a commutative nilmanifold. In each we worked out a method
inspired by the Frobenius–Schur Orthogonality Relations to define isometric injections ζm,n :
L2(Gn/Kn) →֒ L2(Gm/Km) for m ≧ n and prove that the left regular representation of G on
the Hilbert space direct limit L2(G/K) := lim−→L
2(Gn/Kn) is multiplicity–free. This left open
questions concerning the nature of the elements of L2(G/K). Here we define spacesA(Gn/Kn) of
regular functions on Gn/Kn and injections νm,n : A(Gn/Kn)→ A(Gm/Km) for m ≧ n related
to restriction by νm,n(f)|Gn/Kn = f . Thus the direct limit A(G/K) := lim−→{A(Gn/Kn), νm,n}
sits as a particular G–submodule of the much larger inverse limit lim←−{A(Gn/Kn), restriction}.
Further, we define a pre Hilbert space structure on A(G/K) derived from that of L2(G/K).
This allows an interpretation of L2(G/K) as the Hilbert space completion of the concretely
defined function space A(G/K), and also defines a G–invariant inner product on A(G/K) for
which the left regular representation of G is multiplicity–free.
1 Introduction
Gelfand pairs (G,K), and the corresponding commutative homogeneous spaces G/K generalize
both the concept of riemannian symmetric space and that of a familiar family of riemannian nil-
manifolds. Let G be a locally compact topological group and K a compact subgroup. Then (G,K)
is a Gelfand pair, i.e. L1(K\G/K) is commutative under convolution, if and only if the (left regular)
representation of G on L2(G/K) is multiplicity free.
In two earlier notes ([W4] and [W5]) we looked at certain cases where G and K are not locally
compact, in fact are infinite dimensional of the form lim−→(Gn,Kn) where the (Gn,Kn) are finite
dimensional Gelfand pairs in the usual sense. We showed in those cases that the multiplicity–free
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condition is satisfied when L2(G/K) is interpreted as a certain Hilbert space direct limit of the
usual L2(Gn/Kn). That direct limit made use of renormalizations inherent in the Frobenius–Schur
othogonality relations for matrix coefficients of irreducible unitary representations, so the meaning
of the elements of L2(G/K) was not immediate.
Here we define a ring of regular functions A(G/K) whose nature is transparent. It is a sub-
algebra of lim←−A(Gn/Kn) where A(Gn/Kn) is the ring of regular functions in the usual sense and
lim←−A(Gn/Kn) is defined by restriction of functions. This is accompanied by a G–equivariant injec-
tive map A(G/K)→ L2(G/K) with dense image. That leads to the main results of this note, both
for the direct limits of compact symmetric spaces of [W4] in Section 3 and for the direct limits of
commutative nilmanifolds of [W5] in Sections 4 and 5. In both cases the results are that
(1.1)
A(G/K) injects to a dense subspace of L2(G/K), so L2(G/K) defines a G–invariant
inner product on A(G/K), the regular representation of G on A(G/K) is unitarized,
and L2(G/K) can be interpreted as the Hilbert space completion of A(G/K).
2 The Ring of Regular Functions
In this section we describe the general setup needed for constructing the ring of regular functions on
direct systems of Lie groups and commutative spaces, and compare them with L2 direct limits. We
will specialize to parabolic direct systems of compact Lie groups compact riemannian symmetric
spaces in Section 3. Then we further specialize the results of this section to direct systems of certain
classes of nilpotent Lie groups and commutative nilmanifolds in Sections 4 and 5.
2A Direct Limit Representations.
We consider direct limit groups G = lim−→Gn and direct limit unitary representations π = lim−→πn of
them. This means that πn is a unitary representation of Gn on a Hilbert space Hπn , that the Hπn
form a direct system whose maps are unitary, and that π is the representation of G on Hπ = lim−→Hπn
given by
(2.1) π(g)v = πn(gn)vn for n >> 0 so that Vn →֒ V and Gn →֒ G send vn → v and gn → g.
This formal definition amounts to saying that π is a well defined unitary representation of G on
Hπ.
If u, v ∈ Hπn we have the matrix coefficient
(2.2) fu,v,n : Gn → C defined by fu,v,n(g) = 〈u, πn(g)v〉Hpin .
Since Hπn →Hπm is a Gn–equivariant unitary injection for m ≧ n, we may view Hπn as a subspace
of Hπm . This done, we have
(2.3) 〈u, πn(g)v〉Hpin = 〈u, πm(g)v〉Hpim for u, v ∈ Hπn and g ∈ Gn ,
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in other words fu,v,n = fu,v,m|Gn for u, v ∈ Hπn . Now these coefficients form a direct system.
Formally, we have
(2.4)
A(πn) := {finite linear combinations of the fu,v,n where u, v ∈ Hπn}
A(πn) →֒ A(πm) using (2.3), and A(π) := lim−→A(πn).
In words, A(πn) is the space of regular functions on Gn defined by πn and A(π) is the space of
regular functions on G defined by π. They correspond to the idea of trigonometric polynomials
inside L2 of the circle, or more generally to the idea of Harish–Chandra module.
Note thatA(π) is contained in the projective limit lim←−A(πn) (defined by restriction of functions),
but it is much smaller.
2B Square Integrable Direct Limits
From now on we assume that the groups Gn are separable, unimodular, locally compact and of
Type I. (We will be dealing with commutative spaces Gn/Kn, and the commutativity implies
unimodularity for Gn). Then one has the classical decomposition
(2.5) L2(Gn) =
∫
cGn
(Hπn⊗̂H∗πn)d(πn)
where d(πn) is Plancherel measure on the unitary dual Ĝn and the projective tensor product
Hπn⊗̂H∗πn contains A(πn) as a dense subspace. This expresses a function f ∈ L1(Gn) ∩ L2(Gn) in
the form f(g) =
∫
cGn πn(f)d(πn) where πn(f) =
∫
Gn
f(g)πn(g)dg ∈ Hπn⊗̂H∗πn is a Hilbert–Schmidt
operator on Hπn and where one has the Plancherel formula ||f ||22 =
∫
cGn ||πn(f)||2HSd(πn).
Fix a closed subgroup Zn in Gn that is co–compact in the center. It can be {1} if Gn has
compact center. If χ ∈ Ẑn let Ĝn,χ = {πn ∈ Ĝn | πn(xz) = χ(z)−1πn(x)} and consider the Hilbert
space L2(Gn,χ) of L
2 sections of the Gn–bundle (Gn ×χ C)→ Gn/Zn. Then
(2.6) L2(Gn,χ) =
∫
Ĝn,χ
(Hπn⊗̂H∗πn)dn,χ(πn)
where dn,χ(πn) is Plancherel measure on Ĝn,χ. The decomposition (2.5) then decomposes further
into
(2.7) L2(Gn) =
∫
cZn
L2(Gn,χ)dn(χ)
An irreducible unitary representation πn ∈ Ĝn is called square integrable if its coefficients fu,v,n
satisfy |fu,v,n| ∈ L2(Gn/Zn). This makes sense because Zn is co–compact in the center of Gn. Then
one has the Godement–Frobenius–Schur orthogonality relations. In particular there is a number
deg πn > 0 (called the formal degree) such that
(2.8) ||fu,v,n||2L2(Gn/Zn) =
1
deg πn
||u||2Hpin ||v||2Hpin .
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Now suppose that we have the Ĝn arranged so that we have direct systems {πn} of unitary
representations and, for each n, every πn ∈ Ĝn belongs to exactly one of those direct systems.
Write βm,n,π : Hπn →Hπm for the direct system maps on the representation spaces. For each such
direct system we have the direct limit representation π = lim−→πn of G = lim−→Gn and the direct limit
representation space Hπ = lim−→{Hπn , βm,n,π}.
We now make two strong assumptions on the system {Gn}. First, suppose that we can (and
do) choose the co–compact closed central subgroups Zn ⊂ Gn so that
(2.9) Gn →֒ Gn+1 maps Zn ∼= Zn+1 .
Then we can write Z for each of the groups Zn, and each of the direct systems {πn} has a common
central character χ ∈ Ẑ. We now make the further assumption on the groups Gn that
(2.10) Plancherel–almost–all πn ∈ Ĝn are square integrable: their |fu,v,n| ∈ L2(Gn/Z).
As described in [W4] and [W5] we use (2.8) and (2.10) to scale the inclusions Hπn⊗̂H∗πn →֒
Hπm⊗̂H∗πm for m ≧ n by means of formal degrees and obtain (Gn × Gn)–equivariant isometric
inclusions
(2.11) ζm,n,π : Hπn⊗̂H∗πn →Hπm⊗̂H∗πm defined by fu,v,n 7→
(
deg πm
deg πn
)1/2
fu,v,m.
In other words ζm,n,π =
deg πm
deg πn
(βm,n,π ⊗ βm,n,π∗). That gives us direct systems of Hilbert spaces
and the direct limits
(2.12) Hπ = lim−→{Hπn , βm,n,π} and Hπ⊗̂H
∗
π = lim−→{(Hπn⊗̂H
∗
πn), ζm,n,π},
representation spaces for the irreducible unitary representations π = lim−→πn of G and π ⊗ π
∗ of
G×G.
In order to sum the Hπn⊗̂H∗πn and the Hπ⊗̂H∗π as in (2.6), to form L2(Gχ) = lim−→L
2(Gn,χ), we
need the direct integral of (2.6) to be consistent with the rescaling isometries of (2.11). Specifically
we need
(2.13)
∫
Ĝn,χ
(Hπn⊗̂H∗πn)dn,χ(πn)
R
Ĝn,χ
ζm,n,pidn,χ(πn)
−−−−−−−−−−−−−→ ∫
Ĝm,χ
(Hπm⊗̂H∗πm)dm,χ(πm)yRĜn,χ ζm,n,pidn,χ(πn) yid∫
Ĝn,χ
ζm,n,π(Hπn⊗̂H∗πn)dn,χ(πn) −−−−→
∫
Ĝm,χ
(Hπm⊗̂H∗πm)dm,χ(πm)
to commute for m ≧ n. In the cases studied here, the Ĝn,χ are discrete (or even finite), so the
L2(Gn,χ) are discrete direct sums of irreducible representations. Then there is no consistency
problem with the rescaling isometries: one simply takes their discrete direct sum.
Once the Hπn⊗̂H∗πn have been summed as in (2.6), we need to control the integration over
the Ẑ in (2.7) in order to pass to the limit and form L2(G) =
∫
bZ L
2(Gχ)d(χ). Here we need the
conditions of (2.9), that every Zn = Z, and then we need that
(2.14) for m,n >> 0 the measures dm and dn on Ẑ are mutually absolutely continuous.
In the cases studied here condition (2.14) will be easy to verify.
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2C Construction of A(G).
Our hypothesis (2.10) of square integrability says that Plancherel–almost–all A(πn) ⊂ Hπn⊗̂H∗πn ,
in fact form a dense subspace there. We want the summation L2(Gn,χ) =
∫
Ĝn,χ
(Hπn⊗̂H∗πn)dn,χ(πn)
to restrict to a summation of the A(πn) and form a space A(Gn,χ) consisting of regular functions
on Gn that transform by χ. In order to do this we must look at the detailed definition of direct
integral.
Definition 2.15 Let (Y,M, τ) be a measure space. For each y ∈ Y let Hy be a separable Hilbert
space. Fix a family {sα}α∈A of maps Y →
⋃
y∈Y Hy such that
(2.16)
(i) sα(y) ∈ Hy a.e. (Y,M, τ), for all α ∈ A,
(ii) y 7→ 〈sα(y), sβ(y)〉Hy belongs to L1(Y, τ), for all α, β ∈ A, and
(iii) Hy is the closed span of {sα(y)}α∈A a.e. (Y, τ).
Then the (Hilbert space) direct integral defined by the measure space (Y,M, τ), the family
{Hy | y ∈ Y } of Hilbert spaces, and the family {sα}α∈A of maps, is the vector space
(2.17)
H =
∫
Y
Hy dτ(y) : all maps s : Y →
⋃
y∈Y
Hy such that
(i) s(y) ∈ Hy a.e. (Y, τ),
(ii) y 7→ 〈s(y), sα(y)〉Hy is measurable, for each α ∈ A, and
(iii) y 7→ 〈s(y), sα(y)〉Hy belongs to L1(Y, τ), for all α ∈ A
with inner product 〈s, s′〉 =
∫
Y
〈s(y), s′(y)〉Hy dτ(y).
♦
The inner product of Definition 2.15 is well defined, and the direct integral H is a Hilbert space.
Our problem now is to find an appropriate family {sα}α∈A of maps to
⋃
πn∈cGn A(πn) in order to
put the A(πn) together to make spaces A(Gn,χ) and A(Gn) of regular functions on Gn along the
lines of a direct integral of Hilbert spaces. In other words we need the conditions that
(2.18) to form L2(Gn,χ) =
∫
Ĝn,χ
(Hπn⊗̂H∗πn)dn,χ(πn) we may choose the sα with sα(πn) ∈ A(πn)
in order to form the A(Gn,χ) :=
∫
Ĝn,χ
A(πn)dn,χ(πn), and then we need the conditions
(2.19) to form L2(Gn) =
∫
bZ
L2(Gn,χ)dn(χ) we may assume sα
(∫
Ĝn,χ
(πn ⊗ π∗n)dn,χ(πn)
)
∈ A(Gn,χ).
These conditions are automatic when the Gn are compact. In Sections 4 and 5 we will verify
them for the cases where Gn is a connected simply connected nilpotent Lie group that has square
integrable representations.
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Under the assumptions (2.13) and (2.14) for forming our direct limits of Hilbert spaces, and
(2.18) and (2.19) for restricting to regular functions before the direct limits, we have the spaces
(2.20) A(Gn) :=
∫
bZ
(∫
Ĝn,χ
A(πn)dn,χ(πn)
)
d(χ) and A(G) := lim−→A(Gn).
Here the A(Gn) form a direct system using ordinary restriction of functions, and A(G) is the direct
limit of that system. Each A(Gn) is a dense subspace of L2(Gn) but, because of rescaling by the
ζm,n,π, we do not have A(G) as a subspace of L2(G). However there is a very useful relation which
we now describe.
2D Comparison of Direct Limits.
In this section we will assume (2.13), (2.14), (2.18) and (2.19). Then we have direct systems
{L2(Gn)} → L2(G) and {A(Gn)} → A(G). Now define (Gn×Gn)–equivariant isometric inclusions
(2.21) ηn : A(πn)→Hπn⊗̂H∗πn by fu,v,n 7→
√
deg πn fu,v,n.
Proposition 2.22 The maps ηn of (2.21) satisfy ηm ◦ ζm,n,π(fu,v,n) = ζm,n,π ◦ ηn(fu,v,n) and send
the direct system {A(Gn)} into the direct system {L2(Gn)}. That map of direct systems defines a
(G×G)–equivariant injection
η : A(G)→ L2(G)
with dense image. In particular η defines a pre Hilbert space structure on A(G) with completion
isometric to L2(G).
Proof. We extract the result from [NRW, Appendix A]. Let C denote the category of topological
vector spaces and continuous linear maps. We compute ηm ◦ ζm,n,π(fu,v,n) = ηn(fu,v,n), as asserted,
and use (2.13) and (2.14) to patch the ηn together to form maps η˜n : A(Gn)→ L2(Gn). The space
L2(Gn) carries its usual topology and we give A(Gn) the subspace topology. Now view {A(Gn)} and
{L2(Gn)} as direct systems in the category C. The η˜n define a morphism {A(Gn)} → {L2(Gn)} of
direct systems in C, so the universal property of direct limits gives a morphism η˜ : lim−→C{A(Gn)} →
lim−→C{L
2(Gn)} of the direct limits in C. Note that η˜n is injective and (Gn ×Gn)–equivariant with
dense image. It follows that η˜ is injective and (G×G)–equivariant with dense image.
The topological vector space direct limit lim−→C{L
2(Gn)} has a pre Hilbert space structure given by
the Hilbert space structures on the L2(Gn), and the Hilbert space direct limit L
2(G) = lim−→{L
2(Gn)}
is its Hilbert space completion. Thus η˜ : lim−→C{A(Gn)} → lim−→C{L
2(Gn)} is in fact a continuous
linear map, injective and (G×G)–equivariant, from lim−→C{A(Gn)} to L
2(Gn). Further, our original
A(G) is obtained from lim−→C{A(Gn)} by forgetting the topology. Thus in particular η˜ maps A(G)
into L2(G), and it is a (G×G)–equivariant injection onto a dense subspace. 
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2E Homogeneous Spaces.
We now consider direct limit homogeneous spaces G/K = lim−→Gn/Kn. Specifically, we require that
G = lim−→Gn, that the Kn are compact subgroups of the Gn such that Kn = Gn ∩Km for m ≧ n,
and that K = lim−→Kn. We also assume (2.13), (2.14), (2.18) and (2.19) so that Proposition 2.22
applies to {Gn} and G.
Since Kn is compact, L
2(Gn/Kn) = L
2(Gn)
Kn , the subspace consisting of the right–Kn–
invariant L2 functions on Gn. Of course we can define L
2(G/K) = L2(G)K , but for comparison
with A(G/K) we want L2(G/K) to be of the form lim−→L
2(Gn/Kn). Since Kn is compact, (2.5)
gives us
(2.23) L2(Gn/Kn) = L
2(Gn)
Kn =
∫
cGn
(Hπn⊗̂(H∗πn)Kn) d(πn).
we view the direct limit maps βm,n,π : Hπn → Hπm as isometric inclusions and arrange the
L2(Gn/Kn) into a direct system by requiring that
(2.24) orthogonal projection pm,n,π : Hπm →Hπn defines a bijective map HKmπm →HKnπn .
Then every um ∈ HKmπm has unique expression um = un + x with un ∈ HKnπn and x ⊥ βm,n,π(Hπn).
As πn is irreducible and ||um||2 = ||un||2 + ||x||2 we have a constant c = cm,n,π such that ||un|| =
c||um||. Here 0 < c ≦ 1 and un = pm,n,π(um). Thus we have an isometry
(2.25) αm,n,π : HKnπn ∼= HKmπm by αm,n,π(un) = cm,n,πum where un = pm,n,π(um).
Now we have Gn–equivariant isometric injections
(2.26) ζ˜m,n,π : Hπn⊗̂(H∗πn)Kn →Hπm⊗̂(H∗πm)Km defined by fu,vn,n 7→ cm,n,π
(
deg πm
deg πn
)1/2
fu,vm,m.
Then
{(Hπn⊗̂(H∗πn)Kn) , ζ˜m,n,π} is isomorphic to a subsystem of the Hilbert space direct system{(Hπn⊗̂H∗πn) , ζm,n,π} of (2.12). As a result we have
(2.27) Hπ⊗̂(H∗π)K = lim−→
{(Hπn⊗̂(H∗πn)Kn) , ζ˜m,n,π}
in the Hilbert space category, and they fit together under the direct integral (2.23) to give us
(2.28) L2(G/K) := L2(G)K = lim−→
{
L2(Gn/Kn), ζ˜m,n
}
.
From (2.4) and (2.24) we have
(2.29)
A(πn)Kn = {finite linear combinations of the fu,vn,n where u ∈ Hπn and vn ∈ HKnπn } and
νm,n,π : A(πn)Kn →֒ A(πm)Km by fu,vn,n 7→ fu,vm,m where projection pm,n,π(vm) = vn.
Lemma 2.30 If f ∈ A(πn)Kn then νm,n,π(f)|Gn/Kn = f .
Proof. Let u ∈ Hπn and vn ∈ HKnπn . Then vm = vn + x ∈ HKmπm with x ⊥ Hπn . Given
g ∈ Gn compute (νm,n,π(fu,vn,n)) (g) = fu,vm,m(g) = 〈u, πm(g)(vn + x)〉 = 〈πm(g−1)u, vn + x)〉 =
〈πm(g−1)u, vn〉 = 〈u, πm(g)(vn)〉 = 〈u, πn(g)(vn)〉 = fu,vn,n(g). 
Equation 2.29 defines a direct system {A(πn)Kn , νm,n,π} and Lemma 2.30 shows that its maps
are inverse to restriction. Thus the direct limit
(2.31) A(π)K := lim−→{A(πn)
Kn , νm,n,π}
sits naturally as a G–submodule of the inverse limit lim←−{A(πn)
Kn , restriction}. Now, from Propo-
sition 2.22, we can take right K–invariants as follows.
Our assumptions (2.13) and (2.14) for forming our direct limits of Hilbert spaces, and (2.18)
and (2.19) for restricting to regular functions before the direct limits, carry (2.20) over to Kn– and
K–invariant regular functions as follows.
(2.32)
A(Gn/Kn) :=A(Gn)Kn =
∫
bZ
(∫
Ĝn,χ
A(πn)Kndn,χ(πn)
)
d(χ)
and A(G/K) := A(G)K = lim−→{A(Gn/Kn), νm,n}.
In view of Lemma 2.30 the A(Gn/Kn) form a direct system whose maps are inverse to restriction
of functions and A(G/K) is the direct limit of that system. Each A(Gn/Kn) is a dense subspace of
L2(Gn/Kn) but, because the νm,n are not isometric, we do not have A(G/K) sitting naturally as
a subspace of L2(G/K). As in the group level setting we can manage this in a somewhat abstract
way. The Gn–equivariant isometric inclusions restrict to
(2.33) η˜n,π : A(πn)Kn →Hπn⊗̂(H∗πn)Kn by fu,v,n 7→ cn,1,π
√
deg πn fu,v,n.
Proposition 2.34 The maps ζ˜m,n,π of (2.26), νm,n,π of (2.29) and η˜n,π of (2.33) satisfy
(η˜m,π ◦ νm,n,π)(fu,v,n) = (ζ˜m,n,π ◦ η˜n,π)(fu,v,n)
for fu,v,n ∈ A(πn)Kn. Thus they inject the direct system {A(Gn)Kn , νm,n} into the direct system
{L2(Gn)Kn , ζ˜m,n}. That map of direct systems defines a G–equivariant injection
η˜ : A(G/K)→ L2(G/K)
with dense image. In particular η˜ defines a pre Hilbert space structure on A(G/K) with completion
isometric to L2(G/K).
Proof. The point is that cm,n,π = cm,m−1,π · cm−1,m−2,π · . . . · cn+1,n,π; so cm,n,π = cm,1,π/cn,1,π.
Now compute
(ζ˜m,n,π ◦ η˜n,π)(fu,vn,n) = ζ˜m,n,π(cn,1,π
√
deg πn fu,vn,n)
= cm,n,π
(
deg πm
deg πn
)1/2
cn,1,π
√
deg πn fu,vm,m
= cm,1,π
√
deg πm fu,vm,m = (η˜m,π ◦ νm,n,π)(fu,vn,n).
Our assertions follow as in the proof of Proposition 2.22. 
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2F Commutative Spaces.
Suppose that the Gn/Kn are commutative spaces, i.e. that the (Gn,Kn) are Gelfand pairs. If
πn ∈ Ĝn then dimHKnπn ≦ 1, in other words either HKnπn = 0 or there is a unique (up to scale)
unit vector vn ∈ HKnπn . In the latter case (2.24) simply asserts that vm cannot be orthogonal to
βm,n,π(vn), so that Proposition 2.34 is valid. Here there is a problem: given HKnπn 6= 0 and m ≧ n
we must have HKmπm 6= 0. In the remainder of this paper we study two situations in which this
holds: when the Gn/Kn are compact symmetric spaces, and in many cases where the Gn/Kn are
commutative nilmanifolds.
3 Limits of Compact Lie Groups and Compact Symmetric Spaces
Suppose that Gn is a compact topological group. Then the Peter Weyl Theorem says that L
2(Gn)
is the Hilbert space direct sum of the spaces A(πn) of coefficients, πn ∈ Ĝn. In particular one has
a dense subspace of L2(Gn) given by the algebraic direct sum
(3.1) A(Gn) =
∑
πn∈cGn A(πn).
When Gn is a compact Lie group, the spectrum of the ring A(Gn) is a linear algebraic group, the
associated algebraic group of Gn for which A(Gn) is the ring of regular functions. This essentially
is Tannaka’s Theorem; see Chevalley [Ch, Chapter 6]. Thus A(Gn) is the ring of regular functions
on Gn as well as on its associated algebraic group. Note that the associated algebraic group is the
complexification (Gn)C.
3A Parabolic Direct Limits of Groups.
We make the standing assumption for this section and the next that
(3.2)
the Gn are compact connected Lie groups and
{Gn, ϕm,n} is a strict parabolic direct system.
Here parabolic means that the semisimple part of ϕm,n(Gn) is the semisimple part of the centralizer
of a toral subgroup of Gm, in other words that ϕm,n([Gn, Gn])C is the semisimple component of a
parabolic subgroup of (Gm)C. Thus we have Cartan subalgebras hn ⊂ gn such that dϕm,n(hn) ⊂ hm
and simple root systems Ψn ⊂ ih∗n such that
(3.3) if ψ ∈ Ψn then there is a unique ψ′ ∈ Ψm such that dϕ∗m,n(ψ′) = ψ.
Now we can enumerate the simple root systems as
(3.4) Ψn = {ψn,1, . . . , ψn,ℓn} , ℓn = rank gn, and ψn,j = dϕ∗m,n(ψm,j) for 1 ≦ j ≦ ℓn and m ≧ n.
Dually we have enumerations of the systems of fundamental weights as
(3.5) Ξn = {ξn,1, . . . , ξn,ℓn} , ℓn = rank gn, and ξn,j = dϕ∗m,n(ξm,j) for 1 ≦ j ≦ ℓn and m ≧ n.
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Now the correspondence
k1ξn,1 + · · ·+ kℓnξn,ℓn 7→ k1ξm,1 + · · ·+ kℓmξn,ℓn
sends dominant integral weights to dominant integral weights. Fix an index n0 and a dominant
integral weight λn0 for (gn0 , hn0 ,Ψn0). For n ≧ n0 we now have a dominant integral weight λn for
(gn, hn,Ψn) and a corresponding direct system of irreducible representations of the Gn given by
(3.6)
{πn,λ} where λn0 = k1ξn0,1 + · · ·+ kℓn0 ξn0,ℓn0 and
πn,λ ∈ Ĝn has highest weight λn = k1ξn,1 + · · ·+ kℓn0 ξn,ℓn0 .
Choose unit highest weight vectors vn,λ ∈ Hπn,λ . We embed representation spaces
(3.7) βm,n,λ = βm,n,πλ : Hπn,λ →֒ Hπm,λ by X(vn,λ) 7→ X(vm,λ) for X ∈ U(gn).
Then we have the direct limit representation and its representation space:
(3.8) πλ = lim−→ πn,λ unitary representation of G = lim−→Gn on Hπλ = lim−→Hπn,λ .
As in (2.11) we now have isometric injections
(3.9) ζm,n : Hπn,λ⊗̂H∗πn,λ →Hπm,λ⊗̂H∗πm,λ defined by fu,v,n 7→
(
deg πm,λ
deg πn,λ
)1/2
fu,v,m.
That gives us direct systems of Hilbert spaces and the direct limits
(3.10) Hπλ⊗̂H∗πλ = lim−→{(Hπn,λ⊗̂H
∗
πn,λ
), ζm,n}.
They are the representation spaces for the irreducible unitary representations πλ of G and πλ⊗ π∗λ
of G × G. The Peter–Weyl Theorem for Parabolic Direct Limits [W5, Theorem 4.3] exhibits the
Hilbert space L2(G) := lim−→{L
2(Gn), ζm,n} as the orthogonal direct sum of the Hπλ⊗̂H∗πλ, and shows
that the left/right regular representation of G × G on L2(G) the multiplicity–free discrete direct
sum of irreducible representations πλ ⊗ π∗λ of highest weights (λ, λ∗).
The direct integral conditions (2.13) and (2.14) are automatic here because the integrals are
direct sums. Thus, as λ varies, the (3.9) and their limits (3.10) sum to give us
(3.11) ζm,n : L
2(Gn)→ L2(Gm) defined by fu,v,n 7→
(
deg πm,λ
deg πn,λ
)1/2
fu,v,m for u, v ∈ Hπn,λ
and the limit Hilbert space
(3.12) L2(G) := lim−→{L
2(Gn), ζm,n}.
3B The Ring of Regular Functions for Parabolic Direct Limits.
As noted earlier, the direct integral conditions (2.13), (2.14), (2.18) and (2.19) are automatic in the
compact group setting. Thus Proposition 2.22 applies, showing that the A(Gn) and A(G) follow
the same pattern as in the Peter–Weyl Theorem for Parabolic Direct Limits, and the resulting map
A(G) → L2(G) defines both a pre Hilbert space structure on A(G) and an interpretation of the
elements of L2(G) as the Hilbert space completion of A(G).
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3C Parabolic Direct Limits of Compact Symmetric Spaces
Fix a parabolic direct system of compact connected Lie groups Gn and subgroupsKn such that each
(Gn,Kn) is an irreducible riemannian symmetric pair. Suppose that the corresponding compact
symmetric spaces Mn = Gn/Kn are simply connected. Up to re–numbering and passage to a
common cofinal subsequence the only possibilities are
(3.13)
Compact Irreducible Riemannian Symmetric Spaces Mn = Gn/Kn
Gn Kn RankMn DimMn
1 SU(n)× SU(n) diagonal SU(n) n− 1 n2 − 1
2 Spin(2n+ 1)× Spin(2n+ 1) diagonal Spin(2n+ 1) n 2n2 + n
3 Spin(2n)× Spin(2n) diagonal Spin(2n) n 2n2 − n
4 Sp(n)× Sp(n) diagonal Sp(n) n 2n2 + n
5 SU(p+ q), p = pn, q = qn S(U(p)× U(q)) min(p, q) 2pq
6 SU(n) SO(n) n− 1 (n−1)(n+2)2
7 SU(2n) Sp(n) n− 1 2n2 − n− 1
8 SO(p+ q), p = pn, q = qn SO(p) × SO(q) min(p, q) pq
9 SO(2n) U(n) [n2 ] n(n− 1)
10 Sp(p+ q), p = pn, q = qn Sp(p)× Sp(q) min(p, q) 4pq
11 Sp(n) U(n) n n(n+ 1)
These are the cases where the Gn form a parabolic direct system. Now we set about carrying the
results of Sections 3A and 3B from G = lim−→Gn to M = lim−→Mn for the systems of Table 3.13.
3D Square Integrable Functions and Regular Functions.
Recall the decomposition gn = kn + sn under the symmetry θ of Mn. Here Kn is the identity
component of the fixed point set Gθn, kn is the +1 eigenspace of dθ, and sn is the −1 eigenspace.
We assume the alignments θn = θm|Gn so kn ⊂ km and sn ⊂ sm. We recursively choose maximal
abelian subspaces an ⊂ sn with an ⊂ am and define mn to be the centralizer of an in kn. For the
systems of Table 3.13 we have mn ⊂ mm, and we recursively choose Cartan subalgebras tn ⊂ mn
with that tn ⊂ tm. Then the hn := tn + an are θ–stable Cartan subalgebras of the gn.
The restricted root systems
∆(gn, an) = {α|an | α ∈ ∆(gn, hn) and α|an 6= 0}
have consistent root orders
if α ∈ ∆+(gm, am) and α|an 6= 0 then α|an ∈ ∆+(gn, an),
and similarly we have consistent root orders on the ∆(mn, tn). Together they define consistent
positive root systems
∆+(gn, hn) = {α ∈ ∆(gn, hn) | either α|an ∈ ∆+(gn, an), or α|an = 0 and α|tn ∈ ∆+(mn, tn)}.
Using the parabolic condition we have simple restricted root systems
Ψn = Ψ(gn, an) such that if ψ ∈ Ψn then there is a unique ψ′ ∈ Ψm such that ψ = ψ′|an .
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Now as in (3.4) we enumerate
(3.14) Ψn = {ψn,1, . . . , ψn,ℓn} , ℓn = dim an, and ψn,j = ψm,j |an for 1 ≦ j ≦ ℓn and m ≧ n.
Using the root orders just described, the Cartan–Helgason Theorem says that the irreducible
representation πλ of gn of highest weight λ gives a summand of the representation of Gn on L
2(Mn)
if and only if (i) λ|tn = 0, so we may view λ as an element of ia∗n, and (ii) if α ∈ ∆+(gn, an) then
〈λ,α〉
〈α,α〉 is an integer ≧ 0.
Condition (i) of the Cartan–Helgason Theorem persists under restriction λ 7→ λ|hn−1 because
tn−1 ⊂ tn. Given (i), condition (ii) says that 12λ belongs to the weight lattice of gn, so its restriction
to hn−1 exponentiates to a well defined function on the corresponding maximal torus of Gn−1 and
thus belongs to the weight lattice of gn−1. Given condition (i), our arrangements an ⊂ am and
tn ⊂ tm ensure that condition (ii) persists under restrictions λ 7→ λ|hn−1 . With this in mind, we
define linear functionals ξn,j ∈ ia∗n by
(3.15)
〈ξn,i,ψn,j〉
〈ψn,j ,ψn,j〉
= δi,j for 1 ≦ j ≦ rn — except that
〈ξn,i,ψn,i〉
〈ψn,i,ψn,i〉
= 2 if 2ψn,i ∈ ∆(gn, an).
The weights ξn,j are the class 1 fundamental highest weights for (gn, kn) Now as in Section 3A the
correspondence
k1ξn,1 + · · ·+ kℓnξn,ℓn 7→ k1ξm,1 + · · ·+ kℓmξn,ℓn
sends class 1 dominant integral weights to class 1 dominant integral weights and defines direct
systems of irreducible class 1 representations by
(3.16)
{πn,λ} where λn0 = k1ξn0,1 + · · · + kℓn0 ξn0,ℓn0 and
πn,λ ∈ Ĝn has highest weight λn = k1ξn,1 + · · ·+ kℓn0 ξn,ℓn0 .
As before, the corresponding embeddings of representation spaces βm,n,λ : Hπn,λ →Hπn,λ are given
by choices of highest weight unit vectors vn,λ ∈ Hπn,λ and by X(vn,λ) 7→ X(vm,λ) for X ∈ U(gn).
Again we have the direct limit representations and its representation space
(3.17) πλ = lim−→πn,λ unitary representation of G = lim−→Gn on Hπλ = lim−→{Hπn,λ , βm,n,λ}.
Note that πλ is irreducible, has highest weight λ, and has a highest weight unit vector vλ = lim−→ vn,λ
that is invariant under the action of K = lim−→Kn. Given {λn} as in (3.16) we write Hn,λ for Hπn,λ .
Lemma 3.18 For {λn} as in (3.16) and each n ≧ n0 let wn,λ be a unit vector in HKnn,λ. Then
orthogonal projection pm,n,λ : Hm,λ →Hn,λ maps wm,λ to a nonzero multiple cm,n,λwn,λ of wn,λ.
Proof. By Gn–equivariance of the projection, pm,n,λ(wm,λ) is Kn–invariant, hence is a multiple of
wn,λ. Suppose that the multiple is zero, i.e. that wn,λ ⊥ wm,λ. Then wm,λ ⊥ Hn,λ, in particular
wm,λ is orthogonal to the highest weight λ vector vn,λ. As vm,λ = vn,λ, now wm,λ ⊥ vm,λ. But
the argument of [Li, Proposition 2.2] shows that wm,λ cannot be orthogonal to vm,λ. We conclude
pm,n,λ(wm,λ) = cwn,λ for some nonzero constant c. 
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Denote λ∗ = −w0(λ) where w0 is the longest element of the Weyl group. Then λ∗ is the highest
weight of the dual π∗n,λ, and H∗πn,λ = Hπn,λ∗ . Given πn,λ ∈ Ĝn,K we have πn,λ∗ ∈ Ĝn,K and we may
suppose that its Kn–fixed unit vector wλ∗ is normalized so that the pairing (wλ, wλ∗) = 1. Then
the space of right–Kn–invariant matrix coefficient functions corresponding to πn,λ is (as a module
for the left translation action of Gn)
(3.19)
(
Hπn,λ ⊗H∗πn,λ
)Kn
= Hπn,λ ⊗ wλ∗C = {fu,wλ,n | u ∈ Hπn,λ} ∼= Hπn,λ.
Lemma 3.18 ensures (2.24) in our setting, where the regular representations of the Gn on the
L2(Mn) are multiplicity free. Thus we have Gn–equivariant injections
(3.20) αm,n,λ∗ : HKnn,λ∗ →HKmm,λ∗ , HKnn,λ = wn,λ∗C and HKnm,λ = wm,λ∗C
as in (2.25), and
(3.21) ζ˜m,n,λ : Hn,λ ⊗ (wn,λ∗C)→Hm,λ ⊗ (wm,λ∗C) by fu,wn,n 7→ cm,n,λ
(
deg πm,λ
deg πn,λ
)1/2
fu,wm,m
as in (2.26). Now as in Section 2E,
{
Hn,λ ⊗ (wn,λ∗C), ζ˜m,n,λ
}
is isomorphic to a subsystem of the
system
{(
Hn,λ⊗̂H∗n,λ
)
, ζm,n,λ
}
of (3.11). As a result we have
(3.22) Hλ ⊗ wλ∗C := lim−→
{
(Hn,λ ⊗ wn,λ∗C), ζ˜m,n,λ
}
and they fit together under the direct integral (2.23), which here is reduced to a discrete direct
sum, to give us L2(M) where M = lim−→Mn as follows.
(3.23) L2(M) := L2(G)K = lim−→
{
L2(Gn/Kn), ζ˜m,n
}
.
We proceed as in Section 2E, but taking advantage of the fact that here the Gn are compact.
Define
(3.24)
A(πn,λ)Kn = {finite linear combinations of the fu,vn,n where u ∈ Hπn,λ and vn ∈ HKnπn,λ},
νm,n,λ : A(πn,λ)Kn →֒ A(πm,λ)Km by fu,vn,n 7→ fu,vm,m where projection pm,n,λ(vm) = vn.
Thus Lemma 2.30 says: If f ∈ A(πn,λ)Kn then νm,n,λ(f)|Gn/Kn = f .
The ring of regular functions on Mn = Gn/Kn is A(Gn/Kn) := A(Gn)Kn =
∑
λA(πn,λ) and
the νm,n,λ sum to define a direct system {A(Gn/Kn), νm,n}. Its limit is
(3.25) A(G/K) := A(G)K = lim−→{A(Gn/Kn), νm,n}.
As before, the maps of the direct system {A(Gn/Kn), νm,n} are inverse to restriction of functions,
so A(G/K) is a G–submodule of the inverse limit lim←−{A(Gn/Kn), restriction}.
Each A(Gn/Kn) is a dense subspace of L2(Gn/Kn) but, because the νm,n distort the Hilbert
space structure, A(G/K) does not sit naturally as a subspace of L2(G/K). Thus we use the
Gn–equivariant maps
(3.26) η˜n,λ : A(πn,λ)Kn → Hπn⊗̂(wn,λ∗C) by fu,wn,λ,n 7→ cn,1,λ
√
deg πn,λ fu,wn,λ,n.
where cm,n,λ = ||pm,n,λ(wm,λ)||. Now Proposition 2.34 specializes to
Proposition 3.27 The maps ζ˜m,n,λ of (3.21), νm,n,λ of (3.24) and η˜n,λ of (3.26) satisfy
(η˜m,λ ◦ νm,n,λ)(fu,v,n) = (ζ˜m,n,λ ◦ η˜n,λ)(fu,v,n)
for fu,v,n ∈ A(πn,λ)Kn. Thus they inject the direct system {A(Gn)Kn , νm,n} into the direct system
{L2(Gn)Kn , ζ˜m,n}. That map of direct systems defines a G–equivariant injection
η˜ : A(G/K)→ L2(G/K)
with dense image. In particular η˜ defines a pre Hilbert space structure on A(G/K) with completion
isometric to L2(G/K).
4 Limits of Heisenberg Commutative Spaces.
We now turn to a class of commutative spaces Gn/Kn on which a nilpotent subgroup of Gn acts
transitively. Then that nilpotent group must be the nilradical Nn of Gn, the isotropy subgroup
Kn must be a compact group of automorphisms of Nn, and Gn must be the semidirect product
Nn⋊Kn. See [W3, Chapter 13] for an exposition. These spaces usually are weakly symmetric, but
they are not symmetric. Nevertheless they are accessible because Nn is very similar in structure to
the Heisenberg group, and the theory is modelled on the Heisenberg group case. Here in Section
4 we study the Heisenberg group case, and we examine more general commutative nilmanifolds in
Section 5.
4A Regular Functions on Heisenberg Groups.
We first consider the case where Gn is the Heisenberg group
Hn = ImC+ C
n with group composition (z, w)(z′, w′) = (z + z′ + Im 〈w,w′〉, w + w′).
There are two sorts of irreducible unitary representations. The ones that annihilate the center
Z = ImC of Hn are the (1–dimensional) unitary characters on the vector group Hn/Z ∼= R2n. The
ones that are nontrivial on Z, say πn,t with central character ζt(z, w) = e
tz, are specified by the
nonzero real number t and are realized on the Foch space Hn,t of entire holomorphic functions f :
Cn → C such that ∫
Cm
|f(w)|2e−|t||w|2dw <∞ where dw is Lebesgue measure. The representation
is [πt(z, v)f ](w) = e
tz±tIm (w−v/2)·vf(w − v) where ± is the sign of t/|t|.
For each real t 6= 0 the representation πn,t is square integrable (modulo the center of Hn) and
has formal degree |t|n.
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For each multi-indexm = (m1, . . . ,mn), mi ≧ 0, we have the monomial w
m = wm11 . . . w
mn
n . For
t 6= 0 there is a constant cn,t > 0 such that the µm := wm/
√
m! := (wm11 . . . w
mn
n )/
√
(m1! . . . mn!)
satisfy ∫
µm(w)µm′(w) exp(−|t||w|2)dw =
{
0 for m 6=m′,
1/cn,t for m =m.
Now we normalize the inner product on Hπn,t = Hn,t by
(4.1) 〈f, f ′〉 = cn,t
∫
f(w)f ′(w) exp(−|t||w|2)dw.
Then the monomials µm form a complete orthonormal set in Hπn,t .
In Definition 2.15 of direct integral now, take (Y,M, τ) = (R\{0},M, |t|ndt) whereM consists
of the Borel sets. For each multiindex m define sm : Y :→
⋃Hn,t by sm(t) = e−|t|µm. Then
〈sm(t), sm′(t)〉Hn,t = e−2|t|δm,m′ ∈ L1(Y, τ). In fact
(4.2)∫ ∞
−∞
〈sm(t), sm(t)〉Hn,t |t|ndt = 2
∫ ∞
0
e−2ttndt = 2−n
∫ ∞
0
e−2t2n+1tndt = 2−nΓ(n+ 1) = n!/2n.
Thus (2.16) is satisfied and we have the Hilbert space of (2.17):
(4.3) Hn =
∫ ∞
−∞
Hn,t|t|ndt defined by (R \ {0},M, |t|ndt) and the sm(t) = e−|t|µm.
Here |t|ndt is the Plancherel measure for the Heisenberg group Hn. Since |t|ndt and dt are mutually
absolutely continuous on R\{0} we can reformulate (4.3) asHn =
∫∞
−∞Hn,t dt, which is independent
of n, for purposes of taking direct limits.
For multiindices m and m′ define rm,m′ : Y :→
⋃Hn,t⊗̂H∗n,t by rm,m′(t) = e−|t|µm ⊗ µm′ .
The µm ⊗ µm′ form a complete orthonormal set in Hn,t⊗̂H∗n,t so 〈rm,m′(t), rm′′,m′′′(t)〉Hn,t =
e−2|t|δm,m′′δm′,m′′′ , which is in L
1(Y, τ) as before because
∫∞
−∞〈rm,m′(t), rm,m′(t)〉Hn,t |t|ndt = 2
∫∞
0 e
−2ttndt =
2−nΓ(n+1) = n!/2n. Since the 1–dimensional representations in Ĥn form a set of Plancherel mea-
sure zero, and |t|ndt is the restriction of Plancherel measure to {πn,t | t 6= 0} this gives us
(4.4) L2(Hn) =
∫ ∞
−∞
(Hn,t⊗̂H∗n,t)|t|ndt
where the direct integral is defined by (R \ {0},M, |t|ndt) and the rm,m′(t) = e−|t|µm ⊗ µm′ . Now
we carry this over to rational functions.
Definition 4.5 For each real polynomial p(t) define pm,m′(t) = e
−|t|p(t)µm ⊗ µm′. Let A(Hn)
denote the set of all finite linear combinations of the pm,m′ with multiplication (p
′
m,m′ × p′′ℓ,ℓ′)(t) =
[p′(t)p′′(t)](µm+ℓ⊗µm′+ℓ′). The elements of A(Hn) are the regular functions on Hn and A(Hn) is
the ring of regular functions on Hn. Note that A(Hn) is isomorphic to the ring of polynomials on
the complex extension C+ Cn of the underlying vector space structure of Hn = ImC+ C
n.
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Lemma 4.6 The ring A(Hn) of regular functions on Hn is a dense subspace of L2(Hn).
Proof. The pointwise inner product 〈pm,m′(t), rm′′,m′′′(t)〉Hn,t = e−2|t|p(t)δm,m′′δm′,m′′′ . Com-
puting as before,
∫∞
−∞ e
−2|t||tk||t|ndt = (k + n)!/2k+n for integral k ≧ 0. If p(t) = ∑d0 pktk this
shows
||〈pm,m′(t), rm,m′(t)〉Hn,t ||L1(R\{0},M,|t|ndt) =
∫ ∞
−∞
|e−2|t|p(t)||t|ndt ≦
d∑
0
|pk|(k + n)!/2k+n <∞,
so each 〈pm,m′(t), rm′′,m′′′(t)〉Hn,t ∈ L1(R \ {0},M, |t|ndt). This proves A(Hn) ⊂ L2(Hn).
Let f ∈ L2(Hn) orthogonal to A(Hn). Denote ft(w) = f(t, w). and rm,m′,t = rm,m′(t). By (4.4)
and Fubini, ft is orthogonal to every rm,m′,t a.e. t ∈ R. For fixed t, the rm,m′,t form a complete
orthogonal set in Hn,t⊗̂H∗n,t. Thus ft = 0 a.e. t ∈ R. Now f = 0 in L2(Hn). We have proved that
the subspace A(Hn) is dense in L2(Hn). 
4B Functions on the Infinite Heisenberg Group.
Passage to the limit is easy for Heisenberg groups. The group inclusions are given by (z, w) 7→ (z, w),
identity on the center ImC and the usual Cn → Cm by (w1, . . . , wn) 7→ (w1, . . . , wn, 0, . . . , 0) on
its complement. Also, and this is a key point, the Hilbert space Hn,t sits naturally in Hm,t as the
closed span of the monomials µm := w
m/
√
m! for which the exponents mn+1 = · · · = mm = 0.
That gives us the equivariant isometric inclusions ζm,n : Hn,t → Hm,t, sending µm (as an element
of Hn,t) to µm (as an element of Hm,t). Now we have
(4.7)
H∞ = ImC+ C
∞ = lim−→Hn : infinite Heisenberg group,
Ht = lim−→Hn,t : Hilbert space with complete orthonormal set {µm = w
m/
√
m!},
πt = lim−→πn,t : irreducible unitary representation of H∞ on Ht.
The space En,t of matrix coefficients ofHn,t is spanned by the functions fℓ,m;n,t : g 7→ 〈µℓ, πn,t(g)µm〉,
These coefficients belong to the Hilbert space
L2(Hn/ImC; e
t) := {f : Hn → C | |f | ∈ L2(Hn/ImC) and f(z, w) = e−tzf(0, w)}
with inner product 〈f, f ′〉 = ∫
Cn
f(z, w)f ′(z, w)dw.
Since πn,t has formal degree |t|n the orthogonality relations say that the inner product in En,t is
〈fℓ,m;n,t, fℓ′,m′;n,t〉 = |t|−n if ℓ = ℓ′ andm =m′, 0 otherwise. Now the |t|n/2fℓ,m;n,t form a complete
orthonormal set in En,t, and En,t consists of the functions Φn,t,ϕ given by
(4.8) Φn,t,ϕ(h) =
∑
ℓ,m
ϕℓ,m(t)|t|n/2fℓ,m;n,t(h)
where
∑
ℓ,m |ϕℓ,m(t)|2 <∞. Thus L2(Hn) consists of all functions
(4.9) Ψn,ϕ(h) :=
∫ ∞
−∞
Φn,t,ϕ(h)|t|n dt =
∫ ∞
−∞
(∑
ℓ,m
ϕℓ,m(t)|t|n/2fℓ,m;n,t(h)
)
|t|n dt
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such that the ϕℓ,m : R → C are measurable,
∑
ℓ,m |ϕℓ,m(t)|2 < ∞ a.e. t, and
∑
ℓ,m |ϕℓ,m(t)|2 ∈
L1(R, |t|ndt). Note that ||Ψn,ϕ||2L2(Hn) =
∑
ℓ,m||ϕℓ,m||2L2(R,|t|n/2dt).
When m ≧ n we view an n–tuple m as an m–tuple by appending m − n zeroes; then wm has
the same meaning as function on Cn and on Cm. Thus the coefficient function fℓ,m;n,t : Hn → C
is the restriction of fℓ,m;n,t : Hm → C. Now, as in (2.11) and (3.9), we have isometric (Hn ×Hn)–
equivariant injections
(4.10) ζm,n,t : En,t → Em,t by ζm,n,t(|t|n/2fℓ,m;n,t) = |t|m/2fℓ,m;n,t and ζm,n(Ψn,ϕ) = Ψm,|t|(n−m)/2ϕ
of En,t into Em,t and L2(Hn) into L2(Hm). Specifically, ζm,n,t maps a complete orthonormal set in
En,t to an orthonormal set in Em,t and ζm,n passes to the direct integral. As expected, the result is
the multiplicity–free left/right regular representation of H∞ ×H∞ on
(4.11) L2(H∞) := lim−→{L
2(Hn), ζm,n}.
Now look back to Definition 4.5, and define
(4.12) A(H∞) = lim−→A(Hn) = {finite linear combinations of the pm,m′(t) = e
−|t|p(t)wmwm′}.
Thus A(H∞) consists of the finite linear combinations of the e−|t|tkµm µm′ , and (for n sufficiently
large so that µm, µm′ ∈ Hn,t) we have ||e−|t|tkµm µm′ ||2L2(Hn) = (k + n)!/2k+n. Consider the maps
of (2.21):
ηn,t : A(πn,t)→Hn,t⊗̂H∗n,t given by ηn,t(e−|t|p(t)µm µm′) = e((
n
2−1)|t|)p(t)µm µm′ .
Then Proposition 2.22 tells us that
Proposition 4.13 The maps ηm,t satisfy ηm,t ◦ ζm,n,t = ζm,n,t ◦ ηn,t on A(πn,t) and send the direct
system {A(Hn)} into the direct system {L2(Hn)}. That direct system map defines an (H∞×H∞)–
equivariant injection η : A(H∞)→ L2(H∞) with dense image. In particular η defines a pre Hilbert
space structure on A(H∞) with completion isometric to L2(H∞).
4C Heisenberg Nilmanifolds.
We first carry the results of Section 2E and 4B over to commutative spaces Gn/Kn where Gn is
the semidirect product Hn ⋊Kn of a Heisenberg group with a compact group of automorphisms.
The concrete results in this section will require that Kn be connected and that its action on C
n be
irreducible.
The classification goes as follows for the cases where Kn is connected and is irreducible on C
n.
Carcano’s Theorem ([Ca]; or see [BJR, Theorem 4.6] or [W3, Theorem 13.2.2]) says that (Gn,Kn)
is a Gelfand pair if and only if the representation of (Kn)C , on polynomials on C
n, is multiplicity
free. Those groups were classified by Kacˇ [K, Theorem 3] in another context. His list (as formulated
in [W3, (13.2.5)]) is
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(4.14)
Irreducible connected groups Kn ⊂ U(n) multiplicity free on polynomials on Cn
Group Kn Group (Kn)C Acting on Conditions on n
1 SU(n) SL(n;C) Cn n ≧ 2
2 U(n) GL(n;C) Cn n ≧ 1
3 Sp(m) Sp(m;C) Cn n = 2m
4 U(1)× Sp(m) C∗ × Sp(m;C) Cn n = 2m
5 U(1)× SO(n) C∗ × SO(n;C) Cn n ≧ 2
6 U(m) GL(m;C) S2(Cm) m ≧ 2, n = 12m(m+ 1)
7 SU(m) SL(m;C) Λ2(Cm) m odd, n = 12m(m− 1)
8 U(m) GL(m;C) Λ2(Cm) n = 12m(m− 1)
9 SU(ℓ)× SU(m) SL(ℓ;C)× SL(m;C) Cℓ ⊗ Cm n = ℓm, ℓ 6= m
10 U(ℓ)× SU(m) GL(ℓ;C)× SL(m;C) Cℓ ⊗ Cm n = ℓm
11 U(2)× Sp(m) GL(2;C)× Sp(m;C) C2 ⊗ C2m n = 4m
12 SU(3)× Sp(m) SL(3;C)× Sp(m;C) C3 ⊗ C2m n = 6m
13 U(3)× Sp(m) GL(3;C)× Sp(m;C) C3 ⊗ C2m n = 6m
14 U(4)× Sp(4) GL(4;C)× Sp(4;C) C4 ⊗ C8 n = 32
15 SU(m)× Sp(4) SL(m;C)× Sp(4;C) Cm ⊗ C8 n = 8m, m ≧ 3
16 U(m)× Sp(4) GL(m;C)× Sp(4;C) Cm ⊗ C8 n = 8m, m ≧ 3
17 U(1)× Spin(7) C∗ × Spin(7;C) C8 n = 8
18 U(1)× Spin(9) C∗ × Spin(9;C) C16 n = 16
19 Spin(10) Spin(10;C) C16 n = 16
20 U(1)× Spin(10) C∗ × Spin(10;C) C16 n = 16
21 U(1)×G2 C∗ ×G2,C C7 n = 7
22 U(1)× E6 C∗ × E6,C C27 n = 27
Now we have the direct systems
(4.15)
Direct systems {(Hn ⋊Kn,Kn)} of Gelfand pairs,
Kn connected and irreducible on C
n
Group Kn Acting on Conditions on n
1 SU(n) Cn n ≧ 2
2 U(n) Cn n ≧ 1
3 Sp(m) Cn n = 2m
4 U(1)× Sp(m) Cn n = 2m
5a U(1)× SO(2m) C2m n = 2m ≧ 2
5b U(1)× SO(2m+ 1) C2m+1 n = 2m+ 1 ≧ 3
6 U(m) S2(Cm) m ≧ 2, n = 12m(m+ 1)
7 SU(m) Λ2(Cm) m odd, n = 12m(m− 1)
8 U(m) Λ2(Cm) n = 12m(m− 1)
9 SU(ℓ)× SU(m) Cℓ ⊗ Cm n = ℓm, ℓ 6= m
10 S(U(ℓ)× U(m)) Cℓ ⊗ Cm n = ℓm
11 U(2)× Sp(m) C2 ⊗ C2m n = 4m
12 SU(3)× Sp(m) C3 ⊗ C2m n = 6m
13 U(3)× Sp(m) C3 ⊗ C2m n = 6m
15 SU(m)× Sp(4) Cm ⊗ C8 n = 8m, m ≧ 3
16 U(m)× Sp(4) Cm ⊗ C8 n = 8m, m ≧ 3
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In each case the direct system {Kn} is both strict and parabolic. (We separated entry 5 of Table
4.14 into entries 5a and 5b of Table 4.15 in order to have the parabolic property.)
We now suppose that {Kn} is one of the strict parabolic direct system given by the rows of
Table 4.15.
As U(n) acts on Hn = ImC + C
n by k : (z, v) 7→ (z, kv) it preserves the equivalence class of
each of the square integrable representations πn,t of Hn. The Mackey obstruction vanishes and πn,t
extends to a unitary representation π˜n,t of Hn ⋊U(n) on Hn,t. See [W1, Section 4] for a geometric
proof. We will also write π˜n,t for its restriction, the extension of πn,t to a unitary representation of
Gn = Hn ⋊Kn.
Let κn,λ denote the irreducible representation of Kn of highest weight λ, and κ˜n,λ its extension
to Gn = Hn ⋊Kn which annihilates Hn. The corresponding representation space Fn,λ is a finite
dimensional Hilbert space. Denote πn,t,λ = π˜n,t ⊗ κ˜n,λ. Then Hn,t,λ := Hn,t ⊗Fn,λ is its represen-
tation space. Fix an orthonormal basis {ui} of Fn,λ. Then {µm ⊗ ui} is a complete orthonormal
set in Hn,t,λ, and we have matrix coefficients
fℓ,m,i,j;n,t,λ(h, k) = 〈(µℓ ⊗ ui), ((π˜n,t ⊗ κ˜n,λ)(h, k))(µm ⊗ uj)〉.
The formal degree deg πn,t,λ = |t|n deg(κn,λ), so the |t|n/2 deg(κn,λ)1/2fℓ,m,i,j;n,t,λ form a complete
orthonormal set in the space En,t,λ = Hn,t,λ⊗̂H∗n,t,λ of matrix coefficient functions. As in (2.11),
(3.9) and (4.10) we have isometric (Gn ×Gn)–equivariant injections
(4.16) ζm,n,t,λ : En,t,λ → Em,t,λ by ζm,n,t,λ((|t|n deg κn,λ)1/2fℓ,m,i,j;n,t,λ) = (|t|m deg κm,λ)1/2fℓ,m,i,j;m,t,λ
Integrate with respect to t and sum on λ to construct isometric (Gn ×Gn)–equivariant injections
ζm,n : L
2(Gn)→ L2(Gm).
Theorem 4.17 For n > 0 let Kn be a compact connected subgroup of Aut(Hn) such that {Kn} is
a strict parabolic direct system. Define Gn = Hn ⋊ Kn, G = lim−→{Gn} and K = lim−→{Kn}. Note
G = H∞ ⋊ K. Then {L2(Gn), ζm,n} is a strict direct system of Hilbert spaces in which the maps
ζm,n : L
2(Gn)→ L2(Gm) are (Gn×Gn)–equivariant unitary injections. That gives us the left/right
regular representation of G × G on the Hilbert space L2(G) := lim−→{L
2(Gn), ζm,n}. Further, that
left/right regular representation is the multiplicity–free
∫∞
−∞(πt,λ ⊠ π
∗
t,λ) dt where πt,λ := lim−→πn,t,λ.
Now the construction of A(G) follows the lines of (4.12), with properties relative to L2(G) as
in Proposition 4.13. As in Definition 4.5 we define
(4.18) A(G) = lim−→A(Gn) where A(Gn) = {finite linear combinations of the e
−|t|p(t)fℓ,m,i,j;n,t,λ}
where p(t) is a real polynomial in t. The argument of Lemma 4.6 shows that A(Gn) is a dense
subspace of L2(Gn). The maps of (2.21) in this setting are
ηn,t,λ : A(πn,t,λ)→Hn,t,λ⊗̂H∗n,t,λ by ηn,t,λ(e−|t|p(t)fℓ,m,i,j;n,t,λ) = e(
n
2−1)|t|
√
deg κn,λ p(t)fℓ,m,i,j;n,t,λ.
Then Proposition 2.22 tells us that
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Proposition 4.19 The maps ηm,t,λ satisfy ηm,t,λ ◦ ζm,n,t,λ = ζm,n,t,λ ◦ ηn,t,λ on A(πn,t,λ) and
send the direct system {A(Gn)} into the direct system {L2(Gn)}. That system map defines an
((H∞ ⋊K)× (H∞ ⋊K))–equivariant injection η : A(H∞ ⋊K)→ L2(H∞ ⋊K) with dense image.
In particular η defines a pre Hilbert space structure on A(H∞ ⋊ K) with completion isometric to
L2(H∞ ⋊K).
Recall our working hypothesis that {Kn} is one of the 16 systems of Table 4.15. Since (Gn,Kn)
is a Gelfand pair with Kn irreducible on C
n, Carcano’s Theorem [Ca] says that the action of Kn on
the polynomial ring C[Cn] is multiplicity free, and it picks out the right Kn–invariants in L
2(Gn),
as follows.
Lemma 4.20 Recall the notation of Section 3A for Ξn, λ and κn,λ ∈ K̂n. Define κ˜n,λ ∈ Ĝn by
κ˜n,λ(hk) = κn,λ(k) for h ∈ Hn and k ∈ Kn. Then πn,t,λ := π˜n,t ⊗ κ˜n,λ has a nonzero Kn–fixed
vector if and only if κ∗n,λ occurs as a subrepresentation of π˜n,t|Kn, and in that case the space of
Kn–fixed vectors has dimension 1.
Proof. This is essentially the argument in [W1, Section 14.5A]. Decompose π˜n,t|Kn =
∑
γ∈gKn mγ γ.
Carcano’s Theorem ([Ca], or see [W3, Theorem 13.2.2]) says that each mγ is either 0 or 1. The
Kn–fixed vectors of κ˜⊗ π˜n,t all occur in κ⊗ (mκ∗κ∗), and they form a space of dimension mκ∗ . The
assertion follows. 
We view L2(Gn/Kn) as the space of right–Kn–invariant functions in L
2(Gn). With Lemma
4.20 in mind we set
K̂n
†
= {κn,λ ∈ K̂n | κ∗n,λ occurs in the space of polynomials on Cn}.
Recall that Fn,λ denotes the representation space of κn,λ. Given κn,λ ∈ K̂n
†
the right Kn–invariant
in C[Cn] ⊗ F∗n,λ is
∫
Kn
∑
i(bi ⊗ κ∗n,λ(b∗i ))dk where {bi} is a basis of the κn,λ–subspace of C[Cn]
and {b∗i } is the dual basis of F∗n,λ. Normalize it to a unit vector wn,t,λ. Then the (left regular)
representation of Gn on L
2(Gn/Kn) is equivalent to the representation
∑
κn,λ∈dKn†
∫∞
−∞ π˜n,t⊗ κ˜n,λ dt
of Gn on
∑
κn,λ∈dKn†
∫∞
−∞(Hn,t,λ ⊗ wn,t,λC) dt.
Proposition 4.21 If m ≧ n and κn,λ ∈ K̂n
†
then κm,λ ∈ K̂m
†
. In that case inclusion C[Cn] →֒
C[Cm] of polynomials maps the highest weight λ space for κn,λ onto the the highest weight λ space
for κm,λ.
Proof. The group Kn acts on C
n by some representation γn, so the representation of Kn on
polynomials of degree d is the symmetric power Sd(γ∗n). Thus we can compute the set Xn,d of
highest weights of Kn on the space Pn,d of polynomials of degree d on C
n. Running through the 16
cases of Table 4.15 we see that Xn,d ⊂ Xm,d. For example (Line 3 of Table 4.15) the representation
of Sp(m) on polynomials of degree q in C2m is the irreducible representation with highest weight
qξm,1, and (Lines 5a and 5b of Table 4.15) the representation of U(1) × SO(n) on polynomials
of degree q in Cn is the tensor product of the −qth power of the usual representation of U(1) by
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scalars on Cn with the multiplicity–free sum of irreducible representations of SO(n) of highest
weights {ξn,1, 3ξn,1, 5ξn,1, ..., qξn,1} if q is odd, {0ξn,1, 2ξn,1, 4ξn,1, ..., qξn,1} if q is even.
Now let λ ∈ Xn,d. Let vn,λ denote a (nonzero) highest weight λ vector for kn in Pn,d, and
similarly let vm,λ denote a (nonzero) highest weight λ vector for km. Divide up the variables of C
m to
{w1, . . . , wn} for Cn and {zn+1, . . . , zm} for its complement in Cm. Express vm,λ =
∑
A,B bA,Bw
AzB
where each term has total degree |A|+ |B| = d. Note that Kn treats the zi as constants. Evaluating
the zi at arbitrary constant values C = (cn+1, . . . , cm) we have a highest weight λ vector for kn.
By Carcano’s Theorem it is a multiple of vn,λ. In other words vm,λ|{z=C} = mCvn,λ. The terms
bA,Bw
AzB with z–degree |B| > 0 yield evaluations of w–degree |A| < d, and cannot contribute
to any m
C
vn,λ. Now bA,Bw
AzB = 0 whenever |B| > 0. This shows that vm,λ is a homogeneous
polynomial of degree d in the wj , as is vn,λ. We conclude that vm,λ is a nonzero multiple of vn,λ. 
Corollary 4.22 Condition (2.24) is satisfied for the direct systems {Kn} of Table 4.15.
Proof. Retain the notation Xn,d for those λ such that κn,λ occurs on the space Pn,d of polyno-
mials of degree d on Cn. If λ /∈ Xn,d there are no nonzero Kn–invariant vectors in Hn,t,λ, so the
assertion is vacuous. Now assume λ ∈ Xn,d and choose an orthonormal basis {x1, . . . , xq(n)} of
the representation space for κn,λ in Pn,d. According to Proposition 4.21 that representation space
is contained in the representation space for κm,λ in Pm,d, so the latter has an orthonormal basis
{x1, . . . , xq(n), xq(n)+1, . . . , xq(m)}. Let {x∗1, . . . , x∗q(n), x∗q(n)+1, . . . , x∗q(m)} and {x∗1, . . . , x∗q(n)} be the
corresponding dual bases of Fm,λ and Fn,λ. The Kn–invariant vectors in Hn,t,λ are the multiples
of
∑q(n)
1 xi ⊗ x∗i , and the Km–invariant vectors in Hm,t,λ are the multiples of
∑q(m)
1 xi ⊗ x∗i . The
adjoint of unitary inclusion is orthogonal projection, which sends
∑q(m)
1 xi ⊗ x∗i to
∑q(n)
1 xi ⊗ x∗i .

Let wn,λ be a right–Kn–fixed unit vector in the highest weight λ subspace of L
2(Hn ⋊Kn), for
each κn,λ ∈ K̂n
†
. Note that wn,λ does not depend on t. Proposition 4.21 says that the inclusion
En,t,λ →֒ Em,t,λ maps wn,λ to a nonzero multiple of wm,λ. Given λ we recursively choose the wn,λ
so that
(4.23) wm,λ = cm,n,t,λwn,λ + x with x ⊥ En,t,λ with 0 < cn,t,λ ≦ 1.
Note HKnn,λ∗ = wn,λ∗C and HKnm,λ∗ = wm,λ∗C. Now we have (Hn ⋊Kn)–equivariant injections
(4.24) αm,n,t,λ∗ : HKnn,t,λ∗ →HKmm,t,λ∗ , αm,n,t,λ∗(wn,λ∗) = cm,n,t,λwm,λ∗ ,
as in (2.25), and
(4.25) ζ˜m,n,t,λ : Hn,t,λ ⊗ (wn,t,λ∗C)→Hm,t,λ ⊗ (wm,t,λ∗C) defined by f 7→ cm,n,t,λζm,n,t,λ(f)
as in (2.29) and (2.31). Now as in Section 2E,
{
Hn,t,λ ⊗ (wn,λ∗C), ζ˜m,n,t,λ
}
is isomorphic to a
subsystem of the system
{(
Hn,t,λ⊗̂H∗n,t,λ
)
, ζm,n,t,λ
}
of (3.11). As a result we have
(4.26) Ht,λ ⊗ wλ∗C := lim−→
{
Hn,t,λ ⊗wn,λ∗C, ζ˜m,n,t,λ
}
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and they fit together under the direct integral (2.23) to give us L2((Hn ⋊Kn)/Kn) as follows.
(4.27) L2((H∞ ⋊K)/K) := L
2(H∞ ⋊K)
K = lim−→
{
L2((Hn ⋊Kn)/Kn), ζ˜m,n
}
.
Combining Theorem 4.17, Lemma 4.20 and Corollary 4.22 we have
Theorem 4.28 Let {Gn,Kn)} be one of the direct systems of Table 4.15. Define Gn = Hn ⋊Kn,
G = lim−→Gn and K = lim−→Kn. Then (4.27) is a unitary direct system whose limit Hilbert space is
G–isometric to L2(G)K , and the natural unitary representation of G on L2(G/K) = L2(G)K is
multiplicity free.
Now we turn to regular functions. As in (4.12) we define
(4.29)
A(Hn ⋊Kn) := {finite linear combinations of the e−|t|fℓ,m,i,j;n,t,λ in En,t,λ},
A((Hn ⋊Kn)/Kn) := A(Hn ⋊Kn)Kn = A(Hn ⋊Kn) ∩ EKnn,t,λ,
νm,n,t,λ : A(πn,t,λ)Kn →֒ A(πm,t,λ)Km by fu,vn,n 7→ fu,vm,m where pm,n,t,λ(vm) = vn
Now we have direct systems and their limits
(4.30)
A(H∞ ⋊K) = lim−→{A(Hn ⋊Kn), ζm,n} where ζm,n,t,λ : En,t,λ →֒ Em,t,λ (4.16), and
A((H∞ ⋊K)/K) = lim−→{A((Hn ⋊Kn)/Kn), νm,n} where νm,n,t,λ : E
Kn
n,t,λ →֒ EKmm,t,λ (4.29).
As before, each A((Hn ⋊Kn)/Kn) is a dense subspace of L2((Hn ⋊Kn)/Kn). In order to pass
this comparison to the limit we use the maps
(4.31) η˜n,t,λ : A(πn,t,λ)Kn →Hπn,t,λ ⊗ (wn,t,λ∗C) by f 7→ cn,1,λ |t|n/2
√
deg κn,λ f.
Proposition 4.32 The η˜n,t,λ satisfy (η˜m,t,λ ◦ νm,n,t,λ)(f) = (ζ˜m,n,λ ◦ η˜n,t,λ)(f) for f ∈ A(πn,t,λ)Kn
Thus they inject the direct system {A((Hn ⋊ Kn)/Kn), νm,n} of regular functions into the direct
system {L2((Hn⋊Kn)/Kn), ζ˜m,n} of square integrable functions. That map of direct systems defines
an (H∞ ⋊K)–equivariant injection
η˜ : A((H∞ ⋊K)/K)→ L2((H∞ ⋊K)/K)
with dense image. In particular η˜ defines a pre Hilbert space structure on A((H∞ ⋊K)/K) with
completion isometric to L2((H∞ ⋊K)/K).
5 Extension to Commutative Nilmanifolds.
The results of Section 4 depend on four basic facts. First, the πn,t are determined by their central
character. Second, we have good models Hn,t for the representation spaces, such that n does not
appear explicitly in the formulae for the actions of the group elements. Third, the injections Hn →֒
Hm restrict to isomorphisms Zn ∼= Zm of the centers. And fourth, we have complete information
on the Plancherel measure for the Hn. In this section we consider a somewhat larger class of
nilpotent direct systems that satisfy these conditions. In this section we extend our Heisenberg
group considerations to nilpotent Lie groups with square integrable representations, following the
general lines of [W3] and [W5].
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5A Square Integrable Nilpotent Groups.
Here is a quick summary of harmonic analysis for connected simply connected groups that admit
square integrable representations. See [MW] for details, [W3, Section 14.2] for an exposition. Let N
be a connected, simply connected nilpotent Lie group and n its Lie algebra. Decompose n = z+ v
and N = Z exp(v) where z is the center of n. Then Z = exp(z) is the center of N . We say
that an irreducible unitary representation π of N is square integrable if its coefficient functions
fu,v(g) = 〈u, π(g)v〉 satisfy |fu,v| ∈ L2(N/Z). In that case π is determined by its central character,
π = πt where t ∈ z∗ and the central character is exp(ζ) 7→ eit(ζ). In terms of geometric quantization,
πt corresponds to the coadjoint orbit in n
∗ consisting of all linear functionals on n whose restriction
to z is t. Further, the antisymmetric bilinear form bt(ξ, η) = t([ξ, η]) on v is nondegenerate, and (up
to a positive constant that depends only on normalizations of Haar measures) the formal degree of
πt is |Pf(bt)|, where Pf(bt) is the Pfaffian1 of bt : v × v → R. In fact, if πs is the representation of
N that corresponds to Ad∗(N)s ⊂ n∗, then πs is square integrable if and only if Pf(bs) 6= 0. In any
case,
(5.1) Pf(bt) is a polynomial function of t, Pf(bt) = P (t), and P (0) = 0.
Again, up to a constant that depends on normalizations, |Pf(bt)| is the Plancherel density. It
follows that if one irreducible unitary representation of N is square integrable then Plancherel–
almost–all are. In the case of the Heisenberg group Hn, where we identified z
∗ with R, the Pfaffian
corresponding to πn,t is t
n.
When we are dealing with a sequence {Nn} if square integrable nilpotent groups, we have to
keep track of the polynomials (5.1), so we will write
(5.2) P (n, t) = Pf(bn,t) : corresponding to the group Nn .
The point of this, from the viewpoint of commutative spaces, is that many Gelfand pairs are
of the form (N ⋊ K,K) where N is a connected simply connected Lie group, K is a compact
subgroup of Aut(N), and N has square integrable representations. See [W3, Theorem 14.4.3]. This
is simplified by the 2–step Nilpotent Theorem [W3, Theorem 13.1.1] of Benson-Jenkins-Ratcliff and
Vinberg, which says that N must be abelian or 2–step nilpotent. In a certain sense representations
treat those groups as Heisenberg groups:
Lemma 5.3 ([W3, Lemma 14.4.1]) Let N be a connected simply connected 2–step nilpotent Lie
group with 1–dimensional center. Then N is isomorphic to the Heisenberg group Hn where n =
1
2(dimR n− 1), and in particular N has square integrable representations.
Proposition 5.4 ([W3, Proposition 14.4.2]) Let N be a connected simply connected 2–step nilpo-
tent Lie group. Let f ∈ n∗ such that f |z 6= 0. Denote wf = {z ∈ z | f(z) = 0} and Wf := exp(wf ).
Then
1. Wf is a closed subgroup of Z, hence a closed normal subgroup of N .
1Strictly speaking, Pf(bt) depends on a choice of basis of v, for a basis change of determinant at multiplies det bt|v×v
by deta2t and multiplies Pf(bt) by det at.
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2. The functional f is the pullback of a linear functional f ′ ∈ (n/wf )∗ and is nonzero on the
central subalgebra z/wf of n/wf .
3. The representation [πf ] is the pullback to N of the class [πf ′ ] ∈ N̂/Wf .
4. If the representation [πf ] is square integrable then [πf ′ ] is square integrable, and in that case
N/Wf has center Z/Wf and is isomorphic to a Heisenberg group Hn where n =
1
2 dim(n/z).
We now consider a strict direct system {Nn} of 2–step nilpotent connected, simply connected
Lie groups that have square integrable representations, where the inclusions nn → nm map the
center zn →֒ zm and the complement vn →֒ vm in decompositions nn = zn + vn. Then the direct
limit algebra n := lim−→ nn has center z := lim−→ zn and n = z+ v where v = lim−→ vn. On the group level,
Z = lim−→Zn = exp(z) is the center of N := lim−→Nn and we have N = Z exp(v).
We further assume that the dimensions dimZn of the centers are bounded. Since they are
non–decreasing we may assume that they are eventually constant. Passing to a cofinal sequence,
(5.5) nn →֒ nm maps zn ∼= zm.
Under that identification we write z for all the zn, z
∗ for all the z∗n, and Z for all the Zn.
Let t ∈ z∗. Write bn,t for the bilinear form (ξ, η) 7→ t([ξ, η]) on vn. Then t corresponds to a
square integrable representation πn,t of Nn just when the Pfaffian Pf(bn,t) 6= 0. For purposes of
comparing the Pfaffians as n varies, we note that Pf(bn,t) is specified by t and a basis of vn, so
we simply assume that these bases are nested in the sense that the basis of vn+1 consists the basis
of vn together with some elements that are bn+1,t–orthogonal to vn. Thus, if Pf(bn+1,t) 6= 0 then
Pf(bn,t) 6= 0. The converse fails in general, but the following lemma deals with the possibility that
Pf(bn,t) 6= 0 = Pf(bm,t). It depends on the fact [MW] that each Pf(bn,t) is a polynomial function
on z∗.
Lemma 5.6 Let an ∈ z∗ denote the zero set of Pf(bn,t) and set a =
⋃
an. Then a is a set of
Lebesgue measure zero in z∗.
Proof. Since Nn has square integrable representations, the Pfaffian Pf(bn,t) is a nontrivial poly-
nomial function of t ∈ z∗, so an is a finite union of lower–dimensional subvarieties of z∗n. Now the
set a is a countable union of sets an of Lebesgue measure zero. 
Define T = {t ∈ z∗ | each Pf(bn,t) 6= 0}. So z∗ \ a. For every t ∈ T and every index n we have a
square integrable representation πn,t ∈ N̂n. Let t ∈ T , wt = {z ∈ z | t(z) = 0} and Wt = exp(wt).
ThenWt is closed in Z, Nn/Wt is isomorphic to a Heisenberg group Hd(n), and πn,t factors through
to the square integrable representation of Nn/Wt with central character e
it. As t varies in T the
πn,t act on the same Fock space Hd(n),t, d(n) = 12 dim vn, by formulae independent of d(n).
We normalize the inner products on theHd(n),t as before, so the µm form a complete orthonormal
set, and realize the space En,t = Hd(n),t⊗̂H∗d(n),t of matrix coefficients as the closed span of the
functions fℓ,m;n,t : g 7→ 〈µℓ, πn,t(g)µm〉, as in Section 4. The orthogonality relations say that the
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inner product on En,t is given by 〈fℓ,m;n,t, fℓ′,m′;n,t〉 = |Pf(bn,t)|−1 if ℓ = ℓ′ and m = m′, and is 0
otherwise. Now the |Pf(bn,t)|1/2fℓ,m;n,t form a complete orthonormal set in En,t, and as before En,t
consists of the functions Φn,t,ϕ on Hd(n) given by
(5.7) Φn,t,ϕ(h) =
∑
ℓ,m
ϕℓ,m(t)|Pf(bn,t)|1/2fℓ,m;n,t(h) with
∑
ℓ,m
|ϕℓ,m(t)|2 <∞.
Now L2(Nn) =
∫
z∗n
En,t|Pf(bn,t)|dt =
∫
T En,t|Pf(bn,t)|dt. It consists of all functions Ψn,ϕ defined by
(5.8) Ψn,ϕ(h) =
∫
z∗n
Φn,t,ϕ(h)|Pf(bn,t)|dt =
∫
T
(∑
ℓ,m
ϕℓ,m(t)|Pf(bn,t)|1/2fℓ,m;n,t
)
|Pf(bn,t)|dt
such that the functions ϕℓ,m : z
∗
n → C are measurable with
∑
ℓ,m |ϕℓ,m(t)|2 < ∞ for almost all
t ∈ T and ∑ℓ,m |ϕℓ,m(t)|2 ∈ L1(z∗n, |Pf(bn,t)|dt). The norms are
(5.9)
||Ψn,ϕ||2L2(Nn) =
∫
T
||Φn,t,ϕ||2En,t |Pf(bn,t)|dt =
∫
T
(∑
ℓ,m
|ϕℓ,m(t)|2
)
|Pf(bn,t)|dt
=
∑
ℓ,m
||ϕℓ,m||2L2(z∗,|Pf(bn,t)|dt) .
The left/right representation of Nn × Nn on En,t is the exterior tensor product πn,t ⊠ π∗n,t; it is
irreducible and the left/right regular representation of Nn ×Nn on L2(Nn) is the multiplicity free
unitary representation
∫
z∗
(πn,t ⊠ π
∗
n,t)|Pf(bn,t)|dt.
Let m ≧ n. Then |Pf(bn,t)|1/2fℓ,m;n,t 7→ |Pf(bm,t)|1/2fℓ,m;m,t defines an equivariant isometric
injection Φn,ϕ(t) 7→ Φm,ϕ(t) of En,t into Em,t. The norm computation just above gives
(5.10) ||Ψm,|Pf(bn,t)/Pf(bm,t)|1/2 ϕ||2L2(Nm) = ||Ψn,ϕ||2L2(Nn).
Thus we have an (Nn ×Nn)–equivariant isometric injection
(5.11) ζm,n : L
2(Nn)→ L2(Nm) by ζm,n(Ψn,ϕ) = Ψm,|Pf(bn,t)/Pf(bm,t)|1/2ϕ.
On the level of coefficients it is given by ζm,n(Φn,t,ϕ) = Φm,t,|Pf(bn,t)/Pf(bm,t)|1/2ϕ. In other words
ζm,n sends the function
∑
ℓ,m ϕℓ,m(t)|Pf(bn,t)|1/2fℓ,m;n,t on Nn to the function on Nm given by∑
ℓ,m
(|Pf(bn,t)/Pf(bm,t)|1/2ϕℓ,m(t))(|Pf(bm,t)|1/2fℓ,m;m,t) =
∑
l,m
ϕℓ,m(t)|Pf(bn,t)|1/2fℓ,m;t.
The result is
Theorem 5.12 There is a strict direct system {L2(Nn), ζm,n} of L2 spaces. The direct system
maps ζm,n : L
2(Nn) → L2(Nm) are (Nn × Nn)–equivariant unitary injections. Let Πn denote the
left/right regular representation of Nn ×Nn on L2(Nn) and let N = lim−→Nn. Then we have a well
defined Hilbert space L2(N) := lim−→{L
2(Nn), ζm,n} and a multiplicity–free unitary representation
Π = lim−→Πn of N ×N on L
2(N).
25
5B Semidirect Product Groups.
We need some structural results from [W5, Section 7] for a strict direct system {Kn, ϕm,n} of
compact connected Lie groups and a consistent family {γn} of representations of the Kn on a fixed
finite dimensional vector space z. We’ll use that information to extend Theorems 4.17 and 4.28 to
a larger family of strict direct systems of nilmanifold Gelfand pairs.
As just indicated, {Kn, ϕm,n} is a strict direct system of compact connected Lie groups. Denote
K = lim−→{Kn, ϕm,n} and let {γn} be a consistent family of unitary representations of the Kn on
a fixed finite dimensional real vector space z. The Un = γn(Kn) form an increasing sequence of
compact connected subgroups of dimension ≦ (dim z)2 in the unitary group U(z), so from some
index on they are all the same compact connected subgroup U of U(z). Now we truncate the index
set and assume that the γn all have the same image U in the orthogonal group of z.
Let K†n denote the identity component of the kernel of γn. Then ϕm,n(K
†
n) ⊂ K†m, so we have
K† = lim−→{K
†
n, ϕm,n|K†n}, and K
† is the identity component of the kernel of γ. Since Kn is compact
and connected, and K†n is a closed connected normal subgroup, Kn has another closed connected
normal subgroup Ln such that Kn is locally isomorphic to the direct product K
†
n × Ln.
Proposition 5.13 One can choose the groups Ln so that ϕm,n(Ln) = Lm for m ≧ n >> 0.
Let L = lim−→{Ln, ϕm,n|Ln}. We further truncate the index set so that Ln = ϕ
−1
n (L) for all
indices n.
Corollary 5.14 Let t ∈ z, and let Kn,t be its stabilizer in Kn. If one of the direct systems
{Kn, ϕm,n}, {Kn,t, ϕm,n|Kn,t}, or {K†n, ϕm,n|K†n} is parabolic, then the other two also are parabolic.
Corollary 5.15 Let t ∈ z, and let Kn,t be its stabilizer in Kn. Suppose that the direct system
{Kn, ϕm,n} is parabolic. Then there are natural isometric injections Fn,t,λ →֒ Fm,t,λ for m ≧ n,
from the highest weight λ representation space of Kn,t to that of Km,t, and corresponding L
2–
isometric injections f 7→ ((deg κm,t,λ)/(deg κn,t,λ))1/2f on spaces of coefficient functions.
Corollary 5.16 Let t ∈ z, and let Kn,t be its stabilizer in Kn. Then L := lim−→Ln is compact,
K = K†L where K† := lim−→K
†
n, and K is locally isomorphic to K† × L. In particular K acts on z
as a compact linear group and z has a γ(K)–invariant positive definite inner product.
Now we can proceed along the lines of [W5, Section 8]. Fix a strict direct system {(Gn,Kn)}
of Gelfand pairs that satisfies
(5.17)
(i) Gn = Nn ⋊Kn, semidirect product, where Nn is a connected, simply connected,
nilpotent Lie group with square integrable representations and Kn is connected,
(ii) the Kn form a parabolic strict direct system,
(iii) the inclusions nn →֒ nn+1 map centers zn ∼= zn+1 and map complements vn →֒ vn+1,
(iv) for each n the complement vn is Ad(Kn)–invariant.
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Using (5.17(iii)) we identify each zn with z := lim−→ zn. Write K
†
n for the identity component of
the kernel of the action of Kn on z. Since Ad(Kn)|z is a compact connected connected group
of linear transformations of z, its dimension is bounded, so the Ad(Kn)|z stabilize and we may
assume that each Ad(Kn)|z = U for some compact connected group U of linear transformations
of z. Proposition 5.13 gives us complementary closed connected normal subgroups Ln ⊂ Kn that
inject isomorphically under Kn →֒ Kn+1, so each Ln is equal to L := lim−→Ln. Thus we have
decompositions Kn = K
†
n ·L and K = K† ·L where K†n is the kernel of the adjoint action of Kn on
z, K = lim−→Kn, and K
† = lim−→K
†
n. For each n, AdKn maps L = Ln onto U with finite kernel.
If t ∈ z∗ denote Ot = Ad∗(L)(t), and let Gn,t, Kn,t and Ln,t denote the respective stabilizers of t
in Gn, Kn and Ln. Since Ad
∗(Gn) acts on Ot as the compact group L there is an invariant measure
νt derived from euclidean measure on z
∗. Given t ∈ z∗ its stabilizers Gt = {g ∈ G | Ad∗(g)t = t},
Kt = K∩Gt and Lt = L∩Gt. Their pullbacks in Gn are Gn,t, Kn,t and Ln,t. Note that Kt = K† ·Lt
and Kn,t = K
†
n · Ln,t.
Recall T = {t ∈ z∗ | each Pf(bn,t) 6= 0} and fix t ∈ T . Essentially as in the Heisenberg
group case, the square integrable representation πn,t extends to a unitary representation π˜n,t of
Gn,t := Nn ⋊Kn,t on the same representation space Hn,t. If κn,t,λ ∈ K̂n,t has representation space
Fn,t,λ we write κ˜n,t,λ for its extension to a representation of Gn,t on Fn,t,λ that annihilates Nn.
Then we have the irreducible unitary representations
(5.18) π♦n,t,λ := π˜n,t ⊗ κ˜n,t,λ ∈ Ĝn,t with representation space H♦n,t,λ := Hn,t ⊗Fn,t,λ.
That gives us the unitarily induced representations
(5.19)
πn,t,λ =Ind
Gn
Gn,t
(π♦n,t,λ) ∈ Ĝn
with representation space Hn,t,λ :=
∫
Ot
(Hn,Ad∗(k)t ⊗Fn,Ad∗(k)t,Ad∗(k)λ) dνt(k(t)).
According to the Mackey little group theory, (i) πn,t,λ is irreducible, (ii) πn,t,λ is equivalent to
πn,t′,λ′ if and only if t
′ ∈ Ot, say t′ = Ad∗(ℓ)t where ℓ ∈ L, and Ad∗(ℓ) carries λ to λ′, and (iii)
Plancherel–almost–all irreducible unitary representations of Gn are of the form πn,t,λ where t ∈ T
and κn,t,λ ∈ K̂n,t. So the left/right regular representation of Gn
(5.20)
Πn =
∑
λ
∫
Ad∗(Kn)\z∗
(πn,t,λ ⊠ π
∗
n,t,λ)d(Ad
∗(Kn)(t))
with representation space L2(Gn) =
∑
λ
∫
Ad∗(Kn)\z∗
(Hn,t,λ⊗̂H∗n,t,λ)d(Ad∗(Kn)(t)).
Since π♦n,t,λ is square integrable and πn,t,λ is irreducible, one knows ([W5, Theorem A.1]) that
πn,t,λ has a well defined formal degree. Making use of Corollaries 5.14, 5.15 and 5.16, we have
Gn–equivariant isometric injections
(5.21)
ζm,n : L
2(Gn)→ L2(Gm) based on the ζm,n,t,λ : Hn,t,λ⊗̂H∗n,t,λ →Hm,t,λ⊗̂H∗m,t,λ
where ζm,n,t,λ((deg πn,t,λ)
1/2f) = (deg πm,t,λ)
1/2f.
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With G := lim−→Gn we now have the
(5.22) left/right regular representation Π := lim−→Πn of G×G on L
2(G) := lim−→{L
2(Gn), ζm,n}.
Now we turn to regular functions. As one might expect, E♦n,t,λ means H♦n,t,λ⊗̂(H♦n,t,λ)∗ viewed
as matrix coefficients of π♦n,t,λ. As in the (4.18) we define
(5.23)
A(Gn,t) := {finite linear combinations of the e−||t||fℓ,m,i,j;n,t,λ in E♦n,t,λ},
A(Gn,t)→ A(Gm,t) by e−||t||fℓ,m,i,j;n,t,λ 7→ e−||t||fℓ,m,i,j;m,t,λ, and A(Gt) = lim−→A(Gn,t).
The norm ||t|| on z∗ is from a U–invariant inner product.
The representation space Hn,t,λ of πn,t,λ = IndGnGn,t(π♦n,t,λ) is the space of L2 sections of the
Hilbert space bundleH♦n,t,λ → Ot = Kn/Kn,t. We express it as the space (L2(Kn)⊗Fn,t,λ⊗Hn,t)Kn,t
of Kn,t–invariants in L
2(Kn)⊗Fn,t,λ⊗Hn,t. Let Hpolyn,t denote the space of finite linear combinations
of the µm in the space Hn,t. Then the underlying algebraic space is the space A(πn,t,λ)Kn,t :=
(A(Kn)⊗Fn,t,λ⊗Hpolyn,t )Kn,t of Kn,t–invariants in A(Kn)⊗Fn,t,λ⊗Hpolyn,t . With that and (5.23) in
mind we define
(5.24)
A(Gn) :=
{
finite linear comb of the e−||t||p(t)fn,t,λ where fn,t,λ ∈ (A(Kn)⊗Fn,t,λ ⊗Hpolyn,t )Kn,t
}
,
A(Gn)→ A(Gm) by e−||t||p(t)fℓ,m,i,j;n,t,λ 7→ e−||t||p(t)fℓ,m,i,j;m,t,λ, and A(G) = lim−→A(Gn).
where the p(t) are real polynomials on z∗. The maps corresponding to those of (2.21) are the
ηn,t,λ : A(πn,t,λ)→ En,t,λ by ηn,t,λ(e−||t||p(t)fℓ,m,i,j;t,λ) = e−||t||
√
deg πn,t,λ p(t)fℓ,m,i,j;t,λ
Proposition 2.22 now tells us that
Proposition 5.25 The maps ηm,t,λ satisfy ηm,t,λ ◦ ζm,n,t,λ = ζm,n,t,λ ◦ ηn,t,λ on A(πn,t,λ) and send
the direct system {A(Gn)} into the direct system {L2(Gn), ζm.n}. That system map defines an
(G × G)–equivariant injection η : A(G) → L2(G) with dense image. In particular η defines a pre
Hilbert space structure on A(G) with completion isometric to L2(G).
5C Commutative Quotients.
We modify the results of Section 5B to strict direct systems of commutative spaces that satisfy
(5.17). Here the L2 results are recalled from [W5, Section 9].
Theorem 5.26 Let t ∈ T . Then (Gn,t,Kn,t) is a Gelfand pair. In particular Kn,t is multiplicity
free on C[vn].
We have already used Hilbert bundle model for the induced representation πn,t,λ ∈ Ĝn,t, given
by πn,t,λ = Ind
Gn
Gn,t
(π♦n,t,λ). The representation space Hn,t,λ of πn,t,λ consists of all L2(Kn/Kn,t)
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sections of the homogeneous bundle p : H♦n,t,λ → Gn/Gn,t = Kn/Kn,t whose typical fiber is the
representation space H♦n,t,λ of π♦n,t,λ. Given k ∈ Kn we write k · H♦n,t,λ for the fiber p−1(kKn,t).
Let u ∈ H♦n,t,λ be a π♦n,t,λ(Kn,t)–fixed unit vector. Then u belongs to the fiber 1 · H♦n,t,λ, and
k · u ∈ k · H♦n,t,λ depends only on the coset kKn,t. Define a section
(5.27) σu : Kn/Kn,t → H♦n,t,λ by σu(kKn,t) = k · u.
Then σu is a πn,t,λ(Kn)–invariant unit vector in the Hilbert space Hn,t,λ. (We will also write ϕu
for the corresponding function Gn →H♦n,t,λ such that ϕu(ggt) = π♦n,t,λ(gt)−1(ϕu(g)) for g ∈ Gn and
gt ∈ Gn,t.) Conversely if σ is a πn,t,λ(Kn)–invariant unit vector in Hn,t,λ, then σ(1Kn,t) = cu where
|c| = 1 by Kn,t–invariance, and then σ = cσu by K–invariance. In summary,
Lemma 5.28 Let t ∈ T and let u be the unique (up to scalar multiple) π♦n,t,λ(Kn,t)–fixed unit vector
in H♦n,t,λ Then the section σu, given by (5.27), is the unique (up to scalar multiple) πn,t,λ(K)–fixed
unit vector in Hn,t,λ.
By Theorem 5.26 we can apply (5.21) and (5.22) to the function spaces E⋄n,t,λ = H⋄n,t,λ⊠(H⋄n,t,λ)∗
on the groups Gn,t = Nn ⋊Kn,t. Making use of Lemma 5.28 we have
Proposition 5.29 If orthogonal projection E♦m,t,λ → E♦n,t,λ sends a nonzero right Km,t–invariant
function to a nonzero right Kn,t–invariant function, then orthogonal projection Em,t,λ → En,t,λ sends
a nonzero right Km–invariant function to a nonzero right Kn–invariant function.
E. Vinberg classified the maximal irreducible nilpotent Gelfand pairs. See [V1], [V2], or see [W3,
Table 13.4.1]. A Gelfand pair (Gn,Kn) is called maximal if it is not obtained from another Gelfand
pair (G′n,K
′
n) by the construction (Gn,Kn) = (G
′
n/C,K
′
n/(K
′
n ∩ C)) for any nontrivial closed
connected central subgroup C of G′n. And (Gn,Kn) is called irreducible if Ad(Kn) is irreducible
on vn = nn/z. See [W3] for the notation.
(5.30)
Maximal Irreducible Nilpotent Gelfand Pairs (Nn ⋊Kn,Kn) ([V1], [V2])
Group Kn vn z
U(1) is
needed if
max
requires
1 SO(n) Rn SkewRn×n = so(n)
2 Spin(7) R8 = Ø R7 = ImØ
3 G2 R
7 = ImØ R7 = ImØ
4 U(1) · SO(n) Cn ImC n 6= 4
5 (U(1)·)SU(n) Cn Λ2Cn ⊕ ImC n odd
6 SU(n), n odd Cn Λ2Cn
7 SU(n), n odd Cn ImC
8 U(n) Cn ImCn×n = u(n)
9 (U(1)·)Sp(n) Hn ReHn×n0 ⊕ ImH
10 U(n) S2Cn R
11 (U(1)·)SU(n), n ≧ 3 Λ2Cn R n even
12 U(1) · Spin(7) C8 R7 ⊕ R
13 U(1) · Spin(9) C16 R
14 (U(1)·)Spin(10) C16 R
15 U(1) ·G2 C7 R
.... table continued on next page
29
(5.30)
.... table continued from previous page
16 U(1) · E6 C27 R
17 Sp(1)× Sp(n) Hn ImH = sp(1) n ≧ 2
18 Sp(2)× Sp(n) H2×n ImH2×2 = sp(2)
19 (U(1)·)SU(m) × SU(n)
m,n ≧ 3 Cm ⊗ Cn R m = n
20 (U(1)·)SU(2) × SU(n) C2 ⊗ Cn ImC2×2 = u(2) n = 2
21 (U(1)·)Sp(2) × SU(n) H2 ⊗ Cn R n ≦ 4 n ≧ 3
22 U(2)× Sp(n) C2 ⊗Hn ImC2×2 = u(2)
23 U(3)× Sp(n) C3 ⊗Hn R n ≧ 2
Splitting some cases to retain parabolicity of {Kn}, the strict direct systems in Table 5.30, with
dim zn bounded, are
(5.31)
Direct Systems of Maximal Irreducible Nilpotent Gelfand Pairs (Nn ⋊Kn,Kn)
Group Kn vn zn
U(1) is
needed if
max
requires
4a U(1) · SO(2n) C2n ImC n 6= 2
4b U(1) · SO(2n + 1) C2n+1 ImC
7 SU(n), n odd Cn ImC
10 U(n) S2Cn R
11 (U(1)·)SU(n), n ≧ 3 Λ2Cn R n even
17 Sp(1)× Sp(n) Hn ImH = sp(1) n ≧ 2
18 Sp(2)× Sp(n) H2×n ImH2×2 = sp(2)
19 (U(1)·)SU(m) × SU(n)
m,n ≧ 3 Cm ⊗ Cn R m = n
20a SU(2) × SU(n), n ≧ 3 C2 ⊗Cn ImC2×2 = u(2)
20b U(2)× SU(n) C2 ⊗Cn ImC2×2 = u(2)
21 (U(1)·)Sp(2) × SU(n) H2 ⊗ Cn R n ≦ 4 n ≧ 3
22 U(2)× Sp(n) C2 ⊗Hn ImC2×2 = u(2)
23 U(3)× Sp(n) C3 ⊗Hn R n ≧ 2
In each case of Table 5.31, [W3, Theorem 14.4.3] says that Nn has square integrable represen-
tations. In the cases dim z > 1 of Table 5.31 we have Kn = K
†
n · L where the big factor K†n acts
trivially on z and the small factor L acts on z by its adjoint representation. Summarizing these
observations,
Proposition 5.32 Each direct system {(Gn,Kn)} of Table 5.31 has the properties (i) {Kn} is
parabolic, (ii) the {Kn,t} are parabolic for each t ∈ T , and (iii) Nn has square integrable represen-
tations.
From Theorem 5.26 and the argument of Lemma 4.20,
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Corollary 5.33 Let {(Gn,Kn)} be a direct system of Table 5.31 and let t ∈ T . Then π♦n,t,λ has a
nonzero Kn,t–fixed vector if and only if κ
∗
n,t,λ occurs as a subrepresentation of π˜n,t|Kn,t, and in that
case the space of Kn,t–fixed vectors has dimension 1.
Now everything goes essentially as in the Heisenberg nilmanifold cases of Section 4. We have
isometric Gn–equivariant injections
(5.34) ζ˜m,n,t,λ : EKnn,t,λ → EKmm,t,λ by ζ˜m,n,t,λ((deg πn,t,λ)1/2f) = cm,n,t,λ(deg πm,t,λ)1/2f
where as in (4.24), cm,n,t,λ is the ratio (4.23) of lengths of Kn, Km fixed unit vectors. Integrating
on t and summing λ gives isometric Gn–equivariant injections ζ˜m,n : L
2(Gn/Kn) → L2(Gm/Km),
as follows.
Theorem 5.35 For each of the direct systems of Table 5.31 denote G = lim−→{Gn}, N = lim−→Nn
and K = lim−→{Kn}. Note G = N ⋊ K. Then {L
2(Gn/Kn), ζ˜m,n} is a strict direct system of
Hilbert spaces in which the maps ζ˜m,n : L
2(Gn) → L2(Gm) are Gn–equivariant injections. That
gives us the left regular representation of G on the Hilbert space L2(G) := lim−→{L
2(Gn), ζm,n}.
Further, that left/right regular representation is the multiplicity–free
∑
λ
∫
Ad∗(L)\z∗(πAd∗(k)t,Ad∗(k)λ⊠
π∗Ad∗(k)t,Ad∗(k)λ) dk where πt,λ := lim−→πn,t,λ.
Similarly using wm,λ = cm,n,t,λwn,λ + x with x ⊥ En,t,λ with 0 < cn,t,λ ≦ 1,
(5.36) A(Gn/Kn) := A(Gn)Kn = A(Gn) ∩ EKnn,t,λ
leading to direct systems and their limits by assembling the maps
(5.37) νm,n,t,λ : A(πn,t,λ)Kn →֒ A(πm,t,λ)Km by fu,vn,n 7→ fu,vm,m where pm,n,t,λ(vm) = vn
Then we have direct systems and their limits
(5.38)
A(G) = lim−→{A(Gn), ζm,n} where ζm,n,t,λ : En,t,λ →֒ Em,t,λ (5.21), and
A(G/K) = lim−→{A(Gn)/Kn), νm,n} where νm,n,t,λ : E
Kn
n,t,λ →֒ EKmm,t,λ (5.37).
As before, each A(Gn/Kn) is dense in L2(Gn/Kn), and we pass this comparison to the limit
with the maps
(5.39) η˜n,t,λ : A(πn,t,λ)Kn →Hπn,t,λ ⊗ (wn,t,λ∗C) by f 7→ cn,1,t,λ
√
deg πn,t,λ f.
We conclude
Proposition 5.40 The η˜n,t,λ satisfy (η˜m,t,λ ◦ νm,n,t,λ)(f) = (ζ˜m,n,λ ◦ η˜n,t,λ)(f) for f ∈ A(πn,t,λ)Kn
Thus they inject the direct system {A(Gn/Kn), νm,n} of regular functions into the direct system
{L2(Gn/Kn), ζ˜m,n}. That map of direct systems defines a G–equivariant injection η˜ : A(G/K) →
L2(G/K) with dense image. In particular η˜ defines a pre Hilbert space structure on A(G/K) with
completion isometric to L2(G/K).
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5D Reducible Quotients.
There are more many strict direct sequences of nilmanifold Gelfand pairs (Gn,Kn), e.g. those
for which the action of Kn on nn/zn is reducible. These (Gn/Kn) are constructed from certain
basic ones that satisfy several technical conditions (indecomposable, principal, maximal and Sp(1)–
saturated). See [Y1],[Y2], [Y3], [W3] and [W5]. The basic such direct systems, with Kn reducible
on nn/zn, dim zn bounded and {Kn} parabolic, are tabulated in [W5, Table 9.15] as follows. Here
the numbering comes from [W5, Table 9.14], Nℓ = N
′
ℓ × Zℓ with Zℓ central and maximal for that,
Gℓ = Nℓ ⋊ Kℓ and G
′
ℓ = N
′
ℓ ⋊ Kℓ . The generalized Heisenberg algebra hn,F is ImF + F
n with
[(z, w), (z′, w′)] = (z + z′ + Im 〈w,w′〉, w + w′) where F = C, H (quaternions) or Ø (octonions).
(5.41)
Strict Direct Systems {(Gℓ,Kℓ)} and {(G′ℓ,K ′ℓ)} of Gelfand Pairs with dim z′ℓ Bounded
Group Kℓ Kℓ–module vℓ z
′
ℓ = [nℓ, nℓ] z
′′
ℓ Algebra n
′
ℓ
1 U(n) Cn R su(n) hn;C
3 U(1)× U(n) Cn ⊕ Λ2Cn R⊕ R 0 hn;C ⊕ hn(n−1)/2;C
6 S(U(4)× U(m)) C4×m R R6 h4m;C
7 U(m)× U(n) Cm×n ⊕ Cm R⊕ R 0 hmn;C ⊕ hm;C
8 U(1)× Sp(n)× U(1) C2n ⊕ C2n R⊕ R 0 h2n;C ⊕ h2n;C
9 Sp(1)× Sp(n)× U(1) Hn ⊕Hn ImH⊕ R 0 hn;H ⊕ h2n;C
10 Sp(1)× Sp(n)× Sp(1) Hn ⊕Hn ImH⊕ ImH 0 hn;H ⊕ hn;H
11a Sp(n)× Sp(1)× Sp(m) Hn ImH Hn×m hn;H
11b Sp(n)× U(1)× Sp(m) Hn ImH Hn×m hn;H
11c Sp(n)× {1} × Sp(m) Hn ImH Hn×m hn;H
18a SU(n)× SU(2) Cn×2 R su(2) h2n;C
18b U(n)× SU(2) Cn×2 R su(2) h2n;C
18c U(1)Sp(n2 )× SU(2) Cn×2 R su(2) h2n;C
19a SU(n)× U(2) Cn×2 ⊕ C2 R⊕ R 0 h2n;C ⊕ h2;C
19b U(n)× U(2) Cn×2 ⊕ C2 R⊕ R 0 h2n;C ⊕ h2;C
19c U(1)Sp(n2 )× U(2) Cn×2 ⊕ C2 R⊕ R 0 h2n;C ⊕ h2;C
20aa SU(n)× SU(2)× SU(m) Cn×2 ⊕ C2×m R⊕ R 0 h2n;C ⊕ h2m;C
20ab SU(n)× SU(2)× U(m) Cn×2 ⊕ C2×m R⊕ R 0 h2n;C ⊕ h2m;C
20ac SU(n)× SU(2)× U(1)Sp(m2 ) Cn×2 ⊕ C2×m R⊕ R 0 h2n;C ⊕ h2m;C
20ba U(n)× SU(2)× SU(m) Cn×2 ⊕ C2×m R⊕ R 0 h2n;C ⊕ h2m;C
20bb U(n)× SU(2)× U(m) Cn×2 ⊕ C2×m R⊕ R 0 h2n;C ⊕ h2m;C
20bc U(n)× SU(2)× U(1)Sp(m2 ) Cn×2 ⊕ C2×m R⊕ R 0 h2n;C ⊕ h2m;C
20ca U(1)Sp(n2 )× SU(2)× SU(m) Cn×2 ⊕ C2×m R⊕ R 0 h2n;C ⊕ h2m;C
20cb U(1)Sp(n2 )× SU(2)× U(m) Cn×2 ⊕ C2×m R⊕ R 0 h2n;C ⊕ h2m;C
20cc U(1)Sp(n2 )× SU(2)× Cn×2 ⊕ C2×m R⊕ R 0 h2n;C ⊕ h2m;C
U(1)Sp(m2 )}
21a SU(n)× SU(2)× U(4) Cn×2 ⊕ C2×4 R⊕ R R6 h2n;C ⊕ h8;C
21b U(n)× SU(2)× U(4) Cn×2 ⊕ C2×4 R⊕ R R6 h2n;C ⊕ h8;C
21c U(1)Sp(n2 )× SU(2)× U(4) Cn×2 ⊕ C2×4 R⊕ R R6 h2n;C ⊕ h8;C
One obtains the structure of L2(G/K) and A(G/K) for the cases of Table 5.41 by a straightforward
modification of the considerations involved for the direct systems of Table 5.31. We leave the details
to the reader.
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