Abstract. For any n ≥ 2, Ω ⊂ R n , and any given convex and coercive Hamiltonian function H ∈ C 0 (R n ), we find an optimal sufficient condition on H, that is, for any c ∈ R, the level set H −1 (c) does not contains any line segment, such then any absolute minimizer u ∈ AM H (Ω) enjoys the linear approximation property. As consequences, we show that when n = 2, if u ∈ AM H (Ω) then u ∈ C 1 ; and if u ∈ AM H (R 2 ) satisfies a linear growth at the infinity, then u is a linear function on R 2 . In particular, if H is a strictly convex Banach norm · on R 2 , e.g. the l α -norm for 1 < α < 1, then any u ∈ AM H (Ω) is C 1 . The ideas of proof are, instead of PDE approaches, purely variational and geometric.
For n ≥ 2, assume that H ∈ C 0 (R n ) is a continuous function that is convex, and coercive, i.e.,
In a series of papers [2, 3, 4, 5, 6] , G. Aronsson initiated the study of minimization problems involving the supremum norm (or L ∞ ) functional:
for any domain Ω ⊂ R n and function u ∈ W 1,∞ (Ω). According to Aronsson [2, 3] , given a domain Ω ⊂ R n a function u ∈ W
1,∞ loc
(Ω) is called an absolute minimizer of H, or u ∈ AM H (Ω) for brevity, if According to Crandall-Evans [14] , a function u ∈ C 0 (Ω) is said to enjoy the linear approximation property, if for any x ∈ Ω and any sequence {r i } i∈N → 0, there exist a subsequence {r i k } k∈N and a vector e ∈ R n such that (1.1) lim k→∞ sup y∈B(0, 1) u(x + r i k y) − u (x) r i k − e · y = 0.
We let Du(x) denote the collection of all possible vector e ∈ R n appearing in (1.1). It is readily seen that u is differentiable at x if and only if Du(x) = {Du(x)} is a singleton. A Lipschitz function does not necessarily satisfy the linear approximation property, for example if u(x) = |x| then Du(0) = ∅. The following example, due to D. Preiss,
x 1 sin log log |x 1 | , 0 < |x 1 | < 1, x ′ 1 ∈ R n−1 , 0 x 1 = 0, x ′ 1 ∈ R n−1 , indicates that a Lipschitz function, satisfying the linear approximation property (1.1), may not be differentiable.
It was first shown by [14] that if u ∈ W
(Ω) is an absolutely minimal Lipschitz extension (AMLE), or equivalently an absolute minimizer of H(p) = |p| 2 , then it satisfies the linear approximation property (1.1) for any x ∈ Ω, and u − u(x) , ∀e ∈ Du(x).
Wang-Yu [30] estabilshed the linear approximation property (1.1) for u ∈ AM H (Ω) at any x ∈ Ω, and
for any nonnegative, uniformly convex, and coercive H ∈ C 2 (R n ).
The linear approximation property (1.1) and (1.2) of an AMLE, or an infinity harmonic function, u ∈ C 0,1 (Ω), has played an important role in establishing its C 1,α -regularity by Savin [29] and Evans-Savin [19] in dimension n = 2, and its differentiability by Evans-Smart [20, 23] in dimensions n ≥ 3, see also [30] . (1.1) and (1.3) has also played an important role for the C 1 -regularity of absolute minimizers u ∈ AM H (Ω) for C 2 -uniformly convex H in dimension n = 2 by Wang-Yu [30] .
The notion of absolute minimizers can be defined for any continuous Hamiltonian H. It has been an outstanding open question whether the the linear approximation property holds for u ∈ AM H (Ω), if we weaken the assumption that H ∈ C 2 (R n ) is uniformly convex to the natural condition that H ∈ C 0 (R n ) is convex.
The main contribution of this paper gives an affirmative answer to this problem by showing the linear approximation property of absolute minimizers, provided H ∈ C 0 (R n ) is a convex function whose level set does not contain any line segment. As consequences, we are able to establish both the C 1 -regularity and a Liouville property of absolute minimizers for any such H in dimension two. More precisely, we have Theorem 1.1. For n ≥ 2, if H ∈ C 0 (R n ) is convex and coercive, and satisfies (A) the level set H −1 (c) does not contain any line segment for any c ∈ R, then (B) any u ∈ AM H (Ω), Ω ⊂ R n , satisfies the linear approximation property (1.1) and (1.3).
As an immediate application, we obtain both C 1 -regularity and a Liouville property of absolute minimizers of H ∈ C 0 (R n ) satisfying the condition (A) of Theorem 1.1 for n = 2. More precisely, we have Theorem 1.2. Assume H ∈ C 0 (R 2 ) is convex and coercive, and satisfies condition (A) of Theorem 1.1. Then (C) u ∈ AM H (Ω), Ω ⊂ R 2 , is in C 1 (Ω); and (D) if Ω = R 2 and u ∈ AM H (R 2 ) has a linear growth at the infinity, then u is a linear function in R 2 .
Recall a function u ∈ C 0 (R n ) has a linear growth at the infinity, if there exists a constant C > 0 such that (1.4) |u(x)| ≤ C(1 + |x|), ∀x ∈ R n .
(D) of Theorem 1.2 is usually referred as a Liouville property.
We remark that for all n ≥ 2, the condition (A) is optimal (necessary in some sense) for the properties (B), (C) or (D) as in Theorems 1.1 and 1.2. In fact, if (A) of Theorem 1.1 were false, then there would exist a c ∈ R and a line segment [a, b] ⊂ R n , with a b, such that H(y) = c for any y ∈ [a, b]. Then we can modify an example by Katzourakis [27] to construct an u ∈ AM H (Ω), which satisfies none of the properties (B), (C), and (D) stated in Theorems 1.1 and 1.2, see Section 4 for details.
Let (R n , · ) be a Banach space and H(p) = p , for p ∈ R n , be the Banach norm. Then it is not hard to see that the following three statements are equivalent: (1) H −1 (c) does not contain line segments for any c ≥ 0.
(2) The unit sphere p ∈ R n : p = 1 ⊂ R n does not contain any line-segment. (3) H(p) = p is strictly convex. In particular, if we consider the l α -norm on R n (n ≥ 2):
and define H(p) = |p| α , then H satisfies the condition (A) of Theorem 1.1 if and only if 1 < α < ∞.
As an immediate consequence of Theorem 1.1 and Theorem 1.2, we have When H ∈ C 1 (R n ), Aronsson [2, 3, 6] It is well-known that Crandall-Lions' viscosity solution theory [17] can be employed to study both (1.6) and (1.7). Jensen [25] was the first to show that an AMLE is equivalent to a viscosity solution to (1.7) (or an infinity harmonic function), both of which are unique under the Dirichlet boundary condition u| ∂Ω = g ∈ C(∂Ω), see also [1, 10, 16, 28] for alternate approaches to the uniqueness. In general, when H ∈ C 1 (R n ) is convex and coercive, through Crandall-Wang-Yu [18] and Yu [32] we know that a viscosity solutions to Aronsson's equation (1.6 ) is equivalent to an absolute minimizer for H, see also [9, 11, 13, 24] . Barron-Jensen-Wang [11] have obtained an existence result of absolute minimizers for general H(x, z, p) ∈ C(Ω × R × R n ), that is level-set convex in the p-variable, which is a viscosity solution of Aronsson's equation under some further assumptions on H, see also [13] . The uniqueness of absolute minimizers was subsequently proved by Jensen-Wang-Yu [11] and Armstrong-Crandall-Julin-Smart [9] for convex and coercive H ∈ C 2 (R n ) and H ∈ C 0 (R n ) respectively, provided the minimal level set H −1 (min
H has an empty interior.
It is readily seen that the condition (A) of Theorem 1.1 implies that the minimal level set of H has en empty interior, hence the uniqueness holds for absolute minimizer of H satisfying (A) of Theorem 1.1. On the other hand, it is easy to construct a convex and coercive H ∈ C 0 (R n ) such that H −1 (min R n H) has an empty interior, but H −1 (c) contains a line segment for some c ∈ R. According to Theorem 1.1, for any such a H there exists an absolute minimizer u that does not enjoy (1.1) and (1.3) . This indicates that the linear approximation property (1.1) and (1.3) for absolute minimizers is, in fact, stronger than the property of uniqueness under the Dirichlet boundary condition.
A few remarks on our main results are in order:
Remark 1.5. a) Theorem 1.1 and Theorem 1.2 have previously been shown by Wang-Yu [30] where H is C 2 (R n ) and uniformly convex. Our primary advances assert that both Theorems remain to be true under the natural condition that H ∈ C 0 (R n ) is convex, and satisfies condition (A) of Theorem 1.1. It is worthwhile pointing out that the uniform convexity of H implies condition (A) of Theorem 1.1. b) If H is a uniformly convex, C 1 -function in R n , then Theorem 1.1 and Theorem 1.2 also hold for viscosity solutions of (1.6), since an absolute minimizer of H is equivalent to a viscosity solution of (1.6) (see [18] and [32] ). However, if H is merely C 0 in R n , it is unknown whether Theorem 1.1 and Theorem 1.2 hold for viscosity solutions of (1.6), which can be defined by replacing H p (Du) by q ∈ ∂H(Du) (the subdifferential of H), see [9] or c) below. It remains to be an open question that a viscosity solution of (1.6) is an absolute minimizer of H in this class. c) For n ≥ 2, if H α (p) = |p| α , p ∈ R n , is the l α for 1 ≤ α ≤ ∞, it follows from [16] that an absolute minimizer u ∈ C 0,1 (Ω) of H α if and only if u is an infinity harmonic function with respect to l α -norm, i.e.,
(1.8)
Corollary 1.3 and Corollary 1.4 imply that for any α ∈ (1, ∞), an infinity harmonic function u, with the l α -norm, enjoys the linearity approximation property (1.1) and (1.3) for n ≥ 2; and is C 1 and enjoys the Liouville property in R 2 . It would be interesting to ask whether an infinity harmonic function with the | · | α -norm is C 1,α in R 2 , and differentiable in R n for n ≥ 3.
1.1. Outline of ideas of proofs. First, observe that in Theorems 1.1 and 1.2, we may assume H satisfies the stronger condition:
Indeed, if H ∈ C 0 (R n ) is convex and coercive, then there exists a p 0 ∈ R n such that
Then it is easy to show 1) H satisfies (1.9); 2) H satisfies (A) of Theorem 1.1 if and only if the same holds for H;
for all x ∈ Ω; and 4) u satisfies (B), (C), (D) of Theorems 1.1 and 1.2 if and only if the same holds for u. Thus, from now on, we will assume that H satisfies (1.9).
Let L = H * be the Legendre transform (or the convex conjugate) of H:
Then L satisfies (1.9) and H = L * is also the convex conjugate of L. (i) of Theorem 1.1 guarantees that [9] is applicable, and hence any u ∈ AM H (Ω) enjoys the convexity or concavity criteria, the comparison principle, and the property of comparison with cones, see Section 2 for details. The proof of (A) ⇒ (B) of Theorem 1.1 relies on the following property, see Section 5 below for details.
Theorem 5.1. For n ≥ 2, assume H satisfies both (1.9) and condition (A) of Theorem 1.
Theorem 5.1 was first proven by Crandall-Evans [14] for H(p) = 1 2 |p| 2 by using the Hilbert structure, later by Wang-Yu [30] for uniformly convex H ∈ C 2 (R n ) by using the C 1 -regularity of cone functions C H k (·). If H ∈ C 1 (R n ) is strictly convex and satisfies (1.9), by using both C 1 (R n )-regularity of L and strict convexity of L (see Proposition 3.2 below), we can deduce Theorem 5.1 by adapting the arguments of Yu [33] . However, if H is merely continuous and satisfies (1.9) and (A) of Theorem 1.1, then it is not necessarily true that L is either C 1 or strictly convex, see Proposition 3.2; and it is also an open question that the cone function C H k (·) ∈ C 1 (R n ). Thus, in order to show Theorem 5.1, we need to develop the following new ideas:
(a) The subdifferential set of L at any q ∈ R n must be either a singleton or a line segment on which H is strictly monotone, see Proposition 3.1. (b) Based on the geometric property (a), and some careful analysis on the analytic and geometric structure of Hamilton-Jacobi flows and the subdifferential set of L, either there exists a point y + ∈ R n such that u is linear in Ry + , or there are a pair of points y ± ∈ R n such that u is linear in [sy − , sy + ] for all s ≥ 0. This, with the help of this geometric structure of ∂L, implies that there is a unique p 0 ∈ ∂L(y + ) such that H(p 0 ) = k and u (x) = u (0) + p 0 · x, ∀x ∈ R n , see Section 5 for details. For n = 2, Ω ⊂ R 2 , and a function u ∈ C 0 (Ω), let x 0 ∈ Ω, δ ∈ (0, 1], and 0 < r < min{1, d(x 0 , ∂Ω)}, and denote by D(u)(x 0 ; r; δ) the set of vectors e ∈ R 2 such that
In other words, D(u)(x 0 ; r; δ) collects all the slopes of linear approximations of u in B(x 0 , r) at the scale δ.
The proof of (A) ⇒ (C) and (D) in Theorem 1.2 is based on Theorem 6.1. From Theorem 1.1 and Theorem 6.1, we can show Theorem 7.1, from which (C) and (D) of Theorem 1.2 follow in a rather standard routine, see Section 7 for details. Theorem 7.1. For n = 2, assume H satisfies both (1.9) and (A) of Theorem 1.1.
(
Recall that a stronger version of Theorem 6.1, with δ * independent of e 8 , was first proved by Savin [ 8 − e (resp. e 0,8 − e) and some vector q ∈ ∂H(p) with |p − e| < η and H(p) = H(e). This is the content of Lemma 6.4 (resp. Lemma 6.5). By suitably choosing η(ǫ) > 0, the above norm estimate follows from Proposition 3.3, Lemma 6.4 (resp. Lemma 6.5). The angles estimates in Lemmas 6.4 and 6.5 will be proved by applying Proposition 3.4 and some planar topology. We would like to remark that the angle estimates in Lemmas 6.4 and 6.5 play essential roles in the proof of Theorem 6.1. In fact, without these angle estimates, we can only obtain |H(e 8 ) − H(e 0,8 )| ≤ ǫ in Theorem 6.1. So, instead of everywhere differentiability of u and the modulus continuity of Du as in (7.1) of Theorem 7.1, we can only get the modulus continuity of S u. However, the modulus continuity of S u is weaker than the everywhere differentiability of u and the modulus continuity of Du.
In a recent prepreint [21] , the authors are able to employ Theorem 1.2 above to establish in dimension two, the Sobolev W 1,2 loc -regularity of absolute minimizer u of [H(Du)] α for all α > 0 when H ∈ C 2 (R 2 ) is locally strongly convex or α > τ H (0) when H ∈ C 0 (R 2 ) is locally strongly convex. In another forthcoming paper [22] , the authors further apply Theorem 1.2 to study the differentiability of absolute minimizers in dimensions n ≥ 3, when H ∈ C 0 (R n ) is locally strongly convex.
Preliminaries
In this section, we will collect all the basic properties on absolute minimizers that are necessary to our main theorems, for which we follow [9] closely.
Recall that any linear function is an absolute minimizer of H. The first property is the comparison principle among absolute minimizers, established by [9] . Lemma 2.1. For n ≥ 2, assume H satisfies both (1.9) and (A) of Theorem 1.
Next we recall the property of comparison with cones for absolute minimizers. Assume H satisfies (1.9).
It is evident that C H k (·) ∈ C 0,1 (R n ) is convex, positively homogeneous of degree one, sub additive, and C H k (x) > 0 for all k > 0 and x 0.
The proof of following lemma can be found by [9, Lemma 2.18].
Lemma 2.2. For n ≥ 2, assume H satisfies (1.9). For any domain U ⊂ R n , u ∈ C 0,1 (U), and k ≥ 0, the following statements are equivalent:
Denote by USC (U) (resp. LSC (U)) the space of upper (resp. lower) semicontinuous functions in U. We introduce Definition 2.3. For n ≥ 2, assume H ∈ C 0 (R n ) satisfies (1.9).
(i) A function u ∈ USC (U) satisfies the property of comparison with cones for H from above in U, if
(ii) A function u ∈ LSC (U) satisfies the property of comparison with cones for H from below in U, if
It is straightforward to see that a function in CC H (U) enjoys the following stability property.
Proof. For simplicity, we only show that u ∞ ∈ CCA H (U). To do it, let V ⋐ U and x 0 V and assume that for
∀x ∈ ∂V, then we have that for any ǫ > 0, if j is sufficiently large then
Sending j → ∞, we obtain that
Let L be the convex conjugate of H given by (1.10) . If H satisfies (1.9), then L satisfies (1.9), and H is also the convex conjugate of L. Given a domain U ⊂ R n and a bounded function u ∈ C 0 (U), the Hamilton-Jacobi flows are defined by
The slope functions via the Hamilton-Jacobi flows can be defined by
For any r > 0, set U r := {x ∈ U : dist (x, ∂U) > r}.
Definition 2.5. For n ≥ 2, assume H satisfies (1.9). For any domain U ⊂ R n , (i) a bounded function u ∈ C 0 (U) enjoys the convexity criteria, if for any r > 0 there exists a δ r > 0 such that for all x ∈ U r , the map T t u(x) : [0, δ r ) → R is convex in the t-variable. (ii) a bounded function u ∈ C 0 (U) enjoys the concavity criteria, if for any r > 0 there exists a δ r > 0 such that for all x ∈ U r , the map T t u(x) : [0, δ r ) → R is concave in the t-variable.
We point out that when U = R n , T t u, T t u, and S ± t u can be defined for any u ∈ C 0,1 (R n ) that satisfies H(Du) L ∞ (R n ) < ∞, due to the fact that L satisfies (1.9). Moreover, we have the following localization property for both T t u and T t u.
Proof. From Lemma 2.2, there exists R k > 0 such that
This, combined with the superlinear growth of L, implies that there exists a monotone increasing function
which yields (2.2). This completes proof of Lemma 2.6. Now we state the most important characterization of absolute minimizers in terms of comparison with cones and convexity/concavity criteria. Since the condition (A) of Theorem 1.1 implies that the minimal level set of H has an empty interior, the proof follows directly from [9, Theorem 4.8], which is omitted here.
Lemma 2.7. For n ≥ 2, assume H satisfies both (1.9) and (A) of Theorem 1.1. Then, for any domain U ⊂ R n and bounded function u ∈ C 0 (U), the following statements are equivalent:
(iii) u ∈ C 0 (U) enjoys both the convexity criteria and concavity criteria.
It follows from Lemma 2.7 and [9, Lemma 4.2] that if u ∈ AM H (U) is bounded, then for r > 0 and x ∈ U r , the function t ∈ (0, δ r ] → ±S ± t u (x) is monotone increasing. Hence (2.3)
exists and is upper semicontinuous in U. Moreover, as in [9, Lemma 4.3] , for any V ⋐ U, it holds that
and hence
holds for all x ∈ U. We also recall the slope functions defined via the cone functions:
Following the argument of [24, Proposiitons 3.1 and 3.3] line by line, we have the following Lemmas 2.8 and 2.9, which will be needed in the proof of Theorem 1.2.
Lemma 2.8. For n ≥ 2, let H satisfy (1.9). For U ⋐ R n , assume that u ∈ CC H (U). Then for any x ∈ U, the functions t ∈ (0, dist (x, ∂U)) → ± S ± t u(x) is monotone increasing, and S u(x) = lim
Hence we have that, for 0 < r < t,
, and the function t ∈ (0, dist (x, ∂U)) → S + t u(x) is monotone increasing. Therefore, S + u(x) := lim t→0 S + t u(x) exists and is upper semicontinuous in U.
It is not hard to see this implies that S + t u(x) ≤ k t , and hence
On the other hand, the upper semicontinuity of S + u implies that for any ǫ > 0, there exists t ǫ > 0 such that
Therefore, for any z, y ∈ B(x,
Applying Lemma 2.2 again, we conclude that
This, after sending
Lemma 2.9. For n ≥ 2, assume H satisfies (1.9). For U ⋐ R n , let u ∈ CC H (U). Then for any x ∈ U and 0 < r < dist (x, ∂U), there exists x r ∈ ∂B(x, r) such that
On the other hand, for any 0 < R < dist(x r , ∂U) we can choose a sufficiently small 0
Combining (2.6) with (2.5), we obtain
Sending θ → 0 first and then R → 0, we conclude that
. This completes the proof.
Proof. Since there exists
Since there exists k > 0, depending on K and H, such that
we obtain that
This, combined with Lemma 2.2, implies
Geometric and analytic properties of H, L, and cone functions
In this section, we will develop both geometric and analytic properties of H and L, and C H k (·). 3.1. Properties of H and L. For n ≥ 2, assume H satisfies (1.9). Let L be the convex conjugate of H. Then L also satisfies (1.9). For any q ∈ R n , denote by ∂L(q) the subdifferential set of L at q, that is,
The subdifferential set of H, ∂H(p), at p ∈ R n , can be similarly defined.
Recall that in R n , a 1-simplex is a line segment, or the convex hull of 2 distinct points, and for 2 (ii-a) H is not constant in any 2-simplex.
(ii-b) for any q ∈ R n , ∂L (q) must be one of the following:
(ii-b-3) a bounded closed convex set in a 2-dimensional affine plane, whose boundary consists of 4 simple "curves" γ 0 , γ 1 , γ 2 , γ 3 oriented in order so that γ 0 (resp. γ 2 ) is either a single point or a line-segment on which H attains the minimum (resp. maximum) in ∂L(q), and γ 1 (resp. γ 3 ) is such that H is strictly monotone increasing (resp. decreasing).
When H is strictly convex, we have Proposition 3.2. For n ≥ 2, assume H satisfies (1.9). The following statements are equivalent:
We will establish in Propositions 3.3 and 3.4 some analytic characterization of H, when H is not constant in any line segment, which will play an important role in the proof of Theorem 6.1. 
Here ∡(q, v) denotes the angle between q and v.
For R > 0, assume that ψ R (ǫ) ≥ 0 is monotone increasing and satisfies ψ R (ǫ) ≤ ǫ 2 , ∀ǫ ∈ (0, 1). 
In order to prove the above results, we recall some basic properties of H.
In particular, 0 ∈ ∂H(p) if and only if H(p) = 0, and 0 ∈ ∂L(q) if and only if L(q)
Proof. (i) Note that q ∈ ∂H (p) if and only if
Thus q ∈ ∂H (p) if and only if
(ii) If p 1 , p 2 ∈ ∂L (q) for some q ∈ R n , then by using (i) we have that for any λ ∈ [0, 1],
This, combined with the convexity of H, implies
Hence we have that
(iv) For R ≥ 1, if |q| ≤ R and p ∈ ∂L (q), then we have
This, combined with the superlinear growth of H, implies that there exists C 2 (R) > 0 such that |p| ≤ C 2 (R). From this, we see that if p i ∈ ∂L (q i ) for i ∈ N and q i → q 0 as i → ∞, then p i is bounded, and
Hence, up to a subsequence, there exists p 0 ∈ R n such that p i converges to p 0 as i → ∞. By the continuity of H and L, we then have
. By (i), this implies p 0 ∈ ∂L (q 0 ). The proof of Lemma 3.5 is now complete.
As a consequence of Lemma 3.5, we have Lemma 3.7. For n ≥ 2, assume H satisfies (1.9). Given a pair of points a, b ∈ R n with a b, the following statements are equivalent:
. Thus for any µ ∈ [0, 1] and any p ∈ R n , we have
this implies that q λ ∈ ∂H(µa + (1 − µ)b). In particular, (3.2) holds.
(ii)⇒(iii): Let q ∈ ∂H( a+b 2 ). Then by (ii) and Lemma 3.
Now we are ready to prove Propositions 3.1, 3.2, 3.3, and 3.4.
Proof of Proposition 3.1. Proof of (i):
is a singleton. We get the desired contradiction.
(i-a)⇒(i-b): assume that H is not constant in any line segment. For any q ∈ R n , assume that ∂L(q) contains at least two points p 1 , p 2 , with p 1 p 2 . It suffices to show ∂L (q) is contained in the line determined by p 1 and p 2 . Indeed, from Lemma 3.5 we know that ∂L (q) is a bounded convex set. It is clear that any bounded convex set contained in a line must be a line segment. 
Then there exists λ ∈ (0, 1) such that
Since H is not constant in any line segment, by applying Lemma 3.7 again we must have that
which implies that p 1 , p 2 and p 3 lies in the same line, that is, p 0 must lie in the line determined by p 1 and p 2 .
Proof of (ii).
(ii-b)⇒(ii-a): Suppose (ii-a) were false. Then H is constant in a 2-simplex ∆, which is the convex hull of three non-planar points
. Let I ⊂ ∆ be any line segment passing through
. Since H is constant in I, it follows from Lemma 3.7 that I ⊂ ∂L(q). Hence we see that ∆ ⊂ ∂L(q) so that ∂L(q) satisfies neither (ii-b-1) or nor (ii-b-2).
Now we want to show that ∂L(q) does not satisfy (ii-b-3). For, otherwise, ∂L(q) is a bounded convex set whose boundary consists four curves γ i , 0 ≤ i ≤ 3, as in (ii-b-3). Since H is strictly increasing in γ 1 and strictly decreasing in γ 3 , for any k
This contradicts to the fact that H| ∆ =constant.
(ii-a)⇒(ii-b): Assume that H is not constant in any 2-simplex. We claim that ∂L(q) must be contained in a 2-dimensional affine plane P ⊂ R n . For, otherwise, we can find 4 distinct points p 0 , p 1 , p 2 , p 3 , which are not contained in any 2-dimensional affine plane such that {p 0 , p 1 , p 2 , p 3 } ⊂ ∂L(q). Without loss of generality, we can assume
Since H is not constant in any 2-simplex, we must have either
In the case 1), we can find three points
are not contained in the same line, and hence its convex hull is a 2-simplex, denoted by ∆ ′ .
Moreover, for any λ i > 0 with
This implies that H is a constant in ∆ ′ , which contradicts to (ii-a).
In the case 2), we can find three points
Then, similar to the case 1), we can show that H is constant in the convex hull of p ′ 0 p ′ 1 p ′ 2 , which is also impossible.
Assume that ∂L(q) is neither a single point nor a line segment. Then ∂L(q) is a bounded, closed convex domain U ⊂ P. Thus ∂L(q) is bounded by a simple closed curve γ. Note that H achieves its minimum and maximum over ∂L only at the boundary ∂U = γ. Denote by γ 0 (resp. γ 2 ) the subset of γ on which H achieves its minimum (resp. maximum) in U. Since H is not a constant in any 2-simplex, γ 0 and γ 2 must be a single point or a line segment. Denote the other two connected components of γ \ (γ 0 ∪ γ 2 ) by γ 1 and γ 3 . We may assume that the ending point of γ i is the starting point of γ i+1 for i = 0, 1, 2, 3 (where γ 4 = γ 0 ). Now we want to show that H is strictly increasing along γ 1 . For, otherwise, there exists two distinct points p 0 , p 1 ∈ γ 1 so that H(p 0 ) = H(p 1 ). Observe that there exists p 2 ∈ γ 3 with H(p 2 ) = H(p 1 ). Hence H is a constant in the convex hull of {p 0 , p 1 , p 2 }, which is a 2-simplex, which is impossible. Similarly, we can show that H is strictly decreasing along γ 3 . The proof of Proposition 3.1 is now complete.
Proof of Proposition 3.2. (i)⇒(ii):
Suppose that there exists q ∈ R n such that ∂L(q) contains at least two points p 1 , p 2 . Then Lemma 3.5 implies that H is linear in [p 1 , p 2 ], which contradicts to the strictly convexity of H. Thus for any q ∈ R n , ∂L(q) must be a single point.
(ii)⇒(iii): By Lemma 3.5 (iv), it suffices to show that L is differentiable everywhere in R n . We prove by contradiction. Suppose L is not differentiable at q 0 ∈ R n . By (ii), we have ∂L(q 0 ) = {p 0 } is a singleton. There exist ǫ 0 > 0 and a sequence {q i } ⊂ R n → q 0 such that
Thus we obtain that for i sufficiently large,
This contradicts to Lemma 3.5 (iv).
(iii)⇒(i): Assume that L ∈ C 1 (R n ) and ∂L(q) = {DL(q)} for any q ∈ R n . Suppose that H is not strictly convex.
Then there would exist p 1 p 2 in R n and λ ∈ (0, 1) such that
Let q ∈ ∂H (λp 1 + (1 − λ) p 2 ). Then by Lemma 3.5 (iii) we have that q ∈ ∂H (p 1 ) ∩ ∂H (p 2 ). Hence by Lemma 3.5, p 1 , p 2 ∈ ∂L(q) = {DL(q)}, which is impossible. 
It is easy to see that as i → ∞, p i → p 0 and p ′ i → p 0 . After passing to a subsequence, we may assume that there exist v 0 ∈ R n , with |v 0 | ≥ ǫ 0 , and q 0 ∈ ∂H(p 0 ) such that v i → v 0 and q i → q 0 as i → ∞. It is easy to see that
This and the convexity of H imply that
On the other hand, from q 0 ∈ ∂H(p 0 ) and 
This contradicts to (ii).
(i)⇒(ii): Suppose that (ii) were false. Then there exist R 0 > 0 and η 0 > 0 such that φ R 0 (η 0 ) = 0, that is, we can find p i and e i , with |p i − e i | ≥ η 0 and H(e i ) = H(p i ) ≤ R 0 , and q i ∈ ∂H(p i ) such that
Since {p i }, {e i }, {q i } are bounded, we may assume that there exist p, e, q ∈ R n such that after passing to a subsequence, p i → p, e i → e, and q i → q, as i → ∞.
It is readily seen that
On the other hand, it follows from q ∈ ∂H(p) that
Hence we obtain (e − p) · q = 0.
Applying q ∈ ∂H(p) and Lemma 3.5, we have that
so that e, p ∈ ∂L(q) and [p, e] ∈ ∂L(q). Since H(p) = H(e), it follows from Lemma 3.5 (iii) that H is constant in [p, e], which contradicts to (i).
Properties of cone functions.
In this subsection, we will establish some analytic and geometric properties of the cone functions C H k (·). More precisely, we will prove the following Lemma 3.8, and Corollaries 3.9 and 3.10.
Lemma 3.8. For n ≥ 2, assume H satisfies both (1.9) and (A) of Theorem 1.1. 
On the other hand, we have that
which, together with Lemma 3.5, implies t 0 z ∈ ∂H(p 0 ). Now we return to prove (3.3). Observe that for any k > 0, there exist 0 < t 1 < t 2 < ∞ such that b s < k < a t for all t ≥ t 2 and s < t 1 . To see this, let p t ∈ ∂L(tz) for t > 0. Then by Lemma 3.5 (i), we have that
On the other hand, by Lemma 3.5 (iv), we have that
In fact, the definition of t(z) implies that for any ǫ > 0, 
Proof. By the homogeneity, it suffices to show (3.5) for x ∈ R n with |x| = 1. Let p x ∈ H −1 (k) be such that
Then Lemma 3.8 implies that there exists t x > 0 such that t x x ∈ ∂H(p x ). Moreover, by Lemma 3.5 (iv), we see that there exists C(R) > 0 such that |t x | ≤ C(R).

Note that
C H k (x) + δ = p x · x + δ = (p x + δx) · x
, and the convexity of H implies that
Hence (3.5) holds. Proof. Write u(x) = a + e · x for all x ∈ R n . It is obvious that u is an absolute minimizer when e = 0. So we may assume e 0 so that for q ∈ ∂H(e), q 0. Given any domain Ω ⋐ R n , let v ∈ C 0,1 (Ω) ∩ C 0 (Ω) with v = u on ∂Ω. For x 0 ∈ Ω, denote by (x, y) the component of Rq ∩ Ω containing x 0 . We may assume that y = x + t 0 q for some t 0 > 0. Then by Lemma 3.8, we have
On the other hand, if we let k = H(Dv) L ∞ (Ω) , then by Lemma 2.7, we have
Lemma 3.11. For n ≥ 2, assume H satisfies (1.9). For x ∈ R n , r > 0, and 0 < δ < 1, if u ∈ CC H (B(x 0 , r) ) and e ∈ D(u)(x 0 ; r; δ), with Therefore we obtain
This completes the proof.
Lemma 3.12. For n ≥ 2, assume H satisfies both (1.9) and (A) of Theorem 1.1. For any ǫ > 0, p ∈ R n and R ≥ 1, there exists τ(p, R, ǫ) such that for any δ ∈ (0, τ) and vector q ∈ S n−1 satisfying
Proof. First we claim that 
This yields (3.8) with
. It suffices to prove (3.7) under the assumption (3.8). We prove this by contradiction. For, otherwise, there would exist ǫ 0 > 0 and a sequence q i ∈ S n−1 satisfying
, so that by Lemma 3.8, there exists t ∞ > 0 such that t ∞ q ∞ ∈ ∂H(p). From (3.9), we would have
This is impossible.
Remark 3.13. In general, under the assumptions (1.9) and (A) of Theorem 1.1, we may not be able to replace the dependence of τ on p by that on H(p). Here is an example. Let K ⊂ R 2 be a symmetric, strictly convex domain, containing 0, whose bounded by a closed curve γ : 
On the other hand, observe that γ(cos θ, sin θ) → γ(1, 0) and DH(γ(cos θ, sin θ)) converges a or b as θ → 0 + . Set
Then we have lim inf
Sharpness of condition (A): a counterexample
In this section, we will illustrate, by constructing a counterexample, that (A) is sharp. By the reason as in Section 1.1, we always assume H satisfies (1.9). We begin with the following lemma, which is motivated by the example constructed by [27] .
Lemma 4.1. For n ≥ 2, assume H satisfies (1.9) and H is a constant in a line segment [a, b] ⊂ R n , with a b. For any f
Proof. It is easy to see that u f ∈ C 0,1 (R n ) and
To show u f ∈ AM H (R n ), let V ⋐ R n be an arbitrary domain and v ∈ C 0,1 V be such that v = u f on ∂V, we want to show
This is trivially true, if k = H(a) = 0. So we may assume k > 0. Let q 0 ∈ ∂H a+b 2 . Then q 0 0. For, otherwise, 
Hence we obtain that
and Lemma 3.5, this yields that
On the other hand, it follows from Lemma 2.2 that
, and (4.2), we then conclude that
This yields that s
. This completes the proof of Lemma 4.1.
The following result indicates that (B), (C) or (D) may fail, without condition (A) in Theorem 1.1.
Lemma 4.2. For n ≥ 2, assume H satisfies (1.9) and H is a constant in [a, b] ⊂ R n , with a b. Let f (t) = |t| for t ∈ R and u f be given by (4.1). Then u f is neither C 1 , nor does not enjoy the linear approximation property (1.1). If Ω = R n , then u f does not satisfy the Liouville property.
Proof. By choosing a new coordinate system, we may assume that a = 0 and b = λ 0 e n for some λ 0 > 0, where e n = (0 ′ , 1). Then
It is easy to see that u f is neither differentiable nor can be linearly approximated at (x ′ , 0) for any 
Employing Lemmas 3.5 and 3.1, we first establish a weaker version of Theorem 5.1. Namely, Lemma 5.2. For n ≥ 2, assume H satisfies (1.9) and (A) of Theorem 1.1. If u ∈ C 0,1 (R n ) satisfies (5.1) for some 0 < k < ∞, and
u(e) = k + L(e), and u(se) = su(e), ∀s ∈ R, for some vector 0 e ∈ R n , then there exists a vector p 0 ∈ ∂L(e) such that H(p 0 ) = k and
Proof. (see Figure 1 below). Observe that by (5.2) u(0) = 0 , and by (5.1) S + t u ((t − s)e) ≤ k for all t > 0 and s ∈ R. Hence we have
This, combined with (5.2) again, implies that
Hence by the convexity of L, there exists p t,x ∈ ∂L e + x t such that
By Lemma 3.5 (iv), there exists p x ∈ ∂L (e) such that p t,x → p x as t → ∞. Therefore, we obtain that
Similarly, from −S − t u − (t − s)e ≤ k for t > 0 and s ∈ R, we can conclude that there existsp x ∈ ∂L (e) such that
If ∂L (e) = {p 0 } is a singleton, then we have p x =p x = p 0 for all x ∈ R n so that (5.3) This, together with (5.2) and Lemma 3.5 (i), implies that For, otherwise, by Proposition 3.1, there exists p 1 ∈ ∂L(e) \ {p * } such that p 1 · e = p * · e, and hence
Now we want to show that
Hence H is constant on the line segment [p * , p 1 ], which is impossible.
From (5.5), we see that
For any x ∈ R n , there exist s ∈ R n , and z ∈ R n that is perpendicular to ℓ − p * , such that x = z + se. By (5.3) and (5.4), there are p z ,p z ∈ ∂L (e) ⊂ ℓ such that
Since p z ,p z ⊥ ℓ \ {p * }, we havep
This completes the proof. Proof of Claim A . It follows from S + t u (0) = k = −S − t u (0) for all t > 0, and Lemma 2.6 that there exist R k > 0 and y ± t ∈ B (0, R k t) such that
Since | y ± t t | ≤ R k , there exists y ± ∈ R n such that after passing to a subsequence,
This and (5.12) yield 1 2
which, together with the convexity of L, yields that
Applying the convexity of L again, we see that L must be linear in −
This, after sending t to ∞, implies (5.9). To show (5.7) and (5.8), observe that S + (θ 2 −θ 1 )t u θ 1 y + t ≤ k for 0 ≤ θ 1 < θ 2 ≤ 1 and t > 0. Hence
This, combined with (5.11), yields that
In particular, for all 0 ≤ s ≤ t, choosing θ 1 = 0 and θ 2 = s t and applying (5.11) again, we obtain that
Similarly, we also have that for all 0 ≤ s ≤ t,
It is clear that (5.7) and (5.8) follow from (5.14) and (5.15) by sending t to ∞. Now we want to prove (5.10). By S + tλ u (1 − λ) sy − ≤ k for all t, s > 0 and λ ∈ (0, 1), we have that
This, together with (5.7) and (5.8), yields that
Similarly, by −S − (1−λ)s u λty + ≤ k for t, s > 0 and λ ∈ (0, 1), we have that
which together with (5.7) and (5.8) yields again
It is clear that (5.10) follows from (5.16) and (5.17). Hence Claim A is proved.
Observe that by (5.7), (5.8) and (5.10), there exists λ 0 ∈ (0, 1) such that for any s > 0,
We proceed with two cases: 
This, together with (5.7), yields
Hence u satisfies the condition (5.1), with e = y + . Applying Lemma 5.2, we conclude that there is a vector p 0 ∈ ∂L(y + ) such that H(p 0 ) = k and u(x) = p 0 · x for all x ∈ R n . Case 2. λ 0 y + +(1 − λ 0 ) y − 0 (see Figure 2 below ). In this case, y ± does not lie in the same line. For, otherwise, from u(sλ 0 y + + s (1 − λ 0 ) y − ) = 0 for s ≥ 0 we see that we know that u ≡ 0 either in R + y + or R + y − so that either u(y + ) = 0 or u(y − ) = 0, which contradicts to (5.7) or (5.8). Set x s = λ 0 sy + + (1 − λ 0 ) sy − , and define a function v s by letting
By ( 
Proof of Claim B. By Lemma 5.2, it suffices to show that v satisfies both (5.1) and (5.2), with e = y 0 . To see this, first observe that by (5.10) and (5.18) we have
In particular, by (5.9)
This implies that
One the other hand, for any x ∈ R n and t > 0, it holds that 
Next we claim that
Claim C. There exists vectors p
Proof of Claim C. Since S + t u (t − s) y − ≤ k for all t > 0 and s < t, one has
which, together with (5.8) and t − s > 0, implies that
and s < t, we can prove (5.27). This proves Claim C.
Finally we will prove Theorem 5.1. Let p 0 ∈ R n be given by (5.20) . Then by Lemma 3.5 (iv) and (5.9), p 0 ∈ ∂L(y 0 ) implies that p 0 ∈ ∂L ±y ± . Hence by Lemma 3.5 (i), we have
Now we divide it into four sub cases.
Subcase a. ∂L y + ∪ ∂L −y − = p 0 . Then p ± x = p 0 . Applying (5.26) and (5.27) with s = 0, we have that
Subcase b. ∂L y + contains more than one point; while ∂L −y − = p 0 . Thus we have that p − x = p 0 . By (5.28) with s = 0, we then have
is a line segment contained in a line ℓ y + ⊂ R n . As in (5.5) and (5.6), we know that y + is not perpendicular to ℓ − p 0 , and
For any z ∈ R n , that is perpendicular to ℓ y + \ p 0 , we have that p + x · z = p 0 · z. Hence by (5.27) and (5.28) we have u z − sy
and hence u (x) = p 0 · x holds for all x ∈ R n .
Subcase c. ∂L −y − contains more than one point; whil ∂L y + consists of one point p 0 . This case can be proved exactly in the same way as Subcase b.
Subcase d. Both ∂L y + and ∂L −y − contain more than one point. By Proposition 3.1, ∂L y + is a line segment contained in the line, say ℓ y + , and ∂L −y − is a line segment contained in the line, say ℓ y − . By an argument similar to Subcase b, we know that y ± is not perpendicular to ℓ y ± − p 0 and hence
For any z ∈ R n , with z ⊥ ℓ y − \ {p 0 }, we have that
which, together with (5.28), gives
Similarly, we can show
Hence u (x) = p 0 · x for all x ∈ R n . The proof of Lemma 5.1 is now complete.
With Theorem 5.1 and Lemma 4.1, we are ready to prove Theorem 1.1: (A) ⇒(B).
Proof of (A) ⇒ (B) in Theorem 1.1. As explained in the introduction, we may assume H satisfies the assumption (1.9). Let u ∈ AM H (Ω) and x 0 ∈ Ω. For simplicity, assume x 0 = 0 and
After passing to a subsequence, we may assume that there exists v ∈ C 0,1 (R n ) such that u r → v locally uniformly in R n so that
It suffice to show that v is a linear function and H (Dv) = S u (0). To achieve this, we will verify that v satisfies all the assumptions in Theorem 5.1, with k = S u (0).
For this purpose, let R K > 0 be given by Lemma 2.6. From Lemma 2.6, it holds that for any x ∈ R 2 ,
This, combined with Lemma 2.7, implies that
Similarly, we have that
One the other hand, by Lemma 4.1 for any 0 < r < δ 0
For any ǫ > 0, there exists r ǫ,t > 0 such that for any r ∈ 0, r ǫ,t ,
Since z r r ∈ B (0, R K t), we obtain that for any r ∈ 0, r ǫ,t ,
Sending ǫ to 0, this implies that S We end this section with the following interesting Corollary. A function v ∈ C 0 (R n ) has the linear approximation property at the infinity if for any sequence {R j } which converges to ∞, we can find a subsequence {R j k } k∈N and a vector e ∈ R n such that
Corollary 5.3. Let n ≥ 2 and assume that H ∈ C 0 (R n ) is convex and coercive, and satisfies (A) of Theorem 1.1. Then the following hold:
has a linear growth at the infinity, then u has the linear approximation property at the infinity.
Proof. Assume that u ∈ AM H (R n ) and S u(
For simplicity, assume that x 0 = 0 and
, it then follows from Lemmas 2.6 and 2.7 that the assumptions (5.1) of Theorem 5.1 are fulfilled. Hence we conclude that there exists p 0 ∈ R n , with
This proves (B-1).
To see (B-2), assume that u ∈ AM H (R n ) has a linear growth at the infinity. Then H(Du) L ∞ (R n ) := k < ∞. For any sequence R j → ∞, there is function v ∈ AM H (R n ) such that after passing to a subsequence, u R j → v locally uniformly in R n . Similar to the proof of Theorem 1.
By the examples given in Section 4, we see that condition A is also optimal (necessary in some sense) to get the properties (B-1) and (B-2).
6. Proofs of Theorem 6.1 and Theorem 1.2: Part I Now we will start to apply the linear approximation Theorem 1.1 to deduce the C 1 -regularity of absolute minimizers in dimension two. This section is devoted to the proof of following result, which plays a crucial role in the proof of Theorem 1.2. Here we follow the argument by [30] by making all necessary technical modifications. 
Since the case (6.4) can be done similarly, for simplicity we only consider (6.3). Applying the linear approximation property (1.1) and (1.3), Lemma 2.1 on comparison with linear functions, and Corollary 3.10, we can deduce the following result by adapting Savin's topological argument in [29] , whose proof will be given in Section 6.1 below. The next Lemma gives a lower bound of H(e) for e given by Lemma 6.2, whose proof will be given in Section 6.1. In particular, we have that Next we need the following angle estimates; whose proofs will also be given in Section 6.1. Lemma 6.4. For every ǫ > 0 , there exists 0 < δ 1 = δ 1 (H, e 8 , ǫ) < δ 0 such that for any δ ∈ (0, δ 1 ), there exist e ′ ∈ B e, ψ 2R ǫ 2 , with H(e ′ ) = H(e) and q ∈ ∂H(e ′ ), such that
Lemma 6.5. For every ǫ > 0, there exists 0 < δ 2 = δ 2 (H, e 8 , ǫ) < δ 1 such that for any δ ∈ (0, δ 2 ), there exist e ′ ∈ B e, ψ 2R ǫ 2 , with H(e ′ ) = H(e) and q ∈ ∂H(e ′ ), such that
Now we can prove (6.1). Indeed, for every ǫ > 0 and 0 < δ < min{δ 1 , δ 2 }, Lemma 6.3 and Lemma 6.4 imply that the assumptions of Proposition 3.3 hold, with p = e and v = e 8 − e. Hence 
3) and (6.9), we have
Applying (6.3) again, we then obtain
. Now suppose that z 1 , z 2 were in the same connected component of
Then there would exist a simple curve γ 0 ⊂ {y ∈ R 2 :
be the simple closed curve and U ⊂ B(0, 6) be the open set bounded by γ so that γ = ∂U.
Without loss of generality, we may assume that there exists a small β > 0 such that either
Let ν ∈ R 2 , with |ν| = 1, be such that ν · (z 2 − z 1 ) = 0 and z 3 + 1 2 βν ∈ U. Since there exists an δ 0 such that
we can find a small ǫ 0 > 0 such that
Thus by Lemma 2.1 and Corollary 3.10 we conclude that
which contradicts to (6.9) . This completes the proof of Lemma 6.2.
In order to prove Lemma 6.3, set
where
which implies (6.6). Below we assume | f | ≥ η. Set
The width of S is 2δ
and Figure 3 We now have Lemma 6.6. It holds that
Proof of Lemma 6.6. For any
, and
By (3.5), (6.11), and (6.12), there exists C 0 > 0 such that 1) ), and hence (6.14)
. This, combined with Lemma 3.11, implies (6.10).
We now return to the proof of Lemma 6.3. Figure 4 below for illustration). We may also assume that
Completion of proof of Lemma 6.3. (Also see
The convexity of H implies
Claim I. For any q ∈ ∂H(e 8 ), there exists
such that To see (6.17) , observe that, thanks to I ⊂ B(z 4 , 2), (A1) implies that Hence by Lemma 2.2, we have
).
This and (6.18), after taking η → 0, yield (6.17) . In this section, we will utilize Theorem 6.1 to complete the proof of Theorem 1.2. We begin with This, combined with the fact that Dv r (0) = Du(x), implies (7.2) as desired.
Now we apply Theorem 6.1, Theorem 1.1, and Lemma 7.2 to give a proof of Theorem 7.1.
Proof of Theorem 7.1. We first prove the everywhere differentiability of u and H(Du) = S u everywhere. For any x 0 ∈ Ω, it suffices to show that Du(x 0 ) is a singleton. For this, let e ∈ Du(x 0 ). Then there exists a sequence r j → 0 such that Thus for each δ > 0, there exists j δ such that e ∈ Du(x 0 ; r j δ ; δ). For any ǫ > 0, let δ * (H, ǫ, e) be given by Lemma 7.2. Then, by applying Lemma 7.2 to δ < δ * and j ≥ j δ , we obtain |e − e ′ | ≤ ǫ, ∀ e ′ ∈ Du(x 0 ).
Sending ǫ → 0, we conclude that e = e ′ for all e ′ ∈ Du(x 0 ). This implies that Du(x 0 ) is a set of single point. Next we prove (7.1) by a contradiction argument. Suppose that (7.1) were false. By simple translation and dilation, Then there would exist k 0 > 0, ǫ 0 > 0, a sequence r j → 0, a sequence u j ⊂ AM H (B(0, 1)) with u j (0) = 0, and y i ∈ B(0, r j ) such that This implies |Du j (y j ) − Du j (0)| ≤ ǫ 0 2 , ∀ j ≥ j δ , which contradicts to (7.4) . Hence the proof of Theorem 7.1 is complete.
