In this work we provide a survey of the existence, uniqueness, and analyticity of the solutions for the problem u + p(x)u ? = 0; x 2 R n ; n 1:
Introduction
We study the singular semilinear elliptic boundary value problem u + p(x)u ? = 0; x 2 R n ; u j @ = 0; (1) whose importance in scienti c applications has been widely recognized 15]. In particular, in the case n = 1, the problem arises in the study of boundary layer equations for a class of non-Newtonian uids, namely pseudoplastic uids, under the classical conditions for a steady ow over a semi-in nite at plate 3] . Considered in the context of partial di erential equations (n > 1), the above equation has been (1) in which 0 < < 1, = R n , and prove that if p 2 C loc (R n ), 0 < < 1, p(x) > 0 on R n nf0g, p(x) (jxj) is bounded above and below where (t) = max jxj=t p(x), and Z 1 0 t n?1+ (n?2) (t)dt < 1; (2) then (1) has a C 2+ loc (R n ) positive solution on R n . Edelson 4] studies (1) under essentially the same conditions as in 7] but bases his work on classical integral operator equations in R n instead of the barrier method employed in 5]. This provides no additional information on the existence of positive solutions of (1), but it does give a context in which higher order equations similar to (1) may be studied.
Shaker 13] lls out the work of 4] and 5] by establishing existence for all > 0.
Lair and Shaker 7] extend all of these results by proving the existence of a positive C 2+ loc (R n ) solution for more general p. In particular, the function p is allowed to be zero on large parts of R n . However, zeros of p must be \surrounded" by a region where p(x) > 0. Also in 7], inequality (2) is replaced by the weaker condition 
and show that that (4) has a unique positive weak solution in H 1 o ( ), provided p is a nontrivial, nonnegative L 2 ( ) function.
The purpose of this paper is to provide a survey of the theory governing solutions to (1). Additionally, through numerical solutions we analyze the necessity and/or su ciency of a few representative theorems, provide insights for further study of this problem.
Some analytical results
In this section we state three theorems regarding solutions of (1) and (4) in bounded domains. Our numerical experiments in Section 4 are designed, in part, to illustrate the theoretical properties of the solutions these theorems delineate.
Theorem 1 ). Problem (1) has a unique positive solution u(x) in with u 2 C 2+ ( ) \ ( ), where is a bounded domain in R n ; n 1. Theorem 2 ). Problem (4) has a unique positive solution in C 2+ loc ( ) if p is a nontrivial, nonnegative C loc ( ) function, f satis es (5) and (6), and = B(xo; R); R < 1. Theorem 3 
where is a bounded domain in R n and f satis es (5)- (7), then problem (4) has a unique weak positive solution u(x) 2 H 1 o ( ) in the sense that
Note that for the case when f(u) = u ? (7) requires that 0 < < 1.
Methods
In general there are two methods that are commonly used in proving existence and uniqueness of solutions for equations of type (1), namely Schauder's xed point thoerem and Barrier Methods. Since the former is standard we elaborate here only on the latter.
Let be a smoothly bounded domain in R n . (x) is said to be an upper (lower) solution of the problem u + f(x; u) = 0; x 2 (9) u j @ = 0 if + f(x; ) 0; x 2 ; (x) 0 x 2 @ ( + f(x; ) 0, x 2 , (x) 0 x 2 @ ). Theorem 4 (Sattinger 12] ). Let 1 be an upper solution and 2 be a lower solution of (9) , and let f be locally H older continuous in . If 1(x) 2(x) in , then (9) has a solution u such that 2(x) u(x) 1(x), x 2 .
In the case when = R n we say is an upper (lower) solution of u + f(x; u) = 0 (10) if + f(x; ) 0 x 2 R n (for lower solution, + f(x; ) 0). Theorem 5 (Ni 10] 
Numerical solutions
In this section we present some numerical results for solving the problem u + p(x) u ? = 0 x 2 u(x) = 0 x 2 @ : Speci cally, we describe a multigrid V ?cycle method using the nonlinear NewtonGauss-Seidel iteration as a smoother (relaxation method). We have implemented this method for both the one-and two-dimensional cases, using (respectively) the unit interval and the unit square for . In each case we use a straightforward nite-di erence discretization, employing the standard second-order di erence approximation for the second derivative operator. For the one-dimensional problem we de ne the grid of (N + 1) points x k = jh, for k = 0; 1; : : : N, where h is the mesh parameter 1=N. The second derivative operator is then approximated by
where u k approximates u(x k ). 
Letting u represent the vector of unknowns, we may write the system as Au + g(u) = 0, where A is the tridiagonal matrix and g is the non-linear vector function.
For the two-dimensional case we take the tensor product of the (N + 1)-point grid in the x direction with an identical (N + 1)-point grid in the y direction, yielding an (N + 1) 2 -point regular grid covering the unit square. The di erence operator for the two-dimensional problem is ; and B is ?1=h 2 times the identity. The (N ? 1)-length vectors wj contain the non-linear entries p j;k u ? j;k , for k = 1; 2; : : : ; N ? 1. We may write the system as Hu + g(u) = 0, where H is the block tri-diagonal matrix and g is the non-linear vector function containing the wj's.
In either the one-dimensional or two-dimensional case we may write the system in the form F(u) = 0; (16) where F is the nonlinear operator Au + g(u) or Hu + g(u), as appropriate.
Multigrid methods
Multigrid methods may be thought of as accelerators for iterative \relaxation" methods. Letting u represent the exact solution, u the current approximation, and e u ? u the error, then iterative methods can be written in the form e Pe where P is the relaxation matrix or error propagation matrix. At the heart of multigrid is the coarse-grid correction 2]. Many common iterative relaxation methods for solving a linear problem Au = f have the property that the relaxation e ectively eliminates the high-frequency (oscillatory) components of the error e but leave the low frequency (smooth) components essentially una ected. However, because the error is smooth after the relaxation, it may be represented accurately on a coarser grid (i.e., one with fewer, more widely-spaced gridpoints), on which it also appears (relatively) more oscillatory. Relaxation on this coarser grid then eliminates the oscillatory components of the coarse-grid error, which cannot be eliminated on the ne grid. 
where the residual is de ned r = f ? Au and e is the error. That is, Ae = A(u ? u) = f ? Au = r:
Full Approximation Scheme (FAS)
For nonlinear problems the residual equation (17) h (f h ?F h (P (u h )))+F 2h (I 2h h P (u h ))) ?I 2h h P (u h )); where P is a nonlinear relaxation scheme.
For both the linear and nonlinear problems, the solution of the coarse-grid problem is computed using the same coarse-grid correction scheme as is being employed to solve the ne-grid problem. This leads to the multigrid V-cycle scheme, which (for the nonlinear problem using FAS) is described recursively as follows. 
Numerical results for multigrid methods
We implement the FASV using Newton-Jacobi and Red-black Newton-GaussSeidel iteration schemes for this study. These are easily described for the onedimensional case, in which the general form of each equation in the system is u k?1 ? 2u k + u k+1 + h 2 p k u ? k = 0:
Formally, Newton-Jacobi nonlinear relaxation consists of solving (19), for u k , using Newton's method, while holding the other entries of the vector u unchanged. The entire vector u is then updated with new values after the complete set of u k 's has been determined. Newton Gauss-Seidel is the same process except that the new values of u k are immediately employed in the computation of the remaining elements of u, while the designation \red-black" is used to indicate the order in which the individual entries of u are updated. In practice we do not solve equation (19); rather, we perform one or two steps of Newton's method, moving the value of u k toward its solution. 
The one-dimensional case
We rst examine an experiment designed to demonstrate numerically the barrier method used in the theoretical results developed above. Speci cally, the FAS Vcycle method is employed, beginning with a random initial guess, to solve the one-dimensional problem For each value of d the convergence ratios are quite good, getting slightly better as d decreases. In the best case, for d = 0:0015, the convergence ratio is extremely good through the rst few V-cycles (0.03, 0.06, 0.08) and increases thereafter before steadying at 0.27, which is not atypical for nonlinear problems. We next consider the e ect of altering . For this we examine the problem u + p(x)u ? = 0, using p(x) = x and = 1; 2; 4; 5, and 6. The solution curves are plotted in Figure 2 . The solutions are characterized by greater curvature as increases. Along with this, the numerical methods require more e ort to achieve an acceptable solution, in the sense that more V-cycles are required to bring the residual norms down. This should not be surprising considering the stronger nonlinearity with greater , and that near the boundaries the Laplacian must get larger (more negative) to counter the tendency for the nonlinear term to blow up. The asymptotic convergence ratios remain good -averaging 0.27 to 0.25, but the initial residuals for large are su ciently large that more V-cycles are required to obtain reasonable solutions.
The two-dimensional case
Several experiments are utilized to demonstrate the performance of the numerical method on two-dimensional problems. Several di erent choices for and p(x; y) are used. The rst set of experiments are displayed in Figure 3 . Solutions are displayed for p(x; y) = 1, p(x; y) = x, p(x; y) = x 2 y, and p(x; y) = x=y. In all cases = 1. The e ect on the solution of the increasing complexity (and stronger nonlinearity) of the coe cient term p(x; y). As is easily seen from the convergence curves, however, the function p(x; y) has remarkably little e ect on the convergence properties of the method. Table I gives some quantitative information regarding the performance of the method, comparing convergence ratios for various choices of functions p(x; y) and parameters . The results shown are obtained using the Red-black Newton-Gauss-Seidel relaxation. We nd that for this problem we are able to obtain convergence ratios that are similar to those obtained on the linear elliptic model problems for which multigrid is best known ( 2], 9], 14]). It may be seen that in the presence of stronger nonlinearity ( = 8) that convergence factor is somewhat higher. In addition, the random initial guesses have larger initial residuals in these cases, and these two facts conspire so that convergence to a given residual size often requires considerably more V-cycles than in the cases with weaker nonlinearity. Table I . Convergence ratios for various combinations of and p(x; y).
An important observation is that the functions used in these tests all conform to the su cient conditions of Theorem 1, most notably that p(x; y) > 0 on its domain.
It is useful to examine whether these conditions are also necessary, at least for the numerical methods whose behavior we now consider when the condition p(x; y) > 0 is violated. The logarithm of the residual norm, as a function of the number of Vcycles, is plotted in Figure 4 for the case p(x; y) = x ?1=2, with = 1. As is easily seen, the method does not converge in this case (nor, apparently, does it diverge).
Other examples may also be found in which p(x; y) < 0 in some neighborhood of the domain, and the numerical methods fail to converge. One such example is given by p(x; y) = 2 sin(2 x) sin(2 y). convergence is observed with a steady residual norm ratio of 0:108. Other examples of interest are generated using step functions, and are used to illustrate Theorem 3. This theorem guarantees the existence of weak solutions, rather than classical solutions, but we may still attempt to nd explicit solutions Figure 6 . In the one-dimensional case it can be seen that the solution conforms well to our intuition developed in single-variable calculus. Where p(x) = 0 the solution appears as a straight line, be tting the solution of Laplace's equation in one dimension. Where p(x) = 1 the solution appears to have constant curvature, again conforming to intuition. The same phenomena are present in the two-dimensional case, but are somewhat more di cult to identify because the physical interpretation of is not precisely the same as it is in the one-dimensional case.
Conclusions
Our survey of existence and uniqueness results has shown that the problem u + p(x) u ? = 0 x 2 is guaranteed to have unique solutions under certain conditions, although these solutions will not be known in closed form. The problem arises in certain non- Newtonian uids problems, so there is some interest in actually computing solutions. We have shown that for homogeneous Dirichlet boundary conditions on the unit interval and the unit square, multigrid methods provide an e cient means of solution for appropriate choices of p(x).
