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Abstract 
Karhumiki, J., Equations over finite sets of words and equivalence problems in automata theory, 
Theoretical Computer Science I08 (1993) 103-l 18. 
Several observations concerning equations over monoids of finite sets of words are made. Monoids 
considered are the monoid of finite prefix codes. the monoid of all finite sets and the monoid of all 
finite multisets, as well as some others. As an application. some known decidability results in 
automata theory are extended. Finally, several open questions are raised. 
1. Introduction 
Equations over free monoids, i.e. over finite words, have been studied quite 
intensively during the last 20 years, cf. [ 18, 23,241. At the same time, there seems to be 
almost no results on equations over finite sets of words, i.e. over finite languages. Both 
of these theories have or, would have, remarkable applications. Certainly, automata 
theory is among the most important applications. 
As an example of such an application, let us consider the problem of testing the 
equivalence of two deterministic gsm’s, cf. [29]. The decidability of this problem is 
a straightforward consequence of the following implication, first observed in [30], and 
the pumping property of finite automata. For any finite w&ds X, 4; U, V, X, j, U and 
V we have 
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The proof of (1) is only a few lines. 
The goal of this paper is to consider equations over finite sets of words, as well as to 
apply this approach to some decidability questions in automata theory. We show that 
some “word considerations” can be extended to “language considerations” and, 
consequently, several known decidability results in automata theory can be extended 
as well. However, in many cases we have to state such extensions as open problems. 
In more detail, we observe, as in [26, 311, that the monoid of finite prefixes is free. 
This has several consequences. It allows to solve a special case of an interesting 
problem of deciding whether two finite substitutions CJ, T,: C*-+A* are equivalent on 
a given regular language L, i.e. whether cr(.x)=t(.~) holds for all x in L, cf. [1 11. 
Namely, the problem is decidable for the so-called prefix substitution, i.e. for finite 
substitutions satisfying the condition “the images of letters are finite prefixes”. This 
also allows a so far rare possibility to define a class of “unboundedly nondeterminis- 
tic” finite transducers for which the equivalence problem is decidable, cf. [ 131. Finally, 
an extension of the famous DOL problem is stated, cf. [9, 121. 
We also show that the implication (1) holds for finite multisets or, equivalently, for 
noncommuting polynomials (with nonnegative integer coefficients). This is in striking 
contrast to Lawrence’s example (cf. Example 3.4), and shows that, although we do not 
know how to test the equivalence of two finite substitutions on a regular language (cf. 
above), we can easily decide whether two finite substitutions g, T : C*+A* are equiv- 
alent with multiplicities on a given regular language L, i.e. whether a(.~) and T(X) are 
the same multisets for each x in L. This again solves a special case of an important 
problem asking whether two finite transductions are equivalent with multiplicities. 
The general case has been solved recently in 1171 using completely different tools. 
As a whole this paper is organized as follows. 
In Section 2 we define monoids we are dealing with. With the exception of the 
monoid of finite multisets of words all of these are submonoids of the monoid of finite 
sets of finite words over a finite alphabet. In Section 3 we state our observations on 
equations over these submonoids, while in Section 4 we consider equations over the 
monoid of finite multisets. Section 5 is devoted to applications and, finally, in Section 
6 we point out several open problems. 
2. Monoids over finite sets of words 
Let C be a fixed finite alphabet and I* the free monoid generated by C. The family 
of finite subsets of .Z* forms a monoid under the operation of product or catenation of 
languages. Let us denote this monoid by .FY. The identity of .F.Y is {I] ~ the set 
containing only the empty word. A related monoid is the monoid of finite multisets of 
Z* or, equivalently, the monoid of polynomials with nonnegative integer coefficients 
over a finite set of noncommuting variables. We denote it by .R [ZP’, in literature it is 
also denoted by N (I), cf. e.g. [6]. Its identity is the multiset (I> or the polynomial 1. 
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It turns out that although these two monoids looks rather similar, they possess very 
different properties, cf. e.g. Example 3.4 and Theorem 4.1. 
We consider the following subsets of 99: 
89: A CC* belongs to 8% iff all words in A have the same length (equal length 
sets), 
9: A G C* belongs to B iff A is a prefix code or A = { 11 (prejx codes), 
9%: A G C* belongs to 9&Z iff A has a finite deciphering delay from left to right or 
A = { l}, cf. [S] (jnite deluy codes), 
%?: A G C* belongs to % iff A is a code, equivalently A* is free, or A = { 1 } (codes). 
It is obvious that 8.9 and B with the operation of concatenation are submonoids of 
99. On the other hand, the identity 
{a, bu} 2 (a, ub} = {au, uub, baa, baub} 
shows that neither %9 nor % is a submonoid of 49’. Of course, we can consider the 
submonoids of 9--Y generated by 29 and %, respectively. Consequently, we have the 
following chain of submonoids of 99: 
We leave it to the reader to conclude that the above inclusions are proper. It is also 
worth to note that 9 (and, hence, also 89) can be viewed as a submonoid of FJ?‘Y, 
as well. Sometimes we prefer to consider the above monoids as semigroups, i.e. 
without the identity { 11. This should not cause any confusion. 
By the identity 
{ub. u} 3 {u] = {u} c {a, bu} = (ubu, au), (2) 
none of the three largest submonoids in the above chain is free. On the other hand, 
69 is clearly free although infinitely generated. A lot more interesting is to note that 
B is free, too. This was shown in [26], cf. also [31]. Here we describe an algorithm 
which shows how a given finite prefix code can be uniquely decomposed into the 
product of generators of 9. 
Theorem 2.1. 2 is free. 
Proof. We describe an algorithm which produces the unique decomposition of 
a given finite prefix code as a product of generators of 9. 
First we fix some notions. Recall that a finite prefix code can be identified with 
a finite tree, and that, in a finite tree, leaves are naturally ordered from left to right. 
Then the rightmost (leftmost) path of a tree Tdenotes the path leading from the root of 
T to the rightmost (leftmost) leaf of T. Afull subtree of T starting at the node t in T is 
the subtree of T consisting of all descendants of t in T. For a full subtree S of T let 
next(S) denote the path from the root of T to that leaf which is immediately to the left 
from the leftmost leaf of S. Observe that next(S) is defined unless the root of S is on the 
leftmost path of T. 
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Now, we can describe our algorithm. Let T be a tree associated with a given finite 
prefix code. 
Step 1: Consider the second node s on the rightmost path of T. Let the full subtree 
of T starting at s be S and the rightmost path from the root of T up to s be T’. If S is 
empty we are done: T cannot be decomposed, so that T is a generator. 
Step 2: Find next(S). If next(S) is empty then T can be decomposed: T= T’ ‘S. If 
next(S) is defined, check whether on the path next(S) there exists a node s’ such that 
the full subtree S’ of T starting from s’ is isomorphic to S. If “no” go to step 3. If “yes” 
replace next(S) by next(Y), add to T’ to its leftmost path the initial path of next(S) 
from the root of T up to s’ and let this be the new value of T’, and then repeat step 2. 
Step 3: Consider the unique descendant of s on the rightmost path of T and repeat 
step 1 for this node. 
The above procedure always terminates, either in step 1 or in step 2. If it halts in 
step 1, then T, by the construction, is a generator. If it halts in step 2, then T can be 
written as T= T”‘S, where again, by the construction, T’ is undecomposable in 9. 
It follows that T can be uniquely decomposed to a product of generators. 0 
Observe that although finite prefix codes uniquely decompose in .B they do not do 
so in [E] or [#‘r/l. Identity (2) provides again a counterexample 
We conclude this section with an example illustrating decompositions of Theorem 
2.1 as well as Problem 6.6. 
Example 2.2. Consider mappings CJ and r: {a, h)+./P defined by G(N) = (ua, uh), 
o(b)= (/XI, hh) and ~(a)= (NU, ah), r(h)= jhh}. Clearly, these mappings extend to 
morphisms (u, h)*-+./P and also to morphisms ./p+. /P. The latter extension is due to 
the facts that a(u)uo(h) and TUT are prefix codes and that the family of prefix 
codes is closed under composition, cf. [S]. Consequently, on(u) and r"(a) are prefix 
codes for all II 3 0. Hence, the following sequences of prefix codes are generated: 
Observe that in the first sequence we have a recurrence formula 
and, hence, 
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Vl=Vg a A and c,,=v,_r ~s(A)=c,_~ 3 /c\ for all n> 1. 
3. Equations over finite sets of words 
In this section we consider equations over the submonoids (subsemigroups) of SY 
introduced in Section 2. It has to be observed that our equations are in monoids and 
not in semirings as they have been traditionally considered in automata theory, cf. 
e.g. [16]. 
Let N be a finite set of unknowns. A constant:free equation in unknowns N is a pair 
(u, ~‘)EN* x N*. A solution of an equation (u, v) in a monoid (or semigroup) .K is 
a morphism cp: N*+.@ such that cp(u)=cp(~). Sometimes it is appropriate to allow 
constants in equations, so that equations are pairs in (N u.N)* x (N u.&‘)*. If JZ is 
a submonoid of a free monoid, then equations can be thought as pairs in 
(N u. 8’)* x (N u.l%)*, where .s is the generating set of .//‘. Finally, a system qf 
equations is any collection of equations, and two systems are equivalent if they have 
exactly the same solutions in the monoid considered. 
We start with a simple observation. 
Theorem 3.1. A constant-free equation (u, v)EN* x N* kas a nontricial solution in the 
monoid 99 @‘it has a nontricial solution in the monoid {a, h}*. Tkat is, a constant-free 
equation has a nontrivial solution in ,jnite sets ijf it has a nontriCa1 solution in jinite 
words. 
Proof. Since countably generated free monoids can be embedded into the free monoid 
{a, hj*, any equation is solvable in (a, b )* iff it is solvable in a countably generated 
free monoid. Consequently, instead of [a. h}* we can talk about a free monoid without 
further specifying it. 
Clearly, any solution of the equation (u, c) in a free monoid can be viewed as 
a solution of the same equation in 99. 
Conversely, let s=(L,, , L,,), with n =card N, be a nontrivial solution of the 
equation U=L~ in 99’. Further let k(i), for i= 1, . ,I?, be the length of the longest 
words in Li. Then it follows from the length considerations that 
s’=(L1 nCkC1’, . . . , L,,n.zk(“‘) 
is a nontrivial solution of the equation u= ~1, too. But components in s’ are in the 
monoid 8-Y’. Hence, the equation u = c has a solution in a free monoid. 0 
Theorem 3.1 together with the important Makanin’s algorithm, cf. [24], gives the 
following corollary. 
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Corollary. It is decidable whether a given constant-free equation has a nontrivial 
solution in the monoid 99. 
A few comments concerning Theorem 3.1 and its corollary are in order. Firstly, our 
considerations directly extend to equations containing constants from the monoid 
8Y. On the other hand, we do not know whether corollary holds for arbitrary 
equations having arbitrary finite sets as constants. Secondly, if in the proof of 
Theorem 3.1 instead of the “longest words of L1” the “shortest words of Li” are used, 
then we can handle, in a direct way, only solutions satisfying LiG 2I+ for some 
i=l ,..‘, n. However, for such solutions Theorem 3.1 and its corollary holds not only 
in the monoid .P-.Y but also in the monoid of all languages! 
Now, we turn to consider equations over the monoid of finite prefix codes 9. By 
Theorem 2.1, the “whole theory of equations over words” can be translated into the 
theory of equations over Y. Indeed, in most considerations the fact whether the 
monoid is finitely or infinitely generated does not play any role. For example, the 
equation 
Y?’ = y.u (3) 
holds in ./p iff there exist a finite prefix code Y and integers n and m such that 
s=P” and y=P”. 
It has been conjectured in [27] that the same result holds even for the family of all 
codes. A step in the direction of proving this was also achieved in [27], when it was 
shown that (3) for codes is equivalent to the existence of two integers i andj such that 
xi = Yj. 
One of the fundamental properties of equations over free monoids is a compactness 
property, usually referred to as the Ehrenfeucht Conjecture, cf. [19], which was 
proved for finitely generated free monoids by Guba, cf. [25], and Albert and 
Lawrence, cf. 121. It directly extends to infinitely generated free monoids yielding 
Theorem 3.2. 
Theorem 3.2. Each system S of constant-free equations over 2’ with a finite number of 
variables is equivalent to ajnite subsystem of S. 
Actually, in Theorem 3.2 constants can be allowed if they are taken from a finitely 
generated submonoid of .Y. However, this restriction is clearly necessary. 
Our next result shows that sometimes small modifications are needed when trans- 
lating results of finitely generated free monoids to 9. 
Theorem 3.3. It is decidable whether twojinite systems of constant:free equations over 
;P ure equivulent. 
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Proof. The proof for a finitely generated free monoid Z* was reduced in [lo], cf. also 
[12], to a problem of testing whether a given equation has a solution, i.e. to a problem 
solved by Makanin in [24]. The essential point in this reduction was to observe that 
a nonequality u # L’, with u, UE N*, can be expressed by a formula involving equalities 
and logical connectives conjunctions and disjunctions: 
ufv iff V (u=uaz) V V (c=uaz) V V ((u=zluz2) A (~j=z~bz~)), (4) 
ntt UEZ 
%Y 
where z, zi, z2 and z3 are new variables. Consequently, testing of the equivalence of 
two finite systems was reduced to a finite number of applications of Makanin’s 
algorithm. 
In the case of an infinitely generated free monoid, such as 9, the problem is that the 
right-hand side of (4) is an infinite disjunction. However, if for instance the pair of 
equations 
u=zlaz2, v=zlbz3 
has a solution for some two different generators a and b of 9, then it has a solution for 
any two different generators of 9 as well. This, of course, follows from the fact that 
generators of 9 are in a symmetric position to each other in 9. Consequently, a finite 
number of applications of Makanin’s algorithm is enough even in the case of an 
infinitely generated free monoid. 0 
It follows straightforwardly that Theorem 3.3 remains valid even if constants are 
allowed in the equations. 
We conclude this section with two examples. The first one shows that the compact- 
ness property of Theorem 3.2 does not hold in the monoid .F-.Y. 
Example 3.4. (Lawrence [22]). The system of equations 
.xyix=uuiu, for i>O (5) 
is not equivalent to any of its finite subsystems over the monoid 99’. To see this, one 
has to be able to construct for each i>O finite subsets x(i), y(i), u(i) and c(i) such that 
(x(i), y(i), u(i), u(i)) is a solution of the system xq.jx = uuju, j< i, but not a solution of 
(5). As shown in 1221, cf. also [20], this is not very complicated. 
Example 3.5. Consider the following system of equations 
x'=y', for iE{t+jplj>O), (6) 
where ta0 and p ~0. We claim that (6) is equivalent to the system 
xi zz y ‘, for iE{t+jplj<tj 
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over the monoid 99’. In order to see this, let i0 =t+(t+n)p for n>O. Write 
n=n,t+n, with n, 20 and n,<t. Then we have 
=_pl +n,lP2.f+n,P 
This proves our claim. 
It is interesting to compare Examples 3.4 and 3.5. From the formal language theory 
point of view the difference between these examples is that Example 3.5 deals with 
purely periodic languages, i.e. languages of the form ~‘(a~)*, while Example 3.4 deals 
with periodic languages involving endmarkers, i.e. languages of the form # a’(~$‘)* #. 
Here this seemingly minor variation makes a drastic difference. 
4. Equations over finite multisets of words 
In this section we consider equations over the monoid of finite multisets .% NY’. 
Our goal is to point out that this monoid is, from the point of view of our problems, 
very different from the monoid of finite sets 99’. 
As already mentioned, finite multisets are exactly polynomials over noncommuting 
variables. Research on this topic has been rather active during the last few decades, cf. 
[7, 81. A remarkable result, which is at the same time closely connected to our 
considerations, is Bergman’s Theorem, cf. 131, which is formulated for multisets 
having coefficients from a field K: The equation 
holds in K(L), i.e. in the monoid of finite multisets with coefficients from K, iff there 
exist polynomialsf’and y over one variable and coefficients in K and a finite multiset 
ZEK(C) such that 
x =,f’(z) and I‘ = g(z). 
The proof of Bergman’s Theorem is algebraic and difficult. It is a challenge to try to 
find a direct combinatorial proof for this very nice result. 
Our next result shows that although the monoid 9, K.Y’ is not free, it has properties 
similar to free monoids. 
Theorem 4.1. Implication (1) holds in the monoid F&Y, i.e. for jinite multisets 
x, y, u, v, x, y, LI, 1: we have 
xy = XJ 
xuy = xuy -II  * xuvJ’= xucy. xvy = XVJ 
Proof. It is easy to see that in any monoid .H the above implication holds if A’ satisfy 
the following two conditions: 
(i) .A?’ is cancellative, i.e. rt=rs or tr=sr implies that t =s; 
(ii) if YS = tw, then there exists a z in I Ii’ such that either r = tz or t = rz. 
Clearly, the monoid of finite multisets (unlike the monoid of finite sets) is cancel- 
lative. Unfortunately, it does not satisfy (ii), but we can go around this as follows: 
We claim that if finite multisets r, s, t and w satisfy the identity 
rs = tw (7) 
then there exists a formal power series z (an infinite polynomial) with rational 
coefficients such that 
r=tz or t=rz. 
This, clearly, proves Theorem 4.1, since the monoid of formal power series is 
cancellative as well. 
To prove our claim we proceed as follows. It is a consequence of the so-called 
Cohn’s weak algorithm, cf. [6], that (7) implies the existence of multisets 
ql, q2, pl, p2, p3 and p4 with integer coefficients such that 
i 
r=qlpl, s=p3q2> 
t=qlPz, b"'P442, 
where either p1 or p2 contains a nonzero constant term, say p1 is such. Then p1 is 
invertible in the monoid of formal power series over rationals; more precisely, if the 
multiplicity of the empty word in p1 is aO, then 
fi l_E *=1 
a0 c 1 a0 
and, hence, 
t=q1p2 
ZYIP,I 1-p’ *p c 1 2 a0 a0 
= rz, 
where z equals to the formal series (l/a,)(l -(pl/ao))*p2. 0 
Theorem 4.1 has several interesting consequences (cf. also Section 5). First of all it 
reveals a striking difference between the monoids of finite sets and finite multisets. 
Indeed, by Example 3.4, the system 
xy’.x=uc’tr, for i>O 
had no equivalent finite subsystem in the monoid 99, while by Theorem 4.1, it is 
equivalent to the pair 
in the monoid 97 U,Y’. 
More generally, Theorem 4.1 allows to prove a restricted compactness property of 
the monoid .~J!,Y’, cf. Theorem 3.2. In order to state this, recall that relation (or 
system of equations) p G N * x N * is rutionul if it is realized by a finite transducer or, 
equivalently, can be written in the form, cf. 141, 
p=j(h(x),g(x))~x~Li, (8) 
where L is a regular language over some finite alphabet f and 11, y : T*+N* are 
morphisms. We have Theorem 4.2. 
Theorem 4.2. Each rational sJ,stem p of equutions ocer the monoid .Z KY is equicalent 
to Q ,jinite subsystem of’ p. Moreover, this jinite subsystem can be found effectively. 
Proof. If p is given in the form (8) and L is accepted by a finite automaton with 
n states, then 
constitutes a finite equivalent subset of p. This follows directly from Theorem 4.1, 
representation (8) and the pumping property of regular languages, cf. the proof 
showing that the Ehrenfeucht’s Conjecture holds for regular languages e.g. in [I]. S 
We formulated Theorem 4.2 for constant-free equations, but, actually, it and its 
proof hold, with obvious modifications, for equations with constants as well. Observe 
that by the representation (8), each rational system of equations contains only a finite 
number of different generators of the monoid Kli’/,Y as constants. 
Now, an obvious open question arises. Can Theorem 4.2 be extended for arbitrary 
systems of equations? In other words, does the fundamental compactness property, 
referred to as the Ehrenfeucht’s Conjecture, hold true for the monoid of finite 
multisets? 
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5. Applications to automata theory 
The problem of deciding whether two given morphisms are equivalent on languages 
of certain type was introduced in [ 151. Subsequently, this problem and its extensions 
to more general mappings has been studied quite intensively, cf. [20]. Recall that the 
equivalence is word by word equivalence, i.e. the question is whether, for a language 
L and mappings h and y, the identity II(X)= y(x) holds for all x in L. 
Many important decision problems of formal language theory are instances of this 
general problem. As we already hinted the equivalence of deterministic gsm’s is the 
problem of deciding whether two morphisms are equivalent on a given regular 
language. Further, the famous DOL sequence equivalence problem is a special case of 
testing whether two morphisms are equivalent on a given DOL language, cf. [9, 121. 
Our intention here is to point out how our observations of the previous sections can 
be used to extend several results, known so far for morphisms only, to certain types 
of finite substitutions. We call a finite substitution 0‘: E*+A* (or a morphism 
0: C*+2d*) p&ix substitution if o(a) is a prefix code for each letter a in C. Trivially, 
morphisms are prefix substitutions. 
Theorem 5.1. It is decidable whether tbvo given prejix substitutions are equivalent on 
u given regular language. 
Proof. Follows easily from Theorem 2.1 and implication (1). Indeed, this implication 
does not require the free monoid to be finitely generated. Observe also, as explained in 
the proof of Theorem 4.2, that it is enough to test the mappings on those words of the 
given regular language which are of length at most two times the cardinality of the 
state set of a finite automaton accepting the language. 0 
By Theorem 4.1, the above result can be extended as follows: Theorem 5.1 holds for 
all finite substitutions if the equivalence is in the sense of multisets rather than in the 
sense of sets. In other words, if finite substitutions 0: C*+A* are viewed as mor- 
phisms cr: Z‘*+J,N,Y. 
Theorem 5.2. It is decidable whether two given,finite substitutions CJ and T are equivalent 
with multiplicities on a given regular languuge L, i.e. whether or not the identity 
CJ(S)=T(X) holds in the monoid .F=ffY for ull XGL. 
Although the proof of Theorem 5.1 is very simple, we believe that the result itself is 
interesting in two respects. Firstly, it provides an example when the equivalence of 
“unboundedly nondeterministic” mappings on (regular) languages is decidable. 
Recently a similar example, using finite length-valued transducers, was given in [32] 
and another one in [17]. In earlier decidability results, although mappings might have 
been rather complicated, such as finite-valued I- or 2-way transductions, cf. [13, 141, 
they have always been of bounded nondeterminism, i.e. they have been mappings 
j satisfying “sup (card(f(x) 1 XE L] is finite”. 
Secondly, Theorem 5.1 settles a clearly defined subproblem of an interesting 
problem of deciding whether two finite substitutions are equivalent on a given regular 
language. Example 3.5 solves this in the unary alphabet but in arbitrary one the 
problem seems to be surprisingly subtle, cf. [I I] and Example 3.4, although expected 
to be decidable. It is interesting to note that Theorem 5.2 shows that if the equivalence 
is with multiplicities, then even the general problem is decidable. 
The problem of deciding the equivalence of finite substitutions on regular languages 
can be reformulated as an equivalence problem for finite transducers, cf. [ 131. In order 
to do that let us call a gsm input-deterministic if the underlying finite automaton of the 
gsm is deterministic. Further, by a pv+ gsm we mean a gsm such that the set of all 
outputs associated with a given transition p : q is a prefix code. 
Now, Theorems 5.1 and 5.2 can be reformulated due to the fact that the set of 
accepting computations of a finite (deterministic) automaton is a regular language. 
Theorem 5.1’. The eyuicnlence qf input-deterministic prefix ysm’s is decidable. 
Theorem 5.2’. The multiplicit)~ eyuiaalencr of input-deterministic gsm’s is decidable. 
Observe that both of these theorems are partial solutions to important equivalence 
problems for transducers, cf. [21] and, in fact, the former is a special case of the latter. 
In the first case, the open problem is the equivalence of input deterministic gsm’s 
which, as we have seen, is the problem of testing the equivalence of finite substitutions 
on regular languages. In the second case, the problem is the multiplicity equivalence of 
finite transducers (assuming that for each input-output pair the multiplicity is finite), 
which was shown to be decidable recently in [ 171 using completely different approach. 
Although prefix substitutions and general finite substitutions with multiplicities 
behave in the same way in Theorems 5.1 and 5.2, respectively, this is not true in 
general. Indeed the monoid ./P is free but the monoid R&‘,Y is not. This is an 
explanation why we can extend Theorem 5.1, but not Theorem 5.2, to more complex 
families. 
Theorem 5.3. It is decidable tvhether two yicen prqfix substitutions are equivalent on 
a yiarn c.ontextyfiee languuge. 
Proof. Now, the implication (1) has to be replaced by lengthy considerations of Cl], 
where it was shown that the equivalence of two morphisms can be decided on 
context-free languages. n 
Another way of extending Theorem 5.1, and at the same time the DOL se- 
quence equivalence problem, is to consider HDTOL languages defined as follows; 
for more details, cf. [28]. For any word WEZ* and any finite set of morphisms 
hI,..., h,:Z*+C*, they determine a DTOL languaye 
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where 
Lo = (w) 
and 
Li+l = 6 kj(Li), for i30. 
j= 1 
Now, an HDTOL languuyr is a morphic image of a DTOL language, i.e. of the form 
g(L), where L G C* is a DTOL language and 9 : I*+ A * is a morphism. Consequently, 
HDTOL languages are purely morphically defined ~ the fact which is fundamental for 
the proof of Theorem 5.4. 
Theorem 5.4. It is decidable \vkrtkrr two yiren prqfiu substitutions are equiralrnt on 
a gicrn HDTOL Innyuaye. 
Proof. The proof is a straightforward modification of the corresponding one for 
morphisms, which is based on the following three facts (for more details cf. [l 1, 121): 
(i) The compactness property of systems of equations stated in the Ehrenfeucht’s 
Conjecture. By Theorem 3.1, this holds true in ,/p. 
(ii) The decidability of the equivalence of two finite systems of equations. By 
Theorem 3.2, this holds in ,Y, too. 
(iii) The closure of morphisms under composition. Here this means that a finite 
substitution of the form 0 j h, where h is a morphism and rr is a prefix substitution 
must be a prefix substitution. Clearly, this is true, too. 0 
6. Concluding remarks and open problems 
We have pointed out a natural family of mappings, the family of prefix substitu- 
tions, which lies properly in between the families of morphisms and finite substitu- 
tions. These mappings, although being essentially nondeterministic, share several 
important properties of morphisms. These properties are based on the fact that the 
monoid of finite prefix codes under the operation of catenation is free, although 
infinitely generated. 
Our success in extending several results of morphisms to prefix substitutions is due 
to the fact that, in most cases, it does not make any difference whether equations are 
over finitely or infinitely generated free monoids. If they are over nonfree monoids, 
such as the monoid of all finite sets of words, then our approach is - at the time being 
~ very weak. In the first place, very little is known about equations in this case (cf. 
Problem 6.3) and, in the second place, even what is known indicates that there is 
a substantial difference between prefix substitutions and all finite substitutions. Here 
we refer to Example 3.4 and its consequence showing that Theorem 3.3 does not hold 
even for very simply defined systems of equations in the monoid of finite languages. 
We have also considered finite substitutions with multiplicities, that is to say, 
viewed them as morphisms from Z* into 9; N.Y’. In this setting they are extensions of 
prefix substitutions. Although the monoid 3c M5‘ corresponding to these mappings is 
not free, we were able to prove the implication (1) in this monoid and, consequently, 
concluded that such mappings behave sometimes exactly like morphisms of free 
semigroups. This, we believe, supports an intuition that multiplicities in nondetermin- 
istic cases correspond to deterministic ones. An excellent example in favour of this 
view is the Equality Theorem of Eilenberg, cf. [16] as well as its extension in [17]. 
Now, we turn to our open problems. First we repeat three problems which we have 
already mentioned. 
Problem 6.1 (cf. Theorem 3.1 and its corollary). Is it decidable whether a given 
equation with constants has a solution in the monoid of all finite languages? 
Problem 6.2 (cf. Theorem 4.2). Is every system of equations over the monoid of finite 
multisets equivalent to its finite subsystems? That is to say, does the Ehrenfeucht’s 
Conjecture hold in the monoid of finite multisets‘? 
Problem 6.3 (cf. Section 5). Find a direct (combinatorial) proof for Bergman’s 
Theorem. 
Our fourth problem clearly points out how little is known about the equations over 
the monoid Fc4v. 
Problem 6.4. Find all solutions of the equation .uy = y.x in the monoid of all finite sets. 
As an evidence of a difficulty of Problem 6.4 we note that the sets x = {a, aa, uaa, ab, 
aba, b, buJ and y= x - {uu) commute. 
Our last two open problems are connected to the DOL sequence equivalence 
problem. We define an OL (a DOL) sequence as the sequence 
11’, a(u,), 02(M-), . 
where w is a word in C* and g is a finite substitution (a morphism) from Z* into C*. 
Now, the DOL sequence equivalence problem, which asks whether two given DOL 
sequences coincide, can be extended to OL sequences at least in two different ways. 
For two finite substitutions (T, T: 1 *--+I* and for a word w in Z* one can ask either 
whether 
a”(w)=r’(w) for all n>O 
or, whether, 
a(x)=r(x) for all x in u G”(ti’). (10) 
Both the questions are probably difficult to answer, in general. Indeed, as we have 
already mentioned, we do not know how to solve (10) even when x ranges over a given 
regular language. Moreover, (9) asks whether two mappings take languages to the 
same languages, and this looks even more difficult than asking whether they map 
words to the same languages, as is illustrated by the following fact: Given a context- 
free language L and morphisms 11 and ~1 the question “h(L)Lg(L)” is undecidable, 
while the question “h(x) L y(x) for all x in L” is decidable, cf. [l]. 
Consequently, it sounds reasonable to state only restricted versions of (9) and (10) as 
open problems. 
Problem 6.5. Is it decidable whether (10) holds for a given word \V and two prefix 
substitutions 0 and T. 
Note that Theorem 5.4 solves this problem for HDTOL languages. However, 
HDTOL and OL languages are essentially different: the first ones are morphically 
and, thus, deterministically generated, while OL languages are nondeterministically 
defined. We leave it to the reader to observe why the proof of Theorem 5.4 does not 
work for the OL case. 
In order to state our last problem we define a notion of strony prejx substitution. 
We say that a finite substitution (T : C*-+d * is a strong prefix substitution if Uatz a(a) 
is a prefix code. Then we state Problem 6.6. 
Problem 6.6. Is it decidable whether (9) holds for a given word M: and two strong prefix 
substitutions 0 and z. 
The motivation to introduce strong prefix substitutions in Problem 6.6 is as follows. 
As in Example 2.2, each such substitution 0: C*+C* extends to a morphism Y--+9. 
Consequently, Problem 6.6 is exactly like the DOL sequence equivalence problem but 
in an infinitely generated free monoid; however, the morphisms are finitarily defined. 
This infinity breaks attempts to modify known ideas of the proofs of the DOL 
problem (cf. e.g. proof of Theorem 5.4). Indeed, for strong prefix substitutions g and 
z satisfying 
3FE3, F finite: o”(a)EF* for all n30, 
Problem 6.6 can be solved by the techniques of the proof of Theorem 5.4. Note that 
g in Example 2.2 introduces such a substitution. 
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