INTRODUCTION
The continuous improvement of radiation therapy techniques mainly aims at improved local tumor control with reduced side effects of the treatment. In this pursuit, the use of protons is highly promising due to their advantageous depth dose profile. The finite range and the sharp fall-off of the dose deposition in the Bragg peak enable a potentially better target dose conformity and normal tissue sparing compared to photons. The accurate dose deposition control of proton pencil beam scanning, however, comes with an increased sensitivity to various range and setup uncertainties. [1] [2] [3] As these uncertainties may cause the delivered dose to considerably deviate from the planned dose, effectively dealing with them is the biggest challenge in realizing the full potential of proton therapy (PT). 4 In an effort to increase the PT treatment effectiveness for head-and-neck cancer (HNC), for which intensity-modulated proton therapy (IMPT) is an attractive modality, 5, 6 novel solutions using 3D printing technology are proposed.
3D printing or additive manufacturing is an appealing technique as it offers a high degree of flexibility in object shaping from a wide range of materials. Large-scaled printers with print bed side lengths of a few meters require a considerable capital investment, but desktop sized printers at entry-level prices have become readily available on the market. A variety of printing techniques exist, which allows to exploit each technique's relative strengths in function of the envisioned application. Fused deposition modeling (FDM), for example, can be used to reduce costs in the industrial manufacturing of components, such as lightweight airplane parts. Polyjet™ (PJ) or stereolithography (SLA) can be selected for applications where the highest achievable printing accuracy is required, such as in the fabrication of patient-specific implants 7 or in the 3D model creation for complex surgery planning. 8 Selective laser sintering (SLS) allows to produce heat-resistant metallic components in complex shapes, for example, for automotive engine parts. 3D printing in general is increasingly investigated for use in radiotherapy, for the manufacturing of, amongst others, electron bolus, proton range compensators, and range modulator wheels. [9] [10] [11] The technology has been considered as well for the construction of anthropomorphic phantoms for dosimetry purposes. 12 We aim to use 3D printing to manufacture a customized immobilization device fitted to the patient's body outlines.
Such a 3D printed device could yield improvements in the accuracy and reproducibility of patient positioning and immobilization during treatment. The current practice of thermoplastic masks can encompass significant interfractional variation in the positioning of structures. 13, 14 Also, substantial changes occur in the head-and-neck anatomy during the treatment course, with potentially a detrimental influence on the quality of the immobilization and hence on the delivered dose distribution. 15 Lastly, certain types of thermoplastic masks are known to shrink after the initial application, which can reduce the patient-specificity and can cause patient discomfort. In this regard, the ability to use different 3D printed materials with different degrees of elasticity in patientspecific shapes would enable to pursue a balance between accurate, reproducible immobilization, and patient comfort. Moreover, a modular approach of the design would allow to reprint substructures in function of the anatomical changes, aiding in implementing an adaptive immobilization.
3D printing could also yield a number of additional treatment enhancements, such as the integration of range shifter (RS) in the immobilization device for the treatment of superficial lesions, i.e., as bolus. The attachment of RS to the nozzle, namely, causes the presence of an air gap between the nozzle and the patient skin, which is not properly modeled by the current generation of pencil beam dose calculation algorithms. 16 Moreover the air gap length is known to have a strong impact on the lateral dose fall-off of proton beams due to the angular spread created in the RS, [17] [18] [19] with negative dosimetric consequences. Integrating RS as bolus in the 3D printed device itself would solve this issue, as the air gap would be completely eliminated. Moreover, such an integrated solution would allow a safer clearance between moving gantry parts and patient, eliminating collision risk and allowing for a more time-efficient treatment delivery due to the omission of hardware movements. Lastly, the degrees of freedom in the generated shapes offered by 3D printing could allow to integrate other functionalities besides bolus. In vivo dosimetry with a high positional accuracy of detectors relative to the patient anatomy, for instance, comes into reach, which could live up to the strong demand for patient-specific dosimetry and quality assurance (QA) techniques in IMPT.
Given that the intended device has both a mechanical and radiological functionality, in a first step, a broad characterization of possible 3D printed materials and techniques is to be carried out, which is the scope of this paper. Due to the discrete nature of the printing process, a different overall behavior of 3D printed materials could be expected compared to the same materials produced in a more established manner. Topics such as dimensional accuracy, mechanical elasticity including its potential change induced by radiation, and interaction with protons and photons are covered. Moreover, successful clinical implementation of a device consisting of 3D printed supporting and beam modifying structures requires reliable material assessment methods that fit within the clinical workflow. Therefore, dual-energy computed tomography (DECT) methods for the determination of radiological properties are elaborated and applied to 3D printed materials for the first time. These methods are verified as well by photon attenuation and proton range shift measurements.
MATERIALS AND METHODS

2.A. 3D printing technologies and materials
In total eight materials were subjected to testing in this work, using four different printing techniques. An overview of the considered printing techniques and materials is given in Table I . The FDM process is based on the heating and layering of thermoplastics. A temperature-controlled extrusion head is fed with thermoplastic material which is heated to a semiliquid state. The head extrudes and directs the material layer by layer onto a fixtureless base. After being deposited, the material cools down and hardens. The result of the solidified material laminating to the preceding layer is a plastic 3D model built up one layer at a time. The filling degree of the printed object can be varied freely in this technique. As it takes time for the thermoplastic to harden and for the layers to bond together, the use of support structures is required when generating objects with overhanging geometries. An advantage of FDM is that dual-nozzle configurations exist, which allow to create these support structures in water-soluble material. In general this printing technique is the cheapest and most accessible one, but is also the least capable in terms of printing speed, accuracy, and surface finish.
The other techniques use a slice by slice technique similar to FDM, but require exposure to laser light for the material to harden or "cure." The SLA process uses a tank of liquid polymer resin in which the layers are cured and solidified by an UV laser. In general, SLA provides the best accuracy and surface finish. Support structures, however, are to be removed by hand, which tends to be time-consuming. This printing technique is mostly used for building large parts or parts where different finishing degrees are required. The PJ technique simultaneously jets multiple photopolymer materials onto a layer on a build tray, after which the layer is immediately cured by an UV laser. At the expense of the highest cost, this technique offers multimaterial capabilities with fine detail. A trade-off, however, is that exposure of the materials to ambient heat or humidity can cause dimensional changes. Also these materials in general have limited mechanical properties. Lastly, in the SLS technique powder-based materials are used with particle size in the order of magnitude of 50 µm. Successive powder layers are spread on top of each other on the build platform. After deposition, the particles are selectively bound together by the elevation of the powder temperature due to the exposure to a CO 2 laser beam. This technique offers the possibility to print metallic materials as well. In addition, no support structures are needed as support is provided by the print bed itself, which allows to print complex shapes. On the downside, because of the elevated temperatures required for SLS, cooling times can be considerable. Also the use of particles result in rather rough surfaces.
2.B. Printing of test object samples
In order to perform the different characterization methods, two identical test objects were printed for each of the eight materials. A specified dimension of 20 × 20 × 80 mm 3 
2.C. Mechanical response measurements
In order to assess the mechanical response of the 3D printed samples, compression tests were performed to determine the Young's modulus (Sec. 2.C.1). To investigate the effect of radiation on the mechanical response, the compression tests were performed both prior and after the administration of clinically relevant dose levels, multiplied with a safety factor (Sec. 2.C.2).
2.C.1. Compression tests-Young's modulus
The samples were compression tested according to the ASTM D695 standard 21 in a tensile testing machine (model: 5800R-Instron, Norwood, MA). Three linear variable differential transformers were used to measure the displacement between top and bottom faces of the compression plates. To avoid plastic deformation of the samples, the applied strain levels were kept as low as possible. For the stiff materials (>100 MPa), the compressive strain level was limited to 0.5% and the loads were recorded with a 100 kN load cell. For the flexible materials (<100 MPa), a compressive strain of 5% was applied and a 1 kN load cell was used in order to obtain a more accurate measurement.
2.C.2. Photon irradiation-Radiation impact
Irradiation of the samples was done in a clinical photon beam of 6 MV, which was calibrated to deliver 0.8 Gy/100 monitor units (MU) at a depth in water of 10 cm (source-tosurface distance SSD = 90 cm). To each sample positioned at a depth in solid water of 1 cm using the same SSD, 1000 MU were delivered, yielding a delivered dose of roughly 100 Gy. This corresponds to a typical target dose of 70 Gy to a HNC boost volume, elevated with a safety factor of around 1.4.
2.D. Radiological properties calculations based on DECT data
DECT-methodologies were used to calculate various radiological properties of the samples. In order to verify the deployed DECT characterization methods, tissue surrogate reference rods (RMI 467 Electron Density Phantom, Gammex, Middleton) and a plastic water (PW-CIRS, Inc., Norfolk) rod with a known elemental composition were included in the set of scanned samples (Sec. 2.D.1). The CT acquisition method is described in Sec. 2.D.2. The relative electron density to water ρ e ≡ ρ e,medium /ρ e,water (Sec. 2.D.3), the effective atomic number Z eff (Sec. 2.D.4), and the proton stopping power ratio (SPR) to water SPR (Sec. 2.D.5) were calculated from the acquired images.
2.D.1. Reference samples and basic formulae
The composition and the properties of the reference materials are provided in the supplementary material. 22, 23 The relative electron density to water ρ e of each reference material was determined from its electron density per volume ρ e,medium = N A ρ  i w i Z i /A i , with w i the mass fraction weight of element i. The effective atomic number was calculated 24, 25 as
1/m , where a value of 3.1 for the exponent m was adopted from Hünemohr et al. 26 as the same scanner spectra were used in this work. The proton stopping power ratio to water SPR was calculated using the simplified 27 Bethe-Bloch formula
where βc is the velocity of the proton, and I m is the mean ionization energy 23 of the considered medium. To put the calculations in line with the experiments (see Sec. 2.E.2), a value of 0.347 was taken for β, which corresponds to protons with a kinetic energy of 62 MeV.
2.D.2. DECT image acquisition
The reference samples as well as the 3D printed test samples under characterization were scanned with a dual source CT scanner (model Somatom Definition FLASHSiemens Medical, Forchheim). One sample at a time was inserted in a cavity on the inner circle of a RMI 467 phantom. The dual energy mode applied 80 and 140 kVp, the latter with additional Sn filtration to improve spectrum separation. A tube current ratio of 360/148 mAs was used. The image reconstruction was done with a clinically used abdomen protocol with a D30f convolution kernel and using a 2 mm slice thickness. Scans of the reference samples were taken in single energy mode as well, with a tube voltage of 120 kVp. For each volume of interest (VOI), the inner 90% of the voxels was used to extract the average number of Hounsfield units (HU). For the single energy scan, the standard deviation, skewness, and kurtosis of the CT-numbers distribution were extracted as well.
2.D.3. Calculation of ρ e
The extraction of ρ e from the DECT scans was done using the ∆HU-ρ e conversion method from Saito. 28 In this procedure, the weighted subtraction of the CT numbers measured at two different energies was introduced, ∆HU ≡ (1 + α)HU H − αHU L , where HU H and HU L are, respectively, the CT numbers in HU at the high and low kVp, and α is a scanner-specific weighting factor for the subtraction. A linear function for the calibrated ρ e cal was then fitted to the dataset of ρ e and ∆HU(α) for the reference materials,
where the final value for the parameter α was optimized to yield the largest coefficient of determination R 2 . The found correlation was finally used to calculate the ρ e for the 3D printed materials with unknown elemental composition from the DECT data.
2.D.4. Calculation of Z eff
Effective atomic numbers were extracted from DECT images using the tissue substitute method (TSM) from Landry et al. 29 This method employs the Rutherford parameterization 30 of the linear attenuation coefficients to derive a correlation (3) between Z eff and the ratio of the linear attenuation coefficients measured at the low and high kVp of the CT scanner:
where the fit parameters m, C 80kVp , A 140kVp , and C 140kVp are constrained to positive values, and where the inversed function can be expressed analytically:
The theoretical Z eff was calculated as described in Sec. 2.D.1. The TSM then consisted in fitting (3) to the calculated Z eff and µ 80/140kVp for the reference materials. Equation (4) then enabled to estimate Z eff for the 3D printed materials as well.
2.D.5. Calculation of SPR
The equations described in Sec. 2.D.1 allow to determine the proton SPR of the known reference materials using their elemental composition. For the 3D printed materials, however, the elemental composition is not always known or available. Therefore the formalism presented in Secs. 2.D.3 and 2.D.4 to calculate ρ e and Z eff using DECT data was used to estimate their SPR as well. For the missing information, I m , a parameterization 26 through Z eff from 71 tissue surrogate compositions was used as follows:
where the parameter couple (a, b) has a value of (0.125, 3.378) for Z eff < 8 and (0.098, 3.376) for Z eff > 9. Through the combination of (1) and (5), the SPR can then be approximated by a function of the estimated ρ e and Z eff as follows:
2.E. Beam measurements
In order to validate the DECT based calculation of radiological properties, beam measurements were performed on the 3D printed samples. Photon irradiations were performed in order to measure the photon linear attenuation coefficients (Sec. 2.E.1) of the samples. Proton irradiations were performed in order to measure their proton range shift (Sec. 2.E.2). As a means to estimate the accuracy of the performed measurements, one sample with a known photon attenuation coefficient and proton range shift, namely, a block of PW with the same nominal dimensions, was included in the set of irradiated samples.
2.E.1. Photon attenuation measurements
Photon irradiations were performed in clinical photon beams of 6 and 10 MV to measure the photon linear attenuation coefficients of the samples. A narrow beam geometry with a PW miniphantom as proposed by Georg and Dutreix 31 was used to ensure that the primary beam alone is considered and that the influence of scattered rays from the head and from the attenuating material is excluded as much as possible. The dose rate was measured while inserting samples with different thicknesses in the beam. Fitting the measured data to an exponential curve allowed to determine the spectrum averaged attenuation coefficients µ tr .
2.E.2. Proton range shift measurements
Range shift measurements of the samples were performed at the Cyclotron Resources Center of the Université catholique de Louvain (Louvain-la-Neuve, Belgium), in a 62 MeV nonmodulated broad proton beam. A 20 mm diameter brass aperture was used as a final collimator. Radiochromic film (type Gafchromic EBT-XD-Ashland, Inc., Covington) was sandwiched between two CIRS PW plates, with the film edge matched to the proximal surface of the plastic plates. The stack was positioned in line with the beam axis, but with a tilt angle θ of 3
• (verified with a digital level) in order to minimize the impact of the difference in proton stopping power between the interfacing media. 32 The distance between the collimator and the PW edge was 15 cm. Bragg peaks were acquired as such (see Fig. 1 ).
To determine the realized range shifts, Bragg peaks were acquired as well with the 3D printed samples inserted between the collimator and the stack. The samples were positioned with the 2 cm nominal length sides parallel to the beam axis. The samples were pressed against the stack edge in order to avoid any air gap. To measure the orientation dependency of the range shift due to the discrete 3D printing manufacturing process, irradiations were performed for two orthogonal orientations of the samples.
RGB 48-bit scans of the irradiated films were acquired using a flatbed scanner (model 10000XL-Epson, Suwa). Precalibration of the films using the method developed by Crijns et al. 33 prior to the proton beam measurements allowed to convert the films scans to dose maps. Three depth dose F. 1. Tilted setup of the radiochromic film sandwiched between PW plates. profiles were extracted from the central region of each broad Bragg peak and averaged out. The true depth dose curve was finally obtained by a 1/cos θ scaling of the averaged depth dose curve to correct for the 3
• tilt of the setup. The range of each Bragg peak was determined by normalizing the profiles to the maximum dose and by taking the distal 80% position (d 80 ) of the peak 34 relative to the surface/edge of the film. The range shift realized by any of the materials inserted was determined by subtracting the d 80 with the material inserted from the d 80 without any material inserted. This measured range shift was compared with the expected range shift as calculated by the DECT estimated SPR (Sec. 2.D.5), ∆R 80,expected = t sample SPR medium to water SPR PW to water ,
where t sample represents the measured sample thickness traversed by the protons, SPR medium to water represents the stopping power ratio to water as estimated before and where SPR PW to water equals a value of 0.9984 and represents the SPR of PW to water, which compensates for the measurements being performed in PW instead of in real water. In order to quantify the uncertainty on the range shift determination, the aforementioned procedure was performed six times for a sample of PW with the same nominal dimensions.
RESULTS
3.A. Geometrical printing accuracy
Table II provides a summary of the results from the dial gage measurements performed on the 3D printed samples. TangoPlus, which was the most flexible materials from the set, was the only material with an average thickness value below the lower limit. It exhibited a significant variation of the thickness over the surface as well, which resulted in a visible curvature of the surfaces. VeroWhite, which was made using the same printing technique (PJ) but had a significantly higher stiffness (see Sec. 3.B), did not show any out of tolerance dimensions. All measured dimensions, both thickness and length, of the TPU samples were above their upper limit. This resulted in an average deviation in thickness and in length of more than 0.5 mm. The other laser sintered materials did not show out of tolerance behavior, except for one measured length for the PA-12 samples. Tusk, the only material printed by stereolithography, had all length measurements out of tolerance. Table III shows the Young's modulus prior and after irradiation as measured in the compression test. Initial Young's moduli as low as 0.6 MPa were seen for TangoPlus. VeroWhite, which was also printed with the PJ technique, exhibited a significantly higher stiffness, indicating that significantly different degrees of stiffness could be obtained using the same printing technique. In the group of laser sintered materials, the influence of additives such as alumide grains or glass fibers to PolyAmide was clearly seen, with Young's moduli observed up to 2940 MPa. The results suggest that most materials experienced a stiffening effect due to exposure to radiation.
3.B. Mechanical response
3.C. Radiological properties calculations based on DECT data
3.C.1. CT numbers
The CT numbers of the scans of the reference materials and the 3D printed samples are given in the supplementary material. 22 An overview of the DECT based calculated radiological properties is given as well. The standard deviations on the CT-number distribution of the 3D printed samples were of roughly the same magnitude as the reference samples, except for ABS, PA-Alu, and to a lesser extent PA-GF, which show higher standard deviations. The skewness and kurtosis are notably higher for ABS and VeroWhite than for the other samples. 
3.C.2. Relative electron density ρ e
For the reference materials, a value of 0.0041 for the standard error of the estimate (S est ) was obtained for ρ e . The maximum relative error was found to be 1% for the lung insert LN-300, while for 8 out of the 12 reference materials, the relative error of the DECT method was below 0.43%. All the relative errors can be found in the supplementary material. 22 As the application of the Saito method provided satisfactory results for the prediction of ρ e , the method was applied as such on the 3D printed samples, for which Fig. 2 visualizes the predicted values. Inspection of the Bethe-Bloch equation (1) indicates that the SPR is primarily influenced by ρ e and only in secondary order by Z eff due to the logarithmic operation on the latter. Therefore the ρ e estimations already suggest that different materials can be distinguished in terms of proton range shifting, namely, the significantly less than water-equivalent ABS, the approximately water-equivalent PA-12, and the at least 9% more than water-equivalent remaining materials. Moreover, the impact of the use of additives within the same production technique (e.g., SLS) is clearly visible, as both PA-Alu and PA-GF have an increased ρ e compared to PA-12. Caution should be exercised when interpreting the found value for ABS, as these samples were produced using a sparse filling pattern. Different values can be obtained when using a filling percentage of 100%.
F. 2. Calculated ρ e and SPR (±1 S est ) for the 3D printed materials using the Saito respectively the Hünemohr method.
3.C.3. Effective atomic number Z eff
For the reference materials, a standard error of the estimate S est of 0.1268 was found for Z eff . The largest absolute error for the reference materials was 0.32 for LN-450, while the largest relative error was 4.67% for AP-6. For 9 out of the 12 materials, 22 the absolute error was below 0.13 and the relative error below 2.16%.
The calculations for Z eff of the 3D printed samples are shown in Fig. 3 . Two groups can be distinguished: the majority of the samples with a Z eff equal to or lower than 6.52, and Tusk, PA-Alu, and PA-GF with a Z eff between 9.56 and 10.43. The Z eff estimations can be linked to the observed CT numbers: while the one group of materials yields a lower HU L (80 kVp) than the HU H (Sn, 140 kVp), the other group shows the opposite trend. The significantly higher values for HU L than for HU H suggest the increased occurrence of the photoelectric effect at diagnostic energies for Tusk, PA-Alu, and PA-GF due to the presence of elements with higher Z.
3.C.4. Stopping power ratio to water SPR
For the reference materials, a standard error of the estimate S est of 0.0112 was found for the SPR. The largest relative error of 1.6% occurred for LN-300. For 10 out of the 12 reference F. 3. Calculated Z eff (±1 S est ) for the 3D printed samples using the Landry method. 22 the error was smaller than or equal to 1.04%. For the 3D printed samples (see Fig. 2 ), the different behaviors relative to water, as already observed in the calculation of ρ e in Sec. 3.C.2, are confirmed.
3.D. Beam measurements
3.D.1. Photon linear attenuation coefficient µ tr
The attenuation coefficients µ tr measured at the two energies are displayed in Table IV . No directional dependency was observed. For the measured µ tr versus the predicted ρ e a linear relationship (R 2 > 0.95) was found, as documented in the supplementary material. Figure 4 displays a selection of the acquired Bragg peaks, with and without 3D printed material inserted. Repeated application of the measurement method on the PW insert with known composition yielded deviations from the theoretical range shift of ±0.25 mm. Figure 5 (a) shows the error on the DECT calculated range shift for the 3D printed samples. For one sample material, Tusk, the range shift calculation differs more than 1 mm from the measured range shift. For seven out of eight materials, the deviation is no more than 0.66 mm.
3.D.2. Proton range shift
In Fig. 5(b) the difference in measured range shift for the two measured orientations of the samples is shown. For three F. 4 . Selection of acquired Bragg peaks with and without 3D printed material inserted.
of the sample materials (ABS, VeroWhite and PA-12), the range shift difference between two orientations was observed to be above 0.5 mm, which was the maximum difference between the repeated measurements on the PW sample. This suggests the existence of an orientation dependency for range shifting for these materials.
DISCUSSION
The first goal of this study was to perform a broad characterization of 3D printed materials for the future construction of a novel, multifunctional immobilization structure. The resulting data can be used for an optimal design of such a device in terms of structural strength, elasticity, and geometrical and radiological properties.
The wide range of Young's moduli encountered in the compression tests, from the rubberlike flexibility of TangoPlus to the polystyrenelike rigidity of Tusk and PA, makes a set of materials available to fulfill specific mechanical functionalities. The feature of high elasticity of these former materials, for instance, could be used advantageously to increase comfort in regions of elevated contact pressure. Such flexibility might also be an advantage to maintain a close fit for some parts of the immobilization in a situation with small anatomical changes. On the other hand, for regions requiring a tight tolerance on the positioning accuracy, a more rigid material should be used rather than a flexible material. For the case of a uniform load q on a beam supported at both ends, with a Young's modulus E, a length L, and a square section with side a, the maximum deformation can be calculated as δ = 5q/32E(L/a) 4 . This simplified calculation can be applied to the structural support of a head by a beam in, for example, 3D printed ABS with the same dimensions as the test samples. As such, a realistic but overestimated load of 10 kg of a patient head would result in a deformation below 0.1 mm, which is clearly acceptable. Obviously, such simplified calculations can only be indicative for the conception of a design. Also, the stiffness measurements were performed on standardized, simple shapes. As the design of the printed immobilization device proceeds, a necessary next step would be to assess the mechanical integrity and the deformations of more complex structures by means of experiments and/or in silico finite element method (FEM) analysis.
Besides the mentioned mechanical stiffness and deformation itself, the change in mechanical response due to the administration of clinically relevant dose levels of 70 Gy (multiplied with a safety factor of around 1.4) is a point of consideration as well. In this regard, the performed compression tests prior and after irradiation provide valuable information. In general, the results suggest that most of the tested materials experience a stiffening effect due to the exposure to radiation. This may be explained by a facilitation of the chain forming due to the irradiation, which could result in an increased polymerization and hence stiffening of the materials. Depending on the type of polymer and the printing process used, the susceptibility to this effect indeed may differ from one material to another. A side effect of this stiffening could be that the material becomes more brittle, meaning less deformation can be sustained before breaking and material rupture occurs more abruptly. These results, however, may be less pronounced when using clinical dose levels without the multiplication factor. Also, as only the influence of photon irradiation on the mechanical stiffness was assessed, it might be valuable to repeat this exercise for proton irradiation, since the interaction of protons with matter yields additional processes such as nuclear interactions which might cause additional effects to occur.
The measured interaction of both photons and protons with the 3D printed materials allows to assess their beam modifying properties when used in an immobilization structure. The three observed degrees of water-equivalence for both types of interaction can, namely, be deliberately exploited in the design. For instance, ABS may be used for parts where minimal beam interaction is desired, such as support structures, whereas the near water-equivalent PA-12 may be used for parts where the radiological behavior of soft tissue is to be mimicked. The elevated beam interaction of the remaining materials, in various degrees compared to water, may be selected for regions where a maximum proximal dose shift for the same thickness of material is aimed for, for example, bolus. Given the extensiveness of this latter group of materials, additional material properties may be included in the selection process for bolus material, depending on the design requirements to be met such as the mechanical stiffness, the cost per unit of volume, or the DECT estimated Z eff to minimize the amount of scattering. However, the use of the most flexible materials in zones where a beam portal is assigned should be done with caution, given the poor agreement of the sample dimensions with the nominal dimensions and given the high degrees of curvature observed. The uncertainty on the thickness hence on the water-equivalent path length may result in dose delivery deviations from the planned dose. The reported printing inaccuracy, however, might be overcome by optimizing the used print direction. Moreover, the testing of a larger amount of samples might reveal better dimensional compliance for these materials.
The DECT based calculations of the radiological properties offer a first step toward the clinical implementation of in-house assessment of 3D printed materials for the proposed use in immobilization, which was the second goal of this study. Such an approach could offer possibilities to reduce the number of device-specific QA tests needed before clinical use. The calculated ρ e was (albeit indirectly) experimentally verified and appears to serve as an excellent predictor for the photon attenuation. Indeed, the governing relationships for the atomic mass cross section σ at , respectively, electronic cross section σ el for the Compton effect can be written as
Since at clinical MV photon energies the Compton effect dominates and σ at scales linearly with ρ e , the observed linear variation of µ tr with ρ e is as expected. The significant improvement of the accuracy of the ρ e calculation 28 for the reference materials in general indicates the potential added value of the DECT over the SECT base method for treatment planning dose calculations. 36, 37 The found uncertainty of ±0.25 mm on the used range shift measurement method is in line with the findings of Zhao and Das. 32 Given this uncertainty, in general the DECT derived SPR provides a good estimation for the range shifting of 3D printed materials. The systematically larger deviations for the higher Z eff materials, however, might indicate that the used parameterization I = f (Z eff ) which is used in the SPR estimation can be improved for this group of materials. This explanation seems viable since the used parameterization was derived from a large set of tissue-equivalent materials, whereas the 3D printed materials that yield the larger deviations do not belong to this group since they contain elements such as Si and Al.
Additionally, the SPR estimation method does not allow to take into account the sample orientation dependency of the achieved range shift as observed for certain printed materials. The CT-numbers distribution, however, might hint at the presence of this effect, as some correlation was observed between the orientation dependency and the CT-numbers distribution of the ABS and VeroWhite samples, as these exhibited a relatively high skewness and kurtosis. 22 Since the necessarily used tilt in the measurement setup might already have dampened or even concealed this orientation dependency, this effect might even be more pronounced when proton beam incidences perfectly parallel or orthogonal to the printed layers are used. An altered measurement setup using a Bragg peak ionization chamber to longitudinally scan the range shifted beam incidence in a water tank could provide more information on this effect, as this setup enables to measure the residual range under perfectly aligned beam incidence and with a better accuracy. In any case, the orientation dependency should be carefully considered when selecting and validating 3D printed materials for the intended multifunctional immobilization device.
CONCLUSIONS
3D printing technology opens new possibilities to design immobilization devices which could include multiple functionalities beyond fixation only. Today, however, little is known about the relevant properties for this application. Due to the additive manufacturing process, 3D printed materials cannot be considered to exhibit the same behavior as their traditionally manufactured counterparts, which is, for instance, illustrated by the observed orientation dependency of the range shift for certain printed materials. In this study, the first step toward 3D printed, multifunctional immobilization was performed, by going through a candidate clinical workflow for the first time: from the material printing to DECT characterization with a verification through beam measurements. Besides a proof of concept for beam modification, the mechanical response of printed materials was also investigated to assess their capabilities for positioning functionality. For the studied set of printed materials and techniques, a wide variety of mechanical and radiological properties can be selected from for the intended purpose. Moreover, the elaborated hybrid DECT methods aid in performing in-house QA of 3D printed components, as these methods enable the estimation of the radiological properties relevant for use in radiation therapy.
