ABSTRACT In order to overcome the bandwidth limitations of common control channels, we introduce a multibit quantization scheme to preprocess raw measurements in a collaborative spectrum sensing (CoSS) scheme. After quantifying the raw measurement, the cognitive sensors (CSs) send the multibit sensing information to a sink node (SN), which makes a final decision by using a soft decision fusion rule. In order to better understand the effects of quantization parameters on collaborative spectrum sensing in a cognitive sensor network (CSN), we discuss the following two problems: the average error probability minimum problem (AEPMP) and throughput maximum problem. By identifying the number of quantization bits, number of CSs, and global decision threshold, we can discuss some design considerations for the multibit-quantization-based CoSS scheme. A closed-form expression for the optimal global decision threshold is derived in the process of analyzing the AEPMP. Furthermore, an iterative algorithm with low complexity is proposed to find the optimal parameters for maximizing the throughput of a CSN under a target detection probability constraint. Finally, we investigate the impact of optimized parameters on the system performance of a CSN. Our theoretical analysis is verified through numerical simulations.
I. INTRODUCTION
Spectrum sensing is an important technology function of CSs, which are permitted to access idle licensed frequency bands within periodic time slots and without creating any harmful interference for primary users (PUs) within a periodic time slot. Because of the deep fading and shadowing effects, CoSS [1] - [6] is often employed to enhance sensing performance at cost of increased overhead traffic, energy consumption, and complexity. Two representative methods have been widely adopted for CoSS: hard decision fusion (HDF) and soft decision fusion (SDF). In HDF based CoSS schemes [7] , [8] , each CS makes a local final decision based on the status of the PUs and sends a one-bit decision to the SN, which makes a final decision on the status of the PUs based on various rules, such as ''OR'', ''AND'' and ''K-out-N''. In SDF based CoSS schemes [9] - [14] , each CS sends a quantized measurement statistic (e.g., energy statistic or cumulant statistic) to the SN, which calculates a global statistic and makes a final decision on the status of the PUs. Compared to HDF, SDF can improve sensing accuracy at the cost of increased overhead traffic and energy consumption. Additionally, overhead traffic and energy consumption typically increase with the number of quantization bits or CSs. In order to find an acceptable tradeoff between overhead traffic and sensing performance, we propose a multibit-quantization-based CoSS scheme [15] - [17] , where local raw measurements are quantized into multibit sensing information.
Some recent studies have focused on designing either optimal or suboptimal quantization schemes for achieving better sensing performance. Quantization intervals, quantization bits, sensing duration, transmission duration, and the number of CSs are very important parameters to consider when designing a scheme for CoSS. Bastami et al. [18] focused on general multibit centralized CoSS for cognitive radio networks. A linear-quantization scheme based on quantization intervals was introduced and the optimal parameters were derived at the fusion center (FC) in their scheme. A suboptimal detector using generalized HDF for multibit combinations was also proposed. Thanh et al. [19] introduced a quantization-based CoSS scheme and formulated an optimization problem to maximize throughput under a collision constraint. An efficient algorithm was proposed to find the optimal number of sensing samples and reporting bits. So and Sung [20] proposed a group-based multibit CoSS scheme with limited reporting overhead. Contention-based reporting was employed in order to limit reporting overhead while achieving multiuser diversity with an increased number of secondary users (SUs). In the proposed CoSS scheme, secondary users reported only one-bit sensing information, but the fusion center improved sensing performance by using the multibit weighted combination. So [21] also proposed a CoSS scheme that improved the energy efficiency of SUs through a logical multi-bit combination rule, where multiple SUs sent one-bit sensing results to the FC simultaneously according to censored thresholds. The detection threshold and quantization threshold were used as optimization parameters in order to maximize energy efficiency while satisfying an average detection probability constraint. Azmi et al. [22] derived a belief-propagation algorithm for joint channel decoding and decision fusion in CoSS. Based on the Lloyd-Max method, they also quantized local decision variables at collaborating sensor nodes and ensured that local decisions were embedded as the most significant bit of the quantized bits. Finally, they tested the proposed algorithm for coded CoSS with unequal sensing and reporting channel qualities. Zahabi et al. [23] investigated a CoSS scheme in which SUs performed M-level quantization on local decision statistics. The quantized statistics were then sent to a Neyman-Pearson fusion center through erroneous reporting channels. Tight lower bounds for the best achievable sensing performance were introduced and obtained analytically by using a near-optimal/ optimal M-level quantization setup.
Quantization-based CoSS schemes have been proposed to improve sensing performance at the expense of increased power and bandwidth consumption. Only a few recent studies have addressed optimal spectrum sensing policies for quantization-based CoSS. Some provide the methods to compute detection probabilities and false alarm probabilities for CoSS, but cannot derive the closed-form expressions for probabilities. Further research is needed to clarify the relationship between optimized parameters and system performance in quantization based SDF for CoSS. With this in mind, we consider a multibit-quantization-based CoSS scheme for CSN. SDF is used to combine the quantized measurement statistics from different CSs. The goals of this paper are twofold: minimizing average error probability and maximizing throughput. The main contributions of our work are as follows.
• First, we establish a multibit-quantization-based SDF for CoSS, in which each CS reports quantized energy statistics to SN. A global statistic T q s is constructed in order to determine the final status of PUs. Based on the central limit theorem (CLT), closed-form expressions for detection probability and false alarm probability in the proposed quantized CoSS scheme are derived under different received signal to noise ratios (SNRs).
• We then formulate two optimization problems for average error probability and average throughput respectively. The closed-form expression for the global decision threshold is derived during the process of analyzing the average error probability minimum problem (AEPMP). The number of quantization bits, the number of CSs and the global decision threshold are used as the optimization parameters in order to maximize throughput while satisfying a target detection probability constraint. Additionally, an iterative algorithm with low complexity is proposed to find the optimal parameters for solving the throughput maximum problem (TMP).
• Our simulation results demonstrate the impact of quantized parameters on the system performance of CSN. The accuracy of the proposed algorithm is also verified through numerical simulations. The relationships between quantized parameters are also clarified through simulation analysis. This remainder of this paper is organized as follows: Section II introduces our system model. An overview of multibit quantization is presented in Section III. Performance analysis is provided in section IV. Simulation results are presented and discussed in Section V. Finally, our conclusions are provided in Section VI. 
II. SYSTEM MODEL
We consider a CSN setting that consists of one secondary SN and N homogeneous CSs, which are randomly located around a primary network with a licensed frequency band. In order to avoid blocking the normal communications of the CSN, the sensing, reporting, and transmission cannot occur simultaneously. The CSs are assumed to operate in a timeslotted fashion as shown in Fig. 1 . Each sensor reports a quantizer configuration (i.e., the mean and variance of the quantized measurement statistic) to the sink node only once in the first slot (e.g., Slot 1 in Fig. 1.) . The sink node stores the configuration parameters and derives the optimal sensing parameters, such as the optimal global detection threshold or optimal number of CSs. If the number, location, or monitoring frequency band of the sensors changed, then each sensor will report its configuration parameters to the sink node again. The subsequent time slot T is divided into three parts: the sensing duration T s , reporting duration T r and transmission duration T d = T − T s − T r . Detection of the status of PUs can be formulated as a binary hypothesis testing problem. Consider P (H 0 ) to be the probability that a PU is active and P (H 1 ) to be probability that a PU is passive. P (H 0 ) + P (H 1 ) = 1, and P (H 0 ) and P (H 1 ) are known to the CSs based on the long-term measurements. Each CS only needs to report a quantized energy statistic to the SN, which makes the final decision and broadcasts the decision results to the CSs who want to access the licensed frequency band. The broadcasting duration is very short compared to the duration of the time slot. If the sampling frequency is f s and an energy detector is adopted by each CS to calculate the energy statistic over the sensing duration T s , then the sampling points L = f s × T s . A PU's transmitted signal is assumed to be an independent and identically distributed (iid) random process with zero mean and variance σ 2
x . The noise is also assumed to be a realvalued Gaussian variable with zero mean. If the k-th sampling point of the i-th CS is y i (k), then the raw measurement established by the i-th
When the sampling points are sufficient, T i follows the Gauss distribution because of the CLT. f i (x/H θ ) , θ ∈ {0, 1} is assumed to be a probability density function of T i under the hypotheses H 0 and H 1 , and
where, σ 2 n,i is the noise variance and σ 2 x,i is the received PU's transmitted signal power for the i-th CS. σ 2 x,i = |h i | σ 2 x , and h i is the i-th CS's channel gain from the primary transmitter to the cognitive transmitter.
An SDF is employed by the SN, which combines all the raw measurements from different CSs and cal-
The mean and variance of T s under the two hypotheses can be expressed as:
The detection probability P s d and false alarm probability P s f are given by
where, λ s is the detection threshold for the SN. 
III. MULTIBIT QUANTIZATION
Because of the bandwidth limitation of common control channels, each CS must quantize raw measurement prior to sending it to the SN. Thus, a multibit uniform quantizer is adopted by each CS as shown in Fig. 2 . Consider B to be the number of quantization bits that are reported by each CS within a specified reporting slot. The quantization levels and hierarchical levels of the i-th CS are
denote the quantization interval of the i-th CS. The CSs must quantize the raw measurements into one of the 2 B quantization levels. The quantized measurement for the i-th CS can be expressed as 
According to the CLT, T q i obeys the Gauss distribution and the probability density function of the T q i can be expressed as follows
where, the subscript i denotes the i-th CS. Because the CSs work independently of each other, the mean µ 
Then, the detection probability P q d and false alarm probability P q f for the SDF based CoSS scheme can be expressed as
where λ q is the global detection threshold, and µ The general detection probability P r d and false alarm probability P r f can be computed as follows
where L χ is an indicator function, which equals 1 if the χ is true and 0 if it is false. No matter what type of distribution the raw measurement is assumed to obey, formula (8) is suitable for computing the detection probability and false alarm probability. However, formula (8) , which is hard to use for analyzing the sensing performance of the quantization based SDF for CoSS, requires too many quantization and sensing parameters from the sensors. The computational complexity of formula (8) also increases exponentially with N and B. It requires 2 B N multiply-add operations. For formula (7), we only need to execute one computation for the q-function, N add operations, and one time multiplication operation. Therefore, we use the formula (7) with its low computational complexity for our subsequent analysis.
IV. PERFORMANCE ANALYSIS A. AVERAGE ERROR PROBABILITY
Average error probability is an important metric for the system performance of a CSN. The average error probability P q e of the quantization based SDF for CoSS can be expressed as:
The quantization interval i of the i-th CS can be expressed as i = i,max M , and i,max is defined as 25210 VOLUME 5, 2017 
where:
Proof: See Appendix A.
B. AVERAGE THROUGHPUT
Another important metric for the system performance of a CSN is average throughput. Consider D a to be the data transmission rate during the reporting stage. The reporting duration can be expressed as
is the number of CSs that are selected to report their sensing results. The average throughput [24] , [25] of the CSN can be computed as follows
where, C 0 is the volume of data transmitted during the transmission duration. In this subsection, our goal is to find n, B, λ q such that the average throughput of the CSN is maximized under a collision constraint. This optimization problem can be formulated as follows:
where, P 
The optimization problem can now be converted into an unconstrained problem and be rewritten as:
The feasible solution spaces for the distinct variables n and B are finite. The optimal n * can be derived from the tradeoff between reporting duration and transmission duration. The optimal B * is acquired by analyzing the tradeoff between detection probability and average throughput. Thus, a simple linear search method can be employed to find the optimal n * and B * . There exist N ×B max pairs n * , B * , (λ q ) * that enable the CSN to obtain local optimal solutions for the achievable throughput. The maximum value among N ×B max R is selected as the global optimal solution. Our proposed algorithm for finding the optimal n * , B * , (λ q ) * is summarized in the Algorithm 1. 
V. SIMULATIONS
The above theoretical analysis is verified through numerical simulations in this section. The simulation parameters are summarized in Table 1 .
A. ANALYSIS OF AEPMP Fig. 3 plots the average error probability P q e against λ q for different quantization bits. The accuracy of Corollary 1 can be verified through a comparison of theoretical (i.e., the formula (10)) and simulated results, which are listed in Table 2 . When the number of quantization bits is greater than four, the VOLUME 5, 2017 optimal detection threshold λ q maintains a nearly constant value, ranging from 1.011 × 10 −4 to 1.012 × 10 −4 . The fractional errors between the simulated and theoretical results are within 0.1%. When the number of quantization bits is greater than six, the sensing performance of the quantization based SDF for CoSS is very close to the system with no quantization.
In order to provide a better understanding of how the optimized parameters affect the sensing performance of the CSN, all CSs are assumed to have the same received SNRs, which can vary between −20 dB to −16 dB while maintaining the other simulation parameters. Fig. 4 and Fig. 5 presents the optimal detection threshold and minimum average error probability as functions of SNR respectively. The points on the curves in Fig. 4 are computed using the Corollary 1 for different SNRs. When the number of quantization bits is more than four, the optimal detection threshold remains nearly constant. From Fig. 5 , one can see that the minimum average error probability remains nearly constant when the number of quantization bits is greater than six. Fig. 6 plots the normalized throughput against n and B. The number of CSs n is assumed to be a changing variable, while the other simulation parameters are remain constant. A linear method is used to clarify the relationship between throughput and the optimized parameters (n and B). When (n = 4, B = 6), which is derived from Algorithm 1, the CSN can achieve maximum throughout. It can be seen that false alarm probability dominates average throughput when 25212 VOLUME 5, 2017 n and B are very small, while transmission duration dominates average throughput when n and B are very large.
B. ANALYSIS OF TMP
We now consider a CSN with n = 4 sensors and assume that all CSs have the same received SNRs. We will investigate the impact of SNR on the average throughput and optimal detection threshold for the different quantization bits. Fig. 8 plot the average throughput and optimal detection threshold as functions of SNR, respectively. It can be observed that the average throughput and optimal detection threshold both increase with the SNR. The reason for this is that an increase in SNR will decrease the false alarm probability, which leads to improved throughput. In order to achieve the higher throughput, the optimal detection threshold can be improved by the increasing the SNR. Fig. 9 and Fig. 10 plot the average throughput and optimal detection threshold as functions of n respectively. All CSs are assumed to have the same received SNRs, which are equal to −18 dB. From Fig. 9 , one can conclude that the downward trend for throughput accelerates as the number of quantization bits. From Fig. 10 , one can see that when the number of quantization bits is greater than 4, the changes in the optimal detection threshold become more stable.
VI. CONCLUSION
In order to design a multibit-quantization-based CoSS scheme for a CSN, we formulated two optimization problems: minimizing average error probability and maximizing average throughput. We derived a closed-form expression for the global decision threshold in the process of solving the AEPMP. The number of quantization bits, the number of CSs, and the global decision threshold were used as optimization parameters to maximize the throughput of the CSN. An efficient linear search algorithm was proposed to find the optimal set of parameters. We have investigated the impacts of optimized parameters on system performance through theoretical analysis. The accuracy of the proposed algorithm was also verified through numerical simulations.
APPENDIX PROOF OF COROLLARY 1
Affected by the number of sampling points and quantization bits, it is difficult to find the relationship between the σ 
Then we can derive that
. Taking the natural logarithm of the above equation, it is derived that
It is easily derived thath (λ q )|
. We take the first partial derivative of h (λ q ) with respect to λ q as follows dh (λ q ) dλ q = 
So, there exist two real roots that makeh (λ q ) = 0. The tendency of the P q e goes through three stages: monotone decreasing, monotone increasing and monotone decreasing, which is shown in Fig. 11(a) . The optimal global detection threshold λ q gets the lower root that makes theh (λ q ) = 0. 
There exist two real roots that makeh (λ q ) = 0. The tendency of the P q e goes through three stages: monotone increasing, monotone decreasing and monotone increasing, which is shown in Fig. 11(b) . The optimal global detection threshold λ q gets the higher root that makes theh (λ q ) = 0.
h (λ q ) is more than zero, and P q e is a monotone increasing function with λ q , which is shown in Fig. 11(c) . The optimal global detection threshold λ q = 0. 
soh (λ q ) is less than zero, and P q e is a monotone decreasing function with λ q , which is shown in Fig. 11(d) . The optimal global detection threshold λ q = +∞. The third case corresponds to λ q = 0 that makes the false alarm probability for CSN get one, while the fourth case corresponds to λ q = +∞ that makes the detection probability for CSN get zero. When any of the above two cases occur, CSN will not work properly and need to reallocate the sampling points or quantization intervals. Meantime, after simplifying the equality (18) , it is derived that
The two real roots of the (21) are expressed as (22) , as shown at the top of this page. 
