Abstract. We give a new proof of recent results of Grolmusz and Tardos on the computing power of constant-depth circuits consisting of a single layer of MOD m gates followed by a fixed number of layers of MOD p k -gates, where p is prime.
Introduction
An outstanding problem in circuit complexity concerns the computing power of constantdepth circuit families in which the output of each gate depends on the sum, modulo m, of its input bits. It is conjectured that such circuits require exponential size to compute the AND function of the inputs and to compute the sum, modulo q, of the inputs, where q is a prime that does not divide m.
Several papers have concentrated on a special subclass of these circuits-those in which there is a single layer of MOD m -gates connected to the inputs, followed by a fixed number of layers of MOD p k -gates, where p is prime. (We may always assume that p does not divide m, for if p|m, then we can construct an equivalent circuit with MOD m/ p -gates at the inputs.) Barrington et al. [2] showed that such circuits require exponential size to compute AND; Krause and Pudlák [7] , and Barrington and Straubing [1] , showed that such circuits require exponential size to compute MOD q , when q is a prime different from p that does not divide m. The definitive result in this direction was found by Grolmusz and Tardos [6] , who showed that the only symmetric boolean functions computed by such circuits in subexponential size have a periodic spectrum with period mp t , where
(By the spectrum of a symmetric function f : {0, 1} n → {0, 1}, we mean the mapf : {0, 1, . . . , n} → {0, 1} such thatf (k) = f (1 k 0 n−k ).) They further showed that any such periodic function with t = O(log log n) can be computed by quasipolynomial-size circuits, thus completely characterizing the symmetric functions computable by quasipolynomial-size circuits of this special form.
The proofs in [2] and [1] use Fourier expansions over finite fields, while those in [7] and [6] are more combinatorial and rely on probabilistic arguments. In particular, [6] employs a new method, which is a kind of modular analogue of the random restriction techniques of Furst et al. [5] . In the present note we show how to use the Fourier techniques to obtain different proofs of the new results of [6] , both the lower and upper bounds. In fact, our lower bounds argument is only a slight modification of the proof given in [1] , and actually simplifies the argument while strengthening the result. Along the way we obtain a surprising normal form result for circuits of this kind.
Background

Modular Circuits
We adopt here the definitions and notations of Grolmusz and Tardos [6] n into {0, 1}. We define the size of the circuit to be the number of gates.
Discrete Fourier Transform
For a full account of the ideas in this subsection, see [2] or [1] ; here we just cite the facts that we need in what follows.
We fix a prime p and m > 0 such that p does not divide m. There is a finite field F of characteristic p that contains a primitive mth root of unity ω. We set
and consider the F-vector space V of maps from n into F. For v ∈ , we denote by log v the unique c ∈ {0, 1,
The set {P v : v ∈ n } forms a basis for V. If f ∈ V, then the coefficient of P v in the expansion of f in terms of this basis is m −n (Tf )(v), where
Tf is called the Fourier transform of f, and its values (scaled by m −n ) are called the Fourier coefficients of f.
Note that P v · P w = P v·w , where on the left-hand side of the equation we have the pointwise product in F of the two functions, and on the right-hand side the componentwise product of the two vectors.
Representation of Circuit Behavior
We define,
The maps Q v span the vector space of functions from {0, 1} n into F, but unless |F| = 2, they do not form a basis for this space. We define the weight of an element f of this space to the smallest integer w such that such that f is a linear combination of no more than w of the Q v . As with the Fourier basis, we have Q v · Q w = Q v·w . This implies that the weight is submultiplicative; that is, the weight of the product of two functions is no more than the product of their weights.
where p is prime and p does not divide m. Then there is a polynomial h depending only on m, p, k, and d, such that f has weight no more than h(s).
Proof. If {u 1 , . . . , u r } is a subset of the n input variables (with, possibly, some repeated values among the u i ), then
where the ith component of v is the number of times x i appears in (u 1 , . . . , u r ). 
(s).
We shall also need a converse to Lemma 1.
Lemma 2. Suppose a function f : {0, 1}
n → {0, 1} has weight K > 0. Then f is realized by a (MOD Proof. Since F is a vector space over the subfield Z p , we can choose a basis for F that includes the field identity 1 as one of the basis elements. If a ∈ F, then we define the 1-component of a with respect to this basis as the coefficient of 1 in the expansion of a as a linear combination of the basis elements. Consider now a term c · Q v in the representation of f. We have
for some k 1 , . . . , k n ∈ {0, 1, . . . , m − 1}. We realize this term with gates MOD B i m , i = 1, . . . , p − 1, each of them connected to k 1 copies of x 1 , k 2 copies of x 2 , etc., where q ∈ B i if and only if the 1-component of c · ω q is greater than or equal to i. Thus for any given input sequence (x 1 , . . . , x n ), the number of these gates that output 1 is exactly the 1-component of c · Q v (x 1 , . . . , x n ). We now take the sum, modulo p, of these ( p − 1)K gates, which gives the 1-component of f (x 1 , . . . , x n ). Since f takes values in {0, 1}, its value is completely determined by this 1-component. Observe that we used only a single MOD {1} p -gate, and ( p − 1) · K MOD m -gates. Thus the total number of gates is
The two lemmas above have the following curious consequence:
Theorem 3. Every ((MOD
A p k ) d , MOD B m )-circuit is equivalent to a (MOD {1} p , MOD m )- circuit,
with a polynomial blowup in size.
A simpler approach, using the polynomial representation of the MOD p portion of the circuit, gives a layer of constant fan-in AND-gates between the MOD m -layer and the MOD p -gate; the surprising fact is that these AND-gates are unnecessary.
The Fourier Coefficients of a Symmetric Function
Let f : {0, 1} n → F be a symmetric function. We associate to f its spectrumf : {0, . . . , n}
Observe that, since f is symmetric,f completely determines f. We are concerned with the case wheref is periodic.
We also define ϕ f : n → F by
otherwise.
The inner summation is the coefficient of y j in the polynomial
We restrict attention to the case where n = mp k for some k > 0, and where w = (ω c 1 , . . . , ω c n ) is balanced, that is, each j ∈ {0, 1, . . . , m − 1} appears exactly p k times among the c i . The number of balanced vectors is given by the multinomial coefficient n! ( p k !) m , which, by Stirling's formula, is bounded below by m n /u(n), where u is a polynomial that depends on m. With this restriction we have
The coefficient of y j in this polynomial is thus 0 unless j is a multiple of m. We conclude that
Observe, however, that this sum is in a field of characteristic p. Since p| n → {0, 1} is symmetric, then for balanced w ∈ n ,
The Circuit Lower Bounds
In this section we prove the following theorem, which first appears in [6] : It is interesting to compare this fact with the following theorem of Fagin et al. [4] : it is possible, in AC 0 , to count the number of 1's in an input string up to a threshold of t, as long as t = (log n) O(1) . The analogous statement for our modular circuits would be that polynomial-size ( (MOD p k ) d , MOD m )-circuits can count modulo p t for t = O(log log n). However the question of whether polynomial-size circuit families of this type can count modulo p t (n) for some t (n) → +∞ remains open.
