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ABSTRACT
Samples of sediment material were collected from the 
River Cynon. The concentrations of heavy metals in the 
samples were determined by Atomic Absorption Spectroscopy 
after digestion of the dried sample. A rapid hydrochloric 
acid/ hydrogen peroxide digestion was chosen after a brief 
comparison with the more traditional nitric/ perchloric 
acid digestion.
The results were used in a survey of the heavy metal 
concentrations over the length of the river and in 
comparison with surveys of other systems. This showed that 
while the Cynon contains higher levels of heavy metals 
than some other similar systems, it is not grossly 
polluted and contains considerably lower levels of some 
metals than some mineralised Cornish rivers.
Factor analysis of the data showed that one major 
factor was controlling the heavy metal distribution at 
each site. Profiles of these factors were generated using 
target factor analysis. The evidence suggests that the 
local geology is the main factor near the source of the 
river with coal based material determining the profile of 
heavy metals in the lower reaches.
Pattern recognition techniques were shown to be 
capable of classifying the four sites and identifying 
'outliers' in the data. Similar sites were found to 
overlap in the principal component analysis but resolution 
of these sites was improved by utilising principal 
components that were less important to the overall 
classification. Magnesium was identified as the feature 
with the greatest ability to classify the data. Two 
similar sites identified in the factor analysis were also 
shown to be similar by the pattern recognition methods. 
Other data on the Cynon taken at different times was 
classified as different from the main data categories thus 
showing the variation of heavy metal concentration with 
time.
AIMS OF THE STUDY
The Cynon valley is typical of the ribbon development 
of the South Wales Valleys with industry and urbanisation 
following the valley floor virtually along its whole 
length. In the past it contained several mines most of 
which are now closed. However, there is still a large 
working pit near Hirwaun which discharges minewater into 
the Cynon at the rate of about a million gallons per day. 
Minewaters from other closed pits in the valley are also 
discharged into the Cynon. There is an operational 
limestone quarry at Penderyn, light industries and a wire 
and cable manufacturer at Aberdare and a smokeless fuel 
plant at Aberaman. There are also the many spoil heaps 
that always accompanied the mines, not only in the valley 
itself but also along one of its major tributaries. It 
would be expected therefore, that the river should show 
some evidence of such activities.
Heavy metals in the environment are often used as an 
indicator of anthropogenic impact as they tend to become 
mobilised by mining and are added to the environment by 
industry and urbanisation. Much of this heavy metal input 
finds its way to the river system, some of it directly, 
such as in minewaters and drainage, some of it indirectly, 
such as from the leaching of spoil heaps. Within the river 
itself heavy metals tend to concentrate in the sediments. 
This process can occur by a number of mechanisms such as 
precipitation or adsorption. Thus, a study of heavy metals 
in river sediments can provide a means by which their 
input into the environment can be monitored.
The aim of this study was therefore to perform a 
survey of the sediments of the Cynon with a view to 
determining the major sources of heavy metals which find 
their way into the river. To this end sediment samples 
were taken from a number of sites. They were dried and 
divided into different size fractions. Duplicate samples 
of one of these fractions was extracted using a 
hydrochloric acid/hydrogen peroxide digestion. The heavy 
metals were determined mainly by the use of atomic 
absorption spectrophotome try.
The data was analysed using factor analysis in order 
to ascertain the number of factors controlling the heavy 
metal distribution at each site. Target profiles were also 
generated for the major factors with the aim of 
identifying those factors if possible.
Pattern recognition methods were also applied to the 
data. The purpose of this was to determine if it was 
possible to distinguish between the sites using these 
techniques. Having classified the sites, a further aim 
was to extract from the results any information regarding 
the importance of individual metals to the classification.
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Appendices A - E
INTRODUCTION
Almost 2000 years ago (100 AD ) Frontinus decreed 
that "no one shall with malice pollute the waters ( Rome's 
water supply ) where they issue publicly. Should anyone 
pollute them, his fine shall be ten thousand sestertii"(1)
It seems then that it has long been recognised that 
water pollution is undesirable and that our water supplies 
are worthy of our protection and for that reason it is 
necessary to study them in some detail.
Pollution may be of several forms but in this study 
heavy metals were the focus of attention. There is no 
universal agreement as to what the term 'heavy metal" 
actually encompasses and several various, even 
contradictory definitions are to be found in the 
literature. The most common definition uses specific 
gravity as the criterion but even here there is 
disagreement. In one dictionary heavy metals are defined 
as being those metals with a specific gravity greater than 
4.0 (2), while another (3) uses a value of 5.0 whereas the 
commonly accepted value appears to be 4.5. Burrel 
suggested that heavy metals were those metals in the 
periodic table that are bounded by titanium, hafnium, 
antimony and bismuth plus selenium and tellurium (4). This 
is equivalent to the latter definition of heavy metals i.e 
a specific gravity of greater than 4.5. A novel 
approach(5) suggests that the term 'heavy metal 1 should be 
abandoned in favour of a classification of metals based 
more upon their solution chemistry rather than a purely 
arbitrary borderline. The classification includes three
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categories which are: 1. oxygen seeking, 2 .nitrogen or 
sulphur seeking and 3. intermediate or borderline. This 
study is restricted to eleven of the nineteen metals 
commonly accepted as "heavy metals'.
Heavy metals occur naturally in the aquatic 
environment and are subject to variations due to 
mineralogical differences, seasonal changes in flow (6) 
and different pH and dissolved oxygen levels over the 
length of rivers (7). Superimposed upon these natural 
fluctuations anthropogenic sources contribute their 
effects to greater or lesser degrees.
Mining activity is an obvious source of increased 
levels of many metals in rivers. Copper, chromium, lead, 
iron, zinc and manganese are all subject to elevated 
levels in sediments downstream of mining activity (7,8).
Significant pollution is caused by drainage of 
highways (9,10). A source of increased lead levels has 
been attributed to proximity to highways and urban centres 
(11) presumably as a result of automotive fuel combustion.
Domestic and industrial effluents add to the burden 
of pollution and much effort is made to monitor trace 
metals from municipal sewage treatment, as apart from the 
immediate impact upon the receiving river, the treated 
water may be reused downstream.
Much of the trace metal burden in aquatic systems is 
carried as particulate matter in the water as opposed to 
dissolved free metal ion (12). Wollast (13) discussed this 
concept and showed that metal enrichment took place in the
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particulate phase.
Much early work concentrated on determining the total 
concentration of heavy metals in the system being studied 
but the last two decades has seen the blossoming of 
interest in the speciation, or chemical forms of heavy 
metals. This is due to recognition of the fact that the 
chemical form of an element is relevant to the fate of 
that element; e.g. the toxicity of heavy metals seems to 
be related to the concentration of the 'free' hydrated ion 
and not to the total concentration. (14,15)
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SPECIATION OF HEAVY METALS
While most water quality criteria are still based on 
total metal concentrations it has become clear that the 
role of metals in the environment is not necessarily 
linked to their total concentration. Speciation - a 
knowledge of the nature and properties of the various 
chemical forms in which an element occurs - is required. 
(16,17)
As all living organisms evolved in the presence of all 
the naturally occurring elements it is not surprising that 
many are in fact essential to life. Metals which have 
been identified as essential trace elements are chromium, 
cobalt, copper, iron, manganese, molybdenum, nickel, tin, 
vanadium and zinc while cadmium, lead and tungsten are 
strongly suspected of being so.(17) Above a particular 
usually very low concentration, however, all these 
essential elements become highly toxic to most organisms. 
The toxicity of these metals to aquatic organisms for 
example, is determined, not by their total concentrations 
but by the chemical form of the metal.
Most toxicity studies have shown that it is the free 
hydrated ion that is the most toxic form of a metal 
whereas strong complexes are normally non-toxic. (15,18)
Chemical interactions are also dependent on metal 
speciation, and thus the transport of metals in aquatic 
systems and the role of sediments and suspended 
particulate matter will depend very largely on the physico 
- chemical forms of metals.
The complexity of the factors which control
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speciation, e.g. pH, redox potentials, adsorption, 
kinetics, equilibria, presence of complexes, solid/liquid 
and liquid/air interactions are such that a complete 
description is not possible although important information 
may be gleaned from their study.(16)
An example of the effect of one of these factors is 
demonstrated in Fig. 1 which shows the adsorption of 
copper II and silver I on amorphous iron oxide as a 
function of pH. The adsorption increases from a very low 
percentage to almost total adsorption over a very narrow 














Figure 1. Adsorption of copper(II) and silver(I) on 
amorphous iron oxide as a function of pH.
The difficulty of ascertaining metal speciation has
resulted in a diversity of approaches of analytical
methods in speciation studies. In a paper on the subject
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Buffle described the requirements and pitfalls of such 
studies. (16)(Table I)
The very low concentrations of individual species 
results in enormous problems with contamination and loss 
of metals by adsorption on vessel walls.(17) Furthermore 
the various forms are probably not in equilibrium with 
each other and even if they are, any procedure used may 
disturb the equilibria and change the speciation. Even 
the simple act of filtration can alter dissolved oxygen 
and carbon dioxide concentrations and so affect other 
equilibria.
A typical classification scheme (20) includes
a) some sort of phase and/or species separation method. 
The most common practice is to filter through a 0.45 urn 
membrane although other methods such as ultrafiltration 
can be used. For species separation ion exchange or 
chelating resins are normally used. The major drawback of 
these techniques, a criticism applicable to all speciation 
studies in fact, is that equilibria will be disturbed by 
removal of a phase or species and alter the concentration 
being measured.
b) measurement of labile and non-labile species in each 
fraction obtained from the separation process. The 
concentrations of metal species are likely to be so low in 
natural waters that very few analytical techniques are 
sensitive enough for speciation work.
An ideal technique for measuring a particular species 
would be the use of ion selective electrodes, as these 
cause little disturbance of the solution equilibria during
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TABLE I





Fluorescence Broad spectra and 
interpretation sometimes 
difficult because of large 
number of unknown ligands
Potentiome try Redox/membrane 
electrodes
Insufficient sensitivity
Voltamme tr ies DPP,NPP,ASV 
DPASV
Careful interpretation 
needed as secondary 
phenomena (e.g. adsorption) 








Applicable only to complexes 
with macromolecules 
Secondary phenomena (e.g. 












Risks of modification of 
the composition and 





the free metal 




on bioassimilation not well
known
Risks of modification of
the medium by compounds
excreted by organisms
NPP: Normal pulse polarography
DPP: derivative pulse polarography
ASV: anodic stripping voltammetry
DPASV: differential pulse anodic stripping voltammetry
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measurement. Unfortunately ion selective electrodes are 
far too insensitive for all except the most contaminated 
of waters.
The most common methods used are anodic stripping 
voltammetry (ASV), ion exchange chromatography/ dialysis 
and bioassay.
A typical speciation scheme is shown in Fig. 2. This 
scheme was used by Laxen and Harrison (21) in the 
investigation of sewage effluent and its impact on the 
receiving river.
They concluded that the major proportion of the heavy 
metals cadmium, lead, copper and iron were associated 
with the colloidal and particulate size fractions although 
manganese did not appear to fit into this pattern. The 
major part of the cadmium was associated with the smallest 
size fraction and they suggested that this may be due to 
cadmium-humic acid complexation.
Mouvet and Bourg (22) studied speciation in the Meuse 
river and compared their results to values calculated 
using chemical equilibria constants. They assumed surface 
sites for adsorption/desorption processes behaved as 
ligands. While many studies had considered adsorption onto 
silica, aluminium hydroxide and iron hydroxide as models 
for adsorption behaviour the authors claimed to be the 
first to produce quantitative results on natural sediments 
that gave agreement between observed and calculated 
values. They concluded that adsorption and not 
precipitation was the controlling mechanism for trace 
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suspended matter played a major role in copper and lead 
adsorption.
Undoubtedly speciation studies will increase in 
importance as understanding of trace metals in the 
environment develops. However without adequate trace 
metal clean room facilities, techniques for working at the 
ng dm~3 level and the appropriate expertise many trace 




Before entering a discussion of the part sediments 
play in the transport of trace metals it may be of some 
use to define what is meant by 'sediments'. A simplistic 
definition may be 'all material that settles to the bottom 
of an aqueous medium 1 . However, when considering heavy 
metals and other pollutants, adsorption effects play a 
very important role and so surface area and size of 
particles must be taken into account. Thus while no 
unambiguous definition of 'sediments' exists it is 
generally accepted that for pollution studies, all 
material that passes a 2mm seive can be usefully used as 
sediment. Such sediments are often further classified as 
sand (particle size 2.0 - 0.050 mm), silt (0.050 - 0.002 
mm) and clay (<0.002 mm). (United States Department of 
Agriculture). Chemically the major constituents of 
sediments are silica and aluminosilicates together with 
associated iron and manganese hydroxides, trace metals and 
organics. The relationships between these species is a 
complex one and will depend on many factors such as pH, 
redox potential, relative concentrations and the presence 
of organic and inorganic ligands.
Many studies have shown that trace metals in aquatic 
systems tend to concentrate in sediments (12,23,24,25). 
Fig. 3 shows some of the pathways for trace metal 
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There is strong evidence that iron and manganese 
hydroxides are the major agents for adsorption of heavy 
metals. (26) However, the presence of organic or 
inorganic ligands can modify the adsorption processes. 
Davis and Leckie (19) studied the adsorption of copper 
(II) and silver (I) ions on amorphous iron oxide. They 
found that complexing ligands that are not themselves 
adsorbed e.g. chloride, decrease metal adsorption on oxide 
surfaces, possibly due to competition between the chloride 
ion and oxide surface for the metal ion. Complexing 
ligands that are adsorbed on oxide surfaces may either 
increase, decrease or have little effect on metal ion 
adsorption, the particular modification being dependent 
upon the type of ligand and the comparative strengths of 
oxide-metal binding and ligand metal binding.
There have been several studies which investigated 
the effects of changes in the various parameters which 
control metal adsorption.(27,28,29) Slavek and Pickering 
(30) investigated the effect of pH on the retention of 
some heavy metals by clay-fulvic acid mixtures. The 
results suggested that metal ions would be removed from 
solution at pH < 6 and tend to increase migration of metal 
ions into the aqueous phase at pH > 6.
Rendell et al. (31) investigated the adsorption of 
copper, lead and cadmium onto river sediments and found 
that significant adsorption occurred even in the presence 
of extractant solutions such as dilute hydrochloric acid, 
ammonium acetate solution and sodium citrate solution.
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Vuceta and Morgan (32) studied adsorption on silica 
and came to the following conclusions: copper is 
extensively adsorbed in the absence of organic complexing 
ligands but is almost totally released by the presence of 
such ligands; lead is largely adsorbed at the oxide 
surface and only organic ligands with a strong affinity 
for lead disturb this position. These workers also agreed 
that iron and manganese in aqueous systems are mostly 
precipitated as oxides both of which adsorb significant 
amounts of trace metals.
Benjamin and Leckie (33) suggested a model for 
metal-ligand surface interactions during adsorption. They 
viewed such a system as consisting of two phases.








Figure 4. Metal-ligand interactions - Benjamin and 
Leckie.
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They classified the adsorbed complexes as either 
metallike or ligandlike and developed this concept, the 
main assumptions of which are shown in Table II.
In a later paper (34) the same authors looked at the 
adsorption behaviour of cadmium on oxide surfaces and 
investigated the effects of various ligands on that 
behaviour. They also used the model above to make 
inferences about the stereochemistry of adsorbed 
complexes. They concluded that complexed metal ions can 
adsorb to oxide surfaces with either the metal or ligand 
bonding directly to the surface. Adsorption appeared to 
be a function of speciation in solution, adsorbent 
concentration and pH but for a given complex they 
tentatively suggested that the adsorption behaviour is 
independent of the adsorbent. If the metal end of the 
complex is adsorbed, then the percentage complex adsorbed 
as a function of pH is similar to that of the free metal 
but shifted to a higher pH. If the ligand end of the 
complex is adsorbed, then as ligand concentration 
increases metal adsorption increases in one pH range but 
decreases in a higher pH range.
Thus sediments play an extensive role in the removal 
of metal ions from the aqueous phase. The evidence seems 
to show that a large proportion of the heavy metal load in 
the system is carried by particulate and sedimentary 
material but that changes in pH and the presence of 
































































































































































































































































































































































































































































































































































































































































































































































































































































































HEAVY METAL ANALYSIS IN WATER AND SEDIMENTS
Trace metals in natural waters tend to be present at 
very low levels unless there is some dramatic input such 
as mining activity.(5,8) However, the cumulative effect 
of trace metals can make even very low levels hazardous 
and thus the desirability of measuring such levels has 
lead to the development of a number of appropriate 
analytical techniques.
Preconcentration of the samples is one method of 
attempting to measure very low levels of metal ions, 
although the associated difficulty of high reagent blanks 
may present some problems. One method of preconcentration 
is simple evaporation but this may lead to loss of 
volatile metals such as mercury. Another possibility is 
to use ion exchange resins. The cations present in a 
large volume of water may be absorbed onto a small amount 
of an appropriate resin. The metal ions may then be 
eluted using a small volume of dilute acid.
The well established photometric methods will almost 
certainly require preconcentration in order to provide 
metal ion concentrations high enough for the limited 
sensitivity of these methods.
An example of a commonly used reagent for photometric 
heavy metal determination is dithizone (28,29) which forms 
coloured chelate complexes with many metal ions.
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Figure 5. Structural formula of dithizone
By controlling such factors as pH and the solyent used 
for extraction it is possible to use dithizone for 
selectively determining many trace metals. The dithizone 
complexes with the free metal ions and therefore other 
species present may not be detected. Alternatively, as 
some organo-metallie complexes also complex with dithizone 
they may interfere with the analysis.
Prior treatments include boiling with acid to dissolve 
suspended particulate matter and refluxing with 
concentrated H2SO4 and KMnC>4 to oxidise organo-me tal lie 
complexes.
The water sample is treated with appropriate reagents 
to mask interferences from other metals and its pH 
adjusted. The dithizone is dissolved in CHC13 or CC14 the 
choice being fixed by the metal being determined. It is 
then added to the sample and shaken vigorously. The 
absorbance of the complex formed is measured for the 
sample and for calibration samples which have undergone 
the same procedure.
Atomic absortion spectrophotome try (AAS) may be used 
to determine directly heavy metals in water(37) but as 
with the previous method the sensitivity is not normally 
high enough to detect metals at the levels usually found
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and so preconcentration may be necessary. The advantage 
of this method is that complications due to interference 
from other metals do not normally arise or if they do are 
usually simply dealt with.
The principle of atomic absorption is similar to that 
of molecular absorption, that is the species under 
investigation absorbs light with an energy associated with 
a particular electronic transition. In molecular 
spectroscopy a whole series of transitions are possible 
associated with vibrational and rotational excited states 
in the molecules giving rise to spectra with close lying 
bands. In solutions however, broad band spectra are 
produced as small energy changes are absorbed by 
interactions with solvent molecules.
In atomic spectra none of these complexities are 
present. The spectrum of one element will consist of a 
number of narrow absorption lines each line corresponding 
to one specific electronic transition.
These narrow absorption bands, commonly about 0.005 nm 
wide, present a slight problem. Most absorption 
spectroscopy utilises a continuum light source with a 
monochromator to isolate the region of the spectrum under 
investigation. The limit of such a system is a band of the 
order of 0.05 nm wide. Thus only a very small proportion 
of this band is absorbed in atomic absorption resulting in 
a low absorbance [-logio I t/Io ] and poor sensitivity.
The problem was solved in the early 1950s by Sir Alan 
Walsh (38) who realised that if a line source rather than 
a continuum light source was used not only would higher
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sensitivity be achieved but also interference from other 
absorbing lines would be much reduced as overlap of very 
narrow lines becomes less likely. The line source most 
commonly used is the hollow cathode lamp.
The cathode is cylindrical and made from the analyte 
element or an appropriate alloy. The lamp is filled at 
low pressure (6 x 10^ Pa) usually with neon. The 
discharge occurs between the cathode and a small anode and 
it is centralised by mica strips inside the lamp. The end 
window is usually of silica as glass absorbs U.V. light.
The sample is atomised by introducing an aerosol into 
the flame using a nebuliser which aspirates the sample. 
The flame used is normally of air-acetylene: however 
elements (e.g. aluminium) which form refractory oxides 
need the hotter nitrous oxide-acetylene flame. A long 
thin flame is used as this improves sensitivity. Light 
from the lamp is focussed through the flame and then 
further focussed into the monochromator which isolates 
light of the appropriate wavelength. On exiting from the 
monochromator it falls onto a photomultiplier and is 
converted to an electrical signal.
The power supply to the lamp is modulated giving an 
A.C. signal while light emitted from the flame will 
produce a D.C. signal, this allows discrimination between 
light from lamp and light from the flame.
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Interferences
Because each element absorbs at only a few wavelengths 
and over a very narrow range, overlap - two elements 
absorbing at the same wavelength is not normally a problem 
for most analyses. Molecular absorption may cause some 
problems but can usually be overcome by operating a 
continuum source alternated with a line source. The two 
signals can be distinguished by appropriate electrical 
design and so isolating the absorbance due to the analyte 
atoms.
Certain chemical interferences are possible due to 
the presence of thermally stable compounds in the flame, 
e.g. silicate can suppress calcium, magnesium and iron 
absorbance but the addition of a releasing agent such as 
lanthanum to both standards and samples greatly improves 
absorbance by forming a more stable compound with silicate 
than the other elements.
In hot flames some elements may ionise and so reduce 
the absorbance of the atoms. This is not necessarily a 
problem if the same processes occur in the standards, but 
in a complex matrix other easily ionisable elements may 
shift the equilibria in the sample, increasing its 
absorbance while not doing so in the standard. In this 
study this particular effect may occur with aluminium in 
the hot nitrous oxide - acetylene flame. It is overcome 
by adding a large excess of an easily ionisable element 
such as potassium to both the sample and standard 
producing a large excess of electrons in the flame and so 
suppressing ionisation of the analyte atom:
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Flame Emission Spectroscopy ^ (FES)
When solutions containing heavy metals are aspirated 
into a flame, some of the atoms produced are thermally 
excited. & proportion of these atoms lose energy 
associated with the excited state by the emission of 
light. The intensity of light is dependent upon (albeit 
indirectly) the concentration of the metal present in the 
solution.
The techniques and requirements of FES are similar in 
many respects to AAS. Both may be performed on the same 
instrument but there are some differences. In AAS, 
transitions that originate from the ground state are the 
most significant whereas in emission many more lines are 
possible. Thus in order to separate an analyte line from 
lines of other elements a high resolution monochromator 
is necessary.
A simplified instrument known as a flame photometer 
may be used for a few elements - in particular some of the 
alkali and alkali earth metals. These few elements emit 
at wavelengths longer than most others and so can be 
atomised and excited in low temperature flames such as 
air/natural gas. As so few elements are involved a simple 
filter may be used instead of a monochromator and a 
photocell can take the place of a photomultiplier. The 
main elements that can be determined in this way are
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lithium, sodium, potassium, calcium and barium. In this 
study calcium was determined using flame photometry.
Anodic Stripping Voltammetry _^ (ASV)
This is a very sensitive technique for determining 
trace metals in water and because of its sensitivity 
widely used for natural waters particularly in speciation 
studies.(39,40)
The basis of ASV is to be found in polarography, the 
principle of which utilises the reduction of metal ions at 
a dropping mercury electrode. The current which flows is 
determined by the rate of diffusion of the dissolved metal 
ions which in turn is proportional to the metal ion 
concentration. Furthermore, the potential at which the 
metal ions are reduced is characteristic of the ion itself 
and not of its concentration making selective 
determinations possible.
The dropping mercury electrode is useful as its 
continuous renewal means that uncontaminated mercury is 
used throughout the analysis. Also hydrogen ions have a 
high overvoltage at mercury surfaces preventing their 
reduction and interference. Unfortunately the fluctuation 
of the current measurements as the mercury drop grows and 
eventually falls limits the sensitivity of this technique.
ASV overcomes this problem by using a stationary 
electrode e.g. a hanging mercury drop. The electrode is 
maintained at a negative potential while the ion of 
interest is reduced to the metal which forms an amalgam
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with the mercury. The amount of ion deposited in this way 
is still proportional to the concentration in the 
solution. The rate of deposition can be increased by 
stirring. With stirring stopped the potential is slowly 
increased. When the applied potential reaches the 
half-wave potential for the metal being determined the 
dissolved metal is oxidised back to its ion which diffuses 
back into the solution. This is the "stripping" stage,and 
results in a rapid change of current. The height of the 
current peak is proportional to the original ion 
concentration.
A problem of this method is that quite broad current 
peaks can occur due to the slowness of the diffusion of 
metal ions out of the drop of mercury. However, other 
electrodes e.g. graphite impregnated with wax or glassy 
carbon electrodes overcome this problem.
A further refinement of this method is to superimpose 
small pulses of potential on the linearly increasing 
potential during the stripping process. The current is 
measured before and at the end of each pulse. Electronic 
manipulation of the two signals can eliminate background 
noise and increase sensitivity even further. This 
technique is known as differential pulse stripping 
voltammetry - DPSV.
These techniques only determine the dissolved ionic 
species and not metal ions that are complexed. This is 
turned to advantage however in speciation studies where 
the determined metal ion concentration is termed 'ASV 
labile 1 .
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ANALYSIS OF DATA -^_ a_ literature survey
Analysis of large data sets such as were produced in 
this study, a 140 x 11 data matrix, is obviously an 
extremely difficult task. The process can be simplified 
by taking the means of elemental concentrations at each 
site but data reduction of this type is almost bound to 
result in loss of information.
In the last decade or so a branch of chemistry called 
chemometries has been established which is capable of 
dealing with such large data sets. Chemometries may be 
defined as the utilisation of mathematical and statistical 
methods for handling and interpreting chemical data. 
Several techniques, but two in particular, factor analysis 
and cluster analysis have been found to be useful in this 
respect. (41,42,43)
The use of factor analysis and cluster analysis in the 
elucidation of environmental data has been established by 
several workers (44,45,46,47) but these methods have not 
yet found widespread application in the environmental 
field.
Elemental analyses of environmental samples are 
however particularly amenable to factor analysis (42) for 
the following reason. The total amount of element i in 
sample k (x^) can be expressed as
n
x ik = / GIJ q jk
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where G£J is the relevant concentration of element i in 
source j, q-j^ is the amount of source j in sample k and 
the sum is taken over n significant sources of that 
element - i.e. each source behaves as a factor. The use of 
factor analysis and cluster analysis together provides a 
powerful tool for extracting information from large data 
sets.
One of the earliest uses of factor analysis was an 
attempt by Blifford and Meeker (48) to interpret the 
elemental composition data obtained on atmospheric samples 
by the National Air Sampling Network during 1957 - 61. 
They used a principal components analysis together with a 
Varimax and non-orthogonal rotation. Their attempt met 
with little success however possibly due to the fact that 
only 13 elements were determined and the sampling covered 
30 cities and hence there were too wide a variety of 
sources for meaningful interpretations to be made.
Dunn et al (45) used the pattern recognition methods 
SIMCA and KNN to classify polychlorinated biphenyls in 
environmental samples. The commercial names of these 
chemicals in the United States are Aroclor 1242, 1248, 
1254 and 1260. They each consist of a very complex 
mixture of around 125 isomers each, Aroclor being 
characterised by a chromatographic profile. While visual 
inspection of chromatographs may enable classification of 
the Aroclors, problems may be incurred in classifying an 
unknown source, or sources that may have been modified 
from use.
Dunn et al were able to classify the Aroclors and a
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sample of transformer oil of uncertain origin using the 
pattern recognition techniques stated above. They further 
suggested that it would be possible to use the results 
obtained to determine isomer specific variation that had 
occurred in a sample through modification by mixing with 
other Aroclors, differential partitioning in water or 
sediments, weathering, dilution, biomodification or any 
combination of these.
Jellum et al (49) were able to distinguish between 
normal brain tissue and tumour brain tissue using 
capillary gas chromatographic profiles.
Dunn et al (50) identified the - CHC1 group as opposed 
to a - CC12 group as being significantly involved in the 
mutagenicity of a halogenated hydrocarbon using a 
principal component model of pattern recognition.
Hopke et al (51) applied factor analysis to identify 
the sources of atmospheric aerosols in the Boston area and 
were able to identify 6 sources, soil, sea salt, oil-fired 
power plants, motor vehicles, refuse incineration and an 
unknown magnesium /selenium source. Hopke applied target 
transformation factor analysis to atmospheric samples 
collected in St. Louis USA (52). A component related to 
potassium was identified and found to have a significant 
impact on three samples. These were identified as having 
been collected at a site and time when a firework display 
had been in progress. Hopke emphasised the point that the 
analysis was able to identify a perturbation that 
affected only three samples. These were removed from the 
data set and the remaining data was reanalysed. Five
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factors were identified, sulphate, motor vehicles, paint 
pigment, refuse incinerators and the fifth factor as 
either coal flyash or soil, the similarity in their 
elemental profiles making distinction between them very 
difficult.
A number of other workers have also successfully 
applied factor analysis for the identification of sources 
of atmospheric pollution. (46,53,54)
Little work has been done on the application of 
multivariate analysis on aquatic systems. Hopke (47) 
applied such techniques to chemical and physical data of 
lake sediments. Concentrations of 15 elements were 
determined. Particle size distribution, organic matter, 
water depth above sample and grainsize distribution data 
obtained by other workers were included in the analysis. 
Hierarchical cluster analysis and factor analysis were 
used to interpret the data leading to the conclusion that 
five factors were required to describe the variation in 
the nature of the sediments and the processes acting on 
them. These were coarse-grained source material, glacial 
till source material, surface area per unit volume, active 
sedimentation and wave/current action. Furthermore, the 
analysis not only provided useful information about the 
lake sediments but indicated areas that required 
additional information before a more complete picture of 
the system could be developed.
Bobee et al (55) also used factor analysis and a 
hierarchical clustering on eight parameters describing 
water quality of the Yamaska river. They were able to
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compare the variability of these parameters. They 
examined the clustering of the sampling stations and were 
able to reduce the number of stations required to monitor 
water quality by a factor of four without appreciable loss 
of information.
Tada et al (56) used a cluster analysis according to 
Euclidian distance to classify Japanese rivers by heavy 
metals in their sediments. They measured the 
concentrations of copper, zinc, lead and cadmium extracted 
from the sediments of 94 Japanese rivers taken from both 
upper and lower reaches of each river. The distributions 
of the metals were compared with respect to the upper and 
lower reaches. A cluster analysis was performed to 
determine the degree of similarity between rivers based on 
heavy metals in the sediments of the lower reaches of the 
rivers. This enabled the authors to classify Japanese 
rivers into three groups. The first group had a high 
content of the four metals measured. The second group 
had metal concentrations lower or only slightly higher 
than the average of the upper reaches of all the rivers. 
The third group had very high metal concentrations.
A pollution index suggested by Nishida et al (57) was 
determined for the lower and upper reaches of the rivers 
and a value of this index was chosen as the critical value 
for pollution of the rivers. A comparison of this index 
for the lower reaches with the cluster analysis showed a 
high degree of correlation. This enabled the authors to 
classify the rivers as follows Group A - polluted with 
heavy metals, pollution index in the range 3-7, mainly
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rivers which flow through regional cities; Group B - non 
polluted, pollution index 0.1 - 2.5; Group C - heavily 
polluted, index in the range 4 - 27, containing rivers 
that flow through large cities or receive mine drainage.
Hoban (58) used factor analysis on data obtained about 
PAH (polyaromatic hydrocarbons) levels in sediments of the 
Severn Estuary. He concluded that only one factor 
controlled PAH levels in the estuary. He was able to 
identify this factor by TFA (target factor analysis). 
Using an iterative procedure in which a row (site) vector 
consisting of one value of unity and the remainder of 
zeros he predicted that the organic content of the 
sediment was the factor controlling the PAH levels. 
Application of TFA using the organic content of the 
sediments as the target confirmed this hypothesis. He 
also applied several pattern recognition techniques to 
the data and was able to obtain information regarding 
minor perturbations in the data which the factor analysis 
was unable to resolve.
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ANALYTICAL PROCEDURE
Heavy metal concentrations were obtained on Cynon river 
sediments using the following procedure:
1. Sample collection.
2. Drying and fractionation.
3. Digestion.
4. Measurement.
5. Determination of organic content of sediment.
The Cynon Valley
The Cynon River was chosen as the sampling area for 
several reasons:
It is a river typical of the urban and industrial 
development of the South Wales Valleys and would therefore 
be expected to show some signs of pollution from a number 
of sources e.g mining activity. It is conveniently close 
geographically and it was known that good sampling sites 
were available and accessible. Figs 6,7
The river flows through an essentially urban, light 
industrial area for most of its course. The Cynon Valley 
in common with the other South Wales valleys is a typical 
example of a ribbon development with urbanisation and 
industry following the valley floor along its length. The 
river rises in the millstone grit of the southern edge of 
the Brecon Beacons, passes through a limestone band near
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Figure 6. Geology of sampling area






Figure 7. Geography of sampling area
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Penderyn and a further band of millstone grit above 
Hirwaun and then through the lower and middle coal 
measures from Hirwaun to its confluence with the Taff at 
Abercynon.(59,60)
All the major sewage and industrial effluent of the 
valley is treated at the Cwm Farm water treatment works 
Pontypridd for discharge into the River Taff so the Cynon 
receives little of this type of effluent. However it is 
subject to all the other urban impacts such as storm water 
runoff, spoil tip seepage, old mineworkings and the 
atmospheric input associated with an urban/industrial 
area.
Sample Collection
Samples were collected from four sites on the River 
Cynon. A polythene scoop was used to obtain the sediment 
which was then transferred to a labelled polythene bag for 
transport back to the laboratory. Twenty five samples 
were collected at each of sites 1 and 2 whilst twelve 
samples were collected at both sites 3 and 4.
Site 1.
This was on open moorland about 0.5 kilometers from 
the source of the Cynon (grid ref SN 973106). The stream 
at this point is known as Nant Cadlan, it rises at about 
1325 ft (400 m) on the southern slopes of Cader Fawr 480m. 
The samples were collected over about 70 m. of the stream 
on the southern side of the minor road which crosses the
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stream. The rock in this area is essentially millstone
grit.
Site 2.
This site was at a sports centre near the confluence 
of the river Cynon and the river Taff, at grid reference 
ST 082955. The river is bounded by playing fields on the 
western bank and overgrown natural vegetation on the 
opposite bank. Two busy roads on either side of the river 
run parallel to and a few hundred metres from the river.
Site 3.
The junction of the Nant Aman Fach and the Cynon about 
two kilometres downstream of Aberdare at grid reference 
SO 020012 was the location for site 3. At this stage the 
Cynon has passed through a limestone area near Penderyn 
at which there is a quarry, the urban and light industrial 
area of Hirwaun and the town of Aberdare. Along its 
course it will have passed the sites of several old 
mineworking and spoil tips. The Nant Aman Fach rises on 
the ridge dividing the Rhondda Fach and Cynon valleys, 
flowing through the village of Cwmaman (old mineworkings 
and spoil tips) before joining the Cynon at the site of a 
new light industrial estate.
Site 4.
Below a footbridge approximately one kilometre above 
the village of Mountain Ash, grid reference ST 037997, 
site four was adjacent to some playing fields which are 
bounded by two busy main roads, one on either side of the
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river. About one kilometre further upstream the river 
flows through the Phurnacite works, a large plant operated 
by the National Coal Board for the production of smokeless 
fuel from coal. The main effluent from this plant is 
treated by a bio-oxidation process, after settling in a 
lagoon, before discharge into the Cynon. Also the plant 
uses large quantities of coal dust and involves partial 
distillation of the coal with resultant atmospheric 
problems so it is likely that it may have a significant 
impact on the river.
Drying and Fractionation Procedure
All the glassware used at this and subsequent stages was 
cleaned using the following protocol:
1. wash in detergent
2. several rinses in tap water
3. soak in Decon 90
4. rinse in deionised water
5. soak in 10% nitric acid
6. rinse in deionised water
On arrival at the laboratory each sample was 
transferred from its polythene bag into a beaker. All the 
samples were dried in an oven at 105°C for 24 hours.
The dried samples were separated into fractions by 
dry sieving through a stack of stainless steel sieves 
placed on a sieve shaker for 10 minutes each. The sieve 
mesh sizes were 2 mm; 0.5 mm; 0.25 mm; 0.106 mm and 0.075
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mm. Only the material that passed the 0.075 mm sieve was 
used for the heavy metal determinations as this should 
contain the major burden of heavy metals. (10,61,62)
Digestion
For total elemental analysis the sediments would 
normally be dissolved in a suitable acid mixture such as 
hydrofluoric/perchloric acid . The hydrofluoric acid is 
necessary to dissolve the silicates present but the 
apparatus used must therefore be of an inert material such 
as platinum or Teflon. For heavy metal analysis an acid 
mixture such as nitric/perchloric can be used but requires 
quite a long digestion period, typically 24 hours. A more 
rapid method which uses a hydrochloric acid hydrogen 
peroxide mixture (63) was considered in comparison with a 
nitric acid perchloric acid digestion.
Two factors were investigated :- l)the correlation 
with the nitric acid perchloric acid method and 2) the 
minimum mass of sample needed to obtain a satisfactory 
determination.
Four samples of the < 0.075 mm material were digested 
using both the hydrochloric acid hydrogen peroxide and 
nitric acid perchloric acid methods. For the digestion 
using hydrochloric acid and hydrogen peroxide masses of 
each sample from 0.2 g to 1.0 g were placed in boiling 
tubes together with 5 cm^ of analar concentrated 
hydrochloric acid and 1 cm^ of analar 30 % w/v hydrogen
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peroxide. After the initial reaction had subsided the 
tubes in a metal rack were placed on a hot plate for 2 
hours and maintained at temperature close to 100°C.
For the alternative digestion method 3 cm 3 of analar 
concentrated nitric acid and 2 cm3 of analar concentrated 
perchloric acid were added to 1 g of each sample in 
boiling tubes. These were also heated on a hot plate in a 
metal rack at about 90°C for 24 hours.
After the appropriate digestion time all the samples 
were filtered through Whatman No 44 filter paper into a 
25 cm3 graduated flask. The tubes were rinsed with 
deionised water and then the filter papers and contents 
were also rinsed with deionised water.
Zinc, copper, nickel,chromium, lead and cadmium were 
determined for these samples. The results are shown in 
Appendix A.
It was concluded from these results that the more 
rapid hydrochloric acid/hydrogen peroxide method compared 
favourably with the much slower nitric acid/perchloric 
acid method and so this method of digestion was adopted 
for all further work.
Using the hydrochloric acid/hydrogen peroxide method, 
in the range 0.21 - 1.0 g, there appeared to be no optimal 
sample mass. Therefore a mass of 0.25 g was selected for 
all the digestions as it was economical on sample and 
simplified the calculation of metal concentration per 
gramme of solid.
0.25 g of each sample was digested using the method
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described above. Each digestion was performed in 
duplicate. Each 25 cm3 graduated flask receiving the 
filtrate after digestion contained 1 cm3 of analar 
lanthanum chloride (670 g dm~3 LaCl3.7H2O) solution, 1 cm3 
of analar potassium chloride (96 g dm" 3 KCl) and 1 cm3 
analar nitric acid. The lanthanum chloride was added as a 
releasing agent for calcium and magnesium determinations. 
The potassium chloride was added to eliminate ionisation 
interferences in the hot nitrous oxide - acetylene flame 
in the determination of aluminium. The acid was added to 
prevent hydrolysis of the samples during storage.
Blank determinations were carried out at the same time 
as sample determinations following exactly the same 
procedure as for the samples.
The solutions were transferred to dry polythene 
bottles which had undergone the same washing treatment as 
the glassware.
Measurement
Calcium was determined using a Corning flame 
photometer. All other metals were determined using a 
Varian atomic absorption spectrophotometer with an air - 
acetylene flame except aluminium, for which a nitrous 
oxide - acetylene flame was used. The instrument 
parameters for the metal determinations are listed in 
Appendix B.
In some cases the concentration of metal fell outside
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the working range of the AAS instrument at the wavelength 
being used. In such cases the samples were diluted by a 
factor of ten together with the blanks. The lanthanum, 
potassium and acid concentrations were also adjusted 
accordingly.
The results obtained from the AAS gave metal 
concentrations in pg cm~3 of solution. After adjustment 
for the reagent blanks the concentration of the metal per 
gramme of dry sediment was obtained using the following 
formula:
concentration of metal M = cone, in digested soln. _x 25 
( ug g~l ) mass of sediment used.
The results are listed in Appendix C.
Organic Content
The organic content was estimated by loss on ignition. 
Samples were placed into porcelain crucibles which had 
been washed, dried and heated in a muffle furnace at 550°C 
for 2 hours. Crucible and samples were dried at 100°C for 
one hour, then weighed before being placed in the furnace 
at 550°C for one hour. The difference in mass on cooling 
(loss on ignition) was used as an estimate of organic 
matter content (64). The results are listed in Appendix D.
page 40
ANALYSIS OF DATA - Theory
Data obtained from aquatic and other environmental 
systems is notoriously difficult to interpret due to its 
complexity. It often consists of the measurement of a 
large number of variables for many individual samples thus 
producing a large data matrix which traditional techniques 
handle with difficulty. In the last decade or so, a 
methodology has evolved, by which meaningful analyses of 
the data can be made. This is a discipline known as 
chemome tries.
Chemometrics may be defined as the utilisation of 
mathematical and statistical methods for handling and 
interpreting chemical data. The methods used are 
essentially those of multivariate analysis, which have in 
fact long been used in other studies involving large data 
sets such as the social sciences. It is only 
comparatively recently that their usefulness in 
interpreting chemical data has been recognised.
The techniques available fall broadly into two groups: 
1)PATTERN RECOGNITION 2)FACTOR ANALYSIS
1) PATTERN RECOGNITION
Pattern recognition techniques are usually subdivided 
into two groups a) unsupervised analysis and b) supervised 
analysis, 
a) unsupervised analysis.
With large data sets, any inherent structure or
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regularity is most unlikely to be recognised using normal 
statistical methods. Unsupervised analysis attempts to 
discover if any systematic structure exists within the 
data. Searching for regularity within the samples (which 
have been characterised by measurement of a number of 
variables) is usually known as CLUSTER ANALYSIS.
b) supervised analysis
These techniques may be applied in situations where 
the data set is known to be composed of specified groups 
or categories. The analysis attempts to produce a 
classification rule that will identify members of known 
categories. The data used to generate the classification 
of these groups is called the TRAINING SET. Data used to 
test the validity of the classification is called the 
EVALUATION SET and data for which the classification is 
unknown but is to be determined using the training set is 
called the TEST SET.
2) FACTOR ANALYSIS
In this study the data matrix obtained contains 
several rows. These are the measurements of the 
concentrations of a number of heavy metals for each sample 
collected from one site. These columns of the data matrix 
contain the measurements of the concentration of a 
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Each data point is represented by the symbol dj^ this 
being the data point associated with the ith sample and 
the k th metal. Factor analysis views the data point di^ 
as a linear sum of the metal concentrations from several 
sources (factors) each factor being weighted differently. 




m i2 1 2k +      m in1 nk
where m^j is the metal concentration in source j and Ij^ 
is the relative loading of source j. The number of terms, 
n, in the above expression is the number of factors or 
sources that contribute to the metal concentration in each
sample.
The goal of factor analysis is to identify the number 
of factors n, and if possible to identify each factor - in 
this study the source of the heavy metals.
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The data matrix [D] can be thought of as the product 
of two matrices [R] and [C] where
m
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[D] = [R] [C]
Decomposition of the matrix in this way is a purely 
mathematical device. The row matrix [R] and the column 
matrix [C] have no physical meaning and are therefore 
called abstract matrices.
While the matrices themselves have no physical meaning 
the number of factors have a real significance.
The procedure by which the abstract matrices are 
extracted involves a technique called eigenanalysis. 
This produces a set of eigenvectors and an associated set 
of eigenvalues. Each eigenvector represents a factor
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while the associated eigenvalues are a measure of the 
importance of each factor. if there were no experimental 
error the number of eigenvectors would correspond exactly 
to the number of controlling factors, but because of the 
inevitability of experimental error the resultant 
eigenanalysis always produces the same number of 
eigenvectors as there are rows in the data matrix. The 
eigenvectors are ranked in order of ability to account 
for variation in the data and are calculated to give the 
solution to the equation
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The first factor accounts for the highest proportion 
of the variation in the data matrix and is represented by 
the first row in the abstract column matrix. The last row 
represents the least important being associated with the 
smallest eigenvalue.
These factors can be divided into two sets, one 
consisting of n factors which account for real measurable 
differences in data while the second set c - n (where c is
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the total number of factors, equal to the number of rows 
in the abstract column matrix) is associated with the 
experimental error. if the error in the data is known a 
number of methods exist to determine the number of 
factors. If the error is not known, there are other 
techniques for extracting the factor size. The raw data 
matrix is the sum of two matrices, the pure data matrix 
[D ] (a matrix consisting of data points which are free of 
experimental error) and an error matrix [E].
[D] = [D*] + [E]
Factor analysis of the error matrix can produce a 
number of error functions which can be utilised in an 
empirical manner to determine the factor space.
Find
This is an empirical function that becomes negative 






Normally the IE reaches a minimum at the number of 
factors responsible for the data, increasing or remaining 
constant as the increasing number of factors account for 
more and more of the error in the data matrix.
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Indicator Function
IND R E where R E =
(c - n)2 j=n+l 
r(c-n)
1/2
As for the IE , the IND reaches a minimum when the 
correct number of factors is used. This is an empirical 
function and described by Malinowski as more sensitive 
than IE.(42)
Factor Loading
Successive eigenvectors involve increasing random 
error and so the mean of the loadings should be close to 
zero for error eigenvectors.
Transforma tion
Having determined the number of factors further stages 
are necessary to obtain an insight into the nature of the 
factors. Transformation is the next stage and involves 
converting the abstract factors into real factors by 
utilising a transformation matrix [T], The process can be 
described mathematically as
= {m a bs ! tc] abs|
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To perform this transformation two approaches are possible
a) target transformation - tests potential factors one at 
a t ime
b) rotation - transforms abstract matrices into other 
abstract matrices which may be more amenable to 
interpretation. This approach has been widely used in the 
behavioural sciences for many years (65).
Transformation by target testing can identify real 
factors provided that appropriate data on the suspected 
sample is available. The testing can use either row or 
column designees and can be summarised for a row matrix as
[R] T = Rpredicted
The [R] is the row matrix from the principal component 
analysis based on n factors. The vector T is obtained 
from a least squares process involving the target and the 
principal component analysis solution. A comparison of 
the test vector with the predicted vector R determines 
whether the test vector is a real factor or not. If the 
test vector is reasonably similar to the predicted vector 
^predicted' then Rtest can ke adjudged a real factor, if 
sufficiently dissimilar the test vector can be rejected as 
a real factor.
Another type of target testing utilises a target 
vector consisting of unity and zeros. This target vector 
undergoes an iterative process to produce a predicted 
vector which may be compared with real test vectors.
Hopke (52) suggested that this may provide a means to 
develop elemental profiles for sources were no previous 
measurements have been made. He developed such profiles
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in resolving data taken in the Regional Air Pollution 
Study, St. Louis Mo. Hoban (58) also used this procedure 




The means and the range of values for each metal were 
determined for each site. (Table III). At site 1 the Cd, 
Cr, Pb, Mn and Zn concentrations were significantly higher 
than at any of the other three sites. This site is on 
open moorland, near the source of the river and before it 
has received drainage from any industrial or domestic 
source and is therefore free from any obvious pollution. 
The high means for these metals at this site is therefore 
rather surprising.
Site 3 is the next site about 12 km downstream from 
site 1, it has a much higher Ca level than that for site 1 
while the values for Cd, Cr, Pb, Mg, Mn, Ni and Zn are all 
considerably lower. A further 3km downstream was site 4. 
The concentrations of heavy metals found here were very 
similar to those found at site 3. Except for Mn which 
showed a very slight increase between sites 3 and 4, all 
values were slightly lower.
The last site was a further 7 km downriver, site 2, 
about 250 m above the confluence of the Cynon and the 
Taff. The levels of Al, Ca, Mn, and Zn were all lower 
than at the previous site whilst Cu, Pb and Ni showed 
slightly higher levels. Mg levels at this site were larger 
than at any other sample site on the river, the minimum 
concentration at site 2 (1800 jag g" 1 ) exceeding the 
maximum value for all the other sites by some 340 jag g" 1 





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Trends in metal concentrations downstream
Figures 8-11 show the variation of the mean 
concentrations of the heavy metals on moving downstrean. 
Each figure contains all the heavy metal concentrations 
that are of the same order of magnitude.
Cd, Cr f Pb, Mn, Ni , Zn.
All of these metals show a similar trend in that they 
all have a high concentration at site l.The concentrations 
decrease downstream although there is a slight rise 
towards the mouth of the river at site 2 for most of them.
Cu.
This metal shows an overall increase in concentration 
on moving downstream. There is a slight drop from site 3 
to site 4 but nevertheless the trend is for an increase in 
concentration.
Al, Ca.
These metals behave similarly in that there is an 
increase from site 1 to site 3 and then a steady decline 
down stream.
Mg
This metal shows a most unusual trend compared to the 
others in that its concentration decreases over the first 
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The Fe concentrations were of the same order at all 
the sites, about 40 000 jug g~l.
It is difficult to make definitive statements about 
the degree of anthropogenic pollution of a river without a 
very extensive survey of the background levels of heavy 
metals in the catchment area and indeed, a more extensive 
survey of sites within the river, than was possible in 
this study. Furthermore comparisons with surveys of other 
river systems can only be of a very generalised form due 
to such factors as differences in the geology of the 
systems and in the methods of determining heavy metals in 
sediments.
However Table IV compares the mean values taken over 
all samples at all sites for some of the heavy metal 
concentrations in the Cynon with those determined for 
other systems.
Tada et al (56) surveyed sediments of 92 Japanese 
rivers , the concentrations of Cu, Zn, Pb and Cd were 
determined by extracting the sediment with 0.5M 
hydrochloric acid for 24 hours. It might be expected 
therefore that given a particular sample sediment the 
heavy metal levels may be lower than for the hydrochloric 
acid / peroxide digestion used in this study. Two values 
are shown in the table, those for the upper reaches 
(uncontaminated by waste water etc.) and those for the 
































































































































The mean values for the Cynon are considerably higher 
than those quoted by Tada et al. As stated above some of 
this difference may be attributed to the difference in the 
method of determination of the metals. However the 
differences are so large that it is reasonable to conclude 
that the Cynon contains considerably higher concentrations 
of Cu, Zn, Pb and Cd than the mean value of the 92 
Japanese rivers.
Lyons et al (66) analysed 25% HC1 leachable Fe, Mn, 
Cu, Pb and Zn from the sediments of two lakes in 
Antarctica. The figures quoted in Table IV are for Shea 
Sisters Lake, a 'freshwater 1 lake. Once again the Cynon 
values are considerably higher although as before some of 
the difference may be attributed to the methods used. The 
values for this lake, presumably as unaffected by 
anthropogenic sources as is possible, are generally higher 
than those for the Japanese rivers. In the case of Cu the 
values for the Lake and the Cynon are very similar 
although for the other methods they are between 2 and 10 
times higher.
Aston et al (6,67) investigated the sediments of four 
Cornish rivers. One of these, the Fowey was chosen by the 
authors to provide a baseline for their study as it is 
free of mineralisation due to mining activities and flows 
through open moorland or agricultural land. The geology 
and soil type of the Fowey catchment area is not 
dissimilar to that of the upper reaches of the Cynon. The 
other three all flow through mining areas where extensive 
mineralisation has occured. The values for one of these,
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the Carnon, is also shown in Table IV as it had the 
highest values of the three. Aston et al used a nitric / 
perchloric acid digestion to determine the metal 
concentrations and it would therefore be expected to 
produce similar results on similar sediments as the 
hydrochloric acid / hydrogen peroxide digestion used in 
this study.
The Cd, Mn and Zn concentrations were all higher in 
the Cynon than in the Fowey by a factor of between 3 and 7 
while Cu, Fe and Pb values were of the same order.
Comparing the Cynon with the Carnon, Cd and Mn were 
still higher in the Cynon while Fe and Zn were of the same 
order. However, Cu and Pb were considerably higher in the 
Carnon.
From this evidence it would seem reasonable to 
conclude that the heavy metal concentrations in the Cynon 
are higher than in sediments from both unpolluted and 
polluted sources. Considering the industrial past of the 
Cynon, its passage through a mining valley, the presence 
of spoil heaps in its catchment area, a working 
limestone quarry in its upper reaches and extensive 
urbanisation it does not seem as heavily polluted as 
perhaps might be expected. The values at site 1 are 
particularly relevant to this conclusion. The site is on 
open moorland away from the influence of both agricultural 
and domestic sources of pollution. No gross effect ( such 
as individual items of rubbish) could be found on a visual 
inspection above the sampling site. The only possible 
source of imput in addition to the natural geology is a
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minor road which crosses the stream. The road is however 
little used and could not reasonably be expected to have 
anything but a very minor impact. Despite this site 1 
provided the highest mean values for Cd, Cr, Pb, Mn, Ni 
and Zn. It also provided the highest values for an 
individual sample for Al and Fe as well as for the metals 
above.
On the evidence available it would seem that the 
values at site 1 are due to the inherent geology of the 
immediate vicinity. The lower values downstream are 
possibly due to dilution by sediments containing lower 
concentrations of these metals. The increase in Ca values 
between sites 1 and 3 suggest an additional input which 
could be accounted for by the limestone area and quarry at 
Penderyn. The increasing Cu concentrations downstream may 
be accounted for by a steady input along the length of the 
river while the dramatic increase in Mg concentration at 
the lowest site suggests an individual source.
The mean organic concentration at each site increases 
steadily downstream as shown in Fig 12.
Figure 12. Mean organic content(%) at each site as 
determined by ignition loss.
Site 1 Site 2 Site 3 Si^te 4
9 .00 12-83 18.25 31.82
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This is probably due to an increase in the amount of coal 
based material in the river sediment. This postulate is 
supported by the observation that the sediment collected 
from the lower two sites were darker in colour than from 
the upper two. Indeed many of the samples collected at 
the lower site were black. This coal based material may 
have been deposited some time ago when colliery washings 
were discharged into the river. An alternative and more 
likely possibility is that a small but steady seepage of 
fine material finds its way to the river from the 
Phurnacite plant. In fact large quantities of the fine 
coal dust used at the plant is stored not very far from 
the river. This could account for the quite dramatic 
increase in organic content of the sediment of the two 
sites downstream of the plant.
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ANALYSIS OF EXPERIMENTAL DATA
The data was investigated using Factor Analysis and by 
Pattern recognition Techniques.
Factor Analysis
The analysis was performed using the computer program 
'TARGET 1 by E.R. Malinowski on an Apple lie microcomputer. 
The aim of the factor analysis was to determine the number 
of factors contributing to the heavy metal load in the 
sediments at each site and if possible to identify a 
source profile for each factor.
The first stage in this process was to obtain the 
eigenvalue analysis (EVA) at each site. A uniqueness test 
was then performed to identify any samples that are 
'outliers' and so may have an undue influence on the 
factor analysis. These can be identified by low values of 
the 'SPOIL 1 function. Any offending samples were removed 
from the data matrix and the eigenvalue analysis was then 
repeated. The number of factors contributing to the heavy 
metal concentration at each site was determined.
An attempt was then made to generate the profile of 
each factor at each site by providing a target vector 
consisting of unity and zeros. Twelve of these targets 
were generated, the first being unity and eleven zeros, 
the second a zero, unity and ten zeros, the third two 
zeros, unity and nine zeros etc. The target factor 
analysis provides a predicted vector from each of these
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target vectors which was then used as the new target 
vector. This iterative process was repeated until no 
significant difference occurred between the target and 
predicted vectors. These vectors should represent the 
ratios of heavy metals in the profile of each factor (52).
Site 1.
Table V shows the results of the eigenvalue analysis. 
Eight rows of the data matrix had already been removed due 
to incomplete data. The data was column normalised before 
the analysis because of the different orders of magnitude 
in the data. The uniqueness test Table VI showed that 
rows 15 and 16 had low SPOIL values but it was felt that 
these were not low enough to justify removal from the data 
ma tr ix.
The FIND fuction indicated 2 factors, the IND fuction 
showed a minimum at 3 factors while the IE was 
inconclusive. Table VII shows the cumulative percentages 
of the eigenvalues of the first five eigenvectors at each 
site. This shows that 5 factors are needed to account for 
99% of the variation in the data at site 1 although only 2 
factors are required to account for about 95%.
When using the target factor analysis (TFA) program, 
if one factor was specified all the initial target vectors 
iterated to the same predicted target vector. If two 
factors were specified then the initial twelve target 
vectors on iteration produced five distinct target 
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Table VII. Cumulative percentage contribution of 
eigenvalues for each eigenvector.
EIGENVECTOR SITE 1 SITE 3 SITE 4 SITE 2
1 89.4 95.1 90.2 97.6
2 94.8 98.4 95.4 98.5
3 96.9 99.0 97.6 99.1
4 98.3 99.5 98.5 99.4
5 99.0 99.7 99.2 99.6
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failed to become positive after over 20 iterations. The 
predicted target from the 1 factor solution when used as 
the target in a two factor analysis did not change on 
running TFA. It seems therefore that despite not being 
produced by the two factor analysis, the one factor 
solution is an acceptable target vector in a 2 factor 
solution. All four of the predicted 2 factor vectors 
produced the same vector when iterated in a 1 factor TFA.
Faced with contradictory evidence from the eigenvalue 
analysis it is not easy to state with any degree of 
certainty the number of factors determining the data set 
at site 1. However, TFA was run with 1 factor specified 
to obtain the reproduced data matrix. The error in 
reproduction is shown in Table VIII. TFA was then run 
specifying 2 factors using varying combinations of the 
targets produced above. All combinations produced the 
same error in reproduction (Table VIII) but with different 
factor loadings. Specifying 3 factors improved the 
overall R.M.S. error in reproduction but inspection of the 
error in reproduced data columns showed that the 
improvement in overall reproduction took place by 
producing a small percentage improvment in some columns to 
the considerable detriment of other columns (Table VIII).
This would seem to suggest that 2 factors describe the 
data most satisfactorily although the eigenvalue analysis 
shows that there is only one major factor in operation. A 
second factor is probably present but its contribution is 
of a similar order to that of the error in the data and 
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It is reasonable to postulate the predicted vector of 
the one factor solution as the profile for the major 
factor at site 1 and that this may match the immediate 
local geology. A search of the chemical and geological 
literature has however failed to find a chemical profile 
of millstone grit which could be compared to this target, 
or which could itself be used as a target. This appears 
to be due to millstone grit rarely producing any important 
mineralisation and hence its chemical composition appears 
to be of little interest to geologists.
Site 3.
The initial EVA results are shown in Table IX. The 
FIND, IND and other functions suggest that 4 factors 
adequately determine the factor space. After performing 
uniqueness tests 3 rows were removed from the data matrix 
and EVA repeated once again (Table X). The number of 
factors as indicated by the eigenvalues and the IND 
function now reduced to 2. The uniqueness test shows a 
low SPOIL for column 3 (Table XI) and removal of this 
column was considered. In order to maintain comparisons 
with the other sites however it was decided to leave this 
column in the data matrix. The cumulative percentage 
contribution of the eigenvalues is shown in Table VII. It 
can be seen that for this site 1 factor describes 95% of 
the variation with 2 factors describing 98.3%.
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for site 1 produced a similar pattern of predicted vectors 
i.e. a single predicted vector from all targets if I 
factor was specified in the TFA while 5 predicted vectors 
were produced if 2 factors were specified.
Site 3 would seem to have 2 factors contributing to 
it, a major one and a second factor, which, as for site 1 
the TFA program seems unable to resolve, probably due to 
error in analytical data.
Site 4.
Two rows of the original data matrix were removed due 
to incomplete data on those samples. The eigenvalue 
analysis and results of the uniqueness test are shown in 
Tables XII and XIII. There being no outstandingly low 
values no further data was removed from the matrix.
The cumulative percentage contribution of each factor 
is shown in Table VII. Once again, there is obviously 1 
major factor operating, together with 1 or more other 
factors. The TFA, as for the previous 2 sites produced 1 
vector for a 1 factor solution but 6 vectors for a 2 
factor solution. The major factor describes some 90% of 
the data, the second factor an additional 5%.
Site 2.
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highlighted two rows of the data matrix with particularly 
low SPOIL values. These were removed from the matrix and 
eigenvalue analysis and uniqueness test was repeated. This 
disclosed a further two rows which were removed and the 
analysis repeated. The results are shown in Tables XIV and 
XV. These are significantly different from the results so 
far obtained in that the uniqueness test results are all 
high and show a remarkable consistency not observed for 
any of the other sites.
All the indicators of the eigenvalue analysis pointed 
to 1 factor only. The cumulative percentages of the 
eigenvalues (Table VII) show that 97.6% of the variation 
can be accounted for by 1 factor. The target vectors of 
unities and zeros rapidly converged to the same predicted 
vector. This predicted vector along with the other three 
produced for the other sites is shown in Table XVI.
From these results it is clear that there is one major 
factor controlling the heavy metal concentration at each 
site. For sites 1,3 and 4 a second factor may also be 
detected. A second factor appears to be making a 
significant contribution at site 1 (5.4%) and similarly at 
site 4 (5.2%), but is less important at site 3 (3.3%). All 
the indicators show that the profile at site 2 is governed 
overwhelmingly by 1 factor.
The predicted vectors obtained by applying a 1 factor 
solution in the target vector analysis (Table XVI) must 
be prime candidates as profiles for the major factor 














































































































































































































































































































































































































































































































































































































































































































































Predicted target vectors produced by TFA for each site,

























































sites 3 and 4 appeared similar. They were therefore 
plotted against each other, Fig 13. It can be seen that 
the points lie very close to a straight line indicating 
the similarity in the profiles, (correlation coefficient 
r = 0.997)
Following this observation correlations between the 
other sites were checked for. This revealed a good 
correlation between the site 2 and site 3 profiles (r = 
0.97}.
The major factor at site 1 is most likely to be the 
inherent geology of the site with the minor factors due to 
additional sources. The similar profiles generated for 
sites 2, 3 and 4 suggest a common source.
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The purpose of the techniques available in pattern 
recognition is to determine whether any patterns exist in 
the data and if possible to extract information about 
those patterns. For example, it would be of interest to 
discover whether samples from a particular site can be 
distinguished from those taken from other sites in the 
river. The techniques used in this study were all 
contained in a computer package - ARTHUR (68). The methods 
used fall into two classes, supervised and unsupervised 
learning methods.
Supervised learning methods use data which is 
categorised. Models are then formed which attempt to 
distinguish between the categories (in this study, the 
individual sites). Unsupervised learning methods do not 
require foreknowledge of any categories and it is then the 
responsibility of the observer to determine whether the 
patterns revealed by these methods coincide with any 
preconceived categories.
Hierarchical Cluster Analysis
This is one particular example of a range of 
unsupervised learning methods collectively called cluster
analysis.
Each data point (sample) is described by a number of 
measurements (features) which in this case are the heavy 
metal concentrations. The data points can be plotted as n 
variables in n dimensional space. This is difficult to
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visualise but is only a mathematical extension of plotting 
3 variables in 3 dimensional space. The points which lie 
closest together in this n-dimensional space are said to 
be similar.
In hierarchical clustering the euclidean distances are 
first calculated to provide the distance matrix. The 
euclidian distance may be described as the shortest 
distance between two points. If the points were plotted in 
two dimensions the distance may be calculated as the 
length of the hypotenuse of a right angle triangle for 
which the points form its apices. This may be extended to 




The two closest points are merged to form a new point so 
reducing the number of data points by one. A new distance 
matrix is calculated and the process repeated. To prevent 
the eventual compression of the data to just one point a 
distance is specified above which two points are not 
merged. This will result in clusters of similar samples 
(close points). There are several ways of merging elements 
to form new clusters. In ARTHUR the complete linkage 
method was used in which the distance between two clusters 
is considered to be equal to the largest distance between 
two individual elements, one of each cluster.The results 
are plotted as a dendogram. Fig. 14.
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The data can be seen to be divided into 6 major 
clusters:
A This contains 4 samples from site 1 which from thei
r
similarity measure can be seen to be very different fro
m
all the other samples. The 4 samples involved are in fac
t
identified as 'outliers' by most of the other patter
n
recognition techniques.
B contains 16 samples from site 1 which are in a slightl
y
different cluster to
C which contains the remaining site 1 samples.
D This cluster contains all but two of the site 
2
samples.
E This cluster contains all except 4 of the site 
3
samples, plus 2 site 4 samples.
F This remaining group contains all except 4 of the sit
e
4 samples plus 4 of the site 3 samples.
Z The samples contained in this section of the dendogra
m
are in fact two separate, small clusters. One contains 
2
site 2 samples that were not encompassed by cluster D an
d
2 site 4 samples that are somewhat different from cluste
r
F. These samples were identified as 'outliers' for thei
r
sites by the other pattern recognition techniques.
It can be seen that this technique of pattern 
recognition is capable of dividing the data into it
s 
correct categories albeit not perfectly, (viz. the site 
3 
samples that appeared in cluster E). It is capable o
f 
identifying 'outliers' in the data i.e. samples that fo
r 





Visualising n dimensional plots (when n>3) is a 
difficult if not impossible concept. The human brain is 
however very adept at recognising patterns in one, two or 
three dimensions. Principal component plots are an 
attempt to represent n dimensional data in two dimensions 
thereby simplifying the problem in pattern recognition. 
This reduction in dimensionality is achieved by finding an 
axis in the n dimensional space that accounts for the 
largest variation in the data. A second axis which 
accounts for the greatest variation in a direction 
orthogonal to the first is then computed. A projection of 
the data on to this plane then produces a two dimensional 
plot. Any reduction in dimensionality results in loss of 
information and so the plot will be less than perfect. 
Obviously third, fourth, .... nth axes can be found, so 
reducing loss of information. However since the principal 
components are ordered according to importance, provided 
that the number of components used contain a large 
proportion (around 90 %) of the variation then there will 
not be too great a loss in information.
The principal components are linear combinations of 
the original variables. The order of importance of the 
principal components is determined by the eigenvalues of 
the eigenvectors extracted from the covariance matrix.
Mathematically, the data matrix X may be viewed as a 
set of variables represented by vectors of measurements.
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these vectors are transformed so that the objects 
(samples) are represented by a new set of variables, each 
a linear combination of the original variables.
FT •U — 1 • '- 1-, X'
where ,a n j) and X 1 =
The principal components (U s), must be uncorrelated hence 
the matrix equation
C L 1 = L'A
where C is the covariance matrix
-»• 
L is the matrix of column vectors lj
and A a diagonal matrix with diagonal elements Xi..>n
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the 1 s are the eigenvectors with elements a 
and the Xs are the eigenvalues.
The covariance matrix is obtained by multiplying the 
m x n data matrix X( mxn ) by its transpose X 1 ( nxm ) and 
subtracting the mean of each variable to obtain an 
n x n matrix. Dividing the elements by the number of 
objects minus 1 gives the covariance matrix C.
Fig.15 shows the plot for principal 
component 1 v principal component 2. Similarly Fig.16 
shows principal component 3 v principal component 4. 
These plots demonstrate once again that the samples can be 
classified according to their sites. The results are 
similar to the hierarchical clustering, in that site 1 is 
shown to contain more than one subset, site 2 shows a 
fairly compact group. The plot as with hierarchical 
clustering does not resolve sites 3 and 4 quite as 
successfully as it does sites 1 and 2. It is also 
interesting to note that principal component 1 is constant 
for sites 3 and 4 and the resolution of these sites (such 
as it is ) depends solely on principal component 2. This 
fact supports the factor analysis which indicated that the 
major factor at sites 3 and 4 were essentially the same 
profile. A further interesting observation is that the 
plot for components 3 v 4 produce a wider separation than 
that for component 1 v 2.
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This is another method of representing an n 
dimensional space in 2 dimensions. As with the principal 
component plots this is bound to result in some error and 
loss of information. Nevertheless, it can still provide a 
useful means of detecting patterns in the data. The basis 
of non-linear mapping is that the 2 dimensional 
representation of the data points should reflect as 
accurately as possible the relationship between the points 
in n-dimensional space i.e. the distance between points in 
the 2 dimensional space should equal the distance between 
points in the n-dimensional space. This is not possible 
without introducing error, so an optimum representation is 
produced by minimising the error between distances in the 
2 dimensional space compared to the n-dimensional space. 
This is achieved by an iterative process.
The method was first used in analytical chemistry by 
Kowalski and Bender (69). The original method proposed by 
Sammon (70) was modified by Kowalski and Bender (71) for 
ARTHUR.
The results are shown in Fig.17. The method has once 
again successfully distinguished the four sites. It has 
also detected 'outliers'.
Comparing the results of the non-linear mapping with 
hierarchical clustering reveals several similarities. The 
outliers in the non-linear mapping (41,42,46,47 site 1; 
84,85 site 2; 85,86,87 site 4) reflect the clusters found 
in the hierarchical clustering. Group A found the
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Figure 17. Non linear mapping.
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outliers of site 1, Group Z contained the site 2 outliers 
and two (86,87) of the site 4 outliers. The third site 4 
outlier (85) was placed in the small cluster of site 3 
samples found in group F of the hierarchical clustering. 
The resolution of sites three and four by this technique 
shows a significant improvement over the other methods.
Feature _^ feature plots.
In this study the features are the heavy metal 
concentrations. The features are weighted on the basis of 
their individual value in describing the data matrix. 
Several methods of weighting the data are available. 
Examples of those in common use are variance and Fisher 
weights. Variance weighting assumes that features with 
the greatest variance are more important to classification 
than those with a small variance. A weight is calculated 
for each feature which is the ratio of "interclass 
variability" to "intraclass variability".
Fisher weights are calculate differently, the Fisher 
ratio given by the equation
(m^i - m^2) 2 m = mean 
p = —————————— v = variance
v il + V i2 for feature i classes 1,2
In this study Fisher weights were used. The features to 
be plotted were selected using the ARTHUR SELECT routine. 
This selects the feature with the highest weighting and
page 95
decorrelates the remaining features. These are reweighted 
and the feature with the new highest weight is selected. 
This process continues until a specified number of 
features is chosen or a specified minimum weight attained.
Figs. 18,19 show the plots of Mg v Zn and Mg v Fe 
respectively. It can be seen that sites 1 and 2 are 
separated quite successfully but differentiation between 
sites 3 and 4 is very poor. Furthermore these plots showed 
a similarity to the principal component plots leading to 
the conclusion that the first principal component was 
heavily dependent upon the magnesium concentrations. These 
concentrations were therefore removed from the data matrix 
and the principal component analysis and feature-feature 
plots were repeated.
No real improvement resulted leading to a reappraisal 
of the suggestion that it is the magnesium concentration 
that determines the separation. A revised hypothesis was 
made that suggested that sites 3 and 4 are so similar that 
any major features or principal component that 
discriminates between sites 1 and 2, inevitably results in 
a poor classification of sites 3 and 4. This then led to 
the conclusion that principal components lower in the 
order may more successfully discriminate between sites 3 
and 4. Despite imperfect resolution this was confirmed by 
principal component plot 3,4 (fig. 16) which contained the 
magnesium concentrations. Similar plots without magnesium 
improved the resolution even further (figs 20,21).
The feature-feature plots reflected the principal 
component plots in that the major selected features only
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poorly resolved sites 3 and 4 whereas features less 
important to the overall classification begin to 
discriminate between them (fig 22).
It was realised that the presence of sites that are 
considerably different makes resolution of similar sites 
difficult and that resolution of these sites ought to be 
achievable by removing these sites (categories). To 
confirm this hypothesis sites 1 and 2 were removed from 
the data matrix. The principle component plot (1 v 2) for 
sites 3 and 4 only are shown in figure 23 (ARTHUR has 
renumbered them 1 and 2). This plot shows that the sites 
can be resolved.
Supervised learning
Only one supervised learning technique was used to 
determine whether the sites could be correctly classified.
k-Nearest-Neighbour (kNN)
The simplest kNN method with k =1 classifies a test 
object into the class which is the closest to the test 
object. If k > 1 the test object is classified into the 
class to which the majority of the k closest members 
belong. This is called the 'majority vote 1 or 'committee
vote 1 procedure.
A disadvantage of this method is that all points are 
classified regardless of the actual distances involved and 
so outliers are not identified. A second disadvantage was
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Figure 22. Feature-feature plot Al v Ni.
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Figure 23. Principal component plot 1 v 2 for sites 3 and 
4 only.
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pointed out by Coomans and Masart (72). If two overlapping 
classes differ in size an object appearing in the overlap 
zone will probably be classified in the largest class, 
because in this zone there will be more neighbours of the 
largest class. Care must therefore be taken in 
interpreting results.
Table XVII shows a summary of results of the kNN 
analysis. It can be seen that no misclassification occurs 
for sites 1, 2 and 3 right out to the 10th nearest 
neighbour. It is only for category 4 that any 
misclassification occurs and then for only 1 sample up to 
the 4th nearest neighbour. In view of the fact that the 
number of samples collected for sites 3 and 4 were equal 
the misclassification is not due to a problem such as that 
pointed out by Coomans and Massart.
Additional data
Additional data was obtained from student projects and 
combined with the data from this study. This was then used 
in some pattern recognition methods to test the validity 
of the conclusions drawn above.
This additional data consisted of seven heavy metal 
concentrations on sediments from eight sampling sites. Six 
of these were from the Cynon, the remaining two from the 
Rhondda. Four of the Cynon sites were in fact at the same 
locations as the main study. These are shown in the
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Table XVII kNN Analysis summary.
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XVII kNN Analysis summary continued.
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TABLE XV1 11 . Equivalent sites for main study and
additional data.
ARTHUR categories 





Figures 24 and 25 are principal component plots and 
feature-feature plots respectively. The similarity between 
the two plots is very obvious showing the importance of 
magnesium levels in differentiating between the sites. 
Another significant point to note is that despite overlap 
all categories are reasonably resolved even though some of 
them belong to the same geographical location. This 
demonstrates the effect of the time scale involved, The 
additional data having been collected about one year 
earlier than the main data. The striking feature is the 
difference between categories 8,9 and categories 3,4 
their geographical eqivalents. This phenomenon may be 
accounted for by seasonal changes within the river 
system.
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Figure 25. Feature-feature plot Mg v Ca including 
additional data.




A kNN analysis with the additional data placed in the 
test set correctly classified catagory 5 as category 1. 
Categories 6 and 7 were also classified as site 1. This is 
not entirely surprising as the sites are not too far 
apart. What was unexpected was the classification of 
category 10 (site 2 geographically) as site 1. This is a 
further demonstration of the dramatic changes that can 
take place in the sediments with time. Interestingly 
categories 11 and 12 (from a different river) were 
classified as site 4. However the significance of this is 




River sediment was sampled at four sites on the River 
Cynon. The samples were dried and divided into different 
size fractions. The smallest size fraction «75um) was 
digested in a hydrochloric acid / hydrogen peroxide 
mixture. This method of digestion was chosen as a more 
rapid method than the more usual nitric / perchloric acid 
digestion after a small comparative study did not reveal 
any major differences between the methods. The 
concentrations of eleven heavy metals were determined for 
each sample in duplicate. The organic content of each 
sample was also estimated using the method of ignition 
loss.
In order to obtain an overview of trends within the 
river on moving downstream, the means of the metal 
concentrations were calculated for each site and these 
values were plotted. Rather surprisingly the highest 
values of some of the metals occurred at the uppermost 
site in the river. This site was on open moorland and 
free from any obvious source of pollution. It was 
concluded that the high values of Cd, Cr, Pb, Ni and Zn 
could only be as a result of the inherent geology of the 
sampling site. This hypothesis was supported by the high 
correlations observed between several metals at this site. 
Correlations between metals at the other sites were 
generally very low. The increase in Cu concentrations 
downstream suggest that there is significant input of this 
metal into the river. A possible source for this is a
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wire and cable manufacturing industry in Aberdare which 
may also account for the increased aluminium levels at 
site 3.
The increase in organic content on moving downstream 
may well be due to coal based material. Typically coal 
from this area contains about 0.3% magnesium and the high 
level of magnesium at site 2 may therefore be due to this. 
Furthermore large volumes of minewater from both 
operational and closed pits are discharged into the Cynon 
(in the order of 2 x 10 6 gallons/day) which contain a 
significant concentration of magnesium. A heavy metal 
profile of coal (Appendix E) was compared to the target 
vector produced for site 2 by the factor analysis and 
found to be similar except for aluminium concentrations. 
These had been determined in the coal profile by neutron 
activation and would thus include aluminium combined in 
alumino-silicates. The digestion procedure used in this 
study would not have released aluminium bound in this way 
and so a second comparison was made without the aluminium 
concentrations. The two profiles were found to have a 
correlation coefficient r = 0.88. Similar values were 
determined for sites 3 and 4 suggesting that they too are 
closely related to coal.
The data was analysed using both Factor Analysis and 
Pattern Recognition techniques. The aim of the factor 
analysis was to determine the number of factors 
contributing to the heavy metal distribution at each site 
and if possible to obtain a profile of each factor. 
Pattern recognition methods were used to determine whether
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sampling sites could be distinguished from each other.
The factor analysis identified one major factor which 
determined the heavy metal concentration at each site. 
The profile generated for site 1 was different from the 
others. Sites 3 and 4 were shown to be very similar 
(correlation coefficient r = 0.997) to each other and 
apart from magnesium very similar to site 2.In view of the 
geographical relationships of the sampling sites this is 
not an unexpected result.
At all of the sites except for site 2 the analysis 
indicated that second and possibly even third or fourth 
factors were also contributing to the heavy metal load in 
the sediments. Unfortunately, the analysis was unable to 
uniquely identify these factors and it is suggested that 
this may be due to the effect of analytical error being of 
the same order of magnitude as the secondary inputs.
It was therefore concluded, on the basis of the factor 
analysis that near its source the heavy metals in the 
Cynon are largely controlled by the local geology. 
Further downstream the heavy metal profiles are closely 
related to coal. This is not unexpected in view of the 
history of the Cynon valley. In the past it was dominated 
by mining activity and while much of that mining activity 
has now ceased it continues to have an impact through 
discharge of mine waters, runoff from spoil heaps and the 
presence of the Phurnacite works.
The pattern recognition techniques used were all 
capable of distinguishing between the sites with varying 
degrees of success. The usupervised learning methods of
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hierarchical clustering resolved the data into 6 major 
clusters. Three of these were groups of samples belonging 
to site 1, one of these clusters containing 4 samples 
which appeared as outliers in virtually all of the other 
pattern recognition methods. One cluster contained all 
but two of the site 2 samples. One of the remaining 
clusters contained mainly site 3 samples with two site 4 
samples while the other consisted of site 4 samples but 
included some site 3 samples.
This pattern of classification of the sites, 
identifying outliers and overlap of sites 3 and 4 was 
consistently repeated by the other unsupervised 
techniques.
Principal component plots correctly classified all the 
sites and identified the outliers at each site. Sites 3 
and 4 were poorly resolved using the major principal 
components but were more successfully resolved using 
components from lower in the order. It is suggested that 
this is due to the variation at sites 1 and 2 being 
greater than for sites 3 and 4. This results in the major 
components being governed by the very different sites 1 
and 2 and thus causing poor resolution of the similar 
sites 3 and 4. Plotting of the minor components does not 
produce as wide a separation of sites 1 and 2 but does 
achieve a better separation of sites 3 and 4. The 
selected feature-feature plots showed a similar sort of 
pattern. It was originally thought that this may be due 
to one particular element, magnesium; however, removal of 
this feature still produced a similar plot. This supports
page 115
the conclusion that the feature selected as producing the 
best classification is heavily weighted in favour of the 
dissimilar sites 1 and 2. Removal of sites 1 and 2 from 
the data matrix produced a good separation of sites 3 and 
4. However the significance of magnesium has been 
demonstrated by the plotting methods used. It was selected 
as the metal best able to differentiate between the sites. 
After removal of sites 1 and 2 to enable greater 
resolution between sites 3 and 4, it was still magnesium 
that was selected as the feature with the greatest ability 
to classify the sites.
Non-linear mapping produced quite distinct groups with 
little overlap and outliers were once again identified. 
In terms of achieving a good resolution of the four sites 
this particular technique was found to be the most 
successful but apart from the identification of the 
outliers little other information can be obtained.
The supervised learning technique of k-nearest- 
neighbour classified sites 1,2 and 3 with 100% success out 
to the tenth nearest neighbour with only 1 site 4 sample 
missclassified as site 3 up to the fourth nearest 
neighbour. The use of additional data showed that 
classification is still possible on data taken from the 
same site at a different time. This demonstrates the 
ability of pattern recognition to recognise changes with 
time and highlights the continuous redistribution of the 
heavy metal profile in the sediment.
Pattern recognition techniques have been shown to be 
useful in classifying environmental data from river
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systems. The methods are sensitive enough to identify 
outliers or unique samples within the data and to resolve 
very similar sites. Magnesium has been shown to be an 




The survey of four sites in the River Cynon showed the 
river to contain levels of heavy metals significantly 
higher than some comparative, unmineralised rivers such as 
the Fowey in Cornwall. However, the Carnon, another 
Cornish river, heavily mineralised through mining 
activity, had somewhat higher levels than the Cynon.
The Cynon may therefore be considered to contain 
sediments typical of an industrialised mining valley with 
heavy metal concentrations higher than rivers not 
subjected to such influences but at the same time there is 
little evidence of very heavy pollution.
The sampling site near the source of the river had 
surprisingly high levels of heavy metals in the sediment 
which appear to be due to the inherent geology of the 
site. The sampling sites further downstream had 
considerably lower values of Cd, Cr, Pb, Mn, Ni and Zn. 
There was a slight rise in mean values at the lowermost 
sampling site. Copper concentrations increased downstream 
suggesting that there is input of this metal into the 
river which is possibly as a result of a wire and cable 
industry in the valley. This might also account for the 
increase in aluminium concentration. Calcium levels 
increase between the first and second sampling sites and 
decrease again downstream. The river passes over a bed of 
carboniferous limestone between these two sites which 
probably accounts for this.
The organic content of the river as determined by loss
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on ignition increased downstream with an average of almost 
32% organic content in the sediment of the lowest sampling 
site in the river. This is suspected of being very 
largely due to the presence of coal and allied minerals in 
the sediment. This postulate is supported by the visual 
inspection of the sediments collected at each site, 
although no definitive analysis of the mineral content of 
the samples was attempted. The major evidence in support 
of this is the comparison of the heavy metal profile of 
coal with the target vectors predicted for site 2.
The factor analysis of the data obtained showed that 
one major factor was controlling the heavy metal 
distribution at each site. At the lowest site in the 
river, all the indications of the size of the factor space 
point to one factor only whereas at the other sites second 
or even third and fourth factors may be making a 
contribution.
The profiles of the major factor at each site were 
generated using target factor analysis. The profiles of 
sites 2,3 and 4 were shown to be similar while that for 
site 1 was appreciably different. It proved impossible to 
identify any of the minor factors as several were 
generated and no satisfactory means of distinguishing them
could be found.
Pattern recognition techniques were found to classify 
heavy metal concentrations for the samples into groups 
attributable to each site. Separation of site 1, site 2, 
sites 3 and 4 were good but most methods could not resolve 
completely site 3 and site 4. However satisfactory
page 119
resolution of these very similar sites can be achieved by 
utilising plots of lower order principal components. This 
is a demonstration of the ability of these methods to 
identify adequately, two very similar groups of samples as 
different classes.
To my knowledge there has been no other attempt at 
using factor analysis and pattern recognition techniques 
on data matrices of heavy metals in river sediments. The 
usefulness of pattern recognition in site classification 
has been demonstrated. Factor analysis can be used to 
determine the number of factors controlling heavy metal 
concentrations at each site and to obtain profiles of 
those factors.
A possible extension of the work in this area would be 
to discover the minimum number of sites necessary to 
classify the whole river. Further refinements would 
include determining the minimum number and identity of 
those elements needed to classify satisfactorily each 
site. This would provide an excellent background from 
which to monitor heavy metal distribution over a longer 
period and a variety of seasonal changes as well as 
comparisons with other river systems.
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Comparison of digestion methods.
Relative extraction efficiency A
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N-A : Nitrous oxide - acetylene 
A-A : Air - acetylene
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APPENDIX C
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Percentage organic content as determined by ignition loss,
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SITE 1 
SAMPLE No % ORGANIC
SITE 3 



















































































































































*** - insufficient sample
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SITE 4 
SAMPLE No % ORGANIC
SITE 2 



















































































































































*** - insufficient sample
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APPENDIX E
Typical heavy metal profile of coal
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Heavy metal concentrations expressed as ug g~l unless 
stated otherwise.
Al
Ca
Cd
Cr
Cu
Fe
Pb
Mg
Mn
Mi
Zn
3.0%
0.2%
<0.3
40
35
0.5%
10
0.26%
50
35
33
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