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Abstract
Purpose: The purpose of the present paper is to introduce the generalized form of Srivastava-Gupta operators and
study their approximation properties.
Methods: We use analytical method to obtain our results.
Results: We have established the rate of convergence, in simultaneous approximation, for functions having
derivatives of bounded variation.
Conclusions: The results proposed here are new and have a better rate of convergence.
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Introduction
In the year 2003, Srivastava and Gupta [1] introduced
a general family of summation-integral type operators
which includes some well-known operators as special
cases. They estimated the rate of convergence for func-
tions of bounded variation. For the details of special cases
in [1], we refer the readers to [2-7]. Ispir and Yuksel [8]
considered the Bezier variant of the operators studied
in [1] and estimated the rate of convergence for func-
tions of bounded variation. Very recently, Deo [9] studied
Srivastava-Gupta operators and obtained the faster rate
convergence as well as Voronovskaja type results for these
operators by using the King approach. In the last section,
he considered Stancu variant of these operators and estab-
lished some approximation properties.
The operators Gn,c is deﬁned as follows:






pn+c,k−1(t, c)f (t) dt+pn,0(x, c)f (0),
(1.1)
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where








e−nx, c = 0,
(1 + cx)−n/c , c = 1, 2, 3, ....
Here {φn,c(x)}∞n=1 is a sequence of functions deﬁned on
the closed interval [ 0, b] , b > 0, satisfying the following
properties. For each n ∈ N and k ∈ N0 := N ∪ {0} :
(i) φn,c ∈ C∞[ a, b] , b > a ≥ 0,
(ii) φn,c(0) = 1,
(iii) φn,c is completely monotone so that
(−1)kφ(k)n,c (x) ≥ 0, x ∈[ 0, b] , and
(iv) there exists an integer c such that
φ(k+1)n,c (x) = −nφ(k)n+c,c(x), n > max{0,−c}; x ∈[ 0, b]
(see [1]).
Nowadays, the rate of convergence for the functions
having the derivatives of bounded variation (BV) is an
interesting area of research. Bai et al.[10] worked in
this direction and estimated the rate of convergence for
the several operators. Gupta [4] estimated the rate of
convergence for functions of BV on certain Baskakov-
Durrmeyer type operators. Ispir et al. [11] estimated the
rate of convergence for the Kantorovich type operators
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for functions having derivatives of BV. Recently, Acar et
al. [12] introduced the general integral modiﬁcation of
the Sza´sz-Mirakyan operators having the weight functions
of Baskakov basis functions. The rate of convergence for
functions having the derivatives of bounded variation is
obtained. This motivated us to study the rate of con-
vergence for the generalized Srivastava-Gupta operators
as follows: For a function f ∈ BVα[ 0,∞), the class of
bounded variation functions satisfying the growth condi-
tion |f (t)| ≤ M(1+ t)α ,M > 0, α ≥ 0, the operatorsGn,r,c
are deﬁned by
Gn,r,c(f , x) = n(
n
c + r)(nc − r + 1)






pn−(r−1)c,k+r−1(t, c)f (t) dt, (1.3)
where pn,k(x, c) is given by Equation 1.2 and n > (r − 1)c.
Remark 1. For the special case of c = 1, the operators in
Equation 1.3 are reduced to the following operators:
Gn,r,1(f , x) = (n + r − 1)! (n − r)!






pn−(r−1),k+r−1(t, 1)f (t) dt,





We denote that the class of absolutely continuous func-
tions f on (0,∞) by DBq(0,∞), (where q is some positive
integer) are satisﬁed:
(i) |f (t)| ≤ C1tq, C1 > 0 and
(ii) the function f has the first derivative on interval
(0,∞) which coincide, a.e., with a function which is
of bounded variation on every finite subinterval of
(0,∞). It can be observed that for all f ∈ DBq(0,∞),
we can have the representation
f (x) = f (c) +
∫ x
c
ψ(t)dt, x ≥ c > 0.
In the present paper, we study the rate of convergence
for the operatorsGn,r,c for functions having the derivatives
of bounded variation. We also mention a corollary which
provides the result in simultaneous approximation.
Methods
The principal methods used in the present work involve
the application of the theory of functions having the
derivatives of bounded variation to analyze and study the
rate of convergence, in simultaneous approximation, for
the Srivastava-Gupta operators.
Results and discussion
In the sequel we shall need the following lemmas:
Lemma 1. If we deﬁne the moments as






pn−(r−1)c,k+r−1(t, c)(t − x)m dt,
and then, Tr,n,0(x, c) = 1, Tr,n,1(x, c) = (1+2r)cx+rn−(r+1)c and for
n > (m+r+1)c, we have the following recurrence relation:
[ n− (m + r + 1)c]Tn,r,m+1(x, c)
= x(1 + cx)[T ′n,r,m(x, c) + 2mTn,r,m−1(x, c)]
+[ (m+ r)(1 + 2cx) + cx]Tn,r,m(x, c).
Consequently,
Tn,r,2(x, c)= x(1 + cx)(2n − c)+[ (1 + r)(1 + 2cx) + cx] ·[ (1 + 2r)cx + r]
(n − (r + 1)c)(n − (r + 2)c) .
Furthermore, Tn,r,m(x, c) is polynomial of degree m in x
and








Proof. Taking the derivative of Tn,r,m(x, c) with respect
to x and using the identity x(1 + cx)p′n+rc,k(x, c) =
[ k − (n + rc)x] pn+rc,k(x, c), we have




[ k − (n+ rc)x]pn+rc,k(x, c)
∫ ∞
0







[ (k + r − 1) − (n− (r − 1)c)t]
pn−(r−1)c,k+r−1(t, c) (t − x)m dt






pn−(r−1)c,k+r−1(t, c)t (t − x)m dt
−[ (n + rc)x+ (r − 1)]Tn,r,m(x, c)
= I1 + I2−[ (n + rc)x+ (r − 1)]Tn,r,m(x, c).
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To compute I2 we have









(t − x)m+1 + x (t − x)m
]
dt
=[ n − (r − 1)c]
[
Tn,r,m+1(x, c) + xTn,r,m(x, c)
]
.
Using t(1 + ct)p′n−(r−1)c,k(t, c) =[ k − (n − (r − 1)c)t]
pn−(r−1)c,k(t, c), we can write I1 as






p′n−(r−1)c,k+r−1(t, c)t (t − x)m dt






p′n−(r−1)c,k+r−1(t, c)t2 (t − x)m dt
= J1 + J2.
Again using t(t − x)m = (t − x)m+1 + x(t − x)m and
integrating by parts, we get




















− (m + 1) (t − x)m − mx (t − x)m−1
]
dt
= −(m + 1)Tn,r,m(x, c) − mxTn,r,m−1(x, c).
Proceeding in a similar manner, we obtain J2 as
J2 = c




Combining I1, I2, J1, and J2, we have
x(1 + cx)[T ′n,r,m(x, c) + mTn,r,m−1(x, c)]
= −(m + 1)Tn,r,m(x, c) − mxTn,r,m−1(x, c)
+ c [−(m+2)Tn,r,m+1(x, c)−2(m+1)xTn,r,m(x, c)
−mx2Tn,r,m−1(x, c)
]
+[ n − (r − 1)c] [Tn,r,m+1(x, c) + xTn,r,m(x, c)]
−[ (n + rc)x + (r − 1)]Tn,r,m(x, c),
x(1 + cx)[T ′n,r,m(x, c) + mTn,r,m−1(x, c)]
= [{n − (r − 1)c} − (m + 2)c]Tn,r,m+1(x, c)
+ [−(m+1)−2(m+1)cx+{n−(r−1)c}x
−{(n + rc)x + (r − 1)}]Tn,r,m(x, c)
+ [−mx − mcx2]Tn,r,m−1(x, c), and
[ n− (m + r + 1)c]Tn,r,m+1(x, c)
= x(1 + cx)[T ′n,r,m(x, c) + 2mTn,r,m−1(x, c)]
+[ (m + r)(1 + 2cx) + cx]Tn,r,m(x, c).
Remark 2. Let x ∈ (0,∞) and λ > 2; then for n
suﬃciently large, Lemma 1 yields that
Tn,r,2(x, c) ≤ λx(1 + cx)n (c ∈ N0).
Lemma 2. Let x ∈ (0,∞) and λ > 2; then for n
suﬃciently large, we have







≤ λx(1 + cx)n(x − y)2 , 0 ≤ y < x,







≤ λx(1 + cx)n(z − x)2 , x < z < ∞.
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Proof. The proof of the lemma follows easily by
Remark 2. For instance, for the ﬁrst inequality for n suﬃ-
ciently large and 0 ≤ y < x, we have















(y − x)2 dt
≤ Tn,r,2(x)
(y − x)2 ≤
λx(1 + cx)
n(y − x)2 .
The proof of the second inequality follows along the
similar lines.
Lemma 3. Let f be s times diﬀerentiable on [ 0,∞) such
that f (s−1)(t) = O(tq) as t → ∞ where q is a positive
integer. Then for any r, s ∈ N0 and n > max{q, r + s + 1},
we have
DsGn,r,c(f , x) = Gn,r+s,c(Dsf , x), D = ddx .
Proof. We prove this result by applying the principle of
mathematical induction and using the following identity:
p′n,k(x, c) = n[ pn+c,k−1(x, c) − pn+c,k(x, c)] and
p′n,0(x, c) = −npn+c,0(x, c). (2.1)
The above identities are true even for the case of k =
0, as we observe that pn+c,k = 0 for k < 0. Using
Equation 2.1 and integrating by parts, we have








pn−(r−1)c,k+r−1(t, c)f (t) dt
= n(
n
c + r)(nc − r + 1)




(n + rc)[ pn+(r+1)c,k−1(x, c)
− pn+(r+1)c,k(x, c)]∫ ∞
0
pn−(r−1)c,k+r−1(t, c)f (t) dt
= n (n + rc)(
n
c + r)(nc − r + 1)








− pn−(r−1)c,k+r−1(t, c)] f (t) dt
= −n (n + rc)(
n
c + r)(nc − r + 1)







Dpn−rc,k+r(t, c)f (t) dt
= n(
n
c + r + 1)(nc − r)







pn−rc,k+r(t, c)Df (t), dt
=[Gn,r+1,c] (Df , x),
which shows that the result holds for s = 1. Let us suppose
that the result holds for s = m i.e.,
Dm[Gn,r,c] (f , x) =[Gn,r+m,c] (Dmf , x)
= n(
n
c + r + m)( nc − r − m + 1)







Now by Equation 2.1,
Dm+1[Gn,r,c] (f , x)
= n(
n
c + r + m)( nc − r − m + 1)






















pn−(r+m−1)c,k+r+m−1(t, c)Dmf (t) dt
= nc(
n
c + r + m + 1)(nc − r − m + 1)













c + r + m + 1)(nc − r − m + 1)







n − (r + m − 1)c D
mf (t) dt.
Integrating by parts the last integral, we have
Dm+1[Gn,r,c] (f , x) = n(
n
c + r + m + 1)( nc − r − m)








Dm+1Gn,r,c(f , x) = Gn,r+m+1,c(Dm+1f , x).
Thus, the result is true for s = m+1; hence, by mathemat-
ical induction the proof of the lemma is completed.
Main results
In this subsection we prove our main results.
Theorem 1. Let f ∈ DBq(0,∞), q > 0 and x ∈
(0,∞). The for λ > 2 and n suﬃciently large, we have
∣∣∣∣ (( nc ))2( nc +r)( nc −r)Gn,r,c(f ; x) − f (x)
∣∣∣∣









+ λ(1+ cx)n (|f (2x) − f (x) − xf
′(x+)| + |f (x)|)
+ O(n−q) + λ(1 + cx)n |f
′(x+)|
+ |f












a fx denotes the total variation of fx on [ a, b], and




f (t) − f (x−), 0 ≤ t < x,
0, t = x,
f (t) − f (x+), x < t < ∞.
Proof. Using the mean value theorem, we have
((nc ))
2
(nc + r)(nc − r)
Gn,r,c(f ; x) − f (x)

















× (t, c)f ′(u)du
)
dt.






2 sgn(u − x)
+
[
f ′(x) − f




















f ′(x) − f





pn−(r−1)c,k+r−1(t, c)dt = 0.
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Thus, using the above identities, we can write





























[ f ′(x+) − f ′(x−)]









[ f (x+) − f (x−)]

























′(x+) + f ′(x−)|
2 Tn,r,1(x, c). (3.3)































′(x+) + f ′(x−)|
2 Tn,r,1(x, c)
= |An,r(f , x) + Bn,r(f , x)|
+ |f




′(x+) + f ′(x−)|
2 Tn,r,1(x, c). (3.4)
Applying Remark 2 and Lemma 1 in Equation 3.4, we
have∣∣∣∣ (( nc ))2( nc +r)( nc −r)Gn,r,c(f ; x) − f (x)
∣∣∣∣
≤ |An,r(f , x)| + |Bn,r(f , x)| + |f






′(x+) + f ′(x−)|
2
r(1 + 2cx) + cx
n − (r + 1)c .
(3.5)
In order to complete the proof of the theorem, it suﬃces
to estimate the terms An,r(f , x) and Bn,r(f , x) as follows:



































































∣∣1 − μn,r(x, t)∣∣ dt
∣∣∣∣
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pn−(r−1)c,k+r−1(t, c)(t − x)2dt






pn−(r−1)c,k+r−1(t, c)|t − x|dt
+ λ(1 + cx)nx (|f (2x) − f (x) − xf
′(x+)|









For estimating the integral (n − rc)∑∞k=0 pn+rc,k
(x, c)
∫∞
2x pn−(r−1)c,k+r−1(t, c)C1tqdt above, we proceed as
follows: since t ≥ 2x implies that t ≤ 2(t − x) Schwarz














pn−(r−1)c,k+r−1(t, c)C1(t − x)qdt
= C12qTn,r,q(x, c) = O(n−q/2), as n → ∞ and (3.7)
|f (x)|







× (t − x)2dt = |f (x)|λ(1 + cx)nx . (3.8)
By using the Ho¨lder’s inequality and Remark 2, we get
the estimate as follows:





















Collecting the estimates from Equations 3.6–3.9, we
obtain




+ λ(1 + cx)nx (|f (2x) − f (x) − xf
′(x+)| + |f (x)|)










On the other hand, to estimate Bn,r(f , x) by applying the
Lemma 2 with y = x − x√n and integration by parts, we
have




































































where u = xx−t .
Through combining the Equations 3.4, 3.10, and 3.11,
we get the desired results.
As a consequence of Lemma 3, we can easily prove the
following corollary for the derivatives of the operators
Gn,r,c.
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Corollary 1. Let f s ∈ DBq(0,∞), q > 0 and x ∈ (0,∞).
The for λ > 2 and n suﬃciently large, we have∣∣∣∣ (( nc ))2( nc +r)( nc −r)DsGn,r,c(f ; x) − f s(x)
∣∣∣∣









+ λ(1 + cx)n (|D
sf (2x) − Dsf (x)
− xDs+1f (x+)| + |Dsf (x)|) + O(n−q)
+ λ(1 + cx)n |D
s+1f (x+)|
+ |D






s+1f (x+) + Ds+1f (x−)|
2
r(1 + 2cx) + cx
n − (r + 1)c ,
where
∨b
a fx denotes the total variation of fx on [ a, b], and




Ds+1f (t) − Ds+1f (x−), 0 ≤ t < x,
0, t = x,
Ds+1f (t) − Ds+1f (x+), x < t < ∞.
Conclusions
We have obtained the rate of convergence for the general-
ized Srivastava-Gupta operators for the functions having
the derivatives of bounded variation which gives a bet-
ter rate of convergence than the classical Srivastava-Gupta
operators.
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