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ABSTRACT 
M-matrices are used to give a characterization of majorization: For any vectors 
x, y in the n-dimensional Euclidean space such that x, > x2 > . . . > x, and y, > 
yz > . ” > y,,. x is majorized by y if and only if x = Ay for some n X n nonnegative 
definite doubly stochastic matrix A. An explicit formula for finding such an A is 
given. 
We shall use M,,,x,, to denote the set of all m X n matrices over the real 
field R and use R” to denote M, x 1. For (xi) in R”, we shall use [r] to denote 
(x,~,), where ( > is a permutation on (1,2,. . . , n) such that 3~~~) 2 x(21 2 * 1 * > 
x(,). Lf3t x = cxi), y = (yi) b e vectors in R”. Then x is said to be majorized 
by ~ifCk=,x,~,~~.:=,y,,,forall k=1,2,...,n-landC~=,xi=E~=‘=,y,.For 
characterizations of majorization, we refer the reader to Marshall and Olkin 
[7] and Wong [8]. Let A be an element of M,,,. Then A is called an 
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M-matrix if aii < 0 for all i # j and all principal minors of A are positive. 
For M-matrices, we refer the reader to Berman and Plemmons [l]. 
To our knowledge, no majorization results about M-matrices have been 
obtained; see p. 262 of Marshall and Olkin [7]. In this paper, we shall use 
M-matrices to prove the following theorem on majorization. We recall first 
that for any A = (aij) in Mnxn, A is said to be doubly stochastic if for all i, j, 
aij 2 0 and C;,,U,~ = 1 = X;+uil. 
THEOREM. Let x, y be vectors in R”. Then x is mujorized by y if and only 
zj [xl = A[yl f ur some nonnegative definite doubly stochastic matrix A. 
Proof. The “if” part of the theorem is well known; see Hardy, Little- 
wood, and Polya [4], Marshall and Olkin [7], or Wong [8]. Now suppose that 
x is majorized by y. Without loss of generality, we may assume that 
x,>xx,> . . . > x, and y, > yZ > . . . > y,. 
Case I. ,E~,,x, < CrCIyi fm all r < n. Let m be the number of i’s 
such that xi = xi+i. 
Case 1.1. m = 0, i.e., xl > x2 > . . . > x,. Define 
B = ( bij) (1) 
in Mnxn with 
b 
Cr=lyi -CT=lxi 
r+l,r = - 
= 
b 
r = 1,2 ,...,n-1, 
x -x 
r,r+l, 
r r+l 
b,,=l-b,,, 
b,, = l- L-1 - br,r+l, r=2,3 ,..., n-l, 
b,, = l- b,,,_l, 
and 
bij = 0 elsewhere. 
Then by a direct calculation, 
Bx = y. (2) 
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Since b,, Q 0 for all i #j and bii > -Ejzibij for all i, by (M,) on p. 137 of 
Berman and Plemmons [l], B is an M-matrix. By (C,) on p. 135 of [l], B- ’ 
exists. Let 
A = B-‘. (3) 
Then r = Ay. Since B is symmetric, by (C,) above, B and therefore A is 
positive definite. Let e, be the vector (l,l,. . . ,l)’ in I%“. Then Be, = e,. So 
Ae, = e,. By a result of Fan [3] or p. 508 of Marshall and Olkin [7], all 
aij > 0. Hence A is doubly stochastic. 
Case1.2. m>O. Let Z~i?‘=(l,2 ,... },and 
x’=(xli)Y Y’=(Yli) (4) 
be vectors in R” such that 
xii = Xi + “i 
1 ’ 
yli = yi + 7 
for all i, where wi is the number of r > i such that x, = x,+r. Then x1 is 
majorized by yz and the conditions of (x, y) in Case 1.1 hold for (xl, y’). So 
B,x’ = yl (5) 
for the n X n M-matrix B, =(blij) in (l), replacing bij by blij, xi by xii, and 
and let 
be the n X n matrix with 
and 
A, = B;‘, (6) 
F = (_tj) (7) 
fij = 1 if i>j 
fij=o elsewhere. 
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Since the sum of all entries of each row (and column) of B, is equal to 1 and 
B, is tridiagonal, 
F’BIF=H+diag(l,-bl,,,-bl,,,...,-b~~_l~), (8) 
where 
is the n x n matrix with 
and 
H= (hij) (9) 
h,,=n-1 
hjj=n-max{i,j}+l for max{i,j} > 2. 
Let 
be the n x n diagonal matrix with 
1 
dlj+l= 
(- hljj+l)1'2 
if xj=xj+, 
and 
Then 
where 
d,j = 1 elsewhere. 
D,F’B[FD,=C+W,, 
Y=(wlij)~ 
c = (SijCj) 
(11) 
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are the n X n matrices with 
Cl = 1, 
Wlij+l=Wlj+li=hij+l/dlj, cj+l=l if xj = xj+,, 
and 
wlij = hij, cj+r = bjjel elsewhere. 
Since B, is positive definite, so is I + W,. Let 
w= (Wij) 
be the n X n matrix with 
and 
wi+lj = wji+l = 0 if x~=x~+~ 
wij = hij elsewhere. 
Then C + W is nonsingular because C + W, is positive definite, and by 
rearranging certain rows and the corresponding columns, C + W is similar to 
diag(Z,,, V) for some V that is similar to an (n - m)X(n - m) principal 
submatrix of C + W,. Since {C + W,) converges to C + W, {(C + W,)-‘) 
converges to (C + W)-‘. Now by (6) and (ll), 
A,=((D,F’)-‘(C+W,)(FD,)-‘)-I 
= FD[(C+W,)-IDIF’. 
So (A,} converges to A, where 
A = FD(C+ W)-‘DF’ 
and 
D = ( aijdj) 
(12) 
(13) 
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is the n x n diagonal matrix with 
and 
dj+,=O if rj=xj+r 
dj = 1 elsewhere. 
Obviously, A is a nonnegative definite doubly stochastic matrix. We shall 
now show that x = Ay: By (5) and (6), 
x-Ay=x-x’+A,y’-Ay 
=r-x’+(Al-A)y’+A(y’- y). 
SO 
=G llr - r’ll+ llAl - All lly’ll+ IlAll 11~’ - ~11. 
Since {xl}, {y’), and {A’) converge respectively to x, y, and A, we have 
r=Ay. 
Case 2. (General case). With n,, = 0, 
rX=(Xi)Yrn,_l+lT rY=(Yi)~ln,_l+lr r=1,2 ,..., s, 
each ,x is majorized by ,.y, and each cl-r, ,y) satisfies the condition for (x, y> 
assumed in Case 1. Case 1 corresponds to the case where s = 1. Define m, 
for (,x, .y> as the m fo r x, y) in Case 1. Then as in Case 1.1, ,.x =,A,y for ( 
some n, x n, nonnegative definite doubly stochastic matrix ,.A. Let 
A=diag(,A,,A ,..., ,A). (14) 
Then x = Ay and A is an n X n nonnegative definite doubly stochastic 
matrix. n 
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Three remarks are in order: 
REMARK 1. The rank of A in Case 1.2 is n - m. So the rank, r(A), of A 
in (14) is C,F=,[(n, - n,_1)- m,], i.e. 
r(A)=n- km,, (15) 
r=l 
where ~~=lm, will not exceed the number of i > 1 such that xi = x~+~. In 
particular, we have 
COROLLARY. Let x, y be vectors in R” such that x1 > x2 > . . . > x, and 
y1> y2 >, *. * 2 y,. Then x = Ay for some n X n positive definite doubly 
stochastic matrix A. 
The other extreme is the case where x1 = x2 = . . . = x, and y1 > yZ > 
. . . 2 y,. For this case, A in Case 1.2 (s = 1) is (l/n)e,e’,, a matrix of rank 
1. But if s in (15) is larger than 1, then r(A) is larger than 1 and is decided 
by the easily checked formula (15). 
REMARK 2. Using the matrix procedure, a computer algorithm for evalu- 
ating A in (14) can easily be written. For illustration, we shall now give a 
simple example. 
EXAMPLE. Let 
x=(6,6,2.4,2.4,1.2)‘, y = (8,4,3,2,1)‘. 
Then x, y are vectors in [w” with n = 5. With the notation in our proof of the 
above theorem, 
s = 2, n, = 2, n2 = 5, m, = 1, m2= 1, (16) 
(6,6)’ is majorized by (8,4)‘, (I? 
and 
(2.4,2.4,1.2)‘is majorized by (3,2,1)‘. (18) 
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We shall now apply (12) to (17) and write A, for the A in (12): 
I.e., 
We shall now apply (12) to (18) and write A, for the A in (12): 
Since 
b _Y1+!h-h+4 1 
23 
= -- 
x2 - *3 6’ 
we have 
c+w_iH % _H,,)+(; i ai_[; 8 ii). 
Thus 
7 i;;; -5 
(c+w)-‘= ILO 0 ‘: 0 I. 
s 
5 5 
so by (12), 
(19) 
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i.e., 
/ 7 7 1 
is is is 
A,= & 7 r 
Is 15 . 
1 r 13 
(15 15 Is ! 
By (19), (201, and (14), the desired A is given by 
A= 
39 
(20) 
The rank of A is 3. Indeed, by (151, 
r(A)=5-(1+1)=3. 
REMARK 3. Let x,y be vectors in Iw” such that r =[x], y =[y], and r is 
majorized by y. Hardy, Littlewood, and Polya [4] showed that x = Ay for a 
doubly stochastic n x n matrix A. In Marshall and Olkin [7], this result was 
proved by the fact that x can be derived from y by successive applications of 
a finite number of T-transforms, a result obtained by Hardy, Littlewood, and 
P6lya [5]; see also B.l of Chapter 2 of Marshall and Olkin [7]. Our formula 
(14) constructs a desired A without using T-transforms, and the A so 
constructed is not only doubly stochastic, it is also nonnegative definite and 
is over the field generated by the coordinates of x and y. 
REMARK 4. In Remark 3, let n,(x < y) denote the polytope of all 
doubly stochastic matrices A such that r = Ay. For this polytope, Brualdi [2] 
has determined when there is a positive A and when there is a fully 
decomposable A. He has also calculated the dimension of flcz,(x < y) and 
thus determined when this polytope is a singleton. Earlier, Lcvow [6] had 
determined when there is a nonsingular A in fi,(x < y). Upon acceptance of 
this paper, Professor Brualdi asks whether fl,(x < y) contains a positive 
definite A whenever it contains a nonsingular element. For this problem, we 
may assume that n > 1. Suppose that (a) x > y has coincidence at ni with 
40 KUNG-MEI CHAO AND CHI SONG WONG 
1 < 71, < n2 < . . . < n, < n and no = 0; (b) for any i E {1,2,. . , r}, all coordi- 
nates *“,_I+I~~“~~I+z~...~x”, are distinct. Then by our corollary, a,(~ < y > 
contains a positive definite A. So we may assume that x < y has no 
coincidences in the sense of Levow [6] (or n is the only coincidence of x < y 
in the sense of Brualdi [2]>. Suppose further that not all xi’s are equal, i.e., 
x1 > x,. Then by our corollary and by the argument of Lemma 1 of Levow 
[6], there is A in fi,(x < y) such that A = nJ=,Aj, where each Aj is a 
positive definite doubly stochastic matrix and r < n - C(x)+ 1, where C(x) 
is the number of distinct coordinates of x. This strengthens somewhat the 
result of Levow [6] and reduces the problem of Professor Brualdi to the 
following: R,(x < y) contains a positive definite A if and only if x = BCy for 
some positive definite doubly stochastic matrices B and C. 
REFERENCES 
1 A. Berman and R. J. Plemmons, Nonnegative Matrices in the Mathematical 
Sciences, Academic, New York, 1979. 
2 Richard A. Brualdi, The doubly stochastic matrices of a vector majorization, 
Linear Algebra Appl. 61:141-154 (1984). 
3 Ky Fan, Inequalities for M-matrices, Nederl. Akad. Wetensch. Proc. Ser. A 
67:602-610 (1964). 
4 G. H. Hardy, J. E. Littlewood, and G. Polya, Some simple inequalities satisfied by 
convex functions, Messenger Math. 58:145-152 (1929). 
5 G. H. Hardy, J. E. Littlewood, and G. Polya, Inequalities, Cambridge U.P., 
London, 1st ed., 1934; 2nd ed., 1952. 
6 R. B. Levow, A problem of Mersky concerning nonsingular doubly stochastic 
matrices, Linear Algebra Appl. 5:197-206 (1972). 
7 A. W. Marshall and I. Olkin, Inequalities, Theory of Majorization and its Applica- 
tions, Academic, New York, 1979. 
8 Chi Song Wong, Modern Analysis and Algebra, Xidian U.P., Xian, 1986. 
Received 18 June 1990; final manuscript accepted 11 April 1991 
