In this paper we consider a single machine scheduling problem with integer release dates and a common due date. The objective is to minimise the weighted sum of the jobs' earliness and tardiness costs. We present an efficient polynomial algorithm for the unit processing time case. We also show how to calculate, for the general case, the minimum non-restrictive due date.
Introduction
In this paper we consider the following scheduling problem. A set of n independent jobs { 1 2 , ,..., n J J J }, each with a possibly different integer release date j r , processing time j p , and a common integer due date d, has to be scheduled without preemptions on a single machine that can handle at most one job at a time. The objective is to minimise . Scheduling models with both earliness and tardiness costs are particularly appealing, since they are compatible with the philosophy of just-in-time production. The earliness and tardiness costs are allowed to differ (even though they are assumed to be identical for all jobs), and the model is also made more realistic by the existence of different release dates, since in most production settings the orders are released to the shop floor over time (and not all simultaneously). Therefore, the problem considered has several potential practical applications.
To the best of our knowledge, this specific problem has not yet been analysed in the literature, although models with identical release dates, as well as some related problems with different release dates, have been previously considered. The problem with identical release dates and h=w=1, i.e., 1|
, has been considered by several authors. Kanet (1981) and Bagchi, Sullivan & Chang (1986) presented O(nlog n) algorithms for solving the non-restrictive due date version of this problem. The common due date is nonrestrictive when it does not constrain the optimal schedule cost. The restrictive case, however, has been proved NP-hard by Hall, Kubiak & Sethi (1991) . Sundararaghavan & Ahmed (1984) present a branch-and-bound (B&B) algorithm and a heuristic procedure for the special case of the restrictive version in which all sequences must start at time 0. This special case was also considered by Bagchi, Sullivan & Chang (1986) and Szwarc (1989) . Bagchi, Sullivan & Chang (1986) propose a branching procedure, while Szwarc (1989) develops several dominance conditions that are used in a B&B algorithm. Szwarc (1989) also presents a sufficient condition for an optimal sequence to start at time 0. The general restrictive version has also been analysed by several authors. Baker & Chadowitz (1989) presented a modified version of the heuristic proposed by Sundararaghavan & Ahmed (1984 The identical release dates version of our problem, i.e., 1| (2002) analyse a model where all jobs have a common due date that needs to be determined. The problem is to determine both a due date and a schedule in order to minimize a total penalty that depends on the earliness, the tardiness and the due date. They show that the problem is strongly NP-hard and give an efficient algorithm that finds an optimal due date and schedule when either the job sequence is predetermined or all jobs have identical processing times. They also present three approximation algorithms for both the general and some special cases. It should be pointed out that there are a large number of papers considering earliness and tardiness penalties. For more information on problems with earliness and tardiness costs, the interested reader is referred to Baker & Scudder (1990) , who present a comprehensive survey of early/tardy scheduling.
The remainder of this paper is organized as follows. In section 2 we consider the special case of our problem where all jobs have unit processing times, i.e., 1|
We present an algorithm that obtains an optimal solution in O(nlog n) time, therefore establishing the polynomial solvability of this particular case. In section 3 we consider the general problem
develop an algorithm, again with complexity O(nlog n), for determining the minimum nonrestrictive value of the common due date d. In this section we remark that the due date is non-restrictive when the optimal schedule for the non-restrictive version of the problem with equal release dates is feasible. This implies that the non-restrictive version of our problem can be solved in polynomial time using the algorithm proposed by Bagchi, Chang & Sullivan (1987) for the problem with identical release dates. The restrictive version, however, is then NP-hard, since even the restrictive version of
is NP-hard, as noted above. Finally, we provide some concluding remarks in section 4.
An algorithm for the problem with unit processing times
In this section we propose an O(nlog n) algorithm for the problem with unit processing times. Several lemmas and theorems that characterize the structure of an optimal solution are first developed. The algorithm then simply schedules the jobs in such a way that the lemmas and theorems are satisfied (hence optimally).
Lemma 1
There exists an optimal sequence where each j C is integer. This lemma is useful because it allows us to focus on unit time slots that begin at integer times (even though all parameters are integers, jobs are allowed to start at non integer times), since there exists an optimal sequence where jobs are scheduled in n of those slots. This result also indicates that the problem could be formulated as a weighted bipartite matching problem, and therefore solved in O(n 3 ) time, but a more efficient approach is possible. The next lemma identifies the best possible time slots.
Lemma 2 Any feasible sequence in which the jobs are scheduled in the n consecutive time
Proof. Any slot not in this range has a cost that is at least as high as the cost of the most expensive slot in the range. The cost of any slot inside the time range is not higher than hw n h w + , since the most expensive early and tardy slots have a cost of ( 1) w h n h w 
Lemma 3
It is possible to schedule the jobs in the n consecutive time slots in the time range
 then obviously at least one job cannot be completed up to
can be scheduled to complete at its j EC , while the remaining jobs can be arbitrarily assigned to the still empty time slots in the optimal range. That assignment is clearly feasible, since we are delaying the start time of each of those jobs.■
The next theorem provides a condition for classifying a due date as restrictive or nonrestrictive.
Theorem 4 The due date d is non-restrictive when
Proof. Lemma 2 identifies the best possible schedule. From lemma 3, that schedule is only
The next lemmas provide further characteristics of an optimal solution that will be used in the algorithm.
EC] in an optimal sequence.
Proof.
It is clear that all slots in the range have a lower cost than any slot that starts at or later than EC. Also we can once again schedule jobs with
at their j EC , while the remaining jobs can be arbitrarily assigned to the still empty time slots Proof. We simply need to prove that such a schedule is feasible, since it's clearly optimal. Let |B| be the number of jobs with We now present an algorithm that solves the problem with unit processing times. The algorithm schedules the jobs in such a way that the previous lemmas are satisfied (hence optimally). The algorithm uses a min heap of free time slot ranges and their associated minimum cost (the cost of the best slot in that range), which serves as the key for pushing and popping elements from the heap.
Algorithm 1
Step 1: Sort and renumber jobs in non-decreasing order of j r .
Step 2: Calculate j EC for all jobs.
Step 3:
Step In the previous algorithm ranges are obviously only pushed on the heap when the upper limit is higher than the lower limit. Updating a time range that ends at or before d simply involves decreasing its finish time by one time unit (thereby eliminating its previously best slot) and increasing its cost by h. Similarly, updating a time range that starts at or after d consists of increasing its start time by one time unit and increasing its cost by w. Only one range that contains d as an interior point can be generated. When such a range is updated, it's divided into the two separate ranges that result from eliminating the time slot which finishes at d.
Step 1 takes O(nlog n) time and Step 2 O(n) time.
Step 3 can be done in constant time. In
Step 4, the For loop is executed n times. At each iteration pushing or popping the heap takes O(log n) time and scheduling the job and updating time ranges (when necessary) takes O(1) time. Therefore, the complexity of the algorithm is O(nlog n). 
The remaining jobs will also be scheduled inside this range, since the algorithm will push its slots into the heap (note that range
is pushed on the heap).■ In Table 1 is scheduled in the slot [8, 9] and range [7, 8] (cost: 1) is pushed on the heap. Job 4 is then considered, and we have 4 EC = d, so job 4 is scheduled in the slot [6, 7] and range [5, 6] (cost: 2) is pushed on the heap. Job 3 is the next job to be scheduled, and
scheduled to complete at 3 EC = 5 its cost will be 4; if it is scheduled in the best slot available on the heap (slot [7, 8] ) its cost is 1. Therefore, job 3 is scheduled in the slot [7, 8] and range [4, 5] (cost: 4) is pushed on the heap. Jobs 2 and 1 will then be scheduled in the slots [5, 6] and [9, 10] , respectively. The algorithm schedules the jobs in the optimal range
, in this case [5, 10] .
Calculating the minimum non-restrictive common due date
With different release dates, the due date d will be non-restrictive when the optimal schedule for the non-restrictive version of the problem with equal release dates is feasible, since clearly no better schedule can be generated. Therefore, we must find the minimum value of the common due date d for which that schedule is feasible. Throughout this section assume that the jobs have been renumbered in shortest processing time (SPT) order, i.e., in nondecreasing order of j p . An optimal schedule for the non-restrictive version of the problem with equal release dates can be determined by the following procedure presented by Bagchi, Chang & Sullivan (1987) . Let B be a sequence of jobs to be scheduled without idle time such that the last job in B is completed at d. Let A be a sequence of jobs to be scheduled without idle time such that the first job in A starts at d . An optimal schedule for the problem with identical release dates consists of B followed by A, given that those sets are generated by the following rule: assign jobs, in their index order, to the beginning of B if h |B| < w(|A| + 1), and to the end of A otherwise. The minimum non-restrictive common due date for the problem with equal release dates, which will be denoted as
We will now consider the minimum non-restrictive due date when different release dates are allowed. If all jobs shared a common release date r , the smallest non-restrictive common due date would simply be 0 r = ∆ + r. If jobs have different release dates, and also different processing times, then we could determine the start time of each job in the schedule generated by Bagchi, Chang & Sullivan's procedure (assuming all release dates equal to 0) and calculate the maximum violation of a release date (i.e., the maximum positive difference between a job's release date and its start time in Bagchi, Chang & Sullivan's schedule). The minimum non-restrictive common due date could then be obtained by adding that maximum violation to 0 r = ∆ . When processing times occur more than once, the situation is more complicated. Since processing times are not unique, ties occur when renumbering the jobs in non decreasing order of j p , and several different Bagchi, Chang & Sullivan schedules may be generated, each leading to a possibly different maximum violation of a release date. Therefore, when renumbering jobs, we need to break ties in such a way that the resulting Bagchi, Chang & Sullivan schedule minimizes the maximum violation of a release date. The following algorithm generates the minimum non-restrictive value of the common due date d (denoted by ∆) when release dates are allowed to be different, and processing times may occur more than once. Let A p and B p , respectively, be the sum of the processing times of the jobs currently assigned to A and B. Jobs are added to the beginning of B and to the end of A. 
Conclusion
In this paper we considered a single machine weighted earliness/tardiness scheduling problem with different release dates and a common due date. We presented a O(nlog n) algorithm for optimally solving the special case where all jobs have unit processing times, therefore establishing its polynomial solvability. We also developed an algorithm that determines, in O(nlog n) time, the minimum non-restrictive value of the common due date. We remarked that the due date is non-restrictive when the optimal schedule for the non-restrictive version of the problem with equal release dates is feasible. This implies that the non-restrictive version of our problem can be solved in polynomial time using the algorithm proposed for the problem with identical release dates. The restrictive version, however, is NP-hard, since even the restrictive case of the problem with identical release dates is NP-hard. The restrictive version offers ample opportunities for future research, since no exact or heuristic algorithms have yet been proposed. The algorithm given for the problem with unit processing times provides some insights that might be useful in developing heuristic algorithms for the general case. Even though it cannot be directly applied, without changes, to the general problem, since jobs have different processing times and may require more than one time unit to process, some of its ideas can be incorporated in a heuristic algorithm for the general case. For instance, jobs whose earliest possible completion time is greater than or equal to the common due date might be scheduled to complete at their earliest completion times, with empty time ranges still being pushed into a heap of available time periods. A schedule could also be constructed by scheduling all jobs to complete at their earliest completion times. Jobs that finish their processing before the common due date, as well as possibly the whole schedule, could then be moved forward in time to try to reduce the total cost.
