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Résumé
Inclusions Monotones en Dualité et Applications
Le but de cette thèse est de développer de nouvelles techniques d’éclatement d’opéra-
teurs multivoques pour résoudre des problèmes d’inclusion monotone structurés dans
des espaces hilbertiens. La dualité au sens des inclusions monotones tient une place es-
sentielle dans ce travail et nous permet d’obtenir des décompositions qui ne seraient
pas disponibles via une approche purement primale. Nous développons plusieurs algo-
rithmes à métrique fixe ou variable dans un cadre unifié, et montrons en particulier que
de nombreuses méthodes existantes sont des cas particuliers de la méthode explicite–
implicite formulée dans des espaces produits adéquats. Les méthodes proposées sont
appliquées aux problèmes d’inéquations variationnelles, aux problèmes de minimisa-
tion, aux problèmes inverses, aux problèmes de traitement du signal, aux problèmes
d’admissibilité et aux problèmes de meilleure approximation. Dans un second temps,
nous introduisons une notion de suite quasi-fejérienne à métrique variable et analysons
ses propriétés asymptotiques. Ces résultats nous permettent d’obtenir des extensions de
méthodes d’éclatement aux problèmes où la métrique varie à chaque itération.
Mots-clés : algorithme primal-dual, algorithme proximal, analyse convexe, cocoerciv-
ité, meilleure approximation, méthode explicite-implicite, méthode explicite-implicite-
explicite, métrique variable, dualité, inclusions monotones, opérateur monotone, restau-
ration d’images.
Abstract
Monotone Inclusions in Duality and Applications
The goal of this thesis is to develop new splitting techniques for set-valued operators to
solve structured monotone inclusion problems in Hilbert spaces. Duality plays a central
role in this work. It allows us to obtain decompositions which would not be available
through a purely primal approach. We develop several fixed and variable metric algo-
rithms in a unified framework, and show in particular that many existing methods are
special cases of the forward-backward method formulated in a suitable product space.
The proposed methods are applied to variational inequalities, minimization problems,
inverse problems, signal processing problems, feasibility problems, and best approxima-
tion problems. Next, we introduce the notion of a variable metric quasi-Fejér sequence
and analyze its asymptotic properties. These results allow us to obtain extensions of
splitting schemes to problems in which the metric varies at each iteration.
Key words : best approximation, forward-backward method, forward-backward-
forward method, image recovery, monotone operators, operator splitting, primal-dual
algorithm, proximal algorithm, signal theory, variable metric.
xi
Notations et Glossaire
Les notations suivantes seront utilisées dans toute la thèse. De plus, nous rappelons
certaines définitions de base en analyse convexe.
Notations générales
• H,G,G1, . . . ,Gm : Espaces de Hilbert réels.
• 〈· | ·〉 : Produit scalaire et norme de l’espace H.
• ‖ · ‖ : Norme de l’espace H.
• Id : Opérateur identité sur H.
• 2H : Ensemble des parties de H.
• G = G1 ⊕ · · · ⊕ Gm : Somme hilbertienne directe.
• Γ0(H) : Famille des fonctions convexes, propres et semi-continues inférieurement
de H dans ]−∞,+∞].
• B (H,G) : Espace des opérateurs linéaires et bornés de H dans G.
• B (H) = B (H,H).
• L∗ : Adjoint de l’opérateur L ∈ B (H,G).
• S (H) = {L ∈ B (H) ∣∣ L∗ = L}.
• U < V : (∀x ∈ H) 〈Ux | x〉 > 〈V x | x〉, où U ∈ S (H), V ∈ S (H).
• Pα(H) =
{
U ∈ B (H) ∣∣ (∀x ∈ H) 〈Ux | x〉 > α‖x‖2}, où α ∈ ]0,+∞[.
• (∀x ∈ H)(∀y ∈ H) 〈x | y〉U = 〈x | Uy〉, où U ∈ Pα(H).
• (∀x ∈ H) ‖x‖U =
√〈Ux | x〉, où U ∈ Pα(H).
• → : Convergence forte.
• ⇀ : Convergence faible.
• limαn : Limite supérieure de la suite (αn)n∈N de R.
• limαn : Limite inférieure de la suite (αn)n∈N de R.
• ℓ1+(N) : L’ensemble des suites absolument sommables dans [0,+∞[.
Soit C un sous-ensemble non vide de H.
• ιC : x 7→
{
0, si x ∈ C ;
+∞, si x 6∈ C : Fonction indicatrice de C.
• dC : x 7→ infy∈C ‖x− y‖ : Fonction distance à C associée à la norme ‖ · ‖ =
√〈· | ·〉.
xii
• σC : x 7→ supy∈C 〈x | y〉 : Fonction d’appui de C.
• PC : Projecteur sur le sous-ensemble convexe fermé non vide C de H.
• PUC : Projecteur sur le sous-ensemble convexe fermé non vide C de H relativement
à la norme ‖ · ‖U , où U ∈ Pα(H).
• NC : x 7→
{{
u ∈ H ∣∣ (∀y ∈ C) 〈y − x | u〉 6 0} si x ∈ C
∅ sinon
: Opérateur cône nor-
mal à C.
• intC : Intérieur de C.
• coneC = ∪λ>0λC.
• sriC = {x ∈ C ∣∣ cone(C − x) = span (C − x)} : Intérieur relatif fort de C.
• riC = {x ∈ C ∣∣ cone(C − x) = span (C − x)} : Intérieur relatif de C.
Notations et définitions relatives à un opérateur multivoque A : H → 2H
• domA = {x ∈ H ∣∣ Ax 6= ∅} : Domaine de A.
• graA = {(x, u) ∈ H2 ∣∣ u ∈ Ax} : Graphe de A.
• A−1 : H → 2H : u 7→ {x ∈ H ∣∣ u ∈ Ax} : Inverse de A.
• FixA = {x ∈ H ∣∣ x ∈ Ax} : Points fixes de A.
• zerA = {x ∈ H ∣∣ 0 ∈ Ax} : Zéros de A.
• ranA = {u ∈ H ∣∣ (∃x ∈ H) u ∈ Ax} : Image de A.
• JA = (Id +A)−1 : Résolvante de A.
• RA = 2JA − Id : Opérateur de réflexion de A.
• A est monotone :
(∀(x, u) ∈ graA)(∀(y, v) ∈ graA) 〈x− y | u− v〉 > 0.
• A est maximalement monotone :
(∀(x, u) ∈ H⊕H)
(
(x, u) ∈ graA⇔ (∀(y, v) ∈ graA) 〈x− y | u− v〉 > 0
)
.
• A est γ-fortement monotone :
(∀(x, u) ∈ graA)(∀(y, v) ∈ graA) 〈x− y | u− v〉 > γ‖x− y‖2.
• A est demirégulier en x ∈ domA :
(∀((xn, un))n∈N ∈ (graA)N)(∀u ∈ Ax)
{
xn ⇀ x
un → u
⇒ xn → x.
xiii
Définitions relatives à un opérateur univoque T : H → H
• L’ensemble des points fixes de T :
FixT =
{
x ∈ H ∣∣ Tx = x}.
• T est lipschitzien de constante χ ∈ ]0,+∞[ (ou T est χ–lipschitzien) :
(∀(x, y) ∈ H2) ‖Tx− Ty‖ 6 χ‖x− y‖.
• T est β–cocoercif, où β ∈ ]0,+∞[ : βT est une contraction ferme,
(∀x ∈ H)(∀y ∈ H) 〈x− y | Tx− Ty〉 > β‖Tx− Ty‖2.
• T(W ) = {T : H → H ∣∣ (∀x ∈ H)(∀y ∈ FixT ) 〈y − Tx | x− Tx〉W 6 0}.
Notations relatives à une fonction f ∈ Γ0(H)
• Domaine de f :
dom f =
{
x ∈ H ∣∣ f(x) < +∞}.
• Ensemble des minimiseurs de f :
Argmin f.
• Le minimiseur de f en cas d’unicité :
argmin f(H) ou argmin
y∈H
f(y).
• Conjuguée de f :
f ∗ : u 7→ sup
x∈H
(〈x | u〉 − f(x)).
• Enveloppe de Moreau d’indice γ ∈ ]0,+∞[ de f :
γf : x 7→ inf
y∈H
(
f(y) +
1
2γ
‖x− y‖2
)
.
Si γ = 1, on note f˜ = 1f .
• Le sous-différentiel de f en x ∈ dom f :
∂f(x) =
{
u ∈ H ∣∣ (∀y ∈ H) 〈y − x | u〉+ f(x) 6 f(y)}.
xiv
• L’opérateur de proximité de f :
proxf : H → H : x 7→ argmin
y∈H
(
f(y) +
1
2
‖x− y‖2
)
.
• L’opérateur de proximité de f relativement à la norme ‖ · ‖U :
proxUf : H → H : x 7→ argmin
y∈H
(
f(y) +
1
2
‖x− y‖2U
)
.
• La section inférieure de f à hauteur η ∈ R :
lev6η f =
{
x ∈ H ∣∣ f(x) 6 η}.
xv
xvi
Chapitre 1
Introduction
1.1 Inclusions monotones
Rappelons un problème classique de la théorie des opérateurs monotones et de ses
applications.
Problème 1.1 Soit H un espace hilbertien réel, soit C : H → 2H un opérateur maxi-
malement monotone. Le problème est de
trouver x dans H tel que 0 ∈ Cx. (1.1)
Ce problème a été étudié extensivement dans la littérature (voir [4, 31, 38] et leur
bibliographies). La méthode proximale a été proposée dans [6, 31] pour résoudre le
Problème 1.1. On rappelle le résultat suivant.
Théorème 1.2 [2, Theorem 23.41] Dans le Problème 1.1, supposons que zerC 6= ∅.
Soient x0 ∈ H et (γn)n∈N une suite dans ]0,+∞[ telle que
∑
n∈N γ
2
n = +∞. Alors, la suite
(xn)n∈N engendrée par l’algorithme
(∀n ∈ N) xn+1 = JγnCxn (1.2)
converge faiblement vers une solution x du problème (1.1).
En général, les résolvantes (JγnC)n∈N sont difficile à mettre en œuvre numérique-
ment. On s’oriente alors vers des stratégies d’éclatement sous forme de sommes d’opéra-
teurs. Ainsi le Problème 1.1 a ensuite été étendu dans [27] au problème de trou-
ver un zéro de la somme C = A + B de deux opérateurs maximalement mono-
tone, où l’un d’entre eux est cocoercif, i.e., son inverse est fortement monotone (voir
aussi [1, 4, 22, 23, 24, 34, 35, 39] pour des travaux concernant les opérateurs cocoer-
cifs).
1
Problème 1.3 Soient β ∈ ]0,+∞[,H un espace hilbertien réel, A : H → 2H un opérateur
maximalement monotone, et B : H → H un opérateur β-cocoercif. Le problème est de
trouver x dans H tel que 0 ∈ Ax+Bx. (1.3)
La méthode explicite-implicite a été proposée dans [27] pour résoudre ce problème.
Cette méthode trouve ses origines dans la méthode du gradient projeté en optimisation
convexe (voir aussi [1, 4, 13, 16, 17, 19] et leur bibliographies). On présente le résultat
plus général sur cette méthode dans le théorème suivant [1, 13].
Théorème 1.4 (Méthode explicite-implicite [1, Theorem 2.8], [13, Section 6.2]) Con-
sidérons le Problème 1.3. Soient ε ∈ ]0, β/2[, (λn)n∈N une suite dans [ε, 1], (γn)n∈N une suite
dans [ε, 2β − ε], x0 ∈ H, (an)n∈N et (bn)n∈N des suites absolument sommables dans H. On
engendre une suite (xn)n∈N comme suit.
(∀n ∈ N)
⌊
yn = xn − γn(Bxn + bn)
xn+1 = xn + λn
(
JγnAyn + an − xn
)
.
(1.4)
Supposons que zer(A + B) 6= ∅. Alors, on a les résultats suivants pour une solution x du
problème (1.3).
(i) (xn)n∈N converge faiblement vers x.
(ii) Supposons que l’une de conditions suivante soit satisfaite :
(a) A ou B est demirégulier en x.
(b) int zer(A +B) 6= ∅.
Alors (xn)n∈N converge fortement vers x.
Dans le cas où l’opérateur B dans le Problème 1.3 est seulement lipschitzien et
monotone, on arrive au problème suivant qui est plus général que Problème 1.3.
Problème 1.5 Soient β ∈ ]0,+∞[, H un espace hilbertien réel, A : H → 2H un opéra-
teur maximalement monotone, B : H → H un opérateur monotone et β-lipschitzien. Le
problème est de
trouver x dans H tel que 0 ∈ Ax+Bx. (1.5)
On peut utiliser la méthode explicite-implicite-explicite proposée initialement
dans [36] pour résoudre ce problème. On rappelle le résultat suivant de [7] qui in-
corpore des termes d’erreur.
Théorème 1.6 (Méthode explicite-implicite-explicite [7, Theorem 2.5]) Considérons
le Problème 1.5. Soient x0 ∈ H, ε ∈ ]0, β−1/2[, (an)n∈N, (bn)n∈N, et (cn)n∈N des suites
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absolument sommables dans H. Posons
(∀n ∈ N)

γn ∈ [ε, β−1 − ε]
yn = xn − γn(Bxn + bn)
pn = JγnAyn + an
qn = pn − γn(Bpn + cn)
xn+1 = xn − yn + qn.
(1.6)
Supposons que zer(A + B) 6= ∅. Alors, on a les résultats suivants pour une solution x du
problème (1.5).
(i) (xn)n∈N converge faiblement vers x.
(ii) Supposons que l’une des conditions suivantes soit satisfaite.
(a) A+B est demirégulier en x.
(b) A ou B est uniformément monotone en x.
(c) int zer(A +B) 6= ∅.
Alors (xn)n∈N converge fortement vers x.
On a vu que l’opérateur B dans les Problèmes 1.3 et 1.5 est univoque. Dans le cas
où il est multivoque, on a le problème suivant.
Problème 1.7 Soient H un espace hilbertien réel, A : H → 2H et B : H → 2H des opéra-
teurs maximalement monotones. Le problème est de
trouver x dans H tel que 0 ∈ Ax+Bx. (1.7)
On peut utiliser la méthode de Douglas-Rachford proposée initialement dans [26]
pour résoudre le problème (1.7) (voir aussi [4, 13, 15, 21, 33] et leur bibliographies).
Théorème 1.8 ( [4, Theorem 25.6]) Dans le Problème 1.7, supposons que zer(A+B) 6=
∅. Soient γ ∈ ]0,+∞[, x0 ∈ H, (λn)n∈N une suite dans [0, 2] telle que
∑
n∈N λn(2 − λn) =
+∞. On engendre des suites (xn)n∈N, (yn)n∈N et (zn)n∈N comme suit.
(∀n ∈ N)
 yn = JγBxnzn = JγA(2yn − xn)
xn+1 = xn + λn(zn − yn).
(1.8)
Alors on a les résultats suivants pour un point x ∈ FixRγARγB.
(i) JγBx ∈ zer(A+B) et (xn)n∈N converge faiblement vers x.
(ii) (yn)n∈N converge faiblement vers JγBx.
(iii) (zn)n∈N converge faiblement vers JγBx.
Dans le cas où l’opérateur C dans le problème (1.1) est une somme quelconque
d’opérateurs maximalement monotones, on arrive au problème suivant [14, 32].
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Problème 1.9 Soient m un entier strictement positif et H un espace hilbertien réel.
Pour tout i ∈ {1, . . . , m}, soit Ci : H → 2H un opérateur maximalement monotone. Le
problème est de
trouver x dans H tel que 0 ∈
m∑
i=1
Cix. (1.9)
On peut le résoudre par la méthode parallèle basée sur Douglas-Rachford proposée
dans [14] où celle des inverses partiels proposée dans [32]. Dans le cas où l’un des
opérateurs (Ci)16i6m est fortement monotone, on dispose également de la méthode par-
allèle de type Dykstra de [14].
1.2 Objectifs
L’objectif principal de cette thèse est de développer des méthodes d’éclatement d’opéra-
teurs pour résoudre des problèmes plus généraux par leur structure que le Problème 1.9.
Le problème générique que nous considérons est le suivant.
Problème 1.10 Soient H un espace hilbertien réel, z ∈ H, A : H → 2H un opéra-
teur maximalement monotone, et C : H → H un opérateur maximalement monotone.
Soient G un espace hilbertien réel, r ∈ G, B : G → 2G et D : G → 2G deux opérateurs
maximalement monotones, et 0 6= L ∈ B(H,G). Le problème est de résoudre l’inclusion
primale
trouver x ∈H tel que z ∈ (A+C)x+L∗((B  D)(Lx− r)) (1.10)
et l’inclusion duale
trouver v ∈ G tel que
− r ∈ −L((A+C)−1(z − L∗v))+B−1v +D−1v. (1.11)
Cette dualité générale a été introduite dans [18] (on trouve des cas particuliers dans
[2, 7, 10, 11, 28, 29]).
La principale motivation de cette thèse est d’unifier un grand nombre de méthodes
existantes pour résoudre certains cas particuliers de Problème 1.10 et de développer
de nouveaux algorithmes à métriques constante et variable. Ces algorithmes seront ap-
pliqués à plusieurs problèmes concrets.
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1.3 Organisation
Au Chapitre 2, nous élaborons une méthode primale-duale pour résoudre des problèmes
d’optimisation fortement convexe composites. L’algorithme proposé est une application
de la méthode explicite-implicite (1.4) au problème dual, et il est appliqué ensuite à
divers problèmes en mathématiques appliquées. On montre que plusieurs algorithmes
connus [3, 5, 8, 30, 37] sont des cas particuliers de cet algorithme. Des comparaisons
numériques avec l’algorithme proposé récemment dans [9] et avec celui de [11] sont
présentées dans le contexte du débruitage d’image.
Au Chapitre 3, nous proposons un algorithme pour calculer l’opérateur proximal
d’une fonction composite de la forme
h : H → ]−∞,+∞] : x 7→
m∑
i=1
gi(Lix− ri), (1.12)
où (∀i ∈ {1, . . . , m}) ri ∈ Gi, gi ∈ Γ0(Gi), et 0 6= Li ∈ B(H,Gi). Ensuite, nous présentons
des applications aux problèmes de meilleure approximation relativement à l’intersection
de sous-ensembles convexes composites, et de traitement du signal.
Au Chapitre 4, nous nous intéressons aux inclusions monotones composites impli-
quant des opérateurs cocoercifs. Nous proposons un algorithme qui admet une structure
de la méthode explicite-implicite pour résoudre ce problème. Des liens avec les méthodes
de [9, 13, 20, 25] sont présentés.
Au Chapitre 5, nous introduisons la notion de suite quasi-fejérienne à métrique
variable et analysons son comportement asymptotique. Dans le cas d’une métrique con-
stante, ces résultats se réduisent aux résultats connus de [12]. Les résultats obtenus
sont utilisés pour montrer la convergence faible et forte d’algorithmes pour résoudre des
problèmes de point fixe et d’admissibilité convexe dans le Chapitre 5, et des inclusions
monotones en dualité dans les Chapitres 6 et 7.
Au Chapitre 6 nous proposons tout d’abord une méthode explicite-implicite à
métrique variable pour résoudre le Problème 1.3. Les résultats se réduisent aux résultats
connus de [7, 13, 19, 27] dans le cas d’une métrique constante. Ensuite, nous appliquons
cet algorithme à la résolution d’inclusions monotones en dualité. De plus, des nouvelles
applications sont présentées.
Au Chapitre 7, nous développons une méthode explicite-implicite-explicite à
métrique variable pour résoudre le Problème 1.5. De plus, nous proposons un algo-
rithme primal-dual à métrique variable pour résoudre des inclusions monotones compos-
ites impliquant des opérateurs lipschitziens et monotones. Des liens avec les méthodes
de [7, 18, 36] sont établis.
Au Chapitre 8, nous présentons quelques conclusions et des problèmes ouverts.
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1.4 Contributions principales
• Unification de nombreuses méthodes d’éclatement d’opérateurs. Plusieurs méth-
odes en apparence sans lien sont regroupées et étendues dans un cadre commun.
• Étude primale-duale de la méthode explicite-implicite pour résoudre les prob-
lèmes d’optimisation composites fortement convexes et d’inclusions composites
fortement monotones. Cette approche nous permet de développer de nouveaux
algorithmes et de résoudre des problèmes pour lesquels aucune méthode déclate-
ment existait jusqu’alors.
• Conception et étude asymptotique de la méthode explicite-implicite à métrique
variable pour résoudre le Problème 1.3 et de la méthode explicite-implicite à
métrique variable pour résoudre le Problème 1.5.
• Introduction de la notion de suite quasi-fejérienne à métrique variable. Les résul-
tats obtenus sont des outils fondamentaux pour démontrer la convergence faible
et forte de schémas numériques à métrique variable en analyse non-linéaire.
• Conception et étude asymptotique d’une méthode à métrique variable pour ré-
soudre le problème de point fixe commun. En particulier, nous obtenons une
nouvelle méthode proximale à métrique variable.
• Étude systématique de la méthode explicite-implicite (à métrique variable) et de
la méthode explicite-implicite-explicite (à métrique variable) pour résoudre des
inclusions monotones associées à des opérateurs cocoercifs et lipschitziens, re-
spectivement.
• Développement de nouvelles méthodes de résolution de problèmes inverses, de
théorie du signal, de traitement de l’image, et de meilleure approximation.
1.5 Publications issues de la thèse
• P. L. Combettes, D- inh Du˜ng, and B. C. Vu˜, Dualization of signal recovery problems,
Set-Valued Var. Anal., vol. 18, pp. 373–404, 2010.
• P. L. Combettes, D- inh Du˜ng, and B. C. Vu˜, Proximity for sums of composite func-
tions, J. Math. Anal. Appl., vol. 380, pp. 680–688, 2011.
• B. C. Vu˜, A splitting algorithm for dual monotone inclusions involving cocoercive
operators, Adv. Comput. Math., vol. 38, pp. 667–681, 2013.
• P. L. Combettes and B. C. Vu˜, Variable metric quasi-Fejér monotonicity, Nonlinear
Anal., vol. 78, pp. 17–31, 2013.
• P. L. Combettes and B. C. Vu˜, Variable metric forward-backward splitting with
applications to monotone inclusions in duality, Optimization, à paraître, 2013.
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• B. C. Vu˜, A variable metric extension of the forward–backward–forward algorithm
for monotone operators, Numer. Funct. Anal. Optim., à paraître, 2013.
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Chapitre 2
Dualisation de problèmes inverses en
théorie du signal
Nous proposons un algorithme pour minimiser la somme d’une fonction fortement con-
vexe et d’une fonction composite. L’algorithme résulte de l’application de la méthode
explicite-implicite au problème dual. Nous obtenons la convergence forte de la suite
primale et faible de la suite duale dans des espaces hilbertiens réels.
2.1 Description et résultats principaux
Nous nous intéressons au problème suivant qui permet la modélisation d’une grande
classe de problèmes [23, 24, 50, 56, 66, 68, 72, 79, 80].
Problème 2.1 Soient H et G deux espaces hilbertiens réels, z ∈ H, r ∈ G, f ∈ Γ0(H),
g ∈ Γ0(G), et 0 6= L ∈ B(H,G) tels que
r ∈ sri (L(dom f)− dom g). (2.1)
Le problème primal est de
minimiser
x∈H
f(x) + g(Lx− r) + 1
2
‖x− z‖2, (2.2)
et le problème dual est de
minimiser
v∈G
f˜ ∗(z − L∗v) + g∗(v) + 〈v | r〉. (2.3)
Le premier résultat établit des liens entre le problème primal et le problème dual.
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Proposition 2.2 Soit γ ∈ ]0,+∞[. Sous les hypothèses du Problème 2.1, le problème (2.2)
et le problème (2.3) sont en dualité forte, c’est à dire,
inf
x∈H
f(x) + g(Lx− r) + 1
2
‖x− z‖2 = −min
v∈G
f˜ ∗(z − L∗v) + g∗(v) + 〈v | r〉, (2.4)
le problème (2.3) possède au moins une solution v, le problème (2.2) possède une solution
unique x, et ces solutions sont liées par les relations
x = proxf (z − L∗v) et v = proxγg∗(v + γLx). (2.5)
Observons que la fonction f˜ ∗ est différentiable sur G avec un gradient lips-
chitzien [7]. Donc, pour résoudre le Problème 2.1, nous appliquons la méthode explicite-
implicite (1.4) au problème dual, et allons par ce biais récupérer la solution primale.
Algorithme 2.3 Soit (an)n∈N une suite absolument sommable dans G, et soit (bn)n∈N
une suite absolument sommable dans H. Des suites (xn)n∈N et (vn)n∈N sont engendrées
comme suit.
Initialisation⌊
ε ∈ ]0,min{1, ‖L‖−2}[
v0 ∈ G
Pour n = 0, 1, . . .
xn = proxf(z − L∗vn) + bn
γn ∈ [ε, 2‖L‖−2 − ε]
λn ∈ [ε, 1]
vn+1 = vn + λn
(
proxγng∗(vn + γn(Lxn − r)) + an − vn
)
.
(2.6)
Dans cette méthode, on obtient un éclatement de tous les opérateurs puisque L,
proxf et proxg∗ sont utilisés individuellement à chaque itération. De plus, la méthode
tolère des erreurs dans l’évaluation de chaque opérateur impliqué. Nous obtenons le
résultat de convergence suivant.
Théorème 2.4 Soient (xn)n∈N et (vn)n∈N des suites engendrées par l’Algorithme 2.3 et soit
x la solution du problème (2.2). Alors nous avons les résultats suivants.
(i) (xn)n∈N converge fortement vers x.
(ii) (vn)n∈N converge faiblement vers une solution v du problème (2.3) et x = proxf (z −
L∗v).
Nous illustrons à présent des applications du Problème 2.1 aux problèmes de
meilleure approximation, de débruitage de signaux à l’aide de dictionnaires et de restau-
ration de signaux avec des fonctions d’appui. Nous listons ci-dessous quelques cas parti-
culiers du Problème 2.1.
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Exemple 2.5 Soient z ∈ H, r ∈ G, C ⊂ H et D ⊂ G deux sous-ensembles convexes
fermés, et 0 6= L ∈ B (H,G) tels que
r ∈ sri (L(C)−D). (2.7)
Le problème primal est de
minimiser
x∈C
Lx−r∈D
1
2
‖x− z‖2, (2.8)
et le problème dual est de
minimiser
v∈G
1
2
‖z − L∗v‖2 − 1
2
d2C(z − L∗v) + σD(v) + 〈v | r〉. (2.9)
Cet exemple est un cas particulier du Problème 2.1 où f = ιC avec dom f = C, et
g = ιD avec dom g = D. Donc, nous pouvons utiliser l’Algorithme 2.3 pour résoudre le
problème (2.8) et le problème (2.9).
La condition (2.7) implique que l’intersection C ∩ L−1(r + D) dans l’Exemple 2.5
est non vide. Pourtant, dans certaines situations (voir [31, 81]), l’intersection peut être
vide. Dans ce cas, nous proposons le problème suivant.
Exemple 2.6 Soient z ∈ H, r ∈ G, C ⊂ H et D ⊂ G deux sous-ensembles convexes
fermés non vides, 0 6= L ∈ B (H,G), φ et ψ deux fonctions paires dans Γ0(R)r{ι{0}} tels
que
r ∈ sri
(
L
({
x ∈ H ∣∣ dC(x) ∈ domφ})− {y ∈ G ∣∣ dD(y) ∈ domψ}). (2.10)
Le problème primal est de
minimiser
x∈H
φ
(
dC(x)
)
+ ψ
(
dD(Lx− r)
)
+
1
2
‖x− z‖2, (2.11)
et le problème dual est de
minimiser
v∈G
1
2
‖z − L∗v‖2 − (φ ◦ dC)∼(z − L∗v) + σD(v) + ψ∗(‖v‖) + 〈v | r〉. (2.12)
Cet exemple est encore un cas particulier du Problème 2.1 où f = φ ◦ dC avec dom f ={
x ∈ H ∣∣ dC(x) ∈ domφ}, et g = ψ ◦ dD avec dom g = {x ∈ H ∣∣ dD(x) ∈ domψ}.
D’autres cas particuliers du Problème 2.1 sont des problèmes de restauration de
signal. Nous nous intéressons à la restauration d’un signal original x˜ à partir d’un signal
bruité z dans H selon le modèle
z = x˜+ w, (2.13)
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où w est un bruit additif. Des méthodes variationnelles ont été proposées dans [2, 23, 24,
27, 32, 36, 44, 45, 54, 72, 77, 78] pour résoudre le problème (2.13). Une approche com-
mune de résoudre ce problème est de minimiser la fonction x 7→ ‖x−z‖2/2 sous des con-
traintes sur x qui représentent les information a priori sur x˜, et quelques transformations
affines Lx˜−z de celles-ci. Dans ce contexte, L peut être un gradient [23, 24, 45, 54, 72],
un filtre de basse-fréquence [2, 77], un opérateur de décomposition sur une base d’on-
dellette [36, 44, 78]. Nous proposons la formulation variationnelle suivante où les in-
formations sur x˜ portent sur les produits scalaires (〈x˜ | ek〉)k∈K, où (ek)k∈K est une suite
finie ou infinie de vecteurs de références dans H, et la fonction f modélise les autres
propriétés connues de x.
Exemple 2.7 Soient z ∈ H, f ∈ Γ0(H), et (ek)k∈K une suite de vecteurs normés dans H
tels que
(∃ δ ∈ ]0,+∞[)(∀x ∈ H)
∑
k∈K
|〈x | ek〉|2 6 δ‖x‖2, (2.14)
et (φk)k∈K des fonctions dans Γ0(R) telles que
(∀k ∈ K) φk > φk(0) = 0 (2.15)
et
0 ∈ sri
{(〈x | ek〉 − ξk)k∈K ∣∣∣∣ (ξk)k∈K ∈ ℓ2(K), ∑
k∈K
φk(ξk) < +∞, et x ∈ dom f
}
. (2.16)
Le problème primal est de
minimiser
x∈H
f(x) +
∑
k∈K
φk(〈x | ek〉) + 1
2
‖x− z‖2, (2.17)
et le problème dual est de
minimiser
(νk)k∈K∈ℓ2(K)
f˜ ∗
(
z −
∑
k∈K
νn,kek
)
+
∑
k∈K
φ∗k(νk). (2.18)
Cet exemple est un cas particulier du Problème 2.1 avec G = ℓ2(K), r = 0, et
L : H → G : x 7→ (〈x | ek〉)k∈K et g : G → ]−∞,+∞] : (ξk)k∈K 7→
∑
k∈K
φk(ξk). (2.19)
Enfin, nous présentons une application aux problèmes de débruitage de signaux
avec des fonctions d’appui.
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Exemple 2.8 Soient z ∈ H, r ∈ G, f ∈ Γ0(H), D un ensemble convexe fermé non vide
de G, et 0 6= L ∈ B (H,G) tels que
r ∈ sri (L(dom f)− {y ∈ G ∣∣ sup
v∈D
〈y | v〉 < +∞}). (2.20)
Le problème primal est de
minimiser
x∈H
f(x) + σD(Lx− r) + 1
2
‖x− z‖2, (2.21)
et le problème dual est de
minimiser
v∈D
f˜ ∗(z − L∗v) + 〈v | r〉. (2.22)
Cet exemple est un cas particulier du Problème 2.1 où g = σD avec dom g ={
y ∈ G ∣∣ supv∈D 〈y | v〉 < +∞}. On trouve des exemples de telles fonctions en débruitage
de signaux dans [1, 8, 9, 24, 35, 39, 42, 65, 72, 79].
Remarque 2.9 En appliquant l’Algorithme 2.3 à ces cas particuliers, nous obtenons des
algorithmes pour résoudre les problèmes dans les Exemples 2.5, 2.6, 2.7, et 2.8. Des
liens avec des méthodes existantes sont présentés dans les Sections 2.2.4.1 et 2.2.4.3.
2.2 Article en anglais
DUALIZATION OF SIGNAL RECOVERY PROBLEMS 1
Abstract : In convex optimization, duality theory can sometimes lead to simpler solu-
tion methods than those resulting from direct primal analysis. In this paper, this princi-
ple is applied to a class of composite variational problems arising in particular in signal
recovery. These problems are not easily amenable to solution by current methods but
they feature Fenchel-Moreau-Rockafellar dual problems that can be solved by forward-
backward splitting. The proposed algorithm produces simultaneously a sequence con-
verging weakly to a dual solution, and a sequence converging strongly to the primal
solution. Our framework is shown to capture and extend several existing duality-based
signal recovery methods and to be applicable to a variety of new problems beyond their
scope.
1. P. L. Combettes, D- inh Du˜ng, and B. C. Vu˜, Dualization of signal recovery problems, Set-Valued Var.
Anal., vol. 18, pp. 373–404, 2010.
15
2.2.1 Introduction
Over the years, several structured frameworks have been proposed to unify the anal-
ysis and the numerical solution methods of classes of signal (including image) recovery
problems. An early contribution was made by Youla in 1978 [80]. He showed that sev-
eral signal recovery problems, including those of [50, 66], shared a simple common
geometrical structure and could be reduced to the following formulation in a Hilbert
space H with scalar product 〈· | ·〉 and associated norm ‖ · ‖ : find the signal in a closed
vector subspace C which admits a known projection r onto a closed vector subspace V ,
and which is at minimum distance from some reference signal z. This amounts to solving
the variational problem
minimize
x∈C
PV x=r
1
2
‖x− z‖2, (2.23)
where PV denotes the projector onto V . Abstract Hilbert space signal recovery problems
have also been investigated by other authors. For instance, in 1965, Levi [56] consid-
ered the problem of finding the minimum energy band-limited signal fitting N linear
measurements. In the Hilbert spaceH = L2(R), the underlying variational problem is to
minimize
x∈C
〈x|s1〉=ρ1
...
〈x|sN〉=ρN
1
2
‖x‖2, (2.24)
where C is the subspace of band-limited signals, (si)16i6N ∈ HN are the measurement
signals, and (ρi)16i6N ∈ RN are the measurements. In [68], Potter and Arun observed
that, for a general closed convex set C, the formulation (2.24) models a variety of prob-
lems, ranging from spectral estimation [10, 74] and tomography [58], to other inverse
problems [12]. In addition, they employed an elegant duality framework to solve it,
which led to the following result.
Proposition 2.10 [68, Theorems 1 and 3] Set r = (ρi)16i6N and L : H → RN : x 7→
(〈x | si〉)16i6N , and let γ ∈ ]0, 2[. Suppose that
∑N
i=1 ‖si‖2 6 1 and that r lies in the relative
interior of L(C). Set
w0 ∈ RN and (∀n ∈ N) wn+1 = wn + γ
(
r − LPCL∗wn
)
, (2.25)
where L∗ : RN → H : (νi)16i6N 7→
∑N
i=1 νisi is the adjoint of L. Then (wn)n∈N converges to
a point w such that LPCL
∗w = r and PCL∗w is the solution to (2.24).
Duality theory plays a central role in convex optimization [46, 62, 71, 83] and it
has been used, in various forms and with different objectives, in several places in signal
recovery, e.g., [10, 14, 23, 26, 39, 43, 47, 51, 53, 55, 79] ; let us add that, since the
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completion of the present paper [33], other aspects of duality in imaging have been
investigated in [15]. For our purposes, the most suitable type of duality is the so-called
Fenchel-Moreau-Rockafellar duality, which associates to a composite minimization prob-
lem a “dual” minimization problem involving the conjugates of the functions and the
adjoint of the linear operator acting in the primal problem. In general, the dual prob-
lem sheds a new light on the properties of the primal problem and enriches its analysis.
Moreover, in certain specific situations, it is actually possible to solve the dual problem
and to recover a solution to the primal problem from any dual solution. Such a scenario
underlies Proposition 2.10 : the primal problem (2.24) is difficult to solve but, if C is
simple enough, the dual problem can be solved efficiently and, furthermore, a primal
solution can be recovered explicitly. This principle is also explicitly or implicitly present
in other signal recovery problems. For instance, the variational denoising problem
minimize
x∈H
g(Lx) +
1
2
‖x− z‖2, (2.26)
where z is a noisy observation of an ideal signal, L is a bounded linear operator from H
to some Hilbert space G, and g : G → ]−∞,+∞] is a proper lower semicontinuous convex
function, can often be approached efficiently using duality arguments [39]. A popular
development in this direction is the total variation denoising algorithm proposed in [23]
and refined in [24].
The objective of the present paper is to devise a duality framework that captures
problems such as (2.23), (2.24), and (2.26) and leads to improved algorithms and con-
vergence results, in an effort to standardize the use of duality techniques in signal re-
covery and extend their range of potential applications. More specifically, we focus on a
class of convex variational problems which satisfy the following.
(a) They cover the above minimization problems.
(b) They are not easy to solve directly, but they admit a Fenchel-Moreau-Rockafellar
dual which can be solved reliably in the sense that an implementable algorithm
is available with proven weak or strong convergence to a solution of the se-
quences of iterates it generates. Here “implementable” is taken in the classical
sense of [67] : the algorithm does not involve subprograms (e.g., “oracles” or
“black-boxes”) which are not guaranteed to converge in a finite number of steps.
(c) They allow for the construction of a primal solution from any dual solution.
A problem formulation which complies with these requirements is the following, where
we denote by sriC the strong relative interior of a convex set C (see (2.42) and Re-
mark 2.12).
Problem 2.11 (primal problem) Let H and G be real Hilbert spaces, let z ∈ H, let
r ∈ G, let f : H → ]−∞,+∞] and g : G → ]−∞,+∞] be lower semicontinuous con-
vex functions, and let L : H → G be a nonzero linear bounded operator such that the
qualification condition
r ∈ sri (L(dom f)− dom g) (2.27)
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holds. The problem is to
minimize
x∈H
f(x) + g(Lx− r) + 1
2
‖x− z‖2. (2.28)
In connection with (a), it is clear that (2.28) covers (2.26) for f = 0. Moreover, if
we let f and g be the indicator functions (see (2.38)) of closed convex sets C ⊂ H and
D ⊂ G, respectively, then (2.28) reduces to the best approximation problem
minimize
x∈C
Lx−r∈D
1
2
‖x− z‖2, (2.29)
which captures both (2.23) and (2.24) in the case when C is a closed vector subspace
and D = {0}. Indeed, (2.23) corresponds to G = H and L = PV , while (2.24) corre-
sponds to G = RN , L : H → RN : x 7→ (〈x | si〉)16i6N , r = (ρi)16i6N , and z = 0. As will be
seen in Section 2.2.4, Problem 2.11 models a broad range of additional signal recovery
problems.
In connection with (b), it is natural to ask whether the minimization problem (2.28)
can be solved reliably by existing algorithms. Let us set
h : H → ]−∞,+∞] : x 7→ f(x) + g(Lx− r). (2.30)
Then it follows from (2.27) that h is a proper lower semicontinuous convex function.
Hence its proximity operator proxh, which maps each y ∈ H to the unique minimizer of
the function x 7→ h(x) + ‖y − x‖2/2, is well defined (see Section 2.2.2.3). Accordingly,
Problem 2.11 possesses a unique solution, which can be concisely written as
x = proxhz. (2.31)
Since no-closed form expression exists for the proximity operator of composite functions
such as h, one can contemplate the use of splitting strategies to construct proxhz since
(2.28) is of the form
minimize
x∈H
f1(x) + f2(x), (2.32)
where
f1 : x 7→ f(x) + 1
2
‖x− z‖2 and f2 : x 7→ g(Lx− r) (2.33)
are lower semicontinuous convex functions from H to ]−∞,+∞]. To tackle (2.32), a
first splitting framework is that described in [39], which requires the additional assump-
tion that f2 be Lipschitz-differentiable on H (see also [13, 16, 20, 19, 27, 35, 42, 49]
for recent work within this setting). In this case, (2.32) can be solved by the proximal
forward-backward algorithm, which is governed by the updating rule⌊
xn+ 1
2
= ∇f2(xn) + a2,n
xn+1 = xn + λn
(
proxγnf1
(
xn − γnxn+ 1
2
)
+ a1,n − xn
)
,
(2.34)
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where λn > 0 and γn > 0, and where a1,n and a2,n model respectively tolerances in
the approximate implementation of the proximity operator of f1 and the gradient of
f2. Precise convergence results for the iterates (xn)n∈N can be found in Theorem 2.37.
Let us add that there exist variants of this splitting method, which do not guarantee
convergence of the iterates but do provide an optimal (in the sense of [63]) O(1/n2) rate
of convergence of the objective values [8]. A limitation of this first framework is that it
imposes that g be Lipschitz-differentiable and therefore excludes key problems such as
(2.29). An alternative framework, which does not demand any smoothness assumption
in (2.32), is investigated in [36]. It employs the Douglas-Rachford splitting algorithm,
which revolves around the updating rule⌊
xn+ 1
2
= proxγf2xn + a2,n
xn+1 = xn + λn
(
proxγf1
(
2xn+ 1
2
− xn
)
+ a1,n − xn+ 1
2
)
,
(2.35)
where λn > 0 and γ > 0, and where a1,n and a2,n model tolerances in the approximate
implementation of the proximity operators of f1 and f2, respectively (see [36, Theo-
rem 20] for precise convergence results and [28] for further applications). However, this
approach requires that the proximity operator of the composite function f2 in (2.33) be
computable to within some quantifiable error. Unfortunately, this is not possible in gen-
eral, as explicit expressions of proxg◦L in terms of proxg require stringent assumptions,
for instance L ◦ L∗ = κ Id for some κ > 0 (see Example 2.19), which does not hold in
the case of (2.24) and many other important problems. A third framework that appears
to be relevant is that of [5], which is tailored for problems of the form
minimize
x∈H
h1(x) + h2(x) +
1
2
‖x− z‖2, (2.36)
where h1 and h2 are lower semicontinuous convex functions from H to ]−∞,+∞] such
that domh1 ∩ dom h2 6= ∅. This formulation coincides with our setting for h1 = f and
h2 : x 7→ g(Lx− r). The Dykstra-like algorithm devised in [5] to solve (2.36) is governed
by the iteration
Initialization y0 = zq0 = 0
p0 = 0
For n = 0, 1, . . .
xn = proxh2(yn + qn)
qn+1 = yn + qn − xn
yn+1 = proxh1(xn + pn)
pn+1 = xn + pn − yn+1
(2.37)
and therefore requires that the proximity operators of h1 and h2 be computable explic-
itly. As just discussed, this is seldom possible in the case of the composite function h2.
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To sum up, existing splitting techniques do not offer satisfactory options to solve Prob-
lem 2.11 and alternative routes must be explored. The cornerstone of our paper is that,
by contrast, Problem 2.11 can be solved reliably via Fenchel-Moreau-Rockafellar duality
so long as the operators proxf and proxg can be evaluated to within some quantifiable
error, which will be shown to be possible in a wide variety of problems.
The paper is organized as follows. In Section 2.2.2 we provide the convex analytical
background required in subsequent sections and, in particular, we review proximity op-
erators. In Section 2.2.3, we show that Problem 2.11 satisfies properties (b) and (c). We
then derive the Fenchel-Moreau-Rockafellar dual of Problem 2.11 and then show that it
is amenable to solution by forward-backward splitting. The resulting primal-dual algo-
rithm involves the functions f and g, as well as the operator L, separately and therefore
achieves full splitting of the constituents of the primal problem. We show that the primal
sequence produced by the algorithm converges strongly to the solution to Problem 2.11,
and that the dual sequence converges weakly to a solution to the dual problem. Finally,
in Section 2.2.4, we highlight applications of the proposed duality framework to best
approximation problems, denoising problems using dictionaries, and recovery problems
involving support functions. In particular, we extend and provide formal convergence
results for the total variation denoising algorithm proposed in [24]. Although signal
recovery applications are emphasized in the present paper, the proposed duality frame-
work is applicable to any variational problem conforming to the format described in
Problem 2.11.
2.2.2 Convex-analytical tools
2.2.2.1 General notation
Throughout the paper, H and G are real Hilbert spaces, and B (H,G) is the space
of bounded linear operators from H to G. The identity operator is denoted by Id, the
adjoint of an operator T ∈ B (H,G) by T ∗, the scalar products of both H and G by
〈· | ·〉 and the associated norms by ‖ · ‖. Moreover, ⇀ and → denote respectively
weak and strong convergence. Finally, we denote by Γ0(H) the class of lower semi-
continuous convex functions ϕ : H → ]−∞,+∞] which are proper in the sense that
domϕ =
{
x ∈ H ∣∣ ϕ(x) < +∞} 6= ∅.
2.2.2.2 Convex sets and functions
We provide some background on convex analysis ; for a detailed account, see [83]
and, for finite-dimensional spaces, [70].
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Let C be a nonempty convex subset of H. The indicator function of C is
ιC : x 7→
{
0, if x ∈ C;
+∞, if x /∈ C, (2.38)
the distance function of C is
dC : H → [0,+∞[ : x 7→ inf
y∈C
‖x− y‖, (2.39)
the support function of C is
σC : H → ]−∞,+∞] : u 7→ sup
x∈C
〈x | u〉, (2.40)
and the conical hull of C is
coneC =
⋃
λ>0
{
λx
∣∣ x ∈ C}. (2.41)
If C is also closed, the projection of a point x in H onto C is the unique point PCx
in C such that ‖x − PCx‖ = dC(x). We denote by intC the interior of C, by spanC
the span of C, and by spanC the closure of spanC. The core of C is coreC ={
x ∈ C ∣∣ cone(C − x) = H}, the strong relative interior of C is
sriC =
{
x ∈ C ∣∣ cone(C − x) = span (C − x)}, (2.42)
and the relative interior of C is riC =
{
x ∈ C ∣∣ cone(C − x) = span (C − x)}. We have
intC ⊂ coreC ⊂ sriC ⊂ riC ⊂ C. (2.43)
The strong relative interior is therefore an extension of the notion of an interior. This
extension is particularly important in convex analysis as many useful sets have empty
interior infinite-dimensional spaces.
Remark 2.12 The qualification condition (2.27) in Problem 2.11 is rather mild. In view
of (2.43), it is satisfied in particular when r belongs to the core and, a fortiori, to the
interior of L(dom f) − dom g ; the latter is for instance satisfied when L(dom f) ∩ (r +
int dom g) 6= ∅. If f and g are proper, then (2.27) is also satisfied when L(dom f) −
dom g = H and, a fortiori, when f is finite-valued and L is surjective, or when g is
finite-valued. If G is finite-dimensional, then (2.27) reduces to [70, Section 6]
r ∈ ri (L(dom f)− dom g) = (riL(dom f))− ri dom g, (2.44)
i.e., (riL(dom f)) ∩ (r + ri dom g) 6= ∅.
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Let ϕ ∈ Γ0(H). The conjugate of ϕ is the function ϕ∗ ∈ Γ0(H) defined by
(∀u ∈ H) ϕ∗(u) = sup
x∈H
〈x | u〉 − ϕ(x). (2.45)
The Fenchel-Moreau theorem states that ϕ∗∗ = ϕ. The subdifferential of ϕ is the set-
valued operator
∂ϕ : H → 2H : x 7→ {u ∈ H ∣∣ (∀y ∈ H) 〈y − x | u〉+ ϕ(x) 6 ϕ(y)}. (2.46)
We have
(∀(x, u) ∈ H ×H) u ∈ ∂ϕ(x) ⇔ x ∈ ∂ϕ∗(u). (2.47)
Moreover, if ϕ is Gâteaux differentiable at x, then
∂ϕ(x) = {∇ϕ(x)}. (2.48)
Fermat’s rule states that
(∀x ∈ H) x ∈ Argminϕ = {x ∈ domϕ ∣∣ (∀y ∈ H) ϕ(x) 6 ϕ(y)} ⇔ 0 ∈ ∂ϕ(x).
(2.49)
If Argminϕ is a singleton, we denote by argminy∈H ϕ(y) the unique minimizer of ϕ.
Lemma 2.13 [83, Theorem 2.8.3] Let ϕ ∈ Γ0(H), let ψ ∈ Γ0(G), and let M ∈ B (H,G)
be such that 0 ∈ sri (M(domϕ)− domψ). Then ∂(ϕ + ψ ◦M) = ∂ϕ +M∗ ◦ (∂ψ) ◦M .
2.2.2.3 Moreau envelopes and proximity operators
Essential to this paper is the notion of a proximity operator, which is due to Moreau
[60] (see [39, 61] for detailed accounts and Section 2.2.2.4 for closed-form examples).
The Moreau envelope of ϕ is the continuous convex function
ϕ˜ : H → R : x 7→ min
y∈H
ϕ(y) +
1
2
‖x− y‖2. (2.50)
For every x ∈ H, the function y 7→ ϕ(y) + ‖x− y‖2/2 admits a unique minimizer, which
is denoted by proxϕx. The proximity operator of ϕ is defined by
proxϕ : H → H : x 7→ argmin
y∈H
ϕ(y) +
1
2
‖x− y‖2 (2.51)
and characterized by
(∀(x, p) ∈ H ×H) p = proxϕx ⇔ x− p ∈ ∂ϕ(p). (2.52)
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Lemma 2.14 [61] Let ϕ ∈ Γ0(H). Then the following hold.
(i) (∀x ∈ H)(∀y ∈ H) ‖proxϕx− proxϕy‖2 6
〈
x− y | proxϕx− proxϕy
〉
.
(ii) (∀x ∈ H)(∀y ∈ H) ‖proxϕx− proxϕy‖ 6 ‖x− y‖.
(iii) ϕ˜+ ϕ˜∗ = ‖ · ‖2/2.
(iv) ϕ˜∗ is Fréchet differentiable and ∇ϕ˜∗ = proxϕ = Id −proxϕ∗.
The identity proxϕ = Id −proxϕ∗ can be stated in a slightly extended context.
Lemma 2.15 [39, Lemma 2.10] Let ϕ ∈ Γ0(H), let x ∈ H, and let γ ∈ ]0,+∞[. Then
x = proxγϕx+ γproxγ−1ϕ∗(γ
−1x).
The following fact will also be required.
Lemma 2.16 Let ψ ∈ Γ0(H), let w ∈ H, and set ϕ : x 7→ ψ(x) + ‖x − w‖2/2. Then
ϕ∗ : u 7→ ψ˜∗(u+ w)− ‖w‖2/2.
Proof. Let u ∈ H. It follows from (2.45) and Lemma 2.14(iii) that
ϕ∗(u) = − inf
x∈H
ψ(x) +
1
2
‖x− w‖2 − 〈x | u〉
=
1
2
‖u‖2 + 〈w | u〉 − inf
x∈H
ψ(x) +
1
2
‖x− (w + u)‖2
=
1
2
‖u+ w‖2 − 1
2
‖w‖2 − ψ˜(u+ w)
= ψ˜∗(u+ w)− 1
2
‖w‖2, (2.53)
which yields the desired identity.
2.2.2.4 Examples of proximity operators
To solve Problem 2.11, our algorithm will use (approximate) evaluations of the
proximity operators of the functions f and g∗ (or, equivalently, of g by Lemma 2.14(iv)).
In this section, we supply examples of proximity operators which admit closed-form
expressions.
Example 2.17 Let C be a nonempty closed convex subset ofH. Then the following hold.
(i) Set ϕ = ιC . Then proxϕ = PC [61, Example 3.d].
(ii) Set ϕ = σC . Then proxϕ = Id −PC [39, Example 2.17].
(iii) Set ϕ = d2C/(2α). Then (∀x ∈ H) proxϕx = x + (1 + α)−1(PCx − x) [39, Exam-
ple 2.14].
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(iv) Set ϕ = (‖ · ‖2 − d2C)/(2α). Then (∀x ∈ H) proxϕx = x − α−1PC(α(α + 1)−1x) [39,
Lemma 2.7].
Example 2.18 [39, Lemma 2.7] Let ψ ∈ Γ0(H) and set ϕ = ‖ · ‖2/2− ψ˜. Then ϕ ∈ Γ0(H)
and (∀x ∈ H) proxϕx = x− proxψ/2(x/2).
Example 2.19 [36, Proposition 11] Let G be a real Hilbert space, let ψ ∈ Γ0(G), let
M ∈ B (H,G), and set ϕ = ψ ◦M . Suppose that M ◦M∗ = κ Id , for some κ ∈ ]0,+∞[.
Then ϕ ∈ Γ0(H) and
proxϕ = Id +
1
κ
M∗ ◦ (proxκψ − Id ) ◦M. (2.54)
Example 2.20 [27, Proposition 2.10 and Remark 3.2(ii)] Set
ϕ : H → ]−∞,+∞] : x 7→
∑
k∈K
φk(〈x | ok〉), (2.55)
where :
(i) ∅ 6= K ⊂ N ;
(ii) (ok)k∈K is an orthonormal basis of H ;
(iii) (φk)k∈K are functions in Γ0(R) ;
(iv) Either K is finite, or there exists a subset L of K such that :
(a) Kr L is finite ;
(b) (∀k ∈ L) φk > φk(0) = 0.
Then ϕ ∈ Γ0(H) and
(∀x ∈ H) proxϕx =
∑
k∈K
(
proxφk〈x | ok〉
)
ok. (2.56)
Example 2.21 [17, Proposition 2.1] Let C be a nonempty closed convex subset of H,
let φ ∈ Γ0(R) be even, and set ϕ = φ ◦ dC . Then ϕ ∈ Γ0(H). Moreover, proxϕ = PC if
φ = ι{0} + η for some η ∈ R and, otherwise,
(∀x ∈ H) proxϕx =

x+
proxφ∗dC(x)
dC(x)
(PCx− x), if dC(x) > max ∂φ(0);
PCx, if x /∈ C and dC(x) 6 max ∂φ(0);
x, if x ∈ C.
(2.57)
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Remark 2.22 Taking C = {0} and φ 6= ι{0} + η (η ∈ R) in Example 2.21 yields the
proximity operator of φ ◦ ‖ · ‖, namely (using Lemma 2.14(iv))
(∀x ∈ H) proxϕx =

proxφ‖x‖
‖x‖ x, if ‖x‖ > max ∂φ(0);
0, if ‖x‖ 6 max ∂φ(0).
(2.58)
On the other hand, if φ is differentiable at 0 in Example 2.21, then ∂φ(0) = {0} and
(2.57) yields
(∀x ∈ H) proxϕx =
x+
proxφ∗dC(x)
dC(x)
(PCx− x), if x /∈ C;
x, if x ∈ C.
(2.59)
Example 2.23 [17, Proposition 2.2] Let C be a nonempty closed convex subset of H,
let φ ∈ Γ0(R) be even and nonconstant, and set ϕ = σC + φ ◦ ‖ · ‖. Then ϕ ∈ Γ0(H) and
(∀x ∈ H) proxϕx =

proxφdC(x)
dC(x)
(x− PCx), if dC(x) > maxArgminφ;
x− PCx, if x /∈ C and dC(x) 6 maxArgminφ;
0, if x ∈ C.
(2.60)
Example 2.24 Let A ∈ B (H) be positive and self-adjoint, let b ∈ H, let α ∈ R, and set
ϕ : x 7→ 〈Ax | x〉/2+〈x | b〉+α. Then ϕ ∈ Γ0(H) and (∀x ∈ H) proxϕx = (Id +A)−1(x−b).
Proof. It is clear that ϕ is a finite-valued continuous convex function. Now fix x ∈ H and
set ψ : y 7→ ‖x− y‖2/2 + 〈Ay | y〉/2 + 〈y | b〉+ α. Then ∇ψ : y 7→ y − x+ Ay + b. Hence,
(∀y ∈ H) ∇ψ(y) = 0⇔ y = (Id +A)−1(x− b).
Example 2.25 For every i ∈ {1, . . . , m}, let (Gi, ‖ · ‖) be a real Hilbert space, let ri ∈ Gi,
let Ti ∈ B (H,Gi), and let αi ∈ ]0,+∞[. Set (∀x ∈ H) ϕ(x) = (1/2)
∑m
i=1 αi‖Tix − ri‖2.
Then ϕ ∈ Γ0(H) and
(∀x ∈ H) proxϕx =
(
Id +
m∑
i=1
αiT
∗
i Ti
)−1(
x+
m∑
i=1
αiT
∗
i ri
)
. (2.61)
Proof. We have ϕ : x 7→ ∑mi=1 αi〈Tix− ri | Tix− ri〉/2 = 〈Ax | x〉/2 + 〈x | b〉 + α, where
A =
∑m
i=1 αiT
∗
i Ti, b = −
∑m
i=1 αiT
∗
i ri, and α =
∑m
i=1 αi‖ri‖2/2. Hence, (2.61) follows
from Example 2.24.
As seen in Example 2.20, Example 2.21, Remark 2.22, and Example 2.23, some
important proximity operators can be decomposed in terms of those of functions in
Γ0(R). Here are explicit expressions for the proximity operators of such functions.
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Example 2.26 [27, Examples 4.2 and 4.4] Let p ∈ [1,+∞[, let α ∈ ]0,+∞[, let φ : R →
R : η 7→ α|η|p, let ξ ∈ R, and set π = proxφξ. Then the following hold.
(i) π = sign(ξ)max{|ξ| − α, 0}, if p = 1 ;
(ii) π = ξ +
4α
3 · 21/3
(
|ρ− ξ|1/3 − |ρ+ ξ|1/3
)
, where ρ =
√
ξ2 + 256α3/729, if p = 4/3 ;
(iii) π = ξ + 9α2 sign(ξ)
(
1−√1 + 16|ξ|/(9α2) )/8, if p = 3/2 ;
(iv) π = ξ/(1 + 2α), if p = 2 ;
(v) π = sign(ξ)
(√
1 + 12α|ξ| − 1)/(6α), if p = 3 ;
(vi) π =
∣∣∣∣ρ+ ξ8α
∣∣∣∣1/3 − ∣∣∣∣ρ− ξ8α
∣∣∣∣1/3, where ρ =√ξ2 + 1/(27α), if p = 4.
Example 2.27 [39, Example 2.18] Let α ∈ ]0,+∞[ and set
φ : ξ 7→
{
−α ln(ξ), if ξ > 0;
+∞, if ξ 6 0. (2.62)
Then (∀ξ ∈ R) proxφξ = (ξ +
√
ξ2 + 4α)/2.
Example 2.28 [35, Example 3.5] Let ω ∈ ]0,+∞[ and set
φ : R→ ]−∞,+∞] : ξ 7→
{
ln(ω)− ln(ω − |ξ|), if |ξ| < ω;
+∞, otherwise. (2.63)
Then
(∀ξ ∈ R) proxφξ =
sign(ξ)
|ξ|+ ω −
√∣∣|ξ| − ω∣∣2 + 4
2
, if |ξ| > 1/ω;
0 otherwise.
(2.64)
Example 2.29 [27, Example 4.5] Let ω ∈ ]0,+∞[, τ ∈ ]0,+∞[, and set
φ : R→ ]−∞,+∞] : ξ 7→
τξ
2, if |ξ| 6 ω/√2τ ;
ω
√
2τ |ξ| − ω2/2, otherwise.
(2.65)
Then
(∀ξ ∈ R) proxφξ =

ξ
2τ + 1
, if |ξ| 6 ω(2τ + 1)/√2τ ;
ξ − ω√2τsign(ξ), if |ξ| > ω(2τ + 1)/√2τ .
(2.66)
Further examples can be constructed via the following rules.
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Lemma 2.30 [35, Proposition 3.6] Let φ = ψ + σΩ, where ψ ∈ Γ0(R) and Ω ⊂ R is
a nonempty closed interval. Suppose that ψ is differentiable at 0 with ψ′(0) = 0. Then
proxφ = proxψ ◦ softΩ , where
softΩ : R→ R : ξ 7→

ξ − ω, if ξ < ω;
0, if ξ ∈ Ω;
ξ − ω, if ξ > ω,
with
{
ω = inf Ω,
ω = supΩ.
(2.67)
Lemma 2.31 [36, Proposition 12(ii)] Let φ = ιC + ψ, where ψ ∈ Γ0(R) and where C is a
closed interval in R such that C ∩ domψ 6= ∅. Then proxιC+ψ = PC ◦ proxψ.
2.2.3 Dualization and algorithm
2.2.3.1 Fenchel-Moreau-Rockafellar duality
Our analysis will revolve around the following version of the Fenchel-Moreau-
Rockafellar duality formula (see [48], [62], and [69] for historical work). It will also
exploit various aspects of the Baillon-Haddad theorem [6].
Lemma 2.32 [83, Corollary 2.8.5] Let ϕ ∈ Γ0(H), let ψ ∈ Γ0(G), and let M ∈ B (H,G)
be such that 0 ∈ sri (M(domϕ)− domψ). Then
inf
x∈H
ϕ(x) + ψ(Mx) = −min
v∈G
ϕ∗(−M∗v) + ψ∗(v). (2.68)
The problem of minimizing ϕ + ψ ◦M on H in (2.68) is referred to as the primal
problem, and that of minimizing ϕ∗ ◦ (−M∗)+ψ∗ on G as the dual problem. Lemma 2.32
gives conditions under which a dual solution exists and the value of the dual problem
coincides with the opposite of the value of the primal problem. We can now introduce
the dual of Problem 2.11.
Problem 2.33 (dual problem) Under the same assumptions as in Problem 2.11,
minimize
v∈G
f˜ ∗(z − L∗v) + g∗(v) + 〈v | r〉. (2.69)
Proposition 2.34 Problem 2.33 is the dual of Problem 2.11 and it admits at least one
solution. Moreover, every solution v to Problem 2.33 is characterized by the inclusion
L
(
proxf(z − L∗v)
)− r ∈ ∂g∗(v). (2.70)
Proof. Let us set w = z, ϕ = f + ‖ · −w‖2/2, M = L, and ψ = g(· − r). Then (∀x ∈ H)
ϕ(x) + ψ(Mx) = f(x) + g(Lx − r) + ‖x − z‖2/2. Hence, it results from (2.68) and
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Lemma 2.16 that the dual of Problem 2.11 is to minimize the function
ϕ∗ ◦ (−M∗) + ψ∗ : v 7→ f˜ ∗(−M∗v + w)− 1
2
‖w‖2 + ψ∗(v)
= f˜ ∗(z − L∗v)− 1
2
‖z‖2 + g∗(v) + 〈v | r〉 (2.71)
or, equivalently, the function v 7→ f˜ ∗(z − L∗v) + g∗(v) + 〈v | r〉. In view of (2.27), the
first two claims therefore follow from Lemma 2.32. To establish the last claim, note that
(2.50) asserts that dom f˜ ∗ ◦ (z−L∗·) = G. Hence, using (2.49), Lemma 2.13, (2.48), and
Lemma 2.14(iv), we get
v solves (2.69) ⇔ 0 ∈ ∂
(
f˜ ∗ ◦ (z − L∗·) + g∗ + 〈· | r〉
)
(v)
⇔ 0 ∈ −L(∇f˜ ∗(z − L∗v))+ ∂g∗(v) + r
⇔ 0 ∈ −L(proxf(z − L∗v))+ ∂g∗(v) + r, (2.72)
which yields (2.70).
A key property underlying our setting is that the primal solution can actually be
recovered from any dual solution (this is property (c) in the Introduction).
Proposition 2.35 Let v be a solution to Problem 2.33 and set
x = proxf (z − L∗v). (2.73)
Then x is the solution to Problem 2.11.
Proof. We derive from (2.73) and (2.52) that z − L∗v − x ∈ ∂f(x). Therefore
−L∗v ∈ ∂f(x) + x− z. (2.74)
On the other hand, it follows from (2.70), (2.73), and (2.47) that
v solves (2.69) ⇔ Lx− r ∈ ∂g∗(v)
⇔ v ∈ ∂g(Lx− r)
⇒ L∗v ∈ L∗(∂g(Lx− r)). (2.75)
Upon adding (2.74) and (2.75), invoking Lemma 2.13, and then (2.49) we obtain
v solves (2.69) ⇒ 0 = L∗v − L∗v
∈ ∂f(x) + L∗(∂g(Lx− r))+ x− z
= ∂f(x) + L∗
(
∂g(Lx− r))+∇(1
2
‖ · −z‖2
)
(x)
= ∂
(
f + g(L · −r) + 1
2
‖ · −z‖2
)
(x)
⇔ x solves (2.28), (2.76)
which completes the proof.
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2.2.3.2 Algorithm
As seen in (2.31), the unique solution to Problem 2.11 is proxhz, where h is defined
in (2.30). Since proxhz cannot be computed directly, it will be constructed iteratively
by the following algorithm, which produces a primal sequence (xn)n∈N as well as a dual
sequence (vn)n∈N.
Algorithm 2.36 Let (an)n∈N be a sequence in G such that
∑
n∈N ‖an‖ < +∞ and let
(bn)n∈N be a sequence in H such that
∑
n∈N ‖bn‖ < +∞. Sequences (xn)n∈N and (vn)n∈N
are generated by the following routine.
Initialization⌊
ε ∈ ]0,min{1, ‖L‖−2}[
v0 ∈ G
For n = 0, 1, . . .
xn = proxf(z − L∗vn) + bn
γn ∈ [ε, 2‖L‖−2 − ε]
λn ∈ [ε, 1]
vn+1 = vn + λn
(
proxγng∗(vn + γn(Lxn − r)) + an − vn
)
.
(2.77)
It is noteworthy that each iteration of Algorithm 2.36 achieves full splitting with re-
spect to the operators L, proxf , and proxg∗, which are used at separate steps. In addition,
(2.77) incorporates tolerances an and bn in the computation of the proximity operators
at iteration n.
2.2.3.3 Convergence
Our main convergence result will be a consequence of Proposition 2.35 and the
following results on the convergence of the forward-backward splitting method.
Theorem 2.37 [39, Theorem 3.4] Let f1 and f2 be functions in Γ0(G) such that the set G
of minimizers of f1 + f2 is nonempty and such that f2 is differentiable on G with a 1/β-
Lipschitz continuous gradient for some β ∈ ]0,+∞[. Let (γn)n∈N be a sequence in ]0, 2β[
such that infn∈N γn > 0 and supn∈N γn < 2β, let (λn)n∈N be a sequence in ]0, 1] such that
infn∈N λn > 0, and let (a1,n)n∈N and (a2,n)n∈N be sequences in G such that
∑
n∈N ‖a1,n‖ <
+∞ and∑n∈N ‖a2,n‖ < +∞. Fix v0 ∈ G and, for every n ∈ N, set
vn+1 = vn + λn
(
proxγnf1
(
vn − γn(∇f2(vn) + a2,n)
)
+ a1,n − vn
)
. (2.78)
Then (vn)n∈N converges weakly to a point v ∈ G and
∑
n∈N
∥∥∇f2(vn)−∇f2(v)‖2 < +∞.
The following theorem describes the asymptotic behavior of Algorithm 2.36.
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Theorem 2.38 Let (xn)n∈N and (vn)n∈N be sequences generated by Algorithm 2.36, and let
x be the solution to Problem 2.11. Then the following hold.
(i) (vn)n∈N converges weakly to a solution v to Problem 2.33 and x = proxf(z − L∗v).
(ii) (xn)n∈N converges strongly to x.
Proof. Let us define two functions f1 and f2 on G by f1 : v 7→ g∗(v) + 〈v | r〉 and f2 : v 7→
f˜ ∗(z − L∗v). Then (2.69) amounts to minimizing f1 + f2 on G. Let us first check that
all the assumptions specified in Theorem 2.37 are satisfied. First, f1 and f2 are in Γ0(G)
and, by Proposition 2.34, Argmin f1+f2 6= ∅. Moreover, it follows from Lemma 2.14(iv)
that f2 is differentiable on G with gradient
∇f2 : v 7→ −L
(
proxf(z − L∗v)
)
. (2.79)
Hence, we derive from Lemma 2.14(ii) that
(∀v ∈ G)(∀w ∈ G) ‖∇f2(v)−∇f2(w)‖ 6 ‖L‖ ‖proxf (z − L∗v)− proxf (z − L∗w)‖
6 ‖L‖ ‖L∗v − L∗w‖
6 ‖L‖2 ‖v − w‖. (2.80)
The reciprocal of the Lipschitz constant of ∇f2 is therefore β = ‖L‖−2. Now set
(∀n ∈ N) a1,n = an and a2,n = −Lbn. (2.81)
Then
∑
n∈N ‖a1,n‖ =
∑
n∈N ‖an‖ < +∞ and
∑
n∈N ‖a2,n‖ 6 ‖L‖
∑
n∈N ‖bn‖ < +∞. More-
over, for every n ∈ N, (2.77) yields
xn = proxf (z − L∗vn) + bn (2.82)
and, together with [39, Lemma 2.6(i)],
vn+1 = vn + λn
(
proxγng∗
(
vn + γn(Lxn − r)
)
+ an − vn
)
= vn + λn
(
proxγng∗+〈·|γnr〉
(
vn + γnLxn
)
+ an − vn
)
= vn + λn
(
proxγn(g∗+〈·|r〉)
(
vn + γnL(proxf(z − L∗vn) + bn)
)
+ an − vn
)
= vn + λn
(
proxγnf1
(
vn − γn(∇f2(vn) + a2,n)
)
+ a1,n − vn
)
. (2.83)
This provides precisely the update rule (2.78), which allows us to apply Theorem 2.37.
(i) : In view of the above, we derive from Theorem 2.37 that (vn)n∈N converges
weakly to a solution v to (2.69). The second assertion follows from Proposition 2.35.
(ii) : Let us set
(∀n ∈ N) yn = xn − bn = proxf(z − L∗vn). (2.84)
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As seen in (i), vn ⇀ v, where v is a solution to (2.69), and x = proxf (z−L∗v). Now set
ρ = supn∈N ‖vn − v‖. Then ρ < +∞ and, using Lemma 2.14(i) and (2.79), we obtain
‖yn − x‖2 = ‖proxf (z − L∗vn)− proxf(z − L∗v)‖2
6
〈
L∗v − L∗vn | proxf(z − L∗vn)− proxf(z − L∗v)
〉
=
〈
vn − v | −L
(
proxf(z − L∗vn)
)
+ L
(
proxf (z − L∗v)
)〉
= 〈vn − v | ∇f2(vn)−∇f2(v)〉
6 ρ‖∇f2(vn)−∇f2(v)‖. (2.85)
However, as seen in Theorem 2.37, ‖∇f2(vn) − ∇f2(v)‖ → 0. Hence, we derive from
(2.85) that yn → x. In turn, since bn → 0, (2.84) yields xn → x.
Remark 2.39 (Dykstra-like algorithm) Suppose that, in Problem 2.11, G = H, L = Id ,
and r = 0. Then it follows from Theorem 2.38(ii) that the sequence (xn)n∈N produced
by Algorithm 2.36 converges strongly to x = proxf+gz. Now let us consider the special
case when Algorithm 2.36 is implemented with v0 = 0, γn ≡ 1, λn ≡ 1, and no errors,
i.e., an ≡ 0 and bn ≡ 0. Then it follows from Lemma 2.14(iv) that (2.77) simplifies to
Initialization⌊
v0 = 0
For n = 0, 1, . . .⌊
xn = proxf(z − vn)
vn+1 = xn + vn − proxg(xn + vn).
(2.86)
Using [5, Eq. (2.10)] it can then easily be shown by induction that the resulting sequence
(xn)n∈N coincides with that produced by the Dykstra-like algorithm (2.37) (with h1 = g
and h2 = f) and that the sequence (vn)n∈N coincides with the sequence (pn)n∈N of (2.37).
The fact that xn → proxf+gz was established in [5, Theorem 3.3(i)] using different tools.
Thus, Algorithm 2.36 can be regarded as a generalization of the Dykstra-like algorithm
(2.37).
Remark 2.40 Theorem 2.38 remains valid if we introduce explicitly errors in the imple-
mentation of the operators L and L∗ in Algorithm 2.36. More precisely, we can replace
the steps defining xn and vn in (2.77) by⌊
xn = proxf(z − L∗vn − d2,n) + d1,n
vn+1 = vn + λn
(
proxγng∗(vn + γn(Lxn + c2,n − r)) + c1,n − vn
)
,
(2.87)
where (d1,n)n∈N and (d2,n)n∈N are sequences in H such that
∑
n∈N ‖d1,n‖ < +∞ and∑
n∈N ‖d2,n‖ < +∞, and where (c1,n)n∈N and (c2,n)n∈N are sequences in G such that∑
n∈N ‖c1,n‖ < +∞ and
∑
n∈N ‖c2,n‖ < +∞. Indeed set, for every n ∈ N,{
an = c1,n + proxγng∗(vn + γn(Lxn + c2,n − r))− proxγng∗(vn + γn(Lxn − r))
bn = d1,n + proxf(z − L∗vn − d2,n)− proxf (z − L∗vn).
(2.88)
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Then (2.87) reverts to⌊
xn = proxf(z − L∗vn) + bn
vn+1 = vn + λn
(
proxγng∗(vn + γn(Lxn − r)) + an − vn
)
,
(2.89)
as in (2.77). Moreover, by Lemma 2.14(ii),
(∀n ∈ N) ‖an‖ 6 ‖c1,n‖+ ‖proxγng∗(vn + γn(Lxn + c2,n − r))
− proxγng∗(vn + γn(Lxn − r))‖
6 ‖c1,n‖+ γn‖c2,n‖
6 ‖c1,n‖+ 2‖L‖−2‖c2,n‖. (2.90)
Thus,
∑
n∈N ‖an‖ < +∞. Likewise, we have
∑
n∈N ‖bn‖ < +∞.
2.2.4 Application to specific signal recovery problems
In this section, we present a few applications of the duality framework presented
in Section 2.2.3, which correspond to specific choices of H, G, L, f , g, r, and z in Prob-
lem 2.11.
2.2.4.1 Best feasible approximation
A standard feasibility problem in signal recovery is to find a signal in the intersection
of two closed convex sets modeling constraints on the ideal solution [32, 73, 76, 82]. A
more structured variant of this problem, is the so-called split feasibility problem [18, 21,
22], which requires to find a signal in a closed convex set C ⊂ H and such that some
affine transformation of it lies in a closed convex set D ⊂ G. Such problems typically
admit infinitely many solutions and one often seeks to find the solution that lies closest
to a nominal signal z ∈ H [30, 68]. This leads to the formulation (2.29), which consists
in finding the best approximation to a reference signal z ∈ H from the feasibility set
C ∩ L−1(r +D).
Problem 2.41 Let z ∈ H, let r ∈ G, let C ⊂ H and D ⊂ G be closed convex sets, and let
L be a nonzero operator in B (H,G) such that
r ∈ sri (L(C)−D). (2.91)
The problem is to
minimize
x∈C
Lx−r∈D
1
2
‖x− z‖2, (2.92)
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and its dual is to
minimize
v∈G
1
2
‖z − L∗v‖2 − 1
2
d2C(z − L∗v) + σD(v) + 〈v | r〉. (2.93)
Proposition 2.42 Let (bn)n∈N be a sequence in H such that
∑
n∈N ‖bn‖ < +∞, let (cn)n∈N
be a sequence in G such that ∑n∈N ‖cn‖ < +∞, and let (xn)n∈N and (vn)n∈N be sequences
generated by the following routine.
Initialization⌊
ε ∈ ]0,min{1, ‖L‖−2}[
v0 ∈ G
For n = 0, 1, . . .
xn = PC(z − L∗vn) + bn
γn ∈ [ε, 2‖L‖−2 − ε]
λn ∈ [ε, 1]
vn+1 = vn + λnγn
(
Lxn − r − PD(γ−1n vn + Lxn − r) + cn
)
.
(2.94)
Then the following hold, where x designates the primal solution to Problem 2.41.
(i) (vn)n∈N converges weakly to a solution v to (2.93) and x = PC(z − L∗v).
(ii) (xn)n∈N converges strongly to x.
Proof. Set f = ιC and g = ιD. Then (2.28) reduces to (2.92) and (2.27) reduces to (2.91).
In addition, we derive from Lemma 2.14(iii) that f˜ ∗ = ‖ · ‖2/2 − ι˜C = (‖ · ‖2 − d2C)/2.
Hence, in view of (2.69), (2.93) in indeed the dual of (2.92). Furthermore, items (i) and
(ii) in Example 2.17 yield proxf = PC and
(∀n ∈ N) proxγng∗ = proxγnσD = proxσγnD = Id −PγnD = Id − γnPD(·/γn). (2.95)
Finally, set (∀n ∈ N) an = γncn. Then
∑
n∈N ‖an‖ 6 2‖L‖−2
∑
n∈N ‖cn‖ < +∞ and,
altogether, (2.77) reduces to (2.94). Hence, the results follow from Theorem 2.38.
Our investigation was motivated in the Introduction by the duality framework of
[68]. In the next example we recover and sharpen Proposition 2.10.
Example 2.43 Consider the special case of Problem 2.41 in which z = 0, G = RN ,
D = {0}, r = (ρi)16i6N , and L : x 7→ (〈x | si〉)16i6N , where (si)16i6N ∈ HN satisfies∑N
i=1 ‖si‖2 6 1. Then, by (2.44), (2.91) reduces to r ∈ riL(C) and (2.92) to (2.24).
Since ‖L‖ 6 1, specializing (2.94) to the case when cn ≡ 0 and λn ≡ 1, and introducing
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the sequence (wn)n∈N = (−vn)n∈N for convenience yields the following routine.
Initialization⌊
ε ∈ ]0, 1[
w0 ∈ RN
For n = 0, 1, . . . xn = PC(L
∗wn) + bn
γn ∈ [ε, 2‖L‖−2 − ε]
wn+1 = wn + γn
(
r − Lxn
)
.
(2.96)
Thus, if
∑
n∈N ‖bn‖ < +∞, we deduce from Proposition 2.42(i) and Proposition 2.34
the weak convergence of (wn)n∈N to a point w such that v = −w satisfies (2.70), i.e.,
L(PC(−L∗v)) − r ∈ ∂ι∗{0}(v) = {0} or, equivalently, L(PC(L∗w)) = r, and such that
PC(−L∗v) = PC(L∗w) is the solution to (2.24). In addition, we derive from Proposi-
tion 2.42(ii), the strong convergence of (xn)n∈N to the solution to (2.24). These re-
sults sharpen the conclusion of Proposition 2.10 (note that (2.25) corresponds to setting
bn ≡ 0 and γn ≡ γ ∈ ]0, 2[ in (2.96)).
Example 2.44 We consider the standard linear inverse problem of recovering an ideal
signal x ∈ H from an observation
r = Lx+ s (2.97)
in G, where L ∈ B (H,G) and where s ∈ G models noise. Given an estimate x of x, the
residual r−Lx should ideally behave like the noise process. Thus, any known probabilis-
tic attribute of the noise process can give rise to a constraint. This observation was used
in [38, 76] to construct various constraints of the type Lx − r ∈ D, where D is closed
and convex. In this context, (2.92) amounts to finding the signal which is closest to some
nominal signal z and which satisfies a noise-based constraint and some convex constraint
on x represented by C. Such problems were considered for instance in [30], where they
were solved by methods that require the projection onto the set
{
x ∈ H ∣∣ Lx− r ∈ D},
which is typically hard to compute, even in the simple case whenD is a closed Euclidean
ball [76]. By contrast, the iterative method (2.94) requires only the projection onto D
to enforce such constraints.
2.2.4.2 Soft best feasible approximation
It follows from (2.91) that the underlying feasibility set C ∩ L−1(r + D) in Prob-
lem 2.41 is nonempty. In many situations, feasibility may not guaranteed due to, for
instance, imprecise prior information or unmodeled dynamics in the data formation pro-
cess [31, 81]. In such instances, one can relax the hard constraints x ∈ C and Lx−r ∈ D
in (2.92) by merely forcing that x be close to C and Lx−r be close toD. Let us formulate
this problem within the framework of Problem 2.11.
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Problem 2.45 Let z ∈ H, let r ∈ G, let C ⊂ H and D ⊂ G be nonempty closed convex
sets, let L ∈ B (H,G) be a nonzero operator, and let φ and ψ be even functions in
Γ0(R)r {ι{0}} such that
r ∈ sri (L({x ∈ H ∣∣ dC(x) ∈ domφ})− {y ∈ G ∣∣ dD(y) ∈ domψ}). (2.98)
The problem is to
minimize
x∈H
φ
(
dC(x)
)
+ ψ
(
dD(Lx− r)
)
+
1
2
‖x− z‖2, (2.99)
and its dual is to
minimize
v∈G
1
2
‖z − L∗v‖2 − (φ ◦ dC)∼(z − L∗v) + σD(v) + ψ∗(‖v‖) + 〈v | r〉. (2.100)
Since φ and ψ are even functions in Γ0(R)r {ι{0}}, we can use Example 2.21 to get
an explicitly expression of the proximity operators involved and solve the minimization
problems (2.99) and (2.100) as follows.
Proposition 2.46 Let (bn)n∈N be a sequence in H such that
∑
n∈N ‖bn‖ < +∞, let (cn)n∈N
be a sequence in G such that ∑n∈N ‖cn‖ < +∞, and let (xn)n∈N and (vn)n∈N be sequences
generated by the following routine.
Initialization⌊
ε ∈ ]0,min{1, ‖L‖−2}[
v0 ∈ G
For n = 0, 1, . . .
yn = z − L∗vn
if dC(yn) > max ∂φ(0)⌊
xn = yn +
proxφ∗dC(yn)
dC(yn)
(PCyn − yn) + bn
if dC(yn) 6 max ∂φ(0)⌊
xn = PCyn + bn
γn ∈ [ε, 2‖L‖−2 − ε]
wn = γ
−1
n vn + Lxn − r
if dD(wn) > γ
−1
n max ∂ψ(0)⌊
pn =
prox(γ−1n ψ)∗dD(wn)
dD(wn)
(wn − PDwn) + cn
if dD(wn) 6 γ
−1
n max ∂ψ(0)⌊
pn = wn − PDwn + cn
λn ∈ [ε, 1]
vn+1 = vn + λn
(
γnpn − vn
)
.
(2.101)
Then the following hold, where x designates the primal solution to Problem 2.45.
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(i) (vn)n∈N converges weakly to a solution v to (2.100) and, if we set y = z − L∗v,
x =
y +
proxφ∗dC(y)
dC(y)
(PCy − y), if dC(y) > max ∂φ(0);
PCy, if dC(y) 6 max ∂φ(0).
(2.102)
(ii) (xn)n∈N converges strongly to x.
Proof. Set f = φ◦dC and g = ψ◦dD. Since dC and dD are continuous convex functions, f ∈
Γ0(H) and g ∈ Γ0(G). Moreover, (2.98) implies that (2.27) holds. Thus, Problem 2.45 is
a special case of Problem 2.11. On the other hand, it follows from Lemma 2.14(iii) that
f˜ ∗ = ‖·‖2/2−(φ◦dC)∼ and from [17, Lemma 2.2] that g∗ = σD+ψ∗◦‖·‖. This shows that
(2.100) is the dual of (2.99). Let us now examine iteration n of the algorithm. In view of
Example 2.21, the vector xn in (2.101) is precisely the vector xn = proxf (z − L∗vn) + bn
of (2.77). Moreover, using successively the definition of wn in (2.101), Lemma 2.15,
Example 2.21, and the definition of pn in (2.101), we obtain
γ−1n proxγng∗(vn + γn(Lxn − r))
= γ−1n proxγng∗(γnwn)
= wn − proxγ−1n gwn
= wn − prox(γ−1n ψ)◦dDwn
=

prox(γ−1n ψ)∗dD(wn)
dD(wn)
(wn − PDwn) if dD(wn) > γ−1n max ∂ψ(0)
wn − PDwn if dD(wn) 6 γ−1n max ∂ψ(0)
= pn − cn. (2.103)
Altogether, (2.101) is a special instance of (2.77) in which (∀n ∈ N) an = γncn. There-
fore, since
∑
n∈N ‖an‖ 6 2‖L‖−2
∑
n∈N ‖cn‖ < +∞, the assertions follow from Theo-
rem 2.38, where we have used (2.57) to get (2.102).
Example 2.47 We can obtain a soft-constrained version of the Potter-Arun problem
(2.24) revisited in Example 2.43 by specializing Problem 2.45 as follows : z = 0, G = RN ,
D = {0}, r = (ρi)16i6N , and L : x 7→ (〈x | si〉)16i6N , where (si)16i6N ∈ HN satisfies∑N
i=1 ‖si‖2 6 1. We thus arrive at the relaxed version of (2.24)
minimize
x∈H
φ(dC(x)) + ψ
(√∑N
i=1|〈x | si〉 − ρi|2
)
+
1
2
‖x‖2. (2.104)
Since D = {0}, we can replace each occurrence of dD(wn) by ‖wn‖ and each occurrence
of wn − PDwn by wn in (2.101). Proposition 2.46(ii) asserts that any sequence (xn)n∈N
produced by the resulting algorithm converges strongly to the solution to (2.104). For
the sake of illustration, let us consider the case when φ = α| · |4/3 and ψ = β| · |, for some
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α and β in ]0,+∞[. Then domψ = R and (2.98) is trivially satisfied. In addition, (2.104)
becomes
minimize
x∈H
αd
4/3
C (x) + β
√∑N
i=1|〈x | si〉 − ρi|2 +
1
2
‖x‖2. (2.105)
Since φ∗ : µ 7→ 27|µ|4/(256α3), proxφ∗ in (2.101) can be derived from Example 2.26(vi).
On the other hand, since ψ∗ = ι[−β,β], Example 2.17(i) yields proxψ∗ = P[−β,β]. Thus,
upon setting, for simplicity, bn ≡ 0, cn ≡ 0, λn ≡ 1, and γn ≡ 1 (note that ‖L‖ 6 1) in
(2.101) and observing that ∂φ(0) = {0} and ∂ψ(0) = [−β, β], we obtain the following
algorithm, where L∗ : (νi)16i6N 7→
∑N
i=1 νisi.
Initialization τ = 3/(2α41/3), σ = 256α3/729
v0 ∈ RN
For n = 0, 1, . . .
yn = z − L∗vn
if yn /∈ C
xn = yn +
∣∣∣∣√d2C(yn) + σ + dC(yn)∣∣∣∣1/3 − ∣∣∣∣√d2C(yn) + σ − dC(yn)∣∣∣∣1/3
τdC(yn)
(PCyn − yn)
if yn ∈ C⌊
xn = yn
wn = vn + Lxn − r
if ‖wn‖ > β⌊
vn+1 =
β
‖wn‖wn
if ‖wn‖ 6 β⌊
vn+1 = wn.
As shown above, the sequence (xn)n∈N converges strongly to the solution to (2.105).
Remark 2.48 Alternative relaxations of (2.24) can be derived from Problem 2.11. For
instance, given an even function φ ∈ Γ0(R) r {ι{0}} and α ∈ ]0,+∞[, an alternative to
(2.104) is
minimize
x∈H
φ(dC(x)) + α max
16i6N
|〈x | si〉 − ρi|+ 1
2
‖x‖2. (2.106)
This formulation results from (2.28) with z = 0, f = φ ◦ dC , G = RN , r = (ρi)16i6N ,
L : x 7→ (〈x | si〉)16i6N , and g = α‖ · ‖∞ (note that (2.27) holds since dom g = G). Since
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g∗ = ιD, where D =
{
(νi)16i6N ∈ RN
∣∣ ∑N
i=1 |νi| 6 α
}
, the dual problem (2.69) therefore
assumes the form
minimize
(νi)16i6N∈D
1
2
∥∥∥∥ N∑
i=1
νisi
∥∥∥∥2 − (φ ◦ dC)∼(− N∑
i=1
νisi
)
+
N∑
i=1
ρiνi. (2.107)
The proximity operators of f = φ ◦ dC and γng∗ = ιD required by Algorithm 2.36 are
supplied by Example 2.21 and Example 2.17(i), respectively. Strong convergence of the
resulting sequence (xn)n∈N to the solution to (2.106) is guaranteed by Theorem 2.38(ii).
2.2.4.3 Denoising over dictionaries
In denoising problems, the goal is to recover the original form of an ideal signal
x ∈ H from a corrupted observation
z = x+ s, (2.108)
where s ∈ H is the realization of a noise process which may for instance model imper-
fections in the data recording instruments, uncontrolled dynamics, or physical interfer-
ences. A common approach to solve this problem is to minimize the least-squares data
fitting functional x 7→ ‖x− z‖2/2 subject to some constraints on x that represent a priori
knowledge on the ideal solution x and some affine transformation Lx− r thereof, where
L ∈ B (H,G) and r ∈ G. By measuring the degree of violation of these constraints via
potentials f ∈ Γ0(H) and g ∈ Γ0(G), we arrive at (2.28). In this context, L can be a
gradient [23, 45, 54, 72], a low-pass filter [2, 77], a wavelet or a frame decomposition
operator [36, 44, 78]. Alternatively, the vector r ∈ G may arise from the availability of
a second observation in the form of a noise-corrupted linear measurement of x, as in
(2.97) [27].
In this section, the focus is placed on models in which information on the scalar
products (〈x | ek〉)k∈K of the original signal x against a finite or infinite a sequence of ref-
erence unit norm vectors (ek)k∈K of H, called a dictionary, is available. In practice, such
information can take various forms, e.g., sparsity, distribution type, statistical properties
[27, 35, 41, 49, 57, 75], and they can often be modeled in a variational framework by
introducing a sequence of convex potentials (φk)k∈K. If we model the rest of the infor-
mation available about x via a potential f , we obtain the following formulation.
Problem 2.49 Let z ∈ H, let f ∈ Γ0(H), let (ek)k∈K be a sequence of unit norm vectors
in H such that
(∃ δ ∈ ]0,+∞[)(∀x ∈ H)
∑
k∈K
|〈x | ek〉|2 6 δ‖x‖2, (2.109)
and let (φk)k∈K be functions in Γ0(R) such that
(∀k ∈ K) φk > φk(0) = 0 (2.110)
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and
0 ∈ sri
{(〈x | ek〉 − ξk)k∈K ∣∣∣∣ (ξk)k∈K ∈ ℓ2(K), ∑
k∈K
φk(ξk) < +∞, and x ∈ dom f
}
.
(2.111)
The problem is to
minimize
x∈H
f(x) +
∑
k∈K
φk(〈x | ek〉) + 1
2
‖x− z‖2, (2.112)
and its dual is to
minimize
(νk)k∈K∈ℓ2(K)
f˜ ∗
(
z −
∑
k∈K
νn,kek
)
+
∑
k∈K
φ∗k(νk). (2.113)
Problems (2.112) and (2.113) can be solved by the following algorithm, where
αn,k stands for a numerical tolerance in the implementation of the operator proxγnφ∗k .
Let us note that closed-form expressions for the proximity operators of a wide range of
functions in Γ0(R) are available [27, 35, 39], in particular in connection with Bayesian
formulations involving log-concave densities, and with problems involving sparse repre-
sentations (see also Examples 2.26–2.29 and Lemmas 2.30–2.31).
Proposition 2.50 Let ((αn,k)n∈N)k∈K be sequences in R such that
∑
n∈N
√∑
k∈K |αn,k|2 <
+∞, let (bn)n∈N be a sequence in H such that
∑
n∈N ‖bn‖ < +∞, and let (xn)n∈N and
(vn)n∈N = ((νn,k)k∈K)n∈N be sequences generated by the following routine.
Initialization⌊
ε ∈ ]0,min{1, δ−1}[
(ν0,k)k∈K ∈ ℓ2(K)
For n = 0, 1, . . .
xn = proxf
(
z −∑k∈K νn,kek)+ bn
γn ∈ [ε, 2δ−1 − ε]
λn ∈ [ε, 1]
For every k ∈ K⌊
νn+1,k = νn,k + λn
(
proxγnφ∗k(νn,k + γn〈xn | ek〉) + αn,k − νn,k
)
.
(2.114)
Then the following hold, where x designates the primal solution to Problem 2.49.
(i) (vn)n∈N converges weakly to a solution (νk)k∈K to (2.113) and x = proxf(z −∑
k∈K νkek).
(ii) (xn)n∈N converges strongly to x.
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Proof. Set G = ℓ2(K) and r = 0. Define
L : H → G : x 7→ (〈x | ek〉)k∈K and g : G → ]−∞,+∞] : (ξk)k∈K 7→
∑
k∈K
φk(ξk). (2.115)
Then L ∈ B (H,G) and its adjoint is the operator L∗ ∈ B (G,H) defined by
L∗ : (ξk)k∈K 7→
∑
k∈K
ξkek. (2.116)
On the other hand, it follows from our assumptions that g ∈ Γ0(G) (Example 2.20) and
that
g∗ : G → ]−∞,+∞] : (νk)k∈K 7→
∑
k∈K
φ∗k(νk). (2.117)
In addition, (2.111) implies that (2.27) holds. This shows that (2.112) is a special case
of (2.28) and that (2.113) is a special case of (2.69). We also observe that (2.109) and
(2.115) yield
‖L‖2 = sup
‖x‖=1
‖Lx‖2 = sup
‖x‖=1
∑
k∈K
|〈x | ek〉|2 6 δ. (2.118)
Hence, [ε, 2δ−1 − ε] ⊂ [ε, 2‖L‖−2 − ε]. Next, we derive from (2.45) and (2.110) that, for
every k ∈ K, φ∗k(0) = supξ∈R−φk(ξ) = − infξ∈R φk(ξ) = φk(0) = 0 and that (∀ν ∈ R)
φ∗k(ν) = supξ∈R ξν − φk(ξ) > −φk(0) = 0. In turn, we derive from (2.117) and Exam-
ple 2.20 (applied to the canonical orthonormal basis of ℓ2(K)) that
(∀γ ∈ ]0,+∞[)(∀v = (νk)k∈K ∈ G) proxγg∗v =
(
proxγφ∗
k
νk
)
k∈K. (2.119)
Altogether, (2.114) is a special case of Algorithm 2.36 with (∀n ∈ N) an = (αn,k)k∈K.
Hence, the assertions follow from Theorem 2.38.
Remark 2.51 Using (2.115), we can write the potential on the dictionary coefficients in
Problem 2.49 as
g ◦ L : x 7→
∑
k∈K
φk(〈x | ek〉). (2.120)
(i) If (ek)k∈K were an orthonormal basis in Problem 2.49, we would have L−1 = L∗
and proxg◦L would be decomposable as L
∗ ◦ proxg ◦L [39, Lemma 2.8]. As seen in
the Introduction, we could then approach (2.112) directly via forward-backward,
Douglas-Rachford, or Dykstra-like splitting, depending on the properties of f . Our
duality framework allows us to solve (2.112) for the much broader class of dictio-
naries satisfying (2.109) and, in particular, for frames [40].
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(ii) Suppose that each φk in Problem 2.49 is of the form φk = ψk + σΩk , where ψk ∈
Γ0(R) satisfies ψk > ψk(0) = 0 and is differentiable at 0 with ψ′k(0) = 0, and
where Ωk is a nonempty closed interval. In this case, (2.120) aims at promoting
the sparsity of the solution in the dictionary (ek)k∈K [35] (a standard case is when,
for every k ∈ K, ψk = 0 and Ωk = [−ωk, ωk], which gives rise to the standard
weighted ℓ1 potential x 7→ ∑k∈K ωk|〈x | ek〉|). Moreover, the proximity operator
proxγnφ∗k in (2.114) can be evaluated via Lemma 2.15 and Lemma 2.30.
2.2.4.4 Denoising with support functions
Suppose that g in Problem 2.11 is positively homogeneous, i.e.,
(∀λ ∈ ]0,+∞[)(∀y ∈ G) g(λy) = λg(y). (2.121)
Instances of such functions arising in denoising problems can be found in [1, 8, 9, 24,
35, 39, 42, 65, 72, 79] and in the examples below. It follows from (2.121) and [4,
Theorem 2.4.2] that g is the support function of a nonempty closed convex set D ⊂ G,
namely
g = σD = sup
v∈D
〈· | v〉, where D = ∂g(0) = {v ∈ G ∣∣ (∀y ∈ G) 〈y | v〉 6 g(y)}. (2.122)
If we denote by barD =
{
y ∈ G ∣∣ supv∈D 〈y | v〉 < +∞} the barrier cone of D, we thus
obtain the following instance of Problem 2.11.
Problem 2.52 Let z ∈ H, r ∈ G, let f ∈ Γ0(H), let D be a nonempty closed convex
subset of G, and let L be a nonzero operator in B (H,G) such that
r ∈ sri (L(dom f)− barD). (2.123)
The problem is to
minimize
x∈H
f(x) + σD(Lx− r) + 1
2
‖x− z‖2, (2.124)
and its dual is to
minimize
v∈D
f˜ ∗(z − L∗v) + 〈v | r〉. (2.125)
Proposition 2.53 Let (an)n∈N be a sequence in G such that
∑
n∈N ‖an‖ < +∞, let (bn)n∈N
be a sequence in H such that∑n∈N ‖bn‖ < +∞, and let (xn)n∈N and (vn)n∈N be sequences
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generated by the following routine.
Initialization⌊
ε ∈ ]0,min{1, ‖L‖−2}[
v0 ∈ G
For n = 0, 1, . . .
xn = proxf(z − L∗vn) + bn
γn ∈ [ε, 2‖L‖−2 − ε]
λn ∈ [ε, 1]
vn+1 = vn + λn
(
PD(vn + γn(Lxn − r)) + an − vn
)
.
(2.126)
Then the following hold, where x designates the primal solution to Problem 2.52.
(i) (vn)n∈N converges weakly to a solution v to (2.125) and x = proxf(z − L∗v).
(ii) (xn)n∈N converges strongly to x.
Proof. The assertions follow from Theorem 2.38 with g = σD. Indeed, g∗ = ιD and,
therefore, (∀γ ∈ ]0,+∞[) proxγg∗ = PD.
Remark 2.54 Condition (2.123) is trivially satisfied when D is bounded, in which case
barD = G.
In the remainder of this section, we focus on examples that feature a bounded set
D onto which projections are easily computed.
Example 2.55 In Problem 2.52, let D be the closed unit ball of G. Then PD : y 7→
y/max{‖y‖, 1} and σD = ‖ · ‖. Hence, (2.124) becomes
minimize
x∈H
f(x) + ‖Lx− r‖+ 1
2
‖x− z‖2, (2.127)
and the dual problem (2.125) becomes
minimize
v∈G, ‖v‖61
f˜ ∗(z − L∗v) + 〈v | r〉. (2.128)
In signal recovery, variational formulations involving positively homogeneous func-
tionals to control the behavior of the gradient of the solutions play a prominent role,
e.g., [3, 14, 52, 65, 72]. In the context of image recovery, such a formulation can be ob-
tained by revisiting Problem 2.52 with H = H10 (Ω), where Ω is a bounded open domain
in R2, G = L2(Ω) ⊕ L2(Ω), L = ∇, D = {y ∈ G ∣∣ |y|2 6 µ a.e.} where µ ∈ ]0,+∞[, and
r = 0. With this scenario, (2.124) is equivalent to
minimize
x∈H10 (Ω)
f(x) + µ tv(x) +
1
2
‖x− z‖2, (2.129)
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where tv(x) =
∫
Ω
|∇x(ω)|2dω. In mechanics, such minimization problems have been
studied extensively for certain potentials f [46]. For instance, f = 0 yields Mossolov’s
problem and its dual analysis is carried out in [46, Section IV.3.1]. In image processing,
Mossolov’s problem corresponds to the total variation denoising problem. Interestingly,
in 1980, Mercier [59] proposed a dual projection algorithm to solve Mossolov’s problem.
This approach was independently rediscovered by Chambolle in a discrete setting [23,
24]. Next, we apply our framework to a discrete version of (2.129) for N × N images.
This will extend the method of [24], which is restricted to f = 0, and provide a formal
proof for its convergence (see also [79] for an alternative scheme based on Nesterov’s
algorithm [64]).
By way of preamble, let us introduce some notation. We denote by y =(
η
(1)
k,l , η
(2)
k,l
)
16k,l6N
a generic element in RN×N ⊕ RN×N and by
∇ : RN×N → RN×N ⊕ RN×N : (ξk,l)16k,l6N 7→ (η(1)k,l , η(2)k,l )16k,l6N (2.130)
the discrete gradient operator, where
(∀(k, l) ∈ {1, . . . , N}2)

η
(1)
k,l = ξk+1,l − ξk,l, if k < N ;
η
(1)
N,l = 0;
η
(2)
k,l = ξk,l+1 − ξk,l, if l < N ;
η
(2)
k,N = 0.
(2.131)
Now let p ∈ [1,+∞]. Then p∗ is the conjugate index of p, i.e., p∗ = +∞ if p = 1, p∗ = 1 if
p = +∞, and p∗ = p/(p− 1) otherwise. We define the p-th order discrete total variation
function as
tvp : R
N×N → R : x 7→ ||∇x||p,1 , (2.132)
where
(∀y ∈ RN×N ⊕ RN×N) ‖y‖p,1 =
∑
16k,l6N
∣∣(η(1)k,l , η(2)k,l )∣∣p, (2.133)
with (∀(η(1), η(2)) ∈ R2) ∣∣(η(1), η(2))∣∣
p
=
{
p
√
|η(1)|p + |η(2)|p, if p < +∞;
max
{|η(1)|, |η(2)|}, if p = +∞. (2.134)
In addition, the discrete divergence operator is defined as [23]
div : RN×N ⊕ RN×N → RN×N : (η(1)k,l , η(2)k,l )16k,l6N 7→ (ξ(1)k,l + ξ(2)k,l )16k,l6N , (2.135)
where
ξ
(1)
k,l =

η
(1)
1,l if k = 1;
η
(1)
k,l − η(1)k−1,l if 1 < k < N ;
−η(1)N−1,l if k = N ;
and ξ(2)k,l =

η
(2)
k,1 if l = 1;
η
(2)
k,l − η(2)k,l−1 if 1 < l < N ;
−η(2)k,N−1 if l = N.
(2.136)
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Problem 2.56 Let z ∈ RN×N , let f ∈ Γ0(RN×N ), let µ ∈ ]0,+∞[, let p ∈ [1,+∞], and set
Dp =
{(
ν
(1)
k,l , ν
(2)
k,l
)
16k,l6N
∈ RN×N ⊕ RN×N
∣∣∣∣ max16k,l6N ∣∣(ν(1)k,l , ν(2)k,l )∣∣p∗ 6 1
}
. (2.137)
The problem is to
minimize
x∈RN×N
f(x) + µ tvp(x) +
1
2
‖x− z‖2, (2.138)
and its dual is to
minimize
v∈Dp
f˜ ∗(z + µ div v). (2.139)
Proposition 2.57 Let
(
α
(1)
n,k,l
)
n∈N and
(
α
(2)
n,k,l
)
n∈N be sequences in R
N×N such that
∑
n∈N
√ ∑
16k,l6N
∣∣α(1)n,k,l∣∣2 + ∣∣α(2)n,k,l∣∣2 < +∞, (2.140)
let (bn)n∈N be a sequence in RN×N such that
∑
n∈N ‖bn‖ < +∞, and let (xn)n∈N and (vn)n∈N
be sequences generated by the following routine, where (π
(1)
p y, π
(2)
p y) denotes the projection
of a point y ∈ R2 onto the closed unit ℓp∗ ball in the Euclidean plane.
Initialization⌊
ε ∈ ]0,min{1, µ−1/8}[
v0 =
(
ν
(1)
0,k,l, ν
(2)
0,k,l
)
16k,l6N
∈ RN×N ⊕ RN×N
For n = 0, 1, . . .
xn = proxf(z + µ div vn) + bn
τn ∈ [ε, µ−1/4− ε](
ζ
(1)
n,k,l, ζ
(2)
n,k,l
)
16k,l6N
= vn + τn∇xn
λn ∈ [ε, 1]
For every (k, l) ∈ {1, . . . , N}2
ν
(1)
n+1,k,l = ν
(1)
n,k,l + λn
(
π
(1)
p
(
ζ
(1)
n,k,l, ζ
(2)
n,k,l
)
+ α
(1)
n,k,l − ν(1)n,k,l
)
ν
(2)
n+1,k,l = ν
(2)
n,k,l + λn
(
π
(2)
p
(
ζ
(1)
n,k,l, ζ
(2)
n,k,l
)
+ α
(2)
n,k,l − ν(2)n,k,l
)
vn+1 =
(
ν
(1)
n+1,k,l, ν
(2)
n+1,k,l
)
16k,l6N
(2.141)
Then (vn)n∈N converges to a solution v to (2.139), x = proxf(z + µ div v) is the primal
solution to Problem 2.56, and xn → x.
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Proof. It follows from (2.133) and (2.137) that ‖ · ‖p,1 = σDp . Hence, Problem 2.56 is a
special case of Problem 2.52 withH = RN×N , G = RN×N⊕RN×N , L = µ∇ (see (2.130)),
D = Dp, and r = 0. Moreover, L∗ = −µ div (see (2.135)), ‖L‖ = µ‖∇‖ 6 2
√
2µ [23],
and the projection of y onto the set Dp of (2.137) can be decomposed coordinatewise as
PDpy =
(
π(1)p
(
η
(1)
k,l , η
(2)
k,l
)
, π(2)p
(
η
(1)
k,l , η
(2)
k,l
))
16k,l6N
. (2.142)
Altogether, upon setting, for every n ∈ N, τn = µγn and an =
(
α
(1)
n,k,l,
α
(2)
n,k,l
)
16k,l6N
, (2.141) appears as a special case of (2.126). The results therefore follow
from (2.140) and Proposition 2.53.
Remark 2.58 The inner loop in (2.141) performs the projection step. For certain values
of p, this projection can be computed explicitly and we can therefore dispense with
errors. Thus, if p = 1, then p∗ = +∞ and the projection loop becomes
For every (k, l) ∈ {1, . . . , N}2
ν
(1)
n+1,k,l = ν
(1)
n,k,l + λn
(
ζ
(1)
n,k,l
max
{
1,
∣∣ζ (1)n,k,l∣∣} − ν(1)n,k,l
)
ν
(2)
n+1,k,l = ν
(2)
n,k,l + λn
(
ζ
(2)
n,k,l
max
{
1,
∣∣ζ (2)n,k,l∣∣} − ν(2)n,k,l
)
.
(2.143)
Likewise, if p = 2, then p∗ = 2 and the projection loop becomes
For every (k, l) ∈ {1, . . . , N}2
ν
(1)
n+1,k,l = ν
(1)
n,k,l + λn
(
ζ
(1)
n,k,l
max
{
1,
∣∣(ζ (1)n,k,l, ζ (2)n,k,l)∣∣2} − ν(1)n,k,l
)
ν
(2)
n+1,k,l = ν
(2)
n,k,l + λn
(
ζ
(2)
n,k,l
max
{
1,
∣∣(ζ (1)n,k,l, ζ (2)n,k,l)∣∣2} − ν(2)n,k,l
)
.
(2.144)
In the special case when f = 0, λn ≡ 1, and τn ≡ τ ∈ ]0, µ−1/4[ the two resulting
algorithms reduce to the popular methods proposed in [24]. Finally, if p = +∞, then
p∗ = 1 and the efficient scheme described in [11] to project onto the ℓ1 ball can be used.
2.3 Débruitage par variation totale sous contrainte
Nous proposons quelques simulations pour comparer le comportement numérique de
l’Algorithme 2.3 avec d’autres méthodes. Pour chaque simulation, l’algorithme est exé-
cuté avec n = 5000 itérations afin de trouver une solution approchée fiable x5000. Ensuite,
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chaque algorithme est relancé avec le test d’arrêt relatif ‖xn−x5000‖/‖x0−x5000‖ 6 10−9
afin de calculer le temps d’exécution.
Nous nous intéressons à la restauration d’une image originale x˜ ∈ RN×N à partir
d’une image bruitée z dans RN×N selon le modèle
z = x˜+ w, (2.145)
où w est un bruit additif. La formulation variationnelle suivante a été proposée dans [72]
pour résoudre ce problème :
minimiser
x∈RN×N
µ‖∇x‖2,1 + 1
2
‖x− z‖2, (2.146)
où µ est un paramètre strictement positif et ‖∇x‖2,1 est la variation totale de x
(voir (2.130), (2.134)). L’avantage du modèle (2.146) est sa capacité à préserver des
contours de l’image. Pourtant, ce modèle n’incorpore pas d’informations a priori sur
l’image originale. Donc, on utilisera le modèle suivant (voir (2.138)) au lieu de (2.146),
minimiser
x∈C
µ‖∇x‖2,1 + 1
2
‖x− z‖2, (2.147)
où C ⊂ RN×N est un sous-ensemble convexe fermé non vide qui représente les in-
formation a priori sur l’image originale. Le problème (2.147) est un cas particulier du
Problème 2.56 avec
f = ιC et p = 2. (2.148)
On suppose que la composante basse-fréquence de l’image est connue [32],
C =
{
x ∈ RN×N ∣∣ (∀(i, j) ∈ {1, · · · , N/8}2) xˆ(i, j) = ̂˜x(i, j)}, (2.149)
où xˆ est la transformée de Fourier discrète de x. La projection de x sur C est donnée
explicitement dans [32, Eq. (6.27)] par
PCx = F−1(̂˜x1K1 + xˆ1K2), (2.150)
où K1 =
{
(i, j)
∣∣ 1 6 i, j 6 N/8} et K2 = {(i, j) ∣∣ 1 6 i, j 6 N}\K1, 1K1 et 1K2 sont
les fonctions caractéristiques de K1 et K2, respectivement, et F−1 est la transformée
de Fourier inverse. Pour évaluer la performance, nous utilisons les algorithmes avec les
paramètres suivants :
(i) L’algorithme (2.141) avec
N = 64, p = 2, ε = 10−3, v0 = 0, µ = 0.1
(∀n ∈ N) λn = 1, τn = µ−1/4− ε, bn = 0
(∀n ∈ N)(∀(k, l) ∈ {1, . . . , N}2) α(1)n,k,l = 0, α(2)n,k,l = 0.
(2.151)
46
(ii) L’algorithme de Chen-Teboulle [29, Algorithm I] pour le problème (2.147) :
Initialisation⌊
ε ∈ ]0,min{1/3, 1/(2µ‖∇‖+ 1)}[
(x0, v0, y0) ∈ RN×N ×
(
R
N×N × RN×N)× (RN×N × RN×N)
Pour n = 0, 1, . . .
γn ∈ [ε,min{(1− ε)/2, (1− ε)/(2µ‖∇‖)}]
pn+1 = vn + γn(µ∇xn − yn)
xn+1 = PC
(
(1 + γn)
−1(xn + µγn div pn+1 + γnz)
)
yn+1 = yn + γnpn+1 − γnPD2(γ−1n yn + pn+1)
vn+1 = vn + γn(µ∇xn+1 − yn+1),
(2.152)
où PD2 est donnée explicitement dans (2.142). On utilisera
ε = 10−3, (x0, v0, y0) = 0, µ = 0.1, et (∀n ∈ N) γn = (1− ε)/2. (2.153)
Nous obtenons les résultats dans le tableau suivant et le figure 2.1 pour l’image de Lena
Lena, N = 64 L’algorithme (2.141) L’algorithme de Chen-Teboulle
Temps d’exécution (s) 57 726
et dans le tableau suivant et le figure 2.6 pour l’image de Cameraman,
Cameraman, N = 256 L’algorithme (2.141) L’algorithme de Chen-Teboulle
Temps d’exécution (s) 243 7745
On voit que l’algorithme (2.141) est plus rapide dans cet exemple.
Remarque 2.59 Depuis la parution de notre article dans [34] en 2010, un autre algo-
rithme a été proposé dans [25, Algorithm 2] en 2011. Nous comparons ces deux algo-
rithmes dans le tableau ci-dessous. Remarquons que notre algorithme est plus simple à
mettre en œuvre, et ne nécessité à chaque itération que le stokage de deux variables de
grande taille, à savoir xn et vn. Deux comparatifs sont fournis dans les figures 2.2 et 2.7
pour les images de Lena et Cameraman, respectivement.
L’Algorithme 2.3 (2010) L’algorithme de Chambolle-Pock (2011)
Notons :
an ≈ bn ⇔
∑
n∈N ‖an − bn‖ < +∞ r = 0, h = f + 12‖ · −z‖2
vn+1 = proxσng∗(vn + σnLxn)
xn+1 = proxτnh(xn − τnL∗vn+1)
(γn)n∈N ∈ ]ε, 2‖L‖−2 − ε[N λn = 1 +
√
1 + 2τn
−1
xn ≈ proxf (z − L∗vn) (2.154) τn+1 = (λn − 1)τn (2.155)
vn+1 ≈ proxγng∗(vn + γn(Lxn − r)). σn+1 = σn(λn − 1)−1
xn+1 = xn + λn(xn+1 − xn).
Implémentation approchée des Implémentation exacte des
opérateur proximaux opérateur proximaux
Convergence forte de la suite primale Pour n grand, ‖xn − x‖ 6 c(x)/n
Convergence faible de la suite duale Pas de résultat correspondant
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FIGURE 2.1 – Convergence de l’algorithme de Chen-Teboulle (2.152) et de l’algorithme
(2.141) pour l’image de Lena.
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FIGURE 2.2 – Convergence de l’algorithme de Chambolle-Pock (2.155) et de l’algorithme
(2.141) pour l’image de Lena.
FIGURE 2.3 – L’image originale.
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FIGURE 2.4 – L’image bruitée (le bruit blanc de moyenne 0 et SNR = 20 dB).
FIGURE 2.5 – L’image débruitée par l’algorithme (2.141).
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FIGURE 2.6 – Convergence de l’algorithme de Chen-Teboulle (2.152) et de l’algorithme
(2.141) pour l’image de Cameraman.
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FIGURE 2.7 – Convergence de l’algorithme de Chambolle-Pock (2.155) et de l’algorithme
(2.141) pour l’image de Cameraman.
FIGURE 2.8 – L’image originale.
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FIGURE 2.9 – L’image bruitée (le bruit blanc de moyenne 0 et SNR = 26 dB).
FIGURE 2.10 – L’image débruitée par l’algorithme (2.141).
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Chapitre 3
Proximité pour les sommes de
fonctions composites
Nous proposons un algorithme pour calculer l’opérateur proximal d’une somme de fonc-
tions composites. La convergence de l’algorithme est démontrée dans des espaces hilber-
tiens réels. Des applications sont présentées.
3.1 Description et résultats principaux
On a vu que la suite (xn)n∈N engendrée par l’Algorithme 2.3 converge fortement vers
proxhz avec h : H → ]−∞,+∞] : x 7→ f(x)+g(Lx−r). Dans ce chapitre, nous traitons le
cas où h est une somme de fonctions composites. Nous considérons le problème suivant.
Problème 3.1 Soient z ∈ H et (ωi)16i6m des réels dans ]0, 1] tels que
∑m
i=1 ωi = 1. Pour
tout i ∈ {1, . . . , m}, soient (Gi, ‖ · ‖Gi) un espace hilbertien réel, ri ∈ Gi, gi ∈ Γ0(Gi), et
0 6= Li ∈ B(H,Gi). Le problème est de
minimiser
x∈H
m∑
i=1
ωigi(Lix− ri) + 1
2
‖x− z‖2. (3.1)
Nous supposons que les opérateurs proximaux de (gi)16i6m sont calculables de
manière approchée. Nous cherchons donc une méthode qui permet d’utiliser individu-
ellement les opérateurs proximaux de (gi)16i6m, et d’éclater les structures composites.
Nous proposons l’algorithme suivant.
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Algorithme 3.2 Pour tout i ∈ {1, . . . , m}, soit (ai,n)n∈N une suite dans Gi.
Initialisation
ρ =
(
max16i6m ‖Li‖
)−2
ε ∈ ]0,min{1, ρ}[
Pour i = 1, . . . , m⌊
vi,0 ∈ Gi
Pour n = 0, 1, . . .
xn = z −
∑m
i=1 ωiL
∗
i vi,n
γn ∈ [ε, 2ρ− ε]
λn ∈ [ε, 1]
Pour i = 1, . . . , m⌊
vi,n+1 = vi,n + λn
(
proxγng∗i
(
vi,n + γn(Lixn − ri)
)
+ ai,n − vi,n
)
.
(3.2)
En utilisant une technique d’espace produit, nous montrons le résultat de conver-
gence suivant.
Théorème 3.3 Supposons que
(ri)16i6m ∈ sri
{
(Lix− yi)16i6m
∣∣ x ∈ H, (yi)16i6m ∈×mi=1dom gi} (3.3)
et
(∀i ∈ {1, . . . , m})
∑
n∈N
‖ai,n‖Gi < +∞. (3.4)
De plus, soient (xn)n∈N, (v1,n)n∈N, . . . , (vm,n)n∈N des suites engendrées par l’Algorithme 3.2.
Alors, le Problème 3.1 possède une solution unique x et on a les résultats suivants.
(i) Pour tout i ∈ {1, . . . , m}, (vi,n)n∈N converge faiblement vers un point vi ∈ Gi. De plus,
(vi)16i6m est une solution du problème dual
minimiser
v1∈G1,..., vm∈Gm
1
2
∥∥∥∥∥z −
m∑
i=1
ωiL
∗
i vi
∥∥∥∥∥
2
+
m∑
i=1
ωi
(
g∗i (vi) + 〈vi | ri〉
)
, (3.5)
et x = z −∑mi=1 ωiL∗i vi.
(ii) (xn)n∈N converge fortement vers x.
Exemple 3.4 Soient H un espace hilbertien réel, et z ∈ H. Pour tout i ∈ {1, . . . , m},
soient (Gi, ‖ · ‖Gi) un espace hilbertien réel, ri ∈ Gi, Ci ⊂ Gi un sous-ensemble convexe
fermé non vide, et 0 6= Li ∈ B (H,Gi). Le problème est de
minimiser
x∈D
‖x− z‖, où D =
m⋂
i=1
{
x ∈ H ∣∣ Lix ∈ ri + Ci}. (3.6)
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Cet exemple est un cas particulier du Problème 3.1 avec (∀i ∈ {1, . . . , m}) gi = ιCi ∈
Γ0(Gi) et ωi = 1/m. Alors, remplaçons proxγng∗i dans (3.2) par Id −PCi , nous obtenons
un algorithme numérique pour résoudre le problème (3.6) (voir Section 3.2.3.1).
Enfin, nous nous intéressons à la résolution de problèmes de traitement du signal
dans des espaces hilbertiens. Nous cherchons un signal original x ∈ H à partir de l’ob-
servation de p signaux dégradés,
(∀i ∈ {1, . . . , p}) ri = Tix+ si. (3.7)
Dans ce modèle, pour tout i ∈ {1, . . . , p}, le signal dégradé ri est dans un espace hilber-
tien réel Gi, Ti ∈ B (H,Gi), et si ∈ Gi est un bruit. Afin de trouver une solution x, nous
résoudrons le problème variationnel suivant.
Exemple 3.5 Soient (ωi)16i6p+2 des réels dans ]0, 1] tels que
∑p+2
i=1 ωi = 1, Ω ⊂ R2 un
sous-ensemble non vide, borné et ouvert, H = H10(Ω), et (ek)k∈N une base orthonormale
de H. Pour tout i ∈ {1, . . . , p}, soient (Gi, ‖ · ‖Gi) un espace hilbertien réel, ri ∈ Gi, et
0 6= Ti ∈ B (H,Gi). Le problème est de
minimiser
x∈H
p∑
i=1
ωi‖Tix− ri‖Gi +
∑
k∈N
(
ωp+1|〈x | ek〉|+ 1
2
|〈x | ek〉|2
)
+ωp+2 tv2(x), (3.8)
où tv2(x) =
∫
Ω
|∇x(ω)|2dω est la variation total de x.
Cet exemple est un cas particulier du Problème 3.1 avec
H = H10(Ω), m = p+ 2, z = 0;
(∀x ∈ H) ‖x− z‖2 =∑k∈N |〈x | ek〉|2;
(∀i ∈ {1, . . . , p}) gi = ‖ · ‖Gi et Li = Ti;
Gp+1 = ℓ2(N), gp+1 = ‖ · ‖ℓ1, rp+1 = 0, et Lp+1 : x 7→ (〈x | ek〉)k∈N;
Gp+2 = L2(Ω)⊕ L2(Ω), gp+2 : y 7→
∫
Ω
|y(ω)|2dω, rp+2 = 0, et Lp+2 = ∇.
(3.9)
De plus, les opérateurs proximaux des fonctions (gi)16i6m sont disponibles (voir Sec-
tion 3.2.3.2). On peut donc utiliser l’Algorithme 3.2 pour résoudre le problème (3.8)
(voir Section 3.2.3.2).
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3.2 Article en anglais
PROXIMITY FOR SUMS OF COMPOSITE FUNCTIONS 1
Abstract : We propose an algorithm for computing the proximity operator of a sum of
composite convex functions in Hilbert spaces and investigate its asymptotic behavior.
Applications to best approximation and image recovery are described.
3.2.1 Introduction
Let H be a real Hilbert space with scalar product 〈· | ·〉 and associated norm ‖ · ‖.
The best approximation to a point z ∈ H from a nonempty closed convex set C ⊂ H
is the point PCz ∈ C that satisfies ‖PCz − z‖ = minx∈C ‖x − z‖. The induced best
approximation operator PC : H → C, also called the projector onto C, plays a central
role in several branches of applied mathematics [10]. If we designate by ιC the indicator
function of C, i.e.,
ιC : x 7→
{
0, if x ∈ C;
+∞, if x /∈ C, (3.10)
then PCz is the solution to the minimization problem
minimize
x∈H
ιC(x) +
1
2
‖x− z‖2. (3.11)
Now let Γ0(H) be the class of lower semicontinuous convex functions f : H → ]−∞,+∞]
such that dom f =
{
x ∈ H ∣∣ f(x) < +∞} 6= ∅. In [13] Moreau observed that, for every
function f ∈ Γ0(H), the proximal minimization problem
minimize
x∈H
f(x) +
1
2
‖x− z‖2 (3.12)
possesses a unique solution, which he denoted by proxfz. The resulting proximity oper-
ator proxf : H → H therefore extends the notion of a best approximation operator for
a convex set. This fruitful concept has become a central tool in mechanics, variational
analysis, optimization, and signal processing, e.g., [1, 7, 16].
Though in certain simple cases closed-form expressions are available [7, 8, 14],
computing proxfz in numerical applications is a challenging task. The objective of this
paper is to propose a splitting algorithm to compute proximity operators in the case
when f can be decomposed as a sum of composite functions.
1. P. L. Combettes, D- inh Du˜ng, and B. C. Vu˜, Proximity for sums of composite functions, J. Math.
Anal. Appl., vol. 380, pp. 680–688, 2011.
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Problem 3.6 Let z ∈ H and let (ωi)16i6m be reals in ]0, 1] such that
∑m
i=1 ωi = 1. For
every i ∈ {1, . . . , m}, let (Gi, ‖ · ‖Gi) be a real Hilbert space, let ri ∈ Gi, let gi ∈ Γ0(Gi),
and let Li : H → Gi be a nonzero bounded linear operator. The problem is to
minimize
x∈H
m∑
i=1
ωigi(Lix− ri) + 1
2
‖x− z‖2. (3.13)
The underlying practical assumption we make is that the proximity operators
(proxgi)16i6m are implementable (to within some quantifiable error). We are therefore
aiming at devising an algorithm that uses these operators separately. Let us note that
such splitting algorithms are already available to solve Problem 3.6 under certain re-
strictions.
A) Suppose that G1 = H, that L1 = Id , that the functions (gi)26i6m are differentiable
everywhere with a Lipschitz continuous gradient, and that ri ≡ 0. Then (3.13)
reduces to the minimization of the sum of f1 = g1 ∈ Γ0(H) and of the smooth
function f2 =
∑m
i=2 ωigi ◦ Li + ‖ · −z‖2/2, and it can be solved by the forward-
backward algorithm [8, 18].
B) The methods proposed in [4] address the case when, for every i ∈ {1, . . . , m},
Gi = H, Li = Id , and ri = 0.
C) The method proposed in [5] addresses the case whenm = 2, G1 = H, and L1 = Id ,
and r1 = 0.
The restrictions imposed in A) are quite stringent since many problems involve at least
two nondifferentiable potentials. Let us also observe that since, in general, there is no
explicit expression for proxgi◦Li in terms of proxgi and Li, Problem 3.6 cannot be reduced
to the setting described in B). On the other hand, using a product space reformulation,
we shall show that the setting described in C) can be exploited to solve Problem 3.6 us-
ing only approximate implementations of the operators (proxgi)16i6m. Our algorithm is
introduced in Section 3.2.2, where we also establish its convergence properties. In Sec-
tion 3.2.3, our results are applied to best approximation and image recovery problems.
Our notation is standard. B (H,G) is the space of bounded linear operators from H
to a real Hilbert space G. The adjoint of L ∈ B (H,G) is denoted by L∗. The conjugate
of f ∈ Γ0(H) is the function f ∗ ∈ Γ0(H) defined by f ∗ : u 7→ supx∈H(〈x | u〉 − f(x)).
The projector onto a nonempty closed convex set C ⊂ H is denoted by PC . The strong
relative interior of a convex set C ⊂ H is
sriC =
{
x ∈ C ∣∣ cone(C − x) = span (C − x)},
where coneC =
⋃
λ>0
{
λx
∣∣ x ∈ C}, (3.14)
and the relative interior of C is riC =
{
x ∈ C ∣∣ cone(C − x) = span (C − x)}. We have
intC ⊂ sriC ⊂ riC ⊂ C and, if H is finite-dimensional, riC = sriC. For background on
convex analysis, see [19].
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3.2.2 Main result
To solve Problem 3.6, we propose the following algorithm. Its main features are
that each function gi is activated individually by means of its proximity operator, and
that the proximity operators can be evaluated simultaneously. It is important to stress
that the functions (gi)16i6m and the operators (Li)16i6m are used at separate steps in the
algorithm, which is thus fully decomposed. In addition, an error ai,n is tolerated in the
evaluation of the ith proximity operator at iteration n.
Algorithm 3.7 For every i ∈ {1, . . . , m}, let (ai,n)n∈N be a sequence in Gi.
Initialization
ρ =
(
max16i6m ‖Li‖
)−2
ε ∈ ]0,min{1, ρ}[
For i = 1, . . . , m⌊
vi,0 ∈ Gi
For n = 0, 1, . . .
xn = z −
∑m
i=1 ωiL
∗
i vi,n
γn ∈ [ε, 2ρ− ε]
λn ∈ [ε, 1]
For i = 1, . . . , m⌊
vi,n+1 = vi,n + λn
(
proxγng∗i
(
vi,n + γn(Lixn − ri)
)
+ ai,n − vi,n
)
.
(3.15)
Note that an alternative implementation of (3.15) can be obtained via Moreau’s
decomposition formula in a real Hilbert space G [8, Lemma 2.10]
(∀g ∈ Γ0(G))(∀γ ∈ ]0,+∞[)(∀v ∈ G) proxγg∗v = v − γproxγ−1g(γ−1v). (3.16)
We now describe the asymptotic behavior of Algorithm 3.7.
Theorem 3.8 Suppose that
(ri)16i6m ∈ sri
{
(Lix− yi)16i6m
∣∣ x ∈ H, (yi)16i6m ∈×mi=1dom gi} (3.17)
and that
(∀i ∈ {1, . . . , m})
∑
n∈N
‖ai,n‖Gi < +∞. (3.18)
Furthermore, let (xn)n∈N, (v1,n)n∈N, . . . , (vm,n)n∈N be sequences generated by Algorithm 3.7.
Then Problem 3.6 possesses a unique solution x and the following hold.
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(i) For every i ∈ {1, . . . , m}, (vi,n)n∈N converges weakly to a point vi ∈ Gi. Moreover,
(vi)16i6m is a solution to the minimization problem
minimize
v1∈G1,..., vm∈Gm
1
2
∥∥∥∥∥z −
m∑
i=1
ωiL
∗
i vi
∥∥∥∥∥
2
+
m∑
i=1
ωi
(
g∗i (vi) + 〈vi | ri〉
)
, (3.19)
and x = z −∑mi=1 ωiL∗i vi.
(ii) (xn)n∈N converges strongly to x.
Proof. Set f : H → ]−∞,+∞] : x 7→∑mi=1 ωigi(Lix− ri). The assumptions imply that, for
every i ∈ {1, . . . , m}, the function x 7→ gi(Lix− ri) is convex and lower semicontinuous.
Hence, f is likewise. On the other hand, it follows from (3.17) that
(ri)16i6m ∈
{
(Lix− yi)16i6m
∣∣ x ∈ H, (yi)16i6m ∈×mi=1dom gi} (3.20)
and, therefore, that dom f 6= ∅. Thus, f ∈ Γ0(H) and, as seen in (3.12), Problem 3.6
possesses a unique solution, namely x = proxfz.
Now let H be the real Hilbert space obtained by endowing the Cartesian product
Hm with the scalar product 〈· | ·〉
H
: (x,y) 7→ ∑mi=1 ωi〈xi | yi〉, where x = (xi)16i6m and
y = (yi)16i6m denote generic elements in H. The associated norm is
‖ · ‖H : x 7→
√√√√ m∑
i=1
ωi‖xi‖2. (3.21)
Likewise, let G denote the real Hilbert space obtained by endowing the Cartesian product
G1 × · · · × Gm with the scalar product and the associated norm respectively defined by
〈· | ·〉
G
: (y, z) 7→
m∑
i=1
ωi〈yi | zi〉Gi and ‖ · ‖G : y 7→
√√√√ m∑
i=1
ωi‖yi‖2Gi. (3.22)
Define
f = ιD, where D =
{
(x, . . . , x) ∈H ∣∣ x ∈ H}
g : G → ]−∞,+∞] : y 7→∑mi=1 ωigi(yi)
L : H→ G : x 7→ (Lixi)16i6m
r = (r1, . . . , rm)
z = (z, . . . , z).
(3.23)
Then f ∈ Γ0(H), g ∈ Γ0(G), and L ∈ B (H,G). Moreover,D is a closed vector subspace
of H with projector
proxf = PD : x 7→
( m∑
i=1
ωixi, . . . ,
m∑
i=1
ωixi
)
(3.24)
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and
L∗ : G →H : v 7→ (L∗i vi)16i6m. (3.25)
Note that (3.22) and (3.21) yield
(∀x ∈H) ‖Lx‖2G =
m∑
i=1
ωi‖Lixi‖2Gi
6
m∑
i=1
ωi‖Li‖2‖xi‖2
6
(
max
16i6m
‖Li‖2
) m∑
i=1
ωi‖xi‖2
=
(
max
16i6m
‖Li‖2
)
‖x‖2H. (3.26)
Therefore,
‖L‖ 6 max
16i6m
‖Li‖. (3.27)
We also deduce from (3.17) that
r ∈ sri (L(domf )− domg). (3.28)
Furthermore, in view of (3.21) and (3.23), in the space H, (3.13) is equivalent to
minimize
x∈H
f (x) + g(Lx− r) + 1
2
‖x− z‖2H. (3.29)
Next, we derive from [5, Proposition 3.3] that the dual problem of (3.29) is to
minimize
v∈G
f˜ ∗(z −L∗v) + g∗(v) + 〈v | r〉
G
, (3.30)
where f˜∗ : u 7→ infw∈H
(
f ∗(w) + (1/2)‖u −w‖2H
)
is the Moreau envelope of f ∗. Since
f = ιD, we have f
∗ = ιD⊥ . Hence, (3.21) and (3.24) yield
(∀u ∈H) f˜∗(u) = 1
2
‖u− PD⊥u‖2H =
1
2
‖PDu‖2H =
1
2
∥∥∥∥∥
m∑
i=1
ωiui
∥∥∥∥∥
2
. (3.31)
On the other hand, (3.22) and (3.23) yield
(∀v ∈ G) g∗(v) =
m∑
i=1
ωig
∗
i (vi) and proxg∗v =
(
proxg∗i vi
)
16i6m
. (3.32)
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Altogether, it follows from (3.25), (3.31), (3.32), and (3.22), that
(3.30) is equivalent to (3.19). (3.33)
Now define
(∀n ∈ N)

xn = (xn, . . . , xn)
vn = (v1,n, . . . , vm,n)
an = (a1,n, . . . , am,n).
(3.34)
Then, in view of (3.23), (3.24), (3.25), (3.27), and (3.32), (3.15) is a special case of the
following routine.
Initialization ρ = ‖L‖
−2
ε ∈ ]0,min{1, ρ}[
v0 ∈ G
For n = 0, 1, . . .
xn = proxf (z − L∗vn)
γn ∈ [ε, 2ρ− ε]
λn ∈ [ε, 1]
vn+1 = vn + λn
(
proxγng∗(vn + γn(Lxn − r)) + an − vn
)
.
(3.35)
Moreover, (3.18) implies that
∑
n∈N ‖an‖G < +∞. Hence, it follows from (3.28) and [5,
Theorem 3.7] that the following hold, where x is the solution to (3.29).
(a) (vn)n∈N converges weakly to a solution v to (3.30) and x = proxf(z − L∗v).
(b) (xn)n∈N converges strongly to x.
In view of (3.21), (3.22), (3.23), (3.24), (3.25), (3.33), and (3.34), items (a) and (b)
provide respectively items (i) and (ii).
Remark 3.9 Let us consider Problem 3.6 in the special case when (∀i ∈ {1, . . . , m})
Gi = H, Li = Id , and ri = 0. Then (3.13) reduces to
minimize
x∈H
m∑
i=1
ωigi(x) +
1
2
‖x− z‖2. (3.36)
Now let us implement Algorithm 3.7 with γn ≡ 1, λn ≡ 1, ai,n ≡ 0, and vi,0 ≡ 0. The
iteration process resulting from (3.15) can be written as
Initialization x0 = zFor i = 1, . . . , m⌊
vi,0 = 0
For n = 0, 1, . . . For i = 1, . . . , m⌊ vi,n+1 = proxg∗i (xn + vi,n).
xn+1 = z −
∑m
i=1 ωivi,n+1.
(3.37)
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For every i ∈ {1, . . . , m} and n ∈ N, set zi,n = xn + vi,n. Then (3.37) yields
Initialization x0 = zFor i = 1, . . . , m⌊
zi,0 = z
For n = 0, 1, . . . xn+1 = z −
∑m
i=1 ωiproxg∗i zi,n
For i = 1, . . . , m⌊
zi,n+1 = xn+1 + proxg∗i zi,n.
(3.38)
Next we observe that (∀n ∈ N) ∑mi=1 ωizi,n = z. Indeed, the identity is clearly satisfied
for n = 0 and, for every n ∈ N, (3.38) yields∑mi=1 ωizi,n+1 = xn+1 +∑mi=1 ωiproxg∗i zi,n =
(z −∑mi=1 ωiproxg∗i zi,n) +∑mi=1 ωiproxg∗i zi,n = z. Thus, invoking (3.16) with γ = 1, we
can rewrite (3.38) as
Initialization x0 = zFor i = 1, . . . , m⌊
zi,0 = z
For n = 0, 1, . . . xn+1 =∑mi=1 ωiproxgizi,nFor i = 1, . . . , m⌊
zi,n+1 = xn+1 + zi,n − proxgizi,n.
(3.39)
This is precisely the Dykstra-like algorithm proposed in [4, Theorem 4.2] for computing
prox∑m
i=1 ωigi
z (which itself extends the classical parallel Dykstra algorithm for project-
ing z onto an intersection of closed convex sets [2, 11]). Hence, Algorithm 3.7 can be
viewed as an extension of this algorithm, which was derived and analyzed with different
techniques in [4].
3.2.3 Applications
As noted in the Introduction, special cases of Problem 3.6 have already been consid-
ered in the literature under certain restrictions on the numberm of composite functions,
the complexity of the linear operators (Li)16i6m, and/or the smoothness of the poten-
tials (gi)16i6m (one will find specific applications in [3, 5, 7, 8, 9, 15] and the references
therein). The proposed framework makes it possible to remove these restrictions simul-
taneously. In this section, we provide two illustrations.
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3.2.3.1 Best approximation from an intersection of composite convex sets
In this section, we consider the problem of finding the best approximation PDz to
a point z ∈ H from a closed convex subset D of H defined as an intersection of affine
inverse images of closed convex sets.
Problem 3.10 Let z ∈ H and, for every i ∈ {1, . . . , m}, let (Gi, ‖ · ‖Gi) be a real Hilbert
space, let ri ∈ Gi, let Ci be a nonempty closed convex subset of Gi, and let 0 6= Li ∈
B (H,Gi). The problem is to
minimize
x∈D
‖x− z‖, where D =
m⋂
i=1
{
x ∈ H ∣∣ Lix ∈ ri + Ci}. (3.40)
In view of (3.10), Problem 3.10 is a special case of Problem 3.6, where (∀i ∈
{1, . . . , m}) gi = ιCi and ωi = 1/m. It follows that, for every i ∈ {1, . . . , m} and ev-
ery γ ∈ ]0,+∞[, proxγgi reduces to the projector PCi onto Ci. Hence, using (3.16), we
can rewrite Algorithm 3.7 in the following form, where we have set ci,n = −γ−1n ai,n for
simplicity.
Algorithm 3.11 For every i ∈ {1, . . . , m}, let (ci,n)n∈N be a sequence in Gi.
Initialization
ρ =
(
max16i6m ‖Li‖
)−2
ε ∈ ]0,min{1, ρ}[
For i = 1, . . . , m⌊
vi,0 ∈ Gi
For n = 0, 1, . . .
xn = z −
∑m
i=1 ωiL
∗
i vi,n
γn ∈ [ε, 2ρ− ε]
λn ∈ [ε, 1]
For i = 1, . . . , m⌊
vi,n+1 = vi,n + γnλn
(
Lixn − ri − PCi
(
γ−1n vi,n + Lixn − ri
)− ci,n).
(3.41)
In the light of the above, we obtain the following application of Theorem 3.8(ii).
Corollary 3.12 Suppose that
(ri)16i6m ∈ sri
{
(Lix− yi)16i6m
∣∣ x ∈ H, (yi)16i6m ∈×mi=1Ci} (3.42)
and that (∀i ∈ {1, . . . , m}) ∑n∈N ‖ci,n‖Gi < +∞. Then every sequence (xn)n∈N generated
by Algorithm 3.11 converges strongly to the solution PDz to Problem 3.10.
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3.2.3.2 Nonsmooth image recovery
A wide range of signal and image recovery problems can be modeled as instances
of Problem 3.6. In this section, we focus on the problem of recovering an image x ∈ H
from p noisy measurements
ri = Tix+ si, 1 6 i 6 p. (3.43)
In this model, the ith measurement ri lies in a Hilbert space Gi, Ti ∈ B (H,Gi) is the data
formation operator, and si ∈ Gi is the realization of a noise process. A typical data fitting
potential in such models is the function
x 7→
p∑
i=1
ωigi(Tix− ri), where 0 6 gi ∈ Γ0(Gi) and gi vanishes only at 0. (3.44)
The proposed framework can handle p > 1 nondifferentiable functions (gi)16i6p as well
as the incorporation of additional potential functions to model prior knowledge on the
original image x. In the illustration we provide below, the following is assumed.
– The image space is H = H10(Ω), where Ω is a nonempty bounded open domain in
R
2.
– x admits a sparse decomposition in an orthonormal basis (ek)k∈N of H. As dis-
cussed in [9, 20] this property can be promoted by the “elastic net” potential
x 7→ ∑k∈N φk(〈x | ek〉), where (∀k ∈ N) φk : ξ 7→ α|ξ| + β|ξ|2, with α > 0 and
β > 0. More general choices of suitable functions (φk)k∈N are available [6].
– x is piecewise smooth. This property is promoted by the total variation potential
tv(x) =
∫
Ω
|∇x(ω)|2dω, where | · |2 denotes the Euclidean norm on R2 [17].
Upon setting gi ≡ ‖ · ‖Gi in (3.44), these considerations lead us to the following
formulation (see [5, Example 2.10] for more general nonsmooth potentials).
Problem 3.13 Let H = H10(Ω), where Ω ⊂ R2 is nonempty, bounded, and open, let
(ωi)16i6p+2 be reals in ]0, 1] such that
∑p+2
i=1 ωi = 1, and let (ek)k∈N be an orthonormal
basis of H. For every i ∈ {1, . . . , p}, let 0 6= Ti ∈ B (H,Gi), where (Gi, ‖ · ‖Gi) is a real
Hilbert space, and let ri ∈ Gi. The problem is to
minimize
x∈H
p∑
i=1
ωi‖Tix− ri‖Gi +
∑
k∈N
(
ωp+1|〈x | ek〉|+ 1
2
|〈x | ek〉|2
)
+ωp+2 tv(x). (3.45)
It follows from Parseval’s identity that Problem 3.13 is a special case of Problem 3.6
in H = H10(Ω) with m = p + 2, z = 0, and
gi = ‖ · ‖Gi and Li = Ti, if 1 6 i 6 p;
Gp+1 = ℓ2(N), gp+1 = ‖ · ‖ℓ1 , rp+1 = 0, and Lp+1 : x 7→ (〈x | ek〉)k∈N;
Gp+2 = L2(Ω)⊕ L2(Ω), gp+2 : y 7→
∫
Ω
|y(ω)|2dω, rp+2 = 0, and Lp+2 = ∇.
(3.46)
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To implement Algorithm 3.7, it suffices to note that L∗p+1 : (νk)k∈N 7→
∑
k∈N νkek and
L∗p+2 = − div, and to specify the proximity operators of the functions (γg∗i )16i6m, where
γ ∈ ]0,+∞[. First, let i ∈ {1, . . . , p}. Then gi = ‖ · ‖Gi and therefore g∗i = ιBi , where Bi
is the closed unit ball of Gi. Hence proxγg∗i = PBi . Next, it follows from (3.16) and [8,
Example 2.20] that proxγg∗p+1 : (ξk)k∈N 7→ (P[−1,1]ξk)k∈N. Finally, since gp+2 is the support
function of the set [12]
K =
{
y ∈ Gp+2
∣∣ |y|2 6 1 a.e.}, (3.47)
g∗p+2 = ιK and therefore proxγg∗p+2 = PK , which is straightforward to compute. Alto-
gether, as ‖Lp+1‖ = 1 and ‖Lp+2‖ 6 1, Algorithm 3.7 assumes the following form (since
all the proximity operators can be implemented with simple projections, we dispense
with the errors terms).
Algorithm 3.14
Initialization
ρ =
(
max{1, ‖T1‖, . . . , ‖Tp‖}
)−2
ε ∈ ]0,min{1, ρ}[
For i = 1, . . . , p⌊
vi,0 ∈ Gi
vp+1,0 = (νk,0)k∈N ∈ ℓ2(N)
vp+2,0 ∈ L2(Ω)⊕ L2(Ω)
For n = 0, 1, . . .
xn = z −
∑p
i=1 ωiT
∗
i vi,n − ωp+1
∑
k∈N νk,nek + ωp+2 div vp+2,n
γn ∈ [ε, 2ρ− ε]
λn ∈ [ε, 1]
For i = 1, . . . , p⌊
vi,n+1 = vi,n + λn
( vi,n + γn(Tixn − ri)
max{1, ‖vi,n + γn(Tixn − ri)‖Gi}
− vi,n
)
For every k ∈ N, νk,n+1 = νk,n + λn
( νk,n + γn〈xn | ek〉
max{1, |νk,n + γn〈xn | ek〉|} − νk,n
)
For almost every ω ∈ Ω,
vp+2,n+1(ω) = vp+2,n(ω) + λn
( vp+2,n(ω) + γn∇xn(ω)
max{1, |vp+2,n(ω) + γn∇xn(ω)|2} − vp+2,n(ω)
)
.
(3.48)
Let us establish the main convergence property of this algorithm.
Corollary 3.15 Every sequence (xn)n∈N generated by Algorithm 3.14 converges strongly to
the solution to Problem 3.13.
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Proof. In view of the above discussion and of Theorem 3.8(ii), it remains to check that
(3.17) is satisfied. Set S =
{
(Lix− yi)16i6m
∣∣ x ∈ H, (yi)16i6m ∈×mi=1dom gi}. We have
dom gi = Gi for every i ∈ {1, . . . , p}, dom gp+1 = ℓ1(N), and dom gp+2 = L2(Ω) ⊕ L2(Ω).
Consequently,
S =
{
(T1x− y1, . . . , Tpx− yp, (〈x | ek〉 − ηk)k∈N,∇x− yp+2
∣∣∣
x ∈ H, (yi)16i6p ∈×pi=1Gi, (ηk)k∈N ∈ ℓ1(N), yp+2 ∈ L2(Ω)⊕ L2(Ω)}
=
(×pi=1Gi)× ℓ2(N)× (L2(Ω)⊕ L2(Ω))
=×mi=1Gi. (3.49)
Hence, we trivially have (r1, . . . , rp, 0, 0) ∈ sriS.
Let us emphasize that a novelty of the above variational framework is to perform
total variation image recovery in the presence of several nondifferentiable composite
terms, with guaranteed strong convergence to the solution to the problem, and with
elementary steps in the form of simple projections. The finite-dimensional version of the
algorithm can easily be obtained by discretizing the operators ∇ and div as in [3] (see
also [5, Section 4.4] for variants of the total variation potential).
3.3 Résultats numériques
Dans cette section, nous illustrons une application de l’Algorithme 3.2 en traitement de
l’image.
3.3.1 Débruitage par variation totale sous contrainte
Nous nous intéressons au problème (2.145). On utilise deux contraintes au lieu d’une,
comme dans (2.147). Le problème est de
minimiser
x∈C1∩C2
1
3
µ‖∇x‖2,1 + 1
2
‖x− z‖2, (3.50)
où µ est un paramètre strictement positif, C1 est donné par (2.149) et
C2 =
{
x ∈ RN×N ∣∣ (∀(i, j) ∈ {1, . . . , N}2) 0 6 x(i, j) 6 1}. (3.51)
Le problème (3.50) correspond à un cas particulier du Problème 3.1, où
H = G1 = G2 = RN×N ,G3 = H×H,
L1 = L2 = Id , L3 = µ∇, r1 = r2 = r3 = 0,
ω1 = ω2 = ω3 = 1/3, g1 = ιC1 , g2 = ιC2 , g3 = ‖ · ‖2,1.
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Nous utiliserons l’Algorithme 3.2 avec les paramètres
N = 256, v1,0 = 0, v2,0 = 0, v3,0 = 0, ε = 10
−5,
ω1 = ω2 = ω3 = 1/3, µ = 0.5, ρ = max{2µ
√
2, 1}2,
(∀n ∈ N) λn = 1, γn = 2/ρ− ε,
(∀n ∈ N) a1,n = 0, a2,n = 0, a3,n = 0.
(3.52)
On comparera également la solution à celle obtenue pour le problème (3.50) avec l’al-
gorithme (2.141) pour résoudre le problème (2.147) avec les paramètres
N = 256, p = 2, ε = 10−3, v0 = 0, µ = 0.5,
(∀n ∈ N) λn = 1, τn = µ−1/4− ε, bn = 0,
(∀n ∈ N)(∀(k, l) ∈ {1, . . . , N}2) α(1)n,k,l = 0, α(2)n,k,l = 0.
(3.53)
Nous obtenons les résultats présentés dans le tableau suivant et la figure 3.3 :
n = 100 itérations Image bruitée Méthode (2.141) Méthode 3.2
Rapport signal-sur-bruit 24.7 28.6 33
On voit que le modèle (3.50) avec deux contraintes nous donne un meilleur résultat que
le modèle (2.147) avec une contrainte.
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FIGURE 3.1 – L’image originale.
FIGURE 3.2 – L’image bruitée (le bruit blanc de moyenne 0 et SNR =24.7 dB ).
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FIGURE 3.3 – L’image débruitée avec la contrainte C1 (problème (2.147)).
FIGURE 3.4 – L’image débruitée avec deux contraintes C1 et C2 (problème (3.50)).
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3.3.2 Restauration à partir d’observations multiples
Nous cherchons une image originale x ∈ RN×N à partir de deux images dégradées r1 ∈
R
m1 et r2 ∈ Rm2 selon le modèle
r1 = L1x+ s1 et r2 = L2x+ s2, (3.54)
où L1 : RN×N → Rm1 et L1 : RN×N → Rm2 sont deux opérateurs linéaires, s1 ∈ Rm1 et
s2 ∈ Rm2 sont des bruits additifs. Nous utilisons le modèle suivant
minimiser
x∈C
ω1‖L1x− r1‖+ ω2‖L2x− r2‖+ α
2
‖x‖2, (3.55)
où α, ω1 et ω2 sont des paramètres strictement positifs, C ⊂ RN×N est un sous-ensemble
convexe fermé non vide. Nous utilisons C = C2 (cf. (3.51)), et L1 et L2 sont les opéra-
teurs de convolution definis respectivement par L1 : x 7→ h1 ∗ x où h1 est un noyau de
taille 10 × 10, et L2 : x 7→ h2 ∗ x où h2 est un noyau de taille 15 × 15. De plus, s1 et s2
sont des réalisations d’un bruit blanc de moyenne 0 et de variance 0.001. Nous utilisons
l’Algorithme 3.2 avec les paramètres
ω2 = ω3 = 1/3, N = 256, α = 10
−5, γn ≡ 1.99, λn ≡ 1, a1,n ≡ 0, a2,n ≡ 0, a3,n ≡ 0. (3.56)
Nous obtenons les résultats dans le tableau suivant et les figures 3.5, 3.6 et 3.7 :
n = 40 itérations L’image dégradée 1 L’image dégradée 2 Résultat
Rapport signal-sur-bruit 22.85 20.63 28.2
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FIGURE 3.5 – L’image observée 1.
FIGURE 3.6 – L’image observée 2.
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FIGURE 3.7 – L’image restaurée.
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Chapitre 4
Résolution d’inclusions monotones
impliquant des opérateurs cocoercifs
Nous proposons un cadre général pour résoudre des inclusions composites faisant in-
térieur des opérateurs maximalement monotones et des opérateurs cocoercifs. La méth-
ode proposée unifie les méthodes primales-duales de [10, 18, 22].
4.1 Description et résultats principaux
Nous nous intéressons à la résolution d’inclusions monotones associées des opérateurs
cocoercifs dans des espaces hilbertiens réels.
Problème 4.1 SoientH un espace hilbertien réel, z ∈ H,m un entier strictement positif,
(ωi)16i6m des nombres réels dans ]0, 1] tels que
∑m
i=1 ωi = 1, A : H → 2H un opérateur
maximalement monotone, µ ∈ ]0,+∞[, et C : H → H un opérateur µ-cocoercif. Pour
tout i ∈ {1, . . . , m}, soient Gi un espace hilbertien réel, ri ∈ Gi, νi ∈ ]0,+∞[, Bi : Gi →
2Gi un opérateur maximalement monotone, Di : Gi → 2Gi un opérateur maximalement
monotone et νi-fortement monotone, et 0 6= Li ∈ B(H,Gi). Le problème est de résoudre
l’inclusion primale
trouver x ∈ H tel que z ∈ Ax+
m∑
i=1
ωiL
∗
i
(
(Bi  Di)(Lix− ri)
)
+ Cx, (4.1)
et l’inclusion duale
trouver v1 ∈ G1, . . . , vm ∈ Gm tels que
(∃ x ∈ H)
{
z −∑mi=1 ωiL∗i vi ∈ Ax+ Cx(∀i ∈ {1, . . . , m}) vi ∈ (Bi  Di)(Lix− ri). (4.2)
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Nous notons par P et D des ensembles de solutions de problèmes (4.1) et (4.2), respec-
tivement.
Plusieurs cas particuliers du Problème 4.1 sont présentés dans [16]. Dans le cas où
C et (Di)16i6m sont lipschitziens, le Problème 4.1 est étudié dans [16] mais ses auteurs
n’exploitent pas de cocoercivité de ces opérateurs. En utilisant la méthode explicite-
implicite dans la somme hilbertienne directe K = H ⊕ G1 ⊕ . . .⊕ Gm, nous obtenons le
résultat suivant.
Théorème 4.2 Dans le Problème 4.1, supposons que
z ∈ ran
(
A+
m∑
i=1
ωiL
∗
i
(
(Bi  Di)(Li · −ri)
)
+ C
)
. (4.3)
Soient τ et (σi)16i6m des réels strictement positifs tels que
2ρmin{µ, ν1, . . . , νm} > 1, où ρ = min
{
τ−1, σ−11 , . . . , σ
−1
m
}(
1−
√√√√τ m∑
i=1
σiωi‖Li‖2
)
.
(4.4)
Soient ε ∈ ]0, 1[, (λn)n∈N une suite dans [ε, 1], x0 ∈ H, (a1,n)n∈N et (a2,n)n∈N des suites
absolument sommables dans H. Pour tout i ∈ {1, . . . , m}, soient vi,0 ∈ Gi, (bi,n)n∈N et
(ci,n)n∈N des suites absolument sommables dans Gi. Soient (xn)n∈N et (v1,n, . . . , vm,n)n∈N des
suites engendrées comme suit.
(∀n ∈ N)

pn = JτA
(
xn − τ
(∑m
i=1 ωiL
∗
i vi,n + Cxn + a1,n − z
))
+ a2,n
yn = 2pn − xn
xn+1 = xn + λn(pn − xn)
pour i = 1, . . . , m⌊
qi,n = JσiB−1i
(
vi,n + σi
(
Liyn −D−1i vi,n − ci,n − ri
))
+ bi,n
vi,n+1 = vi,n + λn(qi,n − vi,n).
(4.5)
Alors pour un point x ∈ P et un point(v1, . . . , vm) ∈ D, nous avons ce qui suit.
(i) xn ⇀ x et (v1,n, . . . , vm,n) ⇀ (v1, . . . , vm).
(ii) Supposons que C soit uniformément monotone en x. Alors xn → x.
(iii) Supposons queD−1j soit uniformément monotone en vj pour un indice j ∈ {1, . . . , m}.
Alors vj,n → vj.
Dans cette méthode, on obtient un éclatement de tous les opérateurs puisque
(Li)16i6m, C, (D−1i )16i6m, A et (B
−1
i )16i6m sont utilisés individuellement à chaque itéra-
tion. De plus, la méthode tolère des erreurs dans l’évaluation de chaque opérateur im-
pliqué. On voit que les opérateurs univoques tels que (Li)16i6m, (L∗i )16i6m, C, (D
−1
i )16i6m
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sont utilisés dans des étapes explicites, pourtant les opérateurs multivoques comme A et
(B−1i )16i6m sont utilisés dans des étapes implicites, c’est à dire que (4.5) admet une struc-
ture de la méthode explicite-implicite. Donce, il diffère de la méthode de Combettes-
Pesquet dans [16].
Nous appliquons l’algorithme (4.5) au problème variationnel [16, Problem 4.1].
Problème 4.3 SoientH un espace hilbertien réel, z ∈ H,m un entier strictement positif,
(ωi)16i6m des nombres réels dans ]0, 1] tels que
∑m
i=1 ωi = 1, f ∈ Γ0(H), et h : H → R
une fonction convexe différentiable telle que son gradient est µ−1-lipschitzien avec µ ∈
]0,+∞[. Pour tout i ∈ {1, . . . , m}, soient Gi un espace hilbertien réel, ri ∈ Gi, gi ∈ Γ0(Gi),
ℓi ∈ Γ0(Gi) une fonction νi-fortement convexe avec νi ∈ ]0,+∞[, et 0 6= Li : H → Gi. Le
problème primal est de
minimiser
x∈H
f(x) +
m∑
i=1
ωi(gi  ℓi)(Lix− ri) + h(x)− 〈x | z〉, (4.6)
et le problème dual est de
minimiser
v1∈G1,...,vm∈Gm
(f ∗  h∗)
(
z −
m∑
i=1
ωiL
∗
i vi
)
+
m∑
i=1
ωi
(
g∗i (vi) + ℓ
∗
i (vi) + 〈vi | ri〉Gi
)
. (4.7)
Nous notons par P1 et D1 des ensembles de solutions de problèmes (4.6) et (4.7), re-
spectivement.
Corollaire 4.4 Dans le Problème 4.3, supposons que
z ∈ ran
(
∂f +
m∑
i=1
ωiL
∗
i
(
(∂gi  ∂ℓi)(Li · −ri)
)
+∇h
)
. (4.8)
Soient τ et (σi)16i6m des nombres réels strictement positifs tels que
2ρmin{µ, ν1, . . . , νm} > 1, où ρ = min
{
τ−1, σ−11 , . . . , σ
−1
m
}(
1−
√√√√τ m∑
i=1
σiωi‖Li‖2
)
.
(4.9)
Soient ε ∈ ]0, 1[, (λn)n∈N une suite dans [ε, 1], x0 ∈ H, (a1,n)n∈N et (a2,n)n∈N des suites
absolument sommables dans H. Pour tout i ∈ {1, . . . , m}, soient vi,0 ∈ Gi, (bi,n)n∈N et
(ci,n)n∈N des suites absolument sommables dans Gi. Soient (xn)n∈N et (v1,n, . . . , vm,n)n∈N des
83
suites engendrées comme suit.
(∀n ∈ N)

pn = proxτf
(
xn − τ
(∑m
i=1 ωiL
∗
i vi,n +∇h(xn) + a1,n − z
))
+ a2,n
yn = 2pn − xn
xn+1 = xn + λn(pn − xn)
pour i = 1, . . . , m⌊
qi,n = proxσig∗i
(
vi,n + σi
(
Liyn −∇ℓ∗i (vi,n) + ci,n − ri
))
+ bi,n
vi,n+1 = vi,n + λn(qi,n − vi,n).
(4.10)
Alors pour un point x ∈ P1 et un point (v1, . . . , vm) ∈ D1, nous avons ce qui suit.
(i) xn ⇀ x et (v1,n, . . . , vm,n) ⇀ (v1, . . . , vm).
(ii) Supposons que h soit uniformément convexe en x. Alors xn → x.
(iii) Supposons que ℓ∗j soit uniformément convexe en vj pour un indice j ∈ {1, . . . , m}.
Alors vj,n → vj.
Des liens avec des méthodes existantes et des cas particuliers de ces résultats sont
présentés dans la Section 4.2.
4.2 Article en anglais
A SPLITTING ALGORITHM FOR DUAL MONOTONE INCLUSIONS
INVOLVING COCOERCIVE OPERATORS 1
Abstract :We consider the problem of solving dual monotone inclusions involving sums
of composite parallel-sum type operators. A feature of this work is to exploit explic-
itly the cocoercivity of some of the operators appearing in the model. Several splitting
algorithms recently proposed in the literature are recovered as special cases.
4.2.1 Introduction
Monotone operator splitting methods have found many applications in applied
mathematics, e.g., evolution inclusions [2], partial differential equations [1, 20, 23],
mechanics [21], variational inequalities [6, 19], Nash equilibria [8], and various opti-
mization problems [7, 9, 10, 14, 15, 17, 25, 29]. In such formulations, cocoercivity often
plays a central role ; see for instance [2, 6, 11, 13, 19, 20, 21, 23, 28, 29, 30]. Recall that
1. B. C. Vu˜, A splitting algorithm for dual monotone inclusions involving cocoercive operators, Adv.
Comput. Math., vol. 38, pp. 667–681, 2013.
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an operator C : H → H is cocoercive with constant β ∈ ]0,+∞[ if its inverse is β-strongly
monotone, that is,
(∀x ∈ H)(∀y ∈ H) 〈x− y | Cx− Cy〉 > β‖Cx− Cy‖2. (4.11)
In this paper, we revisit a general primal-dual splitting framework proposed in [16]
in the presence Lipschitzian operators in the context of cocoercive operators. This will
lead to a new type of splitting technique and provide a unifying framework for some
algorithms recently proposed in the literature. The problem under investigation is the
following, where the parallel sum operation is denoted by  (see (4.22)).
Problem 4.5 Let H be a real Hilbert space, let z ∈ H, let m be a strictly positive integer,
let (ωi)16i6m be real numbers in ]0, 1] such that
∑m
i=1 ωi = 1, let A : H → 2H be maximally
monotone, and let C : H → H be µ-cocoercive for some µ ∈ ]0,+∞[. For every i ∈
{1, . . . , m}, let Gi be a real Hilbert space, let ri ∈ Gi, let Bi : Gi → 2Gi be maximally
monotone, let Di : Gi → 2Gi be maximally monotone and νi-strongly monotone for some
νi ∈ ]0,+∞[, and suppose that Li : H → Gi is a nonzero bounded linear operator. The
problem is to solve the primal inclusion
find x ∈ H such that z ∈ Ax+
m∑
i=1
ωiL
∗
i
(
(Bi  Di)(Lix− ri)
)
+ Cx, (4.12)
together with the dual inclusion
find v1 ∈ G1, . . . , vm ∈ Gm such that
(∃ x ∈ H)
{
z −∑mi=1 ωiL∗i vi ∈ Ax+ Cx(∀i ∈ {1, . . . , m}) vi ∈ (Bi  Di)(Lix− ri). (4.13)
We denote by P and D the sets of solutions to (4.12) and (4.13), respectively.
In the case when (D−1i )16i6m and C are general monotone Lipschitzian operators,
Problem 4.5 was investigated in [16]. Here are a couple of special cases of Problem 4.5.
Example 4.6 In Problem 4.5, set z = 0 and(∀i ∈ {1, . . . , m}) Bi : v 7→ {0} and Di : v 7→ {0}. (4.14)
The primal inclusion (4.12) reduces to
find x ∈ H such that 0 ∈ Ax+ Cx. (4.15)
This problem is studied in [2, 11, 13, 17, 23, 28, 29].
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Example 4.7 Suppose that in Problem 4.5,
A : x 7→ {0}, C : x 7→ 0, and (∀i ∈ {1, . . . , m}) Di : v 7→
{
Gi if v = 0,
∅ if v 6= 0. (4.16)
Then we obtain the primal-dual pair
find x ∈ H such that z ∈
m∑
i=1
ωiL
∗
i
(
Bi(Lix− ri)
)
, (4.17)
and
find v1 ∈ G1, . . . , vm ∈ Gm such that
{∑m
i=1 ωiL
∗
i vi = z,
(∃ x ∈ H)(∀i ∈ {1, . . . , m}) vi ∈ Bi(Lix− ri).
(4.18)
This framework is considered in [7], where further special cases will be found. In partic-
ular, it contains the classical Fenchel-Rockafellar [27] and Mosco [24] duality settings,
as well as that of [3].
The paper is organized as follows. Section 4.2.2 is devoted to notation and back-
ground. In Section 4.2.3, we present our algorithm, prove its convergence, and compare
it to existing work. Applications to minimization problems are provided in Section 4.2.4,
where further connections with the state-of-the-art are made.
4.2.2 Notation and background
We recall some notation and background from convex analysis and monotone oper-
ator theory (see [6] for a detailed account).
Throughout, H, G, and (Gi)16i6m are real Hilbert spaces. The scalars product and
the associated norms of both H and G are denoted respectively by 〈· | ·〉 and ‖ · ‖. For
every i ∈ {1, . . . , m}, the scalar product and associated norm of Gi are denoted re-
spectively by 〈· | ·〉Gi and ‖ · ‖Gi. We denote by B(H,G) the space of all bounded lin-
ear operators from H to G. The symbols ⇀ and → denote respectively weak and
strong convergence. Let A : H → 2H be a set-valued operator. The domain and the
graph of A are respectively defined by domA =
{
x ∈ H ∣∣ Ax 6= ∅} and graA ={
(x, u) ∈ H ×H ∣∣ u ∈ Ax}. We denote by zerA = {x ∈ H ∣∣ 0 ∈ Ax} the set of zeros
of A, and by ranA =
{
u ∈ H ∣∣ (∃ x ∈ H) u ∈ Ax} the range of A. The inverse of A is
A−1 : H 7→ 2H : u 7→ {x ∈ H ∣∣ u ∈ Ax}. The resolvent of A is
JA = (Id +A)
−1, (4.19)
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where Id denotes the identity operator on H. Moreover, A is monotone if
(∀(x, y) ∈ H ×H) (∀(u, v) ∈ Ax× Ay) 〈x− y | u− v〉 > 0, (4.20)
and maximally monotone if it is monotone and there exists no monotone operator
B : H → 2H such that graB properly contains graA. We say that A is uniformly mono-
tone at x ∈ domA if there exists an increasing function φ : [0,+∞[→ [0,+∞] vanishing
only at 0 such that(∀u ∈ Ax)(∀(y, v) ∈ graA) 〈x− y | u− v〉 > φ(‖x− y‖). (4.21)
If A−α Id is monotone for some α ∈ ]0,+∞[, then A is said to be α-strongly monotone.
The parallel sum of two set-valued operators A and B from H to 2H is
A  B = (A−1 +B−1)−1. (4.22)
The class of all lower semicontinuous convex functions f : H → ]−∞,+∞] such that
dom f =
{
x ∈ H ∣∣ f(x) < +∞} 6= ∅ is denoted by Γ0(H). Now, let f ∈ Γ0(H). The
conjugate of f is the function f ∗ ∈ Γ0(H) defined by f ∗ : u 7→ supx∈H(〈x | u〉−f(x)), and
the subdifferential of f ∈ Γ0(H) is the maximally monotone operator
∂f : H → 2H : x 7→ {u ∈ H ∣∣ (∀y ∈ H) 〈y − x | u〉+ f(x) 6 f(y)} (4.23)
with inverse given by
(∂f)−1 = ∂f ∗. (4.24)
Moreover, the proximity operator of f is
proxf : H → H : x 7→ argmin
y∈H
f(y) +
1
2
‖x− y‖2. (4.25)
We have
J∂f = proxf . (4.26)
The infimal convolution of two functions f and g from H to ]−∞,+∞] is
f  g : H → ]−∞,+∞] : x 7→ inf
y∈H
(f(x) + g(x− y)). (4.27)
Finally, the relative interior of a subset S of H, i.e., the set of points x ∈ S such that the
cone generated by −x+ S is a vector subspace of H, is denoted by riS.
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4.2.3 Algorithm and convergence
Our main result is the following theorem, in which we introduce our splitting algo-
rithm and prove its convergence.
Theorem 4.8 In Problem 4.5, suppose that
z ∈ ran
(
A+
m∑
i=1
ωiL
∗
i
(
(Bi  Di)(Li · −ri)
)
+ C
)
. (4.28)
Let τ and (σi)16i6m be strictly positive numbers such that
2ρmin{µ, ν1, . . . , νm} > 1,where ρ = min
{
τ−1, σ−11 , . . . , σ
−1
m
}(
1−
√√√√τ m∑
i=1
σiωi‖Li‖2
)
.
(4.29)
Let ε ∈ ]0, 1[, let (λn)n∈N be a sequence in [ε, 1], let x0 ∈ H, let (a1,n)n∈N and (a2,n)n∈N be
absolutely summable sequences inH. For every i ∈ {1, . . . , m}, let vi,0 ∈ Gi, and let (bi,n)n∈N
and (ci,n)n∈N be absolutely summable sequences in Gi. Let (xn)n∈N and (v1,n, . . . , vm,n)n∈N
be sequences generated by the following routine
(∀n ∈ N)

pn = JτA
(
xn − τ
(∑m
i=1 ωiL
∗
i vi,n + Cxn + a1,n − z
))
+ a2,n
yn = 2pn − xn
xn+1 = xn + λn(pn − xn)
for i = 1, . . . , m⌊
qi,n = JσiB−1i
(
vi,n + σi
(
Liyn −D−1i vi,n − ci,n − ri
))
+ bi,n
vi,n+1 = vi,n + λn(qi,n − vi,n).
(4.30)
Then the following hold for some x ∈ P and (v1, . . . , vm) ∈ D.
(i) xn ⇀ x and (v1,n, . . . , vm,n) ⇀ (v1, . . . , vm).
(ii) Suppose that C is uniformly monotone at x. Then xn → x.
(iii) Suppose that D−1j is uniformly monotone at vj for some j ∈ {1, . . . , m}. Then vj,n →
vj.
Proof. We define G as the real Hilbert space obtained by endowing the Cartesian product
G1 × . . .× Gm with the scalar product and the associated norm respectively defined by
〈· | ·〉
G
: (v,w) 7→
m∑
i=1
ωi〈vi | wi〉Gi and ‖ · ‖G : v 7→
√√√√ m∑
i=1
ωi‖vi‖2Gi, (4.31)
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where v = (v1, . . . , vm) and w = (w1, . . . , wm) denote generic elements in G. Next, we
let K be the Hilbert direct sum
K = H⊕ G. (4.32)
Thus, the scalar product and the norm of K are respectively defined by
〈· | ·〉
K
:
(
(x, v), (y,w)
) 7→ 〈x | y〉+ 〈v | w〉
G
and ‖ · ‖K : (x, v) 7→
√
‖x‖2 + ‖v‖2G.
(4.33)
Let us set
M : K→ 2K
(x, v1, . . . , vm) 7→
(− z + Ax)× (r1 +B−11 v1)× . . .× (rm +B−1m vm). (4.34)
Since the operators A and (Bi)16i6m are maximally monotone, M is maximally mono-
tone [6, Propositions 20.22 and 20.23]. We also introduce
S : K→ K (4.35)
(x, v1, . . . , vm) 7→
( m∑
i=1
ωiL
∗
i vi,−L1x, . . . ,−Lmx
)
. (4.36)
Note that S is linear, bounded, and skew (i.e, S∗ = −S). Hence, S is maximally mono-
tone [6, Example 20.30]. Moreover, since domS = K,M+S is maximally monotone [6,
Corollary 24.24(i)]. Since, for every i ∈ {1, . . . , m}, Di is νi-strongly monotone, D−1i is
νi-cocoercive. Let us prove that
Q : K→ K
(x, v1, . . . , vm) 7→
(
Cx,D−11 v1, . . . , D
−1
m vm
)
(4.37)
is β-cocoercive with
β = min{µ, ν1, . . . , νm}. (4.38)
For every (x, v1, . . . , vm) and every (y, w1, . . . , wm) in K, we have
〈(x, v1, . . . , vm)− (y, w1, . . . , wm) | Q(x, v1, . . . , vm)−Q(y, w1, . . . , wm)〉K
= 〈x− y | Cx− Cy〉+
m∑
i=1
ωi
〈
vi − wi | D−1i vi −D−1i wi
〉
Gi
> µ‖Cx− Cy‖2 +
m∑
i=1
νiωi‖D−1i vi −D−1i wi‖2Gi
> β
(
‖Cx− Cy‖2 +
m∑
i=1
ωi‖D−1i vi −D−1i wi‖2Gi
)
= β‖Q(x, v1, . . . , vm)−Q(y, w1, . . . , wm)‖2K. (4.39)
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Therefore, by (4.11), Q is β-cocoercive. It is shown in [16, Eq. (3.12)] that under the
condition (4.28), zer(M +S+Q) 6= ∅. Moreover, [16, Eq. (3.21)] and [16, Eq. (3.22)]
yield
(x, v) ∈ zer(M + S +Q)⇒ x ∈ P and v ∈ D. (4.40)
Now, define
V : K→ K
(x, v1, . . . , vm) 7→
(
τ−1x−
m∑
i=1
ωiL
∗
i vi, σ
−1
1 v1 − L1x, . . . , σ−1m vm − Lmx
)
. (4.41)
Then V is self-adjoint. Let us check that V is ρ-strongly positive. To this end, define
T : H → G : x 7→
(√
σ1L1x, . . . ,
√
σmLmx
)
. (4.42)
Then
(∀x ∈ H) ‖Tx‖2G =
m∑
i=1
ωiσi‖Lix‖2Gi 6 ‖x‖2
m∑
i=1
ωiσi‖Li‖2, (4.43)
which implies that
‖T ‖2 6
m∑
i=1
ωiσi‖Li‖2. (4.44)
Now set
δ =
(√√√√τ m∑
i=1
σiωi‖Li‖2
)−1
− 1. (4.45)
Then it follows from (4.29) that δ > 0. Moreover, (4.44) and (4.45) yield
τ‖T ‖2(1 + δ) 6 τ(1 + δ)
m∑
i=1
ωiσi‖Li‖2 = (1 + δ)−1. (4.46)
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For every x = (x, v1, . . . , vm) in K, by using (4.46), we obtain
〈x | V x〉
K
= τ−1‖x‖2 +
m∑
i=1
σ−1i ωi‖vi‖2Gi − 2
m∑
i=1
ωi〈Lix | vi〉Gi
= τ−1‖x‖2 +
m∑
i=1
σ−1i ωi‖vi‖2Gi − 2
m∑
i=1
ωi
〈√
σiLix | √σi−1vi
〉
Gi
= τ−1‖x‖2 +
m∑
i=1
σ−1i ωi‖vi‖2Gi − 2
〈
Tx | (√σ1−1v1, . . . ,√σm−1vm)
〉
G
> τ−1‖x‖2 +
m∑
i=1
σ−1i ωi‖vi‖2Gi
−
(
‖Tx‖2G
τ(1 + δ)‖T ‖2 + τ(1 + δ)‖T ‖
2
m∑
i=1
σ−1i ωi‖vi‖2Gi
)
>
(
1− (1 + δ)−1
)(
τ−1‖x‖2 +
m∑
i=1
σ−1i ωi‖vi‖2Gi
)
>
(
1− (1 + δ)−1
)
min{τ−1, σ−11 , . . . , σ−1m }‖x‖2K
= ρ‖x‖2K. (4.47)
Therefore, V is ρ-strongly positive. Furthermore, it follows from (4.47) that
V −1 exists and ‖V −1‖ 6 ρ−1. (4.48)
(i) : We first observe that (4.30) is equivalent to
(∀n ∈ N)

τ−1(xn − pn)−
∑m
i=1 ωiL
∗
i vi,n − Cxn ∈
−z + A(pn − a2,n) + a1,n − τ−1a2,n
xn+1 = xn + λn(pn − xn)
for i = 1, . . . , m σ−1i (vi,n − qi,n)− Li(xn − pn)−D−1i vi,n ∈ri +B−1i (qi,n − bi,n)− Lipn + ci,n − σ−1i bi,n
vi,n+1 = vi,n + λn(qi,n − vi,n).
(4.49)
Now set
(∀n ∈ N)

xn = (xn, v1,n, . . . , vm,n)
yn = (pn, q1,n, . . . , qm,n)
an = (a2,n, b1,n, . . . , bm,n)
cn = (a1,n, c1,n, . . . , cm,n)
dn = (τ
−1a2,n, σ−11 b1,n, . . . , σ
−1
m bm,n).
(4.50)
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We have∑
n∈N
‖an‖K < +∞,
∑
n∈N
‖cn‖K < +∞, and
∑
n∈N
‖dn‖K < +∞. (4.51)
Furthermore, (4.49) yields
(∀n ∈ N)
⌊
V (xn − yn)−Qxn ∈ (M + S)(yn − an) + San + cn − dn
xn+1 = xn + λn(yn − xn). (4.52)
Next, we set
(∀n ∈ N) bn = V −1
(
(S + V )an + cn − dn
)
. (4.53)
Then (4.51) implies that∑
n∈N
‖bn‖K < +∞. (4.54)
Moreover, using (4.48) and (4.53), we have
(∀n ∈ N) V (xn − yn)−Qxn ∈ (M + S)(yn − an) + San + cn − dn
⇔ (∀n ∈ N) (V −Q)xn ∈ (M + S + V )(yn − an) + (S + V )an + cn − dn
⇔ (∀n ∈ N) yn =
(
M + S + V
)−1(
(V −Q)xn − (S + V )an − cn + dn
)
+ an
⇔ (∀n ∈ N) yn =
(
Id+ V −1(M + S)
)−1((
Id− V −1Q)xn − bn)+ an. (4.55)
We derive from (4.52) that, for every n ∈ N,
xn+1 = xn + λn
((
Id+ V −1(M + S)
)−1(
xn − V −1Qxn − bn
)
+ an − xn
)
= xn + λn
(
JA
(
xn −Bxn − bn
)
+ an − xn
)
, (4.56)
where
A = V −1(M + S) and B = V −1Q. (4.57)
Algorithm (4.56) has the structure of the forward-backward splitting algorithm [13].
Hence, it is sufficient to check the convergence conditions of the forward-backward split-
ting algorithm [13, Corollary 6.5] to prove our claims. To this end, let us introduce the
real Hilbert space KV with scalar product and norm defined by(∀(x,y) ∈ K×K) 〈x | y〉V = 〈x | V y〉K and ‖x‖V =√〈x | V x〉K, (4.58)
respectively. Since V is a bounded linear operator, it follows from (4.51) and (4.54) that∑
n∈N
‖an‖V < +∞ and
∑
n∈N
‖bn‖V < +∞. (4.59)
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Moreover, since M + S is monotone on K, we have(∀(x,y) ∈ K×K) 〈x− y | Ax−Ay〉V = 〈x− y | V Ax− V Ay〉K
= 〈x− y | (M + S)x− (M + S)y〉
K
(4.60)
> 0. (4.61)
Hence, A is monotone on KV . Likewise, B is monotone on KV . Since V is strongly
positive, and since M + S is maximally monotone on K, A is maximally monotone on
KV . Next, let us show thatB is (βρ)-cocoercive onKV . Using (4.39), (4.47) and (4.48),
we have, ∀(x,y) ∈ KV ×KV ,
〈x− y | Bx−By〉V = 〈x− y | V Bx− V By〉K
= 〈x− y | Qx−Qy〉
K
> β‖Qx−Qy‖2K
= β‖Qx−Qy‖K‖Qx−Qy‖K
= β‖V −1‖−1‖V −1‖‖Qx−Qy‖K‖Qx−Qy‖K
> β‖V −1‖−1‖V −1Qx− V −1Qy‖K‖Qx−Qy‖K
> β‖V −1‖−1〈V −1Qx− V −1Qy | Qx−Qy〉
K
= β‖V −1‖−1〈Bx−By | Qx−Qy〉
K
= β‖V −1‖−1‖Bx−By‖2V
> βρ‖Bx−By‖2V . (4.62)
Hence, by (4.11),B is (βρ)-cocoercive onKV . Moreover, it follows from our assumption
that 2βρ > 1. Altogether, by [13, Corollary 6.5] the sequence (xn)n∈N converges weakly
inKV to some x = (x, v1, . . . , vm) ∈ zer(A+B) = zer(M+S+Q). Since V is self-adjoint
and V −1 exists, the weak convergence of the sequence (xn)n∈N to x in KV is equivalent
to the weak convergence of (xn)n∈N to x in K. Hence, xn ⇀ x ∈ zer(M + S +Q). It
follows from (4.40) that x ∈ P and (v1, . . . , vm) ∈ D. This proves (i).
(ii)&(iii) : It follows from [13, Remark 3.4] that∑
n∈N
‖Bxn −Bx‖2V < +∞. (4.63)
On the other hand, from (4.47) and (4.63) yield Bxn −Bx = V −1(Qxn −Qx) → 0,
which implies that Qxn −Qx→ 0. Hence,
Cxn → Cx and
(∀i ∈ {1, . . . , m}) D−1i vi,n → D−1i vi. (4.64)
If C is uniformly monotone at x, then there exists an increasing function φC : [0,+∞[→
[0,+∞] vanishing only at 0 such that
φC(‖xn − x‖) 6 〈xn − x | Cxn − Cx〉 6 ‖xn − x‖ ‖Cxn − Cx‖. (4.65)
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Since (xn − x)n∈N is bounded, it follows from (4.64) and (4.65) that xn → x. This
proves (ii), and (iii) is proved in a similar fashion.
Remark 4.9 Here are some remarks concerning the connections between our frame-
work and existing work.
(i) The strategy used in the proof of Theorem 4.8 is to reformulate algorithm (4.30)
as a forward-backward splitting algorithm in a real Hilbert space endowed with
a suitable norm. Such a renorming technique was used in [22] for a minimiza-
tion problem in finite-dimensional spaces. The same strategy is also used in the
primal-dual minimization problem of [18], which will be further discussed in Re-
mark 4.13(iii) below.
(ii) Consider the special case when z = 0, and (Bi)16i6m and (Di)16i6m are as in (4.14).
Then algorithm (4.30) reduces to
(∀n ∈ N) xn+1 = xn + λn
(
JτA
(
xn − τ(Cxn + a1,n)
)
+ a2,n − xn
)
, (4.66)
which is the standard forward-backward splitting algorithm [13, Algorithm 6.4]
where the sequence (γn)n∈N in [13, Eq. (6.3)] is constant.
(iii) Problems (4.17) and (4.18) in Example 4.7 can also be solved by [7, Theorem 3.8].
However, the algorithm resulting from (4.30) in this special case is different from
that of [7, Theorem 3.8].
(iv) In Problem 4.5, since C and (D−1i )16i6m are cocoercive, they are Lipschitzian.
Hence, Problem 4.5 can also be solved by the algorithm proposed in [16, Theo-
rem 3.1], which has a different structure from that of the present algorithm.
(v) Consider the special case when z = 0 and (∀i ∈ {1, . . . , m}) Gi = H, Li = Id ,
D−1i = 0, and ri = 0. Then the primal inclusion (4.12) reduces to
find x ∈ H such that 0 ∈ Ax+
m∑
i=1
ωiBix+ Cx. (4.67)
An alternative algorithm to solve this problem is proposed in [26], which provides
only primal solution.
Remark 4.10 Suppose that C and (Di)16i6m are as in (4.16). Then it can be shown
that Theorem 4.8(i) remains valid for any sequence (λn)n∈N in [ε, 2− ε] and with condi-
tion (4.29) replaced by
τ
m∑
i=1
ωiσi‖Li‖2 < 1. (4.68)
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4.2.4 Application to minimization problems
We provide an application of the algorithm (4.30) to minimization problems, by
revisiting [16, Problem 4.1].
Problem 4.11 Let H be a real Hilbert space, let z ∈ H, let m be a strictly positive
integer, let (ωi)16i6m be real numbers in ]0, 1] such that
∑m
i=1 ωi = 1, let f ∈ Γ0(H), and
let h : H → R be convex and differentiable with a µ−1-Lipschitzian gradient for some
µ ∈ ]0,+∞[. For every i ∈ {1, . . . , m}, let Gi be a real Hilbert space, let ri ∈ Gi, let
gi ∈ Γ0(Gi), let ℓi ∈ Γ0(Gi) be νi-strongly convex, for some νi ∈ ]0,+∞[, and suppose that
Li : H → Gi is a nonzero bounded linear operator. Consider the primal problem
minimize
x∈H
f(x) +
m∑
i=1
ωi(gi  ℓi)(Lix− ri) + h(x)− 〈x | z〉, (4.69)
and the dual problem
minimize
v1∈G1,...,vm∈Gm
(f ∗  h∗)
(
z −
m∑
i=1
ωiL
∗
i vi
)
+
m∑
i=1
ωi
(
g∗i (vi) + ℓ
∗
i (vi) + 〈vi | ri〉Gi
)
. (4.70)
We denote by P1 and D1 the sets of solutions to (4.69) and (4.70), respectively.
Corollary 4.12 In Problem 4.11, suppose that
z ∈ ran
(
∂f +
m∑
i=1
ωiL
∗
i
(
(∂gi  ∂ℓi)(Li · −ri)
)
+∇h
)
. (4.71)
Let τ and (σi)16i6m be strictly positive numbers such that
2ρmin{µ, ν1, . . . , νm} > 1,where ρ = min
{
τ−1, σ−11 , . . . , σ
−1
m
}(
1−
√√√√τ m∑
i=1
σiωi‖Li‖2
)
.
(4.72)
Let ε ∈ ]0, 1[ and let (λn)n∈N be a sequence in [ε, 1], let x0 ∈ H, let (a1,n)n∈N and (a2,n)n∈N be
absolutely summable sequences inH. For every i ∈ {1, . . . , m}, let vi,0 ∈ Gi, and let (bi,n)n∈N
and (ci,n)n∈N be absolutely summable sequences in Gi. Let (xn)n∈N and (v1,n, . . . , vm,n)n∈N
be sequences generated by the following routine
(∀n ∈ N)

pn = proxτf
(
xn − τ
(∑m
i=1 ωiL
∗
i vi,n +∇h(xn) + a1,n − z
))
+ a2,n
yn = 2pn − xn
xn+1 = xn + λn(pn − xn)
for i = 1, . . . , m⌊
qi,n = proxσig∗i
(
vi,n + σi
(
Liyn −∇ℓ∗i (vi,n) + ci,n − ri
))
+ bi,n
vi,n+1 = vi,n + λn(qi,n − vi,n).
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(4.73)
Then the following hold for some x ∈ P1 and (v1, . . . , vm) ∈ D1.
(i) xn ⇀ x and (v1,n, . . . , vm,n) ⇀ (v1, . . . , vm).
(ii) Suppose that h is uniformly convex at x. Then xn → x.
(iii) Suppose that ℓ∗j is uniformly convex at vj for some j ∈ {1, . . . , m}. Then vj,n → vj.
Proof. The connection between Problem 4.11 and Problem 4.5 is established in the proof
of [16, Theorem 4.2]. Since ∇h is µ−1-Lipschitz continuous, by the Baillon-Haddad
Theorem [4, 5], it is µ-cocoercive. Moreover since, for every i ∈ {1, . . . , m}, ℓi is νi-
strongly convex, ∂ℓi is νi-strongly monotone. Hence, by applying Theorem 4.8(i) with
A = ∂f , JτA = proxτf , C = ∇h and for every i ∈ {1, . . . , m}, D−1i = ∇ℓ∗i , Bi = ∂gi,
JσiB−1i
= proxσig∗i , we obtain that the sequence (xn)n∈N converges weakly to some x ∈ H
such that
z ∈ ∂f(x) +
m∑
i=1
ωiL
∗
i
(
(∂gi  ∂ℓi)(Lix− ri)
)
+∇h(x), (4.74)
and the sequence ((v1,n, . . . , vm,n))n∈N converges weakly to some (v1, . . . , vm) such that
(∃ x ∈ H) {z −∑mi=1 ωiL∗i vi ∈ ∂f(x) +∇h(x)
(∀i ∈ {1, . . . , m}) vi ∈ (∂gi  ∂ℓi)(Lix− ri).
(4.75)
As shown in the proof of [16, Theorem 4.2], x ∈ P1 and (v1, . . . , vm) ∈ D1. This
proves (i). Now, if h is uniformly convex at x, then ∇h is uniformly monotone at x.
Hence, (ii) follows from Theorem 4.8(ii). Similarly, (iii) follows from Theorem 4.8(iii).
Remark 4.13 Here are some observations on the above results.
(i) If a function ϕ : H → R is convex and differentiable function with a β−1-
Lipschitzian gradient, then ∇ϕ is β-cocoercive [4, 5]. Hence, in the context of
convex minimization problems, the restriction of cocoercivity made in Problem 4.5
with respect to the problem considered in [16] disappears. Yet, the algorithm we
obtain is quite different from that proposed in [16, Theorem 4.2].
(ii) Sufficient conditions which ensure that (4.71) is satisfied are provided in [16,
Proposition 4.3]. For instance, if (4.69) has at least one solution, ifH and (Gi)16i6m
are finite-dimensional, and if there exists x ∈ ri dom f such that(∀i ∈ {1, . . . , m}) Lix− ri ∈ ri dom gi + ri dom ℓi, (4.76)
then (4.71) holds.
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(iii) Consider the special case when z = 0 and, for every i ∈ {1, . . . , m}, ri = 0, σi =
σ ∈ ]0,+∞[, and
ℓi : v 7→
{
0 if v = 0,
+∞ otherwise. (4.77)
Then (4.73) reduces to
(∀n ∈ N)

pn = proxτf
(
xn − τ
(∑m
i=1 ωiL
∗
i vi,n +∇h(xn) + a1,n
))
+ a2,n
yn = 2pn − xn
xn+1 = xn + λn(pn − xn)
for i = 1, . . . , m⌊
qi,n = proxσg∗i
(
vi,n + σ
(
Liyn + ci,n
))
+ bi,n
vi,n+1 = vi,n + λn(qi,n − vi,n),
(4.78)
which is the method proposed in [18, Eq. (36)]. However, in this setting, the con-
ditions (4.71) and (4.72) are different from the conditions [18, Eq. (39)] and [18,
Eq. (38)], respectively.
(iv) In finite-dimensional spaces, with exact implementation of the operators, and with
the additional restrictions that m = 1, h : x 7→ 0, ℓ1 is as in (4.77), r1 = 0, and
z = 0, (4.73) remains convergent if λn ≡ λ ∈ ]0, 2[ under the same condition
presented here [22, Remark 5.4]. If we further impose the restriction λn ≡ 1,
then (4.73) reduces to the method proposed in [10, Algorithm 1]. An alternative
primal-dual algorithm is proposed in [12].
Acknowledgement. I thank Professor Patrick L. Combettes for bringing this problem to
my attention and for helpful discussions.
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Chapitre 5
Suites quasi-fejériennes à métrique
variable
Nous introduisons la notion de suite quasi-fejérienne à métrique variable et analysons
ses propriétés asymptotiques dans des espaces hilbertiens. On déduit de ces résultats la
convergence de nouveaux algorithmes avec métrique variable.
5.1 Description et résultats principaux
Définition 5.1 Soient α ∈ ]0,+∞[, φ : [0,+∞[ → [0,+∞[, (Wn)n∈N une suite dans
Pα(H), C un sous-ensemble non vide de H, et (xn)n∈N une suite dans H. Alors (xn)n∈N
est :
(i) une suite φ-quasi-fejérienne monotone par rapport à C relativement à (Wn)n∈N si(∃ (ηn)n∈N ∈ ℓ1+(N))(∀z ∈ C)(∃ (εn)n∈N ∈ ℓ1+(N))(∀n ∈ N)
φ(‖xn+1 − z‖Wn+1) 6 (1 + ηn)φ(‖xn − z‖Wn) + εn; (5.1)
(ii) une suite stationnairement φ-quasi-fejérienne monotone par rapport à C relative-
ment à (Wn)n∈N si(∃ (εn)n∈N ∈ ℓ1+(N))(∃ (ηn)n∈N ∈ ℓ1+(N))(∀z ∈ C)(∀n ∈ N)
φ(‖xn+1 − z‖Wn+1) 6 (1 + ηn)φ(‖xn − z‖Wn) + εn. (5.2)
Dans le cas oùWn ≡ Id , ηn ≡ 0, et φ = | · | ou φ = | · |2, on obtient la notion de suite
quasi–fejérienne par rapport à C étudiée dans [12]. De plus, si εn ≡ 0, (5.1) correspond
aux cas classiques étudiés dans [20, 27, 30]. La notion de suite quasi-fejérienne est un
outil fondamental pour analyser la convergence de méthodes numériques [2, 5, 12, 13,
14, 18, 19, 30, 31, 35].
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Nous présentons quelques propriétés élémentaires dans la proposition suivante.
Proposition 5.2 Soit α ∈ ]0,+∞[, soit φ : [0,+∞[ → [0,+∞[ une fonction strictement
croissante telle que limt→+∞ φ(t) = +∞, soit (Wn)n∈N une suite dans Pα(H), soit C un
sous-ensemble non vide de H, et soit (xn)n∈N une suite dans H telle que (5.1) est vérifiée.
Nous avons les propriétés suivantes.
(i) Soit z ∈ C. Alors (‖xn − z‖Wn)n∈N converge.
(ii) (xn)n∈N est bornée.
Nous avons le résultat suivant pour la convergence faible.
Théorème 5.3 Soit α ∈ ]0,+∞[, soit φ : [0,+∞[ → [0,+∞[ une fonction strictement
croissante et telle que limt→+∞ φ(t) = +∞, soient (Wn)n∈N etW des opérateurs dans Pα(H)
tels que Wn → W ponctuellement, soit C un sous-ensemble non vide de H, et soit (xn)n∈N
une suite dansH telle que (5.1) est vérifiée. Alors (xn)n∈N converge faiblement vers un point
de C si et seulement si tous les points d’accumulation faible de (xn)n∈N sont dans C.
Nous présentons les caractérisations de la convergence forte.
Proposition 5.4 Soit α ∈ ]0,+∞[, soit χ ∈ [1,+∞[, et soit φ : [0,+∞[ → [0,+∞[ une
fonction croissante semi-continue supérieurement volatilisée seulement en 0 telle que(∀(ξ1, ξ2) ∈ [0,+∞[2 ) φ(ξ1 + ξ2) 6 χ(φ(ξ1) + φ(ξ2)). (5.3)
Soit (Wn)n∈N une suite dans Pα(H) telle que µ = supn∈N ‖Wn‖ < +∞, soit C un sous-
ensemble fermé non vide de H, et soit (xn)n∈N une suite dans H telle que (5.2) est vérifiée.
Alors (xn)n∈N converge fortement vers un point dans C si et seulement si lim dC(xn) = 0.
Proposition 5.5 Soit α ∈ ]0,+∞[, soit (νn)n∈N ∈ ℓ1+(N), et soit (Wn)n∈N une suite dans
Pα(H) telle que
µ = sup
n∈N
‖Wn‖ < +∞ et (∀n ∈ N) (1 + νn)Wn+1 <Wn. (5.4)
De plus, soit C un sous-ensemble de H tel que intC 6= ∅, soient z ∈ C et ρ ∈ ]0,+∞[ tels
que B(z; ρ) ⊂ C, et soit (xn)n∈N une suite dans H telle que(∃ (εn)n∈N ∈ ℓ1+(N))(∃ (ηn)n∈N ∈ ℓ1+(N))(∀x ∈ B(z; ρ))(∀n ∈ N)
‖xn+1 − x‖2Wn+1 6 (1 + ηn)‖xn − x‖2Wn + εn. (5.5)
Alors (xn)n∈N converge fortement.
Nous nous penchons à présent sur le cas où φ = | · |2.
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Proposition 5.6 Soit α ∈ ]0,+∞[, soit (ηn)n∈N une suite dans ℓ1+(N), soit (Wn)n∈N une
suite dans Pα(H) telle que
µ = sup
n∈N
‖Wn‖ < +∞ et (∀n ∈ N) (1 + ηn)Wn <Wn+1. (5.6)
Soit C un sous-ensemble non vide de H et soit (xn)n∈N une suite dans H telle que(∃ (ηn)n∈N ∈ ℓ1+(N))(∀z ∈ C)(∃ (εn)n∈N ∈ ℓ1+(N))(∀n ∈ N)
‖xn+1 − z‖2Wn+1 6 (1 + ηn)‖xn − z‖2Wn + εn. (5.7)
Alors, nous avons les propriétés suivantes.
(i) (xn)n∈N est | · |2-quasi-fejérienne par rapport à convC relativement à (Wn)n∈N.
(ii) Pour tout y ∈ convC, (‖xn − y‖Wn)n∈N converge.
Dans le cas où Wn ≡ Id , ηn ≡ 0, ε ≡ 0, et φ = | · | ou φ = | · |2, et le sous-ensemble
C dans (5.2) est convexe fermé, la suite de projections (PCxn)n∈N converge fortement ;
voir [2, Theorem 2.16(iv)], [32, Remark 1], et [12, Proposition 3.6(iv)]. Nous montrons
qu’il est encore vrai dans le contexte de métrique variable.
Proposition 5.7 Soit α ∈ ]0,+∞[, soit (ηn)n∈N une suite dans ℓ1+(N), soit (Wn)n∈N une
suite uniformément bornée dans Pα(H), soit C un sous-ensemble convexe fermé non vide de
H, et soit (xn)n∈N une suite dans H telle que(∃ (εn)n∈N ∈ ℓ1+(N))(∃ (ηn)n∈N ∈ ℓ1+(N))(∀z ∈ C)(∀n ∈ N)
‖xn+1 − z‖2Wn+1 6 (1 + ηn)‖xn − z‖2Wn + εn. (5.8)
Alors (PWnC xn)n∈N converge fortement.
En fin, nous proposons un nouvel algorithme pour résoudre les problèmes d’admis-
sibilité convexe.
Théorème 5.8 Soit (Ci)i∈I une famille finie ou infinie dénombrable de sous-ensembles con-
vexes fermés de H telle que C = ⋂i∈I Ci 6= ∅, soit (an)n∈N une suite dans H telle que∑
n∈N ‖an‖ < +∞, soit α ∈ ]0,+∞[, soit (ηn)n∈N une suite dans ℓ1+(N), et soit (Wn)n∈N une
suite dans Pα(H) telle que
µ = sup
n∈N
‖Wn‖ < +∞ et (∀n ∈ N) (1 + ηn)Wn <Wn+1. (5.9)
Soit i : N→ I telle que
(∀j ∈ I)(∃Mj ∈ Nr {0})(∀n ∈ N) j ∈ {i(n), . . . , i(n +Mj − 1)}. (5.10)
Pour tout i ∈ I, soit (Ti,n)n∈N une suite d’opérateurs telle que
(∀n ∈ N) Ti,n ∈ T(Wn) et FixTi,n = Ci. (5.11)
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Soient ε ∈ ]0, 1[, x0 ∈ H, (λn)n∈N une suite dans [ε, 2− ε], et
(∀n ∈ N) xn+1 = xn + λn
(
Ti(n),nxn + an − xn
)
. (5.12)
Supposons que, pour toute suite strictement croissante (pn)n∈N dans N, pour tout x ∈ H, et
tout j ∈ I,
xpn ⇀ x
Tj,pnxpn − xpn → 0
(∀n ∈ N) j = i(pn)
⇒ x ∈ Cj. (5.13)
Alors, pour un point x ∈ C, nous avons les propriétés suivantes.
(i) xn ⇀ x.
(ii) Supposons que intC 6= ∅ et qu’il existe (νn)n∈N ∈ ℓ1+(N) telle que (∀n ∈ N) (1 +
νn)Wn+1 <Wn. Alors xn → x.
(iii) Supposons que lim dC(xn) = 0. Alors xn → x.
(iv) Supposons qu’il existe un index j ∈ I de demicompact régularité : pour toute suite
strictement croissante (pn)n∈N in N
supn∈N ‖xpn‖ < +∞
Tj,pnxpn − xpn → 0
(∀n ∈ N) j = i(pn)
⇒ (xpn)n∈N admet un point d’accumulation forte.
(5.14)
Alors xn → x.
Nous présentons une application du Théorème 5.8 à la méthode des projections
périodiques à métrique variable.
Corollaire 5.9 Soit m un entier strictement positif, soit I = {1, . . . , m}, soit (Ci)i∈I une
famille de sous-ensembles convexes fermés non vides de H telle que C = ⋂i∈I Ci 6= ∅, soit
x0 ∈ H, soit α ∈ ]0,+∞[, soit (ηn)n∈N une suite dans ℓ1+(N), et soit (Wn)n∈N une suite dans
Pα(H) telle que supn∈N ‖Wn‖ < +∞ et (∀n ∈ N) (1 + ηn)Wn <Wn+1. Posons
(∀n ∈ N) xn+1 = PWnC1+rem(n,m)xn, (5.15)
où rem(n,m) = n(modm) + 1. Alors, pour un point x ∈ C, nous avons les propriétés
suivantes.
(i) xn ⇀ x.
(ii) Supposons que intC 6= ∅ et qu’il existe (νn)n∈N ∈ ℓ1+(N) telle que (∀n ∈ N) (1 +
νn)Wn+1 <Wn. Alors xn → x.
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(iii) Supposons qu’il existe j ∈ I tel que Cj est bornément compact, i.e., son intersection
avec toute boule fermée de H est compacte. Alors xn → x.
Corollaire 5.10 Soit A : H → 2H un opérateur maximalement monotone tel que C ={
z ∈ H ∣∣ 0 ∈ Az} 6= ∅, soit α ∈ ]0,+∞[, soit (an)n∈N une suite dans H telle que∑
n∈N ‖an‖ < +∞, soit (ηn)n∈N une suite dans ℓ1+(N), et soit (Wn)n∈N une suite dans Pα(H)
telle que µ = supn∈N ‖Wn‖ < +∞ et (∀n ∈ N) (1 + ηn)Wn < Wn+1. Soient ε ∈ ]0, 1[,
x0 ∈ H, (λn)n∈N une suite dans [ε, 2− ε], (γn)n∈N une suite dans [ε,+∞[. Posons
(∀n ∈ N) xn+1 = xn + λn
(
JWnγnAxn + an − xn
)
. (5.16)
Alors, pour un point x ∈ C, nous avons les propriétés suivantes.
(i) xn ⇀ x.
(ii) Supposons que intC 6= ∅ et il existe (νn)n∈N ∈ ℓ1+(N) telle que (∀n ∈ N) (1 +
νn)Wn+1 <Wn. Alors xn → x.
(iii) Supposons que A soit uniformément monotone en x. Alors xn → x.
Nous présentons une application de l’algorithme proximal à métrique variable
(5.16) à un problème inverse.
Corollaire 5.11 Soit f ∈ Γ0(H) et soit I un ensemble fini d’index non vide. Pour tout
i ∈ I, soit (Gi, ‖ · ‖i) un espace hilbertien réel, soit 0 6= Li ∈ B (H,Gi), soit ri ∈ Gi, et soit
µi ∈ ]0,+∞[. Considérons le problème
minimiser
x∈H
f(x) +
1
2
∑
i∈I
µi‖Lix− ri‖2i . (5.17)
Soit ε ∈ ]0, 1/(1 +∑i∈I µi‖Li‖2)[, soit (an)n∈N une suite dans H telle que ∑n∈N ‖an‖ <
+∞, soit (ηn)n∈N une suite dans ℓ1+(N), et soit (γn)n∈N une suite dans R telle que
(∀n ∈ N) ε 6 γn 6 1− ε∑
i∈I
µi‖Li‖2
et (1 + ηn)γn − γn+1 6 ηn∑
i∈I
µi‖Li‖2
. (5.18)
De plus, soient C un ensemble de solutions du problème (5.17), x0 ∈ H, (λn)n∈N une suite
dans [ε, 2− ε], et posons
(∀n ∈ N) xn+1 = xn+λn
(
proxγnf
(
xn+ γn
∑
i∈I
µiL
∗
i
(
ri−Lixn
))
+an−xn
)
. (5.19)
Alors on a les résultats suivants pour un point x ∈ C.
(i) Supposons que
lim
‖x‖→+∞
f(x) +
1
2
∑
i∈I
µi‖Lix− ri‖2i = +∞. (5.20)
Alors xn ⇀ x.
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(ii) Supposons qu’il existe j ∈ I tel que l’opérateur Lj vérifie
(∃ β ∈ ]0,+∞[)(∀x ∈ H) ‖Ljx‖j > β‖x‖. (5.21)
Alors C = {x} et xn → x.
5.2 Article en anglais
VARIABLE METRIC QUASI-FEJÉR MONOTONICITY 1
Abstract : The notion of quasi-Fejér monotonicity has proven to be an efficient tool
to simplify and unify the convergence analysis of various algorithms arising in applied
nonlinear analysis. In this paper, we extend this notion in the context of variable metric
algorithms, whereby the underlying norm is allowed to vary at each iteration. Applica-
tions to convex feasibility problems are demonstrated.
Let C be a nonempty closed subset of the Euclidean space RN and let y be a point
in its complement. In 1922, Fejér [21] considered the problem of finding a point x ∈ RN
such that (∀z ∈ C) ‖x − z‖ < ‖y − z‖. Based on this work, the term Fejér-monotonicity
was coined in [27] in connection with sequences (xn)n∈N in RN that satisfy
(∀z ∈ C)(∀n ∈ N) ‖xn+1 − z‖ 6 ‖xn − z‖. (5.22)
This concept was later broadened to that of quasi-Fejér monotonicity in [20] by relaxing
(5.22) to
(∀z ∈ C)(∀n ∈ N) ‖xn+1 − z‖2 6 ‖xn − z‖2 + εn, (5.23)
where (εn)n∈N is a summable sequence in [0,+∞[. These notions have proven to be
remarkably useful in simplifying and unifying the convergence analysis of a large col-
lection of algorithms arising in hilbertian nonlinear analysis, see for instance [2, 5, 12,
13, 14, 18, 19, 30, 31, 35] and the references therein. In recent years, there have been
attempts to generalize standard algorithms such as those discussed in the above refer-
ences by allowing the underlying metric to vary over the course of the iterations, e.g.,
[7, 10, 11, 16, 26, 29]. In order to better understand the convergence properties of such
algorithms and lay the ground for further developments, we extend in the present pa-
per the notion of quasi-Fejér monotonicity to the context of variable metric iterations in
general Hilbert spaces and investigate its properties.
Our notation and preliminary results are presented in Section 5.3. The notion of
variable metric quasi-Fejér monotonicity is introduced in Section 5.4, where weak and
1. P. L. Combettes and B. C. Vu˜, Variable Metric Quasi-Fejér Monotonicity, Nonlinear Analysis : Theory,
Methods, and Applications, vol. 78, pp. 17–31, 2013.
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strong convergence results are also established. In Section 5.5, we focus on the special
case when, as in (5.23), monotonicity is with respect to the squared norms. Finally, we
illustrate the potential of these tools in the analysis of variable metric convex feasibility
algorithms in Section 5.6 and in the design of algorithms for solving inverse problems in
Section 5.7.
5.3 Notation and technical facts
Throughout, H is a real Hilbert space, 〈· | ·〉 is its scalar product and ‖ · ‖ the asso-
ciated norm. The symbols ⇀ and→ denote respectively weak and strong convergence,
Id denotes the identity operator, and B(z; ρ) denotes the closed ball of center z ∈ H and
radius ρ ∈ ]0,+∞[ ; S (H) is the space of self-adjoint bounded linear operators from H
to H. The Loewner partial ordering on S (H) is defined by
(∀L1 ∈ S (H))(∀L2 ∈ S (H)) L1 < L2 ⇔ (∀x ∈ H) 〈L1x | x〉 > 〈L2x | x〉. (5.24)
Now let α ∈ [0,+∞[, set
Pα(H) =
{
L ∈ S (H) ∣∣ L < α Id}, (5.25)
and fix W ∈ Pα(H). We define a semi-scalar product and a semi-norm (a scalar product
and a norm if α > 0) by
(∀x ∈ H)(∀y ∈ H) 〈x | y〉W = 〈Wx | y〉 and ‖x‖W =
√
〈Wx | x〉. (5.26)
Let C be a nonempty subset of H, let α ∈ ]0,+∞[, and letW ∈ Pα(H). The interior of C
is intC, the distance function of C is dC , and the convex envelope of C is convC, with
closure convC. If C is closed and convex, the projection operator onto C relative to the
metric induced by W in (5.26) is
PWC : H → C : x 7→ argmin
y∈C
‖x− y‖W . (5.27)
We write P IdC = PC . Finally, ℓ
1
+(N) denotes the set of summable sequences in [0,+∞[.
Lemma 5.12 Let α ∈ ]0,+∞[, let µ ∈ ]0,+∞[, and let A and B be operators in S (H) such
that µ Id < A < B < α Id . Then the following hold.
(i) α−1 Id < B−1 < A−1 < µ−1 Id .
(ii) (∀x ∈ H) 〈A−1x | x〉 > ‖A‖−1‖x‖2.
(iii) ‖A−1‖ 6 α−1.
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Proof. These facts are known [24, Section VI.2.6]. We provide a simple convex-analytic
proof.
(i) : It suffices to show that B−1 < A−1. Set (∀x ∈ H) f(x) = 〈Ax | x〉/2 and g(x) =
〈Bx | x〉/2. The conjugate of f is f ∗ : H → [−∞,+∞] : u 7→ supx∈H
(〈x | u〉 − f(x)) =
〈A−1u | u〉/2 [5, Proposition 17.28]. Likewise, g∗ : H → [−∞,+∞] : u 7→ 〈B−1u | u〉/2.
Since, f > g, we have g∗ > f ∗, hence the result.
(ii) : Since ‖A‖ Id < A, (i) yields A−1 < ‖A‖−1 Id .
(iii) : We have A−1 ∈ S (H) and, by (i), (∀x ∈ H) ‖x‖2/α > 〈A−1x | x〉. Hence, upon
taking the supremum over B(0; 1), we obtain 1/α > ‖A−1‖.
Lemma 5.13 [30, Lemma 2.2.2] Let (αn)n∈N be a sequence in [0,+∞[, let (ηn)n∈N ∈
ℓ1+(N), and let (εn)n∈N ∈ ℓ1+(N) be such that (∀n ∈ N) αn+1 6 (1 + ηn)αn + εn. Then
(αn)n∈N converges.
The following lemma extends the classical property that a uniformly bounded
monotone sequence of operators in S (H) converges pointwise [33, Théorème 104.1].
Lemma 5.14 Let α ∈ ]0,+∞[, let (ηn)n∈N ∈ ℓ1+(N), and let (Wn)n∈N be a sequence in
Pα(H) such that µ = supn∈N ‖Wn‖ < +∞. Suppose that one of the following holds.
(i) (∀n ∈ N) (1 + ηn)Wn < Wn+1.
(ii) (∀n ∈ N) (1 + ηn)Wn+1 <Wn.
Then there exists W ∈ Pα(H) such that Wn →W pointwise.
Proof. (i) : Set τ =
∏
n∈N(1 + ηn), τ0 = 1, and, for every n ∈ Nr {0}, τn =
∏n−1
k=0(1 + ηk).
Then τn → τ < +∞ [25, Theorem 3.7.3] and
(∀n ∈ N) µ Id <Wn < α Id and τn+1 = τn(1 + ηn). (5.28)
Now define
(∀n ∈ N)(∀m ∈ N) Wn,m = 1
τn
Wn − 1
τn+m
Wn+m. (5.29)
Then we derive from (5.28) that (∀n ∈ N)(∀m ∈ Nr {0})(∀x ∈ H)
0 =
1
τn
〈Wnx | x〉 − 1
τn+m
n+m−1∏
k=n
(1 + ηk)〈Wnx | x〉
6
1
τn
〈Wnx | x〉 − 1
τn+m
〈Wn+mx | x〉
= 〈Wn,mx | x〉
6
1
τn
〈Wnx | x〉
6 〈Wnx | x〉
6 µ‖x‖2. (5.30)
108
Therefore
(∀n ∈ N)(∀m ∈ N) Wn,m ∈ P0(H) and ‖Wn,m‖ 6 µ. (5.31)
Let us fix x ∈ H. By assumption, (∀n ∈ N) ‖x‖2Wn+1 6 (1 + ηn)‖x‖2Wn. Hence, by
Lemma 5.13, (‖x‖2Wn)n∈N converges. In turn, (τ−1n ‖x‖2Wn)n∈N converges, which implies
that
‖x‖2Wn,m = 〈Wn,mx | x〉 =
1
τn
‖x‖2Wn −
1
τn+m
‖x‖2Wn+m → 0 as n,m→ +∞. (5.32)
Therefore, using (5.31), Cauchy-Schwarz for the semi-norms (‖ · ‖Wn,m)(n,m)∈N2 , and
(5.32), we obtain
‖Wn,mx‖4 = 〈x |Wn,mx〉2Wn,m
6 ‖x‖2Wn,m ‖Wn,mx‖2Wn,m
6 ‖x‖2Wn,m µ3‖x‖2
→ 0 as n,m→ +∞. (5.33)
Thus, we derive from (5.29) that (τ−1n Wnx)n∈N is a Cauchy sequence. Hence, it con-
verges strongly, and so does (Wnx)n∈N. If we call Wx the limit of (Wnx)n∈N, the above
construction yields the desired operatorW ∈ Pα(H).
(ii) : Set (∀n ∈ N) Ln = W−1n . It follows from Lemma 5.12(i) et (iii) that (Ln)n∈N lies
in P1/µ(H), supn∈N ‖Ln‖ 6 1/α, and (∀n ∈ N) (1 + ηn)Ln < Ln+1. Hence, appealing to
(i), there exists L ∈ P1/µ(H) such that ‖L‖ 6 1/α and Ln → L pointwise. Now let x ∈ H,
and set W = L−1 and (∀n ∈ N) xn = Ln(Wx). Then W ∈ Pα(H) and xn → L(Wx) = x.
Moreover, ‖Wnx−Wx‖ = ‖Wn(x− xn)‖ 6 µ‖xn − x‖ → 0.
5.4 Variable metric quasi-Fejér monotone sequences
Our paper hinges on the following extension of (5.23).
Definition 5.15 Let α ∈ ]0,+∞[, let φ : [0,+∞[ → [0,+∞[, let (Wn)n∈N be a sequence
in Pα(H), let C be a nonempty subset of H, and let (xn)n∈N be a sequence in H. Then
(xn)n∈N is :
(i) φ-quasi-Fejér monotone with respect to the target set C relative to (Wn)n∈N if(∃ (ηn)n∈N ∈ ℓ1+(N))(∀z ∈ C)(∃ (εn)n∈N ∈ ℓ1+(N))(∀n ∈ N)
φ(‖xn+1 − z‖Wn+1) 6 (1 + ηn)φ(‖xn − z‖Wn) + εn; (5.34)
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(ii) stationarily φ-quasi-Fejér monotone with respect to the target set C relative to
(Wn)n∈N if(∃ (εn)n∈N ∈ ℓ1+(N))(∃ (ηn)n∈N ∈ ℓ1+(N))(∀z ∈ C)(∀n ∈ N)
φ(‖xn+1 − z‖Wn+1) 6 (1 + ηn)φ(‖xn − z‖Wn) + εn. (5.35)
We start with basic properties.
Proposition 5.16 Let α ∈ ]0,+∞[, let φ : [0,+∞[ → [0,+∞[ be strictly increasing and
such that limt→+∞ φ(t) = +∞, let (Wn)n∈N be in Pα(H), let C be a nonempty subset of H,
and let (xn)n∈N be a sequence in H such that (5.34) is satisfied. Then the following hold.
(i) Let z ∈ C. Then (‖xn − z‖Wn)n∈N converges.
(ii) (xn)n∈N is bounded.
Proof. (i) : Set (∀n ∈ N) ξn = ‖xn − z‖Wn . It follows from (5.34) and Lemma 5.13
that (φ(ξn))n∈N converges, say φ(ξn) → λ. In turn, since limt→+∞ φ(t) = +∞, (ξn)n∈N
is bounded and, to show that it converges, it suffices to show that it cannot have two
distinct cluster points. Suppose to the contrary that we can extract two subsequences
(ξkn)n∈N and (ξln)n∈N such that ξkn → η and ξln → ζ > η, and fix ε ∈ ]0, (ζ − η)/2[. Then,
for n sufficiently large, ξkn 6 η + ε < ζ − ε 6 ξln and, since φ is strictly increasing,
φ(ξkn) 6 φ(η + ε) < φ(ζ − ε) 6 φ(ξln). Taking the limit as n→ +∞ yields λ 6 φ(η + ε) <
φ(ζ − ε) 6 λ, which is impossible.
(ii) : Let z ∈ C. Since (Wn)n∈N lies in Pα(H), we have
(∀n ∈ N) α‖xn − z‖2 6 〈xn − z |Wn(xn − z)〉 = ‖xn − z‖2Wn. (5.36)
Hence, since (i) asserts that (‖xn − z‖Wn)n∈N is bounded, so is (xn)n∈N.
The next result concerns weak convergence. In the case of standard Fejér mono-
tonicity (5.22), it appears in [9, Lemma 6] and, in the case of quasi-Fejér monotonicity
(5.23), it appears in [1, Proposition 1.3].
Theorem 5.17 Let α ∈ ]0,+∞[, let φ : [0,+∞[ → [0,+∞[ be strictly increasing and such
that limt→+∞ φ(t) = +∞, let (Wn)n∈N and W be operators in Pα(H) such that Wn → W
pointwise, let C be a nonempty subset of H, and let (xn)n∈N be a sequence in H such that
(5.34) is satisfied. Then (xn)n∈N converges weakly to a point in C if and only if every weak
sequential cluster point of (xn)n∈N is in C.
Proof. Necessity is clear. To show sufficiency, suppose that every weak sequential cluster
point of (xn)n∈N is in C, and let x and y be two such points, say xkn ⇀ x and xln ⇀
y. Then it follows from Proposition 5.16(i) that (‖xn − x‖Wn)n∈N and (‖xn − y‖Wn)n∈N
converge. Moreover, ‖x‖2Wn = 〈Wnx | x〉 → 〈Wx | x〉 and, likewise, ‖y‖2Wn → 〈Wy | y〉.
Therefore, since
(∀n ∈ N) 〈Wnxn | x− y〉 = 1
2
(‖xn − y‖2Wn −‖xn− x‖2Wn + ‖x‖2Wn −‖y‖2Wn), (5.37)
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the sequence (〈Wnxn | x− y〉)n∈N converges, say 〈Wnxn | x− y〉 → λ ∈ R, which implies
that
〈xn |Wn(x− y)〉 → λ ∈ R. (5.38)
However, since xkn ⇀ x and Wkn(x − y) → W (x − y), it follows from (5.38) and
[5, Lemma 2.41(iii)] that 〈x |W (x− y)〉 = λ. Likewise, passing to the limit along the
subsequence (xln)n∈N in (5.38) yields 〈y | W (x− y)〉 = λ. Thus,
0 = 〈x |W (x− y)〉 − 〈y |W (x− y)〉 = 〈x− y |W (x− y)〉 > α‖x− y‖2. (5.39)
This shows that x = y. Upon invoking Proposition 5.16(ii) and [5, Lemma 2.38], we
conclude that xn ⇀ x.
Lemma 5.14 provides instances in which the conditions imposed on (Wn)n∈N in
Theorem 5.17 are satisfied. Next, we present a characterization of strong convergence
which can be found in [12, Theorem 3.11] in the special case of quasi-Fejér monotonicity
(5.23).
Proposition 5.18 Let α ∈ ]0,+∞[, let χ ∈ [1,+∞[, and let φ : [0,+∞[ → [0,+∞[ be an
increasing upper semicontinuous function vanishing only at 0 and such that(∀(ξ1, ξ2) ∈ [0,+∞[2 ) φ(ξ1 + ξ2) 6 χ(φ(ξ1) + φ(ξ2)). (5.40)
Let (Wn)n∈N be a sequence in Pα(H) such that µ = supn∈N ‖Wn‖ < +∞, let C be a
nonempty closed subset of H, and let (xn)n∈N be a sequence in H such that (5.35) is satis-
fied. Then (xn)n∈N converges strongly to a point in C if and only if lim dC(xn) = 0.
Proof. Necessity is clear. For sufficiency, suppose that lim dC(xn) = 0 and set (∀n ∈ N)
ξn = infz∈C ‖xn − z‖Wn . For every n ∈ N, let (zn,k)k∈N be a sequence in C such that
‖xn − zn,k‖Wn → ξn. Then, since φ is increasing, (5.35) yields
(∀n ∈ N)(∀k ∈ N) φ(ξn+1) 6 φ(‖xn+1−zn,k‖Wn+1) 6 (1+ηn)φ(‖xn−zn,k‖Wn)+εn. (5.41)
Hence, it follows from the upper semicontinuity of φ that
(∀n ∈ N) φ(ξn+1) 6 (1 + ηn) lim
k→+∞
φ(‖xn − zn,k‖Wn) + εn
6 (1 + ηn)φ(ξn) + εn. (5.42)
Therefore, by Lemma 5.13,(
φ(ξn)
)
n∈N converges. (5.43)
Moreover, since
(∀n ∈ N)(∀m ∈ N)(∀x ∈ H) α‖xn − x‖2 6 ‖xn − x‖2Wm 6 µ‖xn − x‖2, (5.44)
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we have
(∀n ∈ N) √αdC(xn) 6 ξn 6 √µdC(xn). (5.45)
Consequently, since lim dC(xn) = 0, we derive from (5.45) that lim ξn = 0. Let us extract
a subsequence (ξkn)n∈N such that ξkn → 0. Since φ is upper semicontinuous, we have
0 6 limφ(ξkn) 6 limφ(ξkn) 6 φ(0) = 0. In view of (5.43), we therefore obtain φ(ξn)→ 0
and, in turn, ξn → 0. Hence, we deduce from (5.45) that
dC(xn)→ 0. (5.46)
Next, let N be the smallest integer such that N >
√
µ, and set ρ = χN−1 +
∑N−1
k=1 χ
k if
N > 1 ; ρ = 1 if N = 1. Moreover, let x ∈ C and let m and n be strictly positive integers.
Using (5.44), the monotonicity of φ, and (5.40), we obtain
φ
(‖xn − x‖Wm) 6 φ(√µ‖xn − x‖) 6 φ(N‖xn − x‖) 6 ρφ(‖xn − x‖). (5.47)
Now set τ =
∏
k∈N(1 + ηk). Then τ < +∞ [25, Theorem 3.7.3] and we derive from
(5.40), (5.35), and (5.47) that
χ−1φ
(‖xn+m − xn‖Wn+m) 6 χ−1φ(‖xn+m − x‖Wn+m + ‖xn − x‖Wn+m)
6 φ
(‖xn+m − x‖Wm+n)+ φ(‖xn − x‖Wm+n)
6 τ
(
φ
(‖xn − x‖Wn)+ n+m−1∑
k=n
εk
)
+ φ
(‖xn − x‖Wm+n)
6 ρ(1 + τ)φ
(‖xn − x‖)+ τ∑
k>n
εk. (5.48)
Therefore, upon taking the infimum over x ∈ C, we obtain by upper semicontinuity of φ
φ
(‖xn+m − xn‖Wn+m) 6 χρ(1 + τ)φ(dC(xn))+ χτ∑
k>n
εk. (5.49)
Hence, appealing to (5.46) and the summability of (εk)k∈N, we deduce from (5.49) that,
as n→ +∞, φ(‖xn+m−xn‖Wn+m)→ 0 and, hence, α‖xn+m−xn‖2 6 ‖xn+m−xn‖2Wn+m →
0. Thus, (xn)n∈N is a Cauchy sequence in H and there exists x ∈ H such that xn → x. By
continuity of dC and (5.46), we obtain dC(x) = 0 and, since C is closed, x ∈ C.
5.5 The quadratic case
In this section, we focus on the important case when φ = | · |2 in Definition 5.15. Our
first result states that variable metric quasi-Fejér monotonicity “spreads” to the convex
hull of the target set.
112
Proposition 5.19 Let α ∈ ]0,+∞[, let (ηn)n∈N be a sequence in ℓ1+(N), let (Wn)n∈N be a
sequence in Pα(H) such that
µ = sup
n∈N
‖Wn‖ < +∞ and (∀n ∈ N) (1 + ηn)Wn <Wn+1. (5.50)
Let C be a nonempty subset of H and let (xn)n∈N be a sequence in H such that(∃ (ηn)n∈N ∈ ℓ1+(N))(∀z ∈ C)(∃ (εn)n∈N ∈ ℓ1+(N))(∀n ∈ N)
‖xn+1 − z‖2Wn+1 6 (1 + ηn)‖xn − z‖2Wn + εn. (5.51)
Then the following hold.
(i) (xn)n∈N is | · |2-quasi-Fejér monotone with respect to convC relative to (Wn)n∈N.
(ii) For every y ∈ convC, (‖xn − y‖Wn)n∈N converges.
Proof. Let us fix z ∈ convC. There exist finite sets {zi}i∈I ⊂ C and {λi}i∈I ⊂ ]0, 1] such
that ∑
i∈I
λi = 1 and z =
∑
i∈I
λizi. (5.52)
For every i ∈ I, it follows from (5.51) that there exists a sequence (εi,n)n∈N ∈ ℓ1+(N) such
that
(∀n ∈ N) ‖xn+1 − zi‖2Wn+1 6 (1 + ηn)‖xn − zi‖2Wn + εi,n. (5.53)
Now set
(∀n ∈ N)

αn =
1
2
∑
i∈I
∑
j∈I
λiλj‖zi − zj‖2Wn
εn = (1 + ηn)αn − αn+1 +max{ε1,n, . . . , εm,n}.
(5.54)
Then (max{ε1,n, . . . , εm,n})n∈N ∈ ℓ1+(N) and, by (5.50), (∀n ∈ N) (1 + ηn)αn > αn+1.
Hence, Lemma 5.13 asserts that (αn)n∈N converges, which implies that (εn)n∈N ∈ ℓ1+(N).
(i) : Using (5.52), [5, Lemma 2.13(ii)], and (5.53), we obtain
(∀n ∈ N) ‖xn+1 − z‖2Wn+1 =
∑
i∈I
λi‖xn+1 − zi‖2Wn+1 − αn+1
6 (1 + ηn)
∑
i∈I
λi‖xn − zi‖2Wn − αn+1 + max16i6m{εi,n}
= (1 + ηn)‖xn − z‖2Wn + (1 + ηn)αn − αn+1
+ max
16i6m
{εi,n}
= (1 + ηn)‖xn − z‖2Wn + εn. (5.55)
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(ii) : It follows from [5, Lemma 2.13(ii)] that
(∀n ∈ N) ‖xn − z‖2Wn =
∑
i∈I
λi‖xn − zi‖2Wn − αn. (5.56)
However, (αn)n∈N converges and, for every i ∈ I, Proposition 5.16(i) asserts that
(‖xn − zi‖Wn)n∈N converges. Hence, (‖xn − z‖Wn)n∈N converges. Now let y ∈ convC.
Then there exists a sequence (yk)k∈N in convC such that yk → y. It follows from (i) and
Proposition 5.16(i) that, for every k ∈ N, (‖xn−yk‖Wn)n∈N converges. Moreover, we have
(∀k ∈ N)(∀n ∈ N) −√µ‖yk − y‖ 6 −‖yk − y‖Wn
6 ‖xn − y‖Wn − ‖xn − yk‖Wn
6 ‖yk − y‖Wn
6
√
µ‖yk − y‖. (5.57)
Consequently,
(∀k ∈ N) −√µ‖yk − y‖ 6 lim ‖xn − y‖Wn − lim ‖xn − yk‖Wn
6 lim ‖xn − y‖Wn − lim ‖xn − yk‖Wn
6
√
µ‖yk − y‖. (5.58)
Taking the limit as k → +∞ yields limn→+∞ ‖xn−y‖Wn = limk→+∞ limn→+∞ ‖xn−yk‖Wn.
Standard Fejér monotone sequences may fail to converge weakly and, even when
they converge weakly, strong convergence may fail [12, 23]. However, if the target set
C is closed and convex in (5.22), the projected sequence (PCxn)n∈N converges strongly ;
see [2, Theorem 2.16(iv)] and [32, Remark 1]. This property, which remains true in the
quasi-Fejérian case [12, Proposition 3.6(iv)], is extended below.
Proposition 5.20 Let α ∈ ]0,+∞[, let (ηn)n∈N be a sequence in ℓ1+(N), let (Wn)n∈N be a
uniformly bounded sequence in Pα(H), let C be a nonempty closed convex subset of H, and
let (xn)n∈N be a sequence in H such that(∃ (εn)n∈N ∈ ℓ1+(N))(∃ (ηn)n∈N ∈ ℓ1+(N))(∀z ∈ C)(∀n ∈ N)
‖xn+1 − z‖2Wn+1 6 (1 + ηn)‖xn − z‖2Wn + εn. (5.59)
Then (PWnC xn)n∈N converges strongly.
Proof. Set (∀n ∈ N) zn = PWnC xn. For every (m,n) ∈ N2, since zn ∈ C and zm+n =
P
Wn+m
C xn+m, the well-known convex projection theorem [5, Theorem 3.14] yields
〈zn − zn+m | xn+m − zn+m〉Wn+m 6 0, (5.60)
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which implies that
〈zn − xn+m | xn+m − zn+m〉Wn+m = 〈zn − zn+m | xn+m − zn+m〉Wn+m
− ‖xn+m − zn+m‖2Wn+m
6 −‖xn+m − zn+m‖2Wn+m. (5.61)
Therefore, for every (m,n) ∈ N2,
‖zn − zn+m‖2Wn+m = ‖zn − xn+m‖2Wn+m + 2〈zn − xn+m | xn+m − zn+m〉Wn+m
+ ‖xn+m − zn+m‖2Wn+m
6 ‖zn − xn+m‖2Wn+m − ‖xn+m − zn+m‖2Wn+m. (5.62)
Now fix z ∈ C, and set µ = supn∈N ‖Wn‖ and ρ = supn∈N ‖xn− z‖2Wn. Then µ < +∞ and,
in view of Proposition 5.16(i), ρ < +∞. It follows from (5.59) that, for every n ∈ N and
everym ∈ Nr{0}, since PWnC is nonexpansive with respect to ‖·‖Wn [5, Proposition 4.8],
we have
‖xn+m − zn‖2Wn+m 6 ‖xn − zn‖2Wn +
n+m−1∑
k=n
(
ηk‖xk − zn‖2Wk + εk
)
6 ‖xn − zn‖2Wn +
n+m−1∑
k=n
(
2ηk
(‖xk − z‖2Wk + ‖zn − z‖2Wk)+ εk)
6 ‖xn − zn‖2Wn +
n+m−1∑
k=n
(
2ηk
(
ρ+
µ
α
‖PWnC xn − PWnC z‖2Wn
)
+ εk
)
6 ‖xn − zn‖2Wn +
n+m−1∑
k=n
(
2ηk
(
ρ+
µ
α
‖xn − z‖2Wn
)
+ εk
)
6 ‖xn − zn‖2Wn +
n+m−1∑
k=n
(
2ρηk
(
1 +
µ
α
)
+ εk
)
. (5.63)
Combining (5.62) and (5.63), we obtain that for every n ∈ N and every m ∈ N r {0},
α‖zn+m − zn‖2 6 ‖zn+m − zn‖2Wn+m
6 ‖xn − zn‖2Wn − ‖xn+m − zn+m‖2Wn+m +
∑
k>n
(
2ρηk
(
1 +
µ
α
)
+ εk
)
.
(5.64)
On the other hand, (5.59) yields
(∀n ∈ N) ‖xn+1 − zn+1‖2Wn+1 6 ‖xn+1 − zn‖2Wn+1
6 (1 + ηn)‖xn − zn‖2Wn + εn, (5.65)
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which, by Lemma 5.13, implies that (‖xn − zn‖Wn)n∈N converges. Consequently, since
(ηk)k∈N and (εk)k∈N are in ℓ1+(N), we derive from (5.64) that (zn)n∈N is a Cauchy sequence
and hence that it converges strongly.
In the case of classical Fejér monotone sequences, it has been known since [31] that
strong convergence is achieved when the interior of the target set is nonempty (see also
[12, Proposition 3.10] for the case of quasi-Fejér monotonicity). The following result
extends this fact in the context of variable metric quasi-Fejér sequences.
Proposition 5.21 Let α ∈ ]0,+∞[, let (νn)n∈N ∈ ℓ1+(N), and let (Wn)n∈N be a sequence in
Pα(H) such that
µ = sup
n∈N
‖Wn‖ < +∞ and (∀n ∈ N) (1 + νn)Wn+1 < Wn. (5.66)
Furthermore, let C be a subset of H such that intC 6= ∅, let z ∈ C and ρ ∈ ]0,+∞[ be such
that B(z; ρ) ⊂ C, and let (xn)n∈N be a sequence in H such that(∃ (εn)n∈N ∈ ℓ1+(N))(∃ (ηn)n∈N ∈ ℓ1+(N))(∀x ∈ B(z; ρ))(∀n ∈ N)
‖xn+1 − x‖2Wn+1 6 (1 + ηn)‖xn − x‖2Wn + εn. (5.67)
Then (xn)n∈N converges strongly.
Proof. We derive from (5.66) and Proposition 5.16(ii) that
ζ = sup
x∈B(z;ρ)
sup
n∈N
‖xn − x‖2Wn 6 2µ
(
sup
n∈N
‖xn − z‖2 + sup
x∈B(z;ρ)
‖x− z‖2
)
< +∞. (5.68)
It follows from (5.67) and (5.68) that
(∀n ∈ N)(∀x ∈ B(z; ρ)) ‖xn+1−x‖2Wn+1 6 ‖xn−x‖2Wn + ξn, where ξn = ζηn+ εn.
(5.69)
Now set
(∀n ∈ N) vn = Wn+1(xn+1 − z)−Wn(xn − z), (5.70)
and define a sequence (zn)n∈N in B(z; ρ) by
(∀n ∈ N) zn = z − ρun, where un =
{
0, if vn = 0;
vn/‖vn‖, if vn 6= 0.
(5.71)
Then
(∀n ∈ N)

‖xn+1 − zn‖2Wn+1 = ‖xn+1 − z‖2Wn+1 + 2ρ〈Wn+1(xn+1 − z) | un〉
+ ρ2‖un‖2Wn+1;
‖xn − zn‖2Wn = ‖xn − z‖2Wn + 2ρ〈Wn(xn − z) | un〉+ ρ2‖un‖2Wn.
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(5.72)
On the other hand, (5.69) yields (∀n ∈ N) ‖xn+1−zn‖2Wn+1 6 ‖xn−zn‖2Wn+ξn. Therefore,
it follows from (5.72), (5.70), and (5.66) that
(∀n ∈ N) ‖xn+1 − z‖2Wn+1 6 ‖xn − z‖2Wn − 2ρ‖vn‖+ ρ2
(‖un‖2Wn − ‖un‖2Wn+1)+ ξn
6 ‖xn − z‖2Wn − 2ρ‖vn‖+ ρ2µνn + ξn. (5.73)
Since (ρ2µνn + ξn)n∈N ∈ ℓ1+(N), this implies that∑
n∈N
‖wn+1 −wn‖ =
∑
n∈N
‖vn‖ < +∞, where (∀n ∈ N) wn = Wn(xn − z). (5.74)
Hence, (wn)n∈N is a Cauchy sequence in H and, therefore, there exists w ∈ H such that
wn → w. On the other hand, we deduce from (5.66) and Lemma 5.14(ii) that there
exists W ∈ Pα(H) such that Wn → W . Now set x = z +W−1w. Then, since (Wn)n∈N lies
in Pα(H), it follows from Cauchy-Schwarz that
α‖xn−x‖ 6 ‖Wnxn−Wnx‖ = ‖wn−WnW−1w‖ 6 ‖wn−w‖+‖w−WnW−1w‖ → 0, (5.75)
which concludes the proof.
5.6 Application to convex feasibility
We illustrate our results through an application to the convex feasibility problem,
i.e., the generic problem of finding a common point of a family of closed convex sets. As
in [4], given α ∈ ]0,+∞[ andW ∈ Pα(H), we say that an operator T : H → H with fixed
point set FixT belongs to T(W ) if
(∀x ∈ H)(∀y ∈ FixT ) 〈y − Tx | x− Tx〉W 6 0. (5.76)
If T ∈ T(W ), then [12, Proposition 2.3(ii)] yields
(∀x ∈ H)(∀y ∈ FixT )(∀λ ∈ [0, 2]) ‖(Id +λ(T − Id ))x− y‖2W
6 ‖x − y‖2W − λ(2 − λ)‖Tx − x‖2W . (5.77)
The usefulness of the class T(W ) stems from the fact that it contains many of the op-
erators commonly encountered in nonlinear analysis : firmly nonexpansive operators
(in particular resolvents of maximally monotone operators and proximity operators
of proper lower semicontinuous convex functions), subgradient projection operators,
projection operators, averaged quasi-nonexpansive operators, and several combinations
thereof [4, 6, 12].
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Theorem 5.22 Let α ∈ ]0,+∞[, let (Ci)i∈I be a finite or countably infinite family of closed
convex subsets of H such that C = ⋂i∈I Ci 6= ∅, let (an)n∈N be a sequence in H such that∑
n∈N ‖an‖ < +∞, let (ηn)n∈N be a sequence in ℓ1+(N), and let (Wn)n∈N be a sequence in
Pα(H) such that
µ = sup
n∈N
‖Wn‖ < +∞ and (∀n ∈ N) (1 + ηn)Wn <Wn+1. (5.78)
Let i : N→ I be such that
(∀j ∈ I)(∃Mj ∈ Nr {0})(∀n ∈ N) j ∈ {i(n), . . . , i(n +Mj − 1)}. (5.79)
For every i ∈ I, let (Ti,n)n∈N be a sequence of operators such that
(∀n ∈ N) Ti,n ∈ T(Wn) and FixTi,n = Ci. (5.80)
Fix ε ∈ ]0, 1[ and x0 ∈ H, let (λn)n∈N be a sequence in [ε, 2− ε], and set
(∀n ∈ N) xn+1 = xn + λn
(
Ti(n),nxn + an − xn
)
. (5.81)
Suppose that, for every strictly increasing sequence (pn)n∈N in N, every x ∈ H, and every
j ∈ I,
xpn ⇀ x
Tj,pnxpn − xpn → 0
(∀n ∈ N) j = i(pn)
⇒ x ∈ Cj. (5.82)
Then the following hold for some x ∈ C.
(i) xn ⇀ x.
(ii) Suppose that intC 6= ∅ and that there exists (νn)n∈N ∈ ℓ1+(N) such that (∀n ∈ N)
(1 + νn)Wn+1 <Wn. Then xn → x.
(iii) Suppose that lim dC(xn) = 0. Then xn → x.
(iv) Suppose that there exists an index j ∈ I of demicompact regularity : for every strictly
increasing sequence (pn)n∈N in N,
supn∈N ‖xpn‖ < +∞
Tj,pnxpn − xpn → 0
(∀n ∈ N) j = i(pn)
⇒ (xpn)n∈N has a strong sequential cluster point.
(5.83)
Then xn → x.
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Proof. Fix z ∈ C and set
(∀n ∈ N) yn = xn + λn
(
Ti(n),nxn − xn
)
. (5.84)
Appealing to (5.77) and the fact that, by virtue of (5.79), z ∈ ⋂i∈I Ci = ⋂n∈N FixTi(n),n,
we obtain,
(∀n ∈ N) ‖yn − z‖2Wn 6 ‖xn − z‖2Wn − λn(2− λn)‖Ti(n),nxn − xn‖2Wn
6 ‖xn − z‖2Wn − ε2‖Ti(n),nxn − xn‖2Wn . (5.85)
Moreover, it follows from (5.78) that
(∀n ∈ N) ‖yn − z‖2Wn+1 6 (1 + ηn)‖yn − z‖2Wn . (5.86)
Thus,
(∀n ∈ N) ‖yn − z‖2Wn+1 6 (1 + ηn)‖xn − z‖2Wn − ε2(1 + ηn)‖Ti(n),nxn − xn‖2Wn
6 (1 + ηn)‖xn − z‖2Wn − ε2‖Ti(n),nxn − xn‖2Wn (5.87)
6 (1 + ηn)‖xn − z‖2Wn . (5.88)
Using (5.81), (5.84), and (5.88), we get
(∀n ∈ N) ‖xn+1 − z‖Wn+1 6 ‖yn − z‖Wn+1 + λn‖an‖Wn+1
6
√
1 + ηn‖xn − z‖Wn +
√
µλn‖an‖
6 (1 + ηn)‖xn − z‖Wn + 2
√
µ‖an‖, (5.89)
which shows that
(xn)n∈N satisfies (5.35) – and hence (5.34) – with φ = | · |. (5.90)
It follows from (5.90) and Proposition 5.16(i) that (‖xn − z‖Wn)n∈N converges, say
‖xn − z‖Wn → ξ ∈ R. (5.91)
We therefore derive from (5.89) that ‖yn − z‖Wn+1 → ξ and then from (5.87) that
αε2‖Ti(n),nxn−xn‖2 6 ε2‖Ti(n),nxn−xn‖2Wn 6 (1+ηn)‖xn−z‖2Wn−‖yn−z‖2Wn+1 → 0. (5.92)
(i) : It follows from (5.81) and (5.92) that
‖xn+1 − xn‖ = λn
∥∥Ti(n),nxn + an − xn∥∥
6 2
(‖Ti(n),nxn − xn‖+ ‖an‖)
6 2
(‖Ti(n),nxn − xn‖Wn/√α + ‖an‖)
→ 0. (5.93)
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Now, fix j ∈ I and let x be a weak sequential cluster point of (xn)n∈N. According to
(5.79), there exist strictly increasing sequences (kn)n∈N and (pn)n∈N in N such that xkn ⇀
x and
(∀n ∈ N)
{
kn 6 pn 6 kn +Mj − 1 < kn+1 6 pn+1,
j = i(pn).
(5.94)
Therefore, we deduce from (5.93) that
‖xpn − xkn‖ 6
kn+Mj−2∑
l=kn
‖xl+1 − xl‖
6 (Mj − 1) max
kn6l6kn+Mj−2
‖xl+1 − xl‖
→ 0, (5.95)
which implies that xpn ⇀ x. We also derive from (5.92) and (5.94) that Tj,pnxpn−xpn =
Ti(pn),pnxpn − xpn → 0. Altogether, it follows from (5.82) that x ∈ Cj. Since j was arbi-
trarily chosen in I, we obtain x ∈ C and, in view of Lemma 5.14(i) and Theorem 5.17,
we conclude that xn ⇀ x.
(ii) : Suppose that z ∈ intC and fix ρ ∈ ]0,+∞[ such that B(z; ρ) ⊂ C. Set η =
supn∈N ηn, ζ = supx∈B(z;ρ) supn∈N ‖xn − x‖Wn, and
(∀n ∈ N) εn = 4
(
ζ
√
µ(1 + η)‖an‖+ µ‖an‖2
)
. (5.96)
Then η < +∞ and, as in (5.68), ζ < +∞. Therefore (εn)n∈N ∈ ℓ1+(N). Furthermore, we
derive from (5.81), (5.84), and (5.88) that, for every x ∈ B(z; ρ) and every n ∈ N,
‖xn+1 − x‖2Wn+1 6 ‖yn − x‖2Wn+1 + 2λn‖yn − x‖Wn+1 ‖an‖Wn+1 + λ2n‖an‖2Wn+1
6 (1 + ηn)‖xn − x‖2Wn + 4
√
µ(1 + ηn)‖xn − x‖Wn ‖an‖+ 4µ‖an‖2
6 (1 + ηn)‖xn − x‖2Wn + εn. (5.97)
Altogether, the assertion follows from (i) and Proposition 5.21.
(iii) : This follows from (5.90), Proposition 5.18, and (i).
(iv) : Let j ∈ I be an index of demicompact regularity and let (pn)n∈N be a strictly
increasing sequence such that (∀n ∈ N) j = i(pn). Then (xpn)n∈N is bounded, while
(5.92) asserts that Tj,pnxpn − xpn → 0. In turn, (5.83) and (i) imply that xpn → x ∈ C.
Therefore lim dC(xn) 6 ‖xpn − x‖ → 0 and (iii) yields the result.
Condition (5.79) first appeared in [9, Definition 5]. Property (5.82) was introduced
in [2, Definition 3.7] and property (5.83) in [12, Definition 6.5]. Examples of sequences
of operators that satisfy (5.82) can be found in [2, 6, 12]. Here is a simple application
of Theorem 5.22 to a variable metric periodic projection method.
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Corollary 5.23 Let α ∈ ]0,+∞[, let m be a strictly positive integer, let I = {1, . . . , m}, let
(Ci)i∈I be family of closed convex subsets of H such that C =
⋂
i∈I Ci 6= ∅, let (an)n∈N be
a sequence in H such that ∑n∈N ‖an‖ < +∞, let (ηn)n∈N be a sequence in ℓ1+(N), and let
(Wn)n∈N be a sequence in Pα(H) such that supn∈N ‖Wn‖ < +∞ and (∀n ∈ N) (1+ηn)Wn <
Wn+1. Fix ε ∈ ]0, 1[ and x0 ∈ H, let (λn)n∈N be a sequence in [ε, 2− ε], and set
(∀n ∈ N) xn+1 = xn + λn
(
PWnC1+rem(n,m)xn + an − xn
)
, (5.98)
where rem(·, m) is the remainder function of the division by m. Then the following hold for
some x ∈ C.
(i) xn ⇀ x.
(ii) Suppose that intC 6= ∅ and that there exists (νn)n∈N ∈ ℓ1+(N) such that (∀n ∈ N)
(1 + νn)Wn+1 <Wn. Then xn → x.
(iii) Suppose that there exists j ∈ I such that Cj is boundedly compact, i.e., its intersection
with every closed ball of H is compact. Then xn → x.
Proof. The function i : N→ I : n 7→ 1 + rem(n,m) satisfies (5.79) with (∀j ∈ I) Mj = m.
Now, set (∀i ∈ I)(∀n ∈ N) Ti,n = PWnCi . Then (∀i ∈ I)(∀n ∈ N) Ti,n ∈ T(Wn) and
FixTi,n = Ci. Hence, (5.98) is a special case of (5.81).
(i)–(ii) : Fix j ∈ I and let (xpn)n∈N be a weakly convergent subsequence of (xn)n∈N,
say xpn ⇀ x, such that Tj,pnxpn − xpn → 0 and (∀n ∈ N) j = i(pn). Then Cj ∋ PWpnCj xpn =
Tj,pnxpn ⇀ x and, since Cj is weakly closed [5, Theorem 3.32], we have x ∈ Cj. This
shows that (5.82) holds. Altogether, the claims follow from Theorem 5.22(i)–(ii).
(iii) : Let (pn)n∈N be a strictly increasing sequence in N such that P
Wpn
Cj
xpn − xpn =
Tj,pnxpn − xpn → 0 and (∀n ∈ N) j = i(pn). Then
‖PCjxpn − xpn‖ 6 ‖PWpnCj xpn − xpn‖ → 0. (5.99)
On the other hand, since (xpn)n∈N is bounded and PCj is nonexpansive, (PCjxpn)n∈N is a
bounded sequence in the boundedly compact set Cj . Hence, (PCjxpn)n∈N admits a strong
sequential cluster point and so does (xpn)n∈N since PCjxpn − xpn → 0. Thus, j ∈ I is an
index of demicompact regularity and the claim therefore follows from Theorem 5.22(iv).
Remark 5.24 In the special case when, for every n ∈ N, Wn = Id and ηn = 0, Corol-
lary 5.23(i) was established in [8] (with (∀n ∈ N) λn = 1), and Corollary 5.23(ii) in
[22].
Next is an application of Corollary 5.23 to the problem of solving linear inequalities.
In Euclidean spaces, the use of periodic projection methods to solve this problem goes
back to [27].
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Example 5.25 Let α ∈ ]0,+∞[, let m be a strictly positive integer, let I = {1, . . . , m},
let (ηi)i∈I be real numbers, and suppose that (ui)i∈I are nonzero vectors in H such that
C =
{
x ∈ H ∣∣ (∀i ∈ I) 〈x | ui〉 6 ηi} 6= ∅. (5.100)
Let (ηn)n∈N be a sequence in ℓ1+(N), and let (Wn)n∈N be a sequence in Pα(H) such that
supn∈N ‖Wn‖ < +∞ and (∀n ∈ N) (1 + ηn)Wn < Wn+1. Fix ε ∈ ]0, 1[ and x0 ∈ H, let
(λn)n∈N be a sequence in [ε, 2− ε], and set
(∀n ∈ N)

i(n) = 1 + rem(n,m)
if
〈
xn | ui(n)
〉
6 ηi(n)⌊
yn = xn
if
〈
xn | ui(n)
〉
> ηi(n)⌊
yn = xn +
ηi(n) −
〈
xn | ui(n)
〉〈
ui(n) |W−1n ui(n)
〉W−1n ui(n)
xn+1 = xn + λn(yn − xn).
(5.101)
Then there exists x ∈ C such that xn ⇀ x.
Proof. Set (∀i ∈ I) Ci =
{
x ∈ H ∣∣ 〈x | ui〉 6 ηi}. Then it follows from [5, Exam-
ple 28.16(iii)] that (5.101) can be rewritten as
(∀n ∈ N) xn+1 = xn + λn
(
PWnC1+rem(n,m)xn − xn
)
. (5.102)
The claim is therefore a consequence of Corollary 5.23(i).
We now turn our attention to the problem of finding a zero of a maximally mono-
tone operator A : H → 2H (see [5] for background) via a variable metric proximal point
algorithm. Let α ∈ ]0,+∞[, let γ ∈ ]0,+∞[, let W ∈ Pα(H), and let A : H → 2H be
maximally monotone with graph graA. It follows from [3, Corollary 3.14(ii)] (applied
with f : x 7→ 〈Wx | x〉/2) that
JWγA : H → H : x 7→ (W + γA)−1(Wx) (5.103)
is well-defined, and that
JWγA ∈ T(W ) and Fix JWγA =
{
z ∈ H ∣∣ 0 ∈ Az}. (5.104)
We write J IdγA = JγA.
Corollary 5.26 Let α ∈ ]0,+∞[, let A : H → 2H be a maximally monotone operator such
that C =
{
z ∈ H ∣∣ 0 ∈ Az} 6= ∅, let (an)n∈N be a sequence in H such that ∑n∈N ‖an‖ <
+∞, let (ηn)n∈N be a sequence in ℓ1+(N), and let (Wn)n∈N be a sequence in Pα(H) such that
µ = supn∈N ‖Wn‖ < +∞ and (∀n ∈ N) (1 + ηn)Wn < Wn+1. Fix ε ∈ ]0, 1[ and x0 ∈ H, let
(λn)n∈N be a sequence in [ε, 2− ε], let (γn)n∈N be a sequence in [ε,+∞[, and set
(∀n ∈ N) xn+1 = xn + λn
(
JWnγnAxn + an − xn
)
. (5.105)
Then the following hold for some x ∈ C.
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(i) xn ⇀ x.
(ii) Suppose that intC 6= ∅ and that there exists (νn)n∈N ∈ ℓ1+(N) such that (∀n ∈ N)
(1 + νn)Wn+1 <Wn. Then xn → x.
(iii) Suppose that A is pointwise uniformly monotone on C, i.e., for every x ∈ C there
exists an increasing function φ : [0,+∞[→ [0,+∞] vanishing only at 0 such that
(∀u ∈ Ax)(∀(y, v) ∈ graA) 〈x− y | u− v〉 > φ(‖x− y‖). (5.106)
Then xn → x.
Proof. In view of (5.104), (5.105) is a special case of (5.81) with I = {1} and (∀n ∈ N)
T1,n = J
Wn
γnA
. Hence, using Theorem 5.22(i)–(ii), to show (i)–(ii), it suffices to prove that
(5.82) holds. To this end, let (xpn)n∈N be a weakly convergent subsequence of (xn)n∈N,
say xpn ⇀ x, such that J
Wpn
γpnA
xpn − xpn → 0. To show that 0 ∈ Ax, let us set
(∀n ∈ N) yn = JWnγnA xn and vn =
1
γn
Wn(xn − yn). (5.107)
Then (5.103) yields (∀n ∈ N) vn ∈ Ayn. On the other hand, since ypn−xpn → 0, we have
‖vpn‖ =
‖Wpn(xpn − ypn)‖
γpn
6
µ
ε
‖xpn − ypn‖ → 0. (5.108)
Thus, ypn ⇀ x and Aypn ∋ vpn → 0. Since graA is sequentially closed in Hweak ×Hstrong
[5, Proposition 20.33(ii)], we conclude that 0 ∈ Ax. Let us now show (iii). We have
0 ∈ Ax and (∀n ∈ N) vpn ∈ Aypn. Hence, it follows from (5.106) that there exists an
increasing function φ : [0,+∞[→ [0,+∞] vanishing only at 0 such that
(∀n ∈ N) 〈ypn − x | vpn〉 > φ(‖ypn − x‖). (5.109)
Since vpn → 0, we get φ(‖ypn − x‖) → 0 and, in turn, ‖ypn − x‖ → 0. It follows that
‖xpn −x‖ → 0 and hence that lim dC(xn) = 0. In view of Theorem 5.22(iii), we conclude
that xn → x.
Remark 5.27 Corollary 5.26(i) reduces to the classical result of [34, Theorem 1] when
(∀n ∈ N) Wn = Id , ηn = 0, and λn = 1. In this context, Corollary 5.26(ii) appears in
[28, Section 6]. In a finite-dimensional setting, an alternative variable metric proximal
point algorithm is proposed in [29], which also uses the above conditions on (Wn)n∈N
but alternative error terms and relaxation parameters.
5.7 Application to inverse problems
In this section, we consider an application to a structured variational inverse prob-
lem. Henceforth, Γ0(H) denotes the class of proper lower semicontinuous convex func-
tions from H to ]−∞,+∞].
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Problem 5.28 Let f ∈ Γ0(H) and let I be a nonempty finite index set. For every i ∈ I, let
(Gi, ‖ · ‖i) be a real Hilbert space, let Li : H → Gi be a nonzero bounded linear operator,
let ri ∈ Gi, and let µi ∈ ]0,+∞[. The problem is to
minimize
x∈H
f(x) +
1
2
∑
i∈I
µi‖Lix− ri‖2i . (5.110)
This formulation covers many inverse problems (see [17, Section 5] and the ref-
erences therein) and it can be interpreted as follows : an ideal object x˜ ∈ H is to be
recovered from noisy linear measurements ri = Lix˜ + wi ∈ Gi, where wi represents
noise (i ∈ I), and the function f penalizes the violation of prior information on x˜. Thus,
(5.110) attempts to strike a balance between the observation model, represented by the
data fitting term x 7→ (1/2)∑i∈I µi‖Lix − ri‖2i , and a priori knowledge, represented by
f . To solve this problem within our framework, we require the following facts.
Let α ∈ ]0,+∞[, let W ∈ Pα(H), and let ϕ ∈ Γ0(H). The proximity operator of ϕ
relative to the metric induced by W is
proxWϕ : H → H : x 7→ argmin
y∈H
(
ϕ(y) +
1
2
‖x− y‖2W
)
. (5.111)
Now, let ∂ϕ be the subdifferential of ϕ [5, Chapter 16]. Then, in connection with (5.103),
∂ϕ is maximally monotone and we have [16, Section 3.3]
(∀γ ∈ ]0,+∞[) proxWγϕ = JWγ∂ϕ = (W + γ∂ϕ)−1 ◦W. (5.112)
We write proxIdγϕ = proxγϕ.
Lemma 5.29 Let A : H → 2H be maximally monotone, let U be a nonzero operator in
P0(H), let γ ∈ ]0, 1/‖U‖[, let u ∈ H, set W = Id −γU , and set B = A+ U + {u}. Then
(∀x ∈ H) JWγBx = JγA
(
Wx− γu). (5.113)
Proof. Since U ∈ P0(H), U is maximally monotone [5, Example 20.29]. In turn, it follows
from [5, Corollary 24.4(i)] thatB is maximally monotone. Moreover,W ∈ Pα(H), where
α = 1− γ‖U‖. Now, let x and p be in H. Then it follows from (5.103) that
p = JWγBx⇔Wx ∈ Wp+ γBp⇔ Wx−γu ∈ p+ γAp⇔ p = JγA
(
Wx−γu), (5.114)
which completes the proof.
Proposition 5.30 Let ε ∈ ]0, 1/(1 +∑i∈I µi‖Li‖2)[, let (an)n∈N be a sequence in H such
that
∑
n∈N ‖an‖ < +∞, let (ηn)n∈N be a sequence in ℓ1+(N), and let (γn)n∈N be a sequence
in R such that
(∀n ∈ N) ε 6 γn 6 1− ε∑
i∈I
µi‖Li‖2
and (1 + ηn)γn − γn+1 6 ηn∑
i∈I
µi‖Li‖2
. (5.115)
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Furthermore, let C be the set of solutions to Problem 5.28, let x0 ∈ H, let (λn)n∈N be a
sequence in [ε, 2− ε], and set
(∀n ∈ N) xn+1 = xn+λn
(
proxγnf
(
xn+γn
∑
i∈I
µiL
∗
i
(
ri−Lixn
))
+an−xn
)
. (5.116)
Then the following hold for some x ∈ C.
(i) Suppose that
lim
‖x‖→+∞
f(x) +
1
2
∑
i∈I
µi‖Lix− ri‖2i = +∞. (5.117)
Then xn ⇀ x.
(ii) Suppose that there exists j ∈ I such that Lj is bounded below, say,
(∃ β ∈ ]0,+∞[)(∀x ∈ H) ‖Ljx‖j > β‖x‖. (5.118)
Then C = {x} and xn → x.
Proof. Set U =
∑
i∈I µiL
∗
iLi and u = −
∑
i∈I µiL
∗
i ri. Then
‖U‖ 6
∑
i∈I
µi‖Li‖2, (5.119)
and the assumptions imply that 0 6= U ∈ P0(H) and that (∀n ∈ N) ε 6 γn 6 (1− ε)/‖U‖.
Now set
g : H → ]−∞,+∞] : x 7→ f(x) + 1
2
〈Ux | x〉+ 〈x | u〉 (5.120)
and
(∀n ∈ N) Wn = Id −γnU. (5.121)
Then (5.110) is equivalent to minimizing g. Furthermore, it follows from (5.115) that
(Wn)n∈N lies in Pε(H) and that supn∈N ‖Wn‖ 6 2− ε. In addition, we have
(∀n ∈ N) ηn >
(
(1 + ηn)γn − γn+1
)‖U‖. (5.122)
Indeed if, for some n ∈ N, (1 + ηn)γn 6 γn+1 then ηn > 0 > ((1 + ηn)γn − γn+1)‖U‖ ; oth-
erwise we deduce from (5.115) and (5.119) that ηn > ((1+ηn)γn−γn+1)
∑
i∈I µi‖Li‖2 >
((1 + ηn)γn − γn+1)‖U‖. Thus, since U ∈ P0(H), we have ‖U‖ = sup‖x‖61 〈Ux | x〉 and
therefore
(5.122) ⇒ (∀n ∈ N)(∀x ∈ H) ηn‖x‖2 >
(
(1 + ηn)γn − γn+1
)〈Ux | x〉
⇒ (∀n ∈ N)(∀x ∈ H) (1 + ηn)(‖x‖2 − γn〈Ux | x〉) > ‖x‖2 − γn+1〈Ux | x〉
⇒ (∀n ∈ N) (1 + ηn)Wn <Wn+1. (5.123)
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Now set A = ∂f and B = A + U + {u}. Then we derive from [5, Corollary 16.38(iii)]
that B = ∂g. Hence, using (5.112), (5.121), and Lemma 5.29, (5.116) can be rewritten
as
(∀n ∈ N) xn+1 = xn + λn
(
proxγnf
(
xn − γn(Uxn + u)
)
+ an − xn
)
= xn + λn
(
JγnA
(
Wnxn − γnu
)
+ an − xn
)
= xn + λn
(
JWnγnBxn + an − xn
)
. (5.124)
On the other hand, it follows from Fermat’s rule [5, Theorem 16.2] that{
z ∈ H ∣∣ 0 ∈ Bz} = Argmin g = C. (5.125)
(i) : Since f ∈ Γ0(H) and U ∈ P0(H), it follows from [5, Proposition 11.14(i)]
that Problem 5.28 admits at least one solution. Altogether, the result follows from Corol-
lary 5.26(i).
(ii) : It follows from (5.118) that L∗jLj ∈ Pβ2(H). Therefore, U ∈ Pµjβ2(H) and,
since f ∈ Γ0(H), we derive from (5.120) that g ∈ Γ0(H) is strongly convex. Hence,
[5, Corollary 11.16] asserts that (5.110) possesses a unique solution, while [5, Exam-
ple 22.3(iv)] asserts that B is strongly – hence uniformly – monotone. Altogether, the
claim follows from Corollary 5.26(iii).
Remark 5.31 In Problem 5.28 suppose that I = {1}, µ1 = 1, L1 = L, and r1 = r,
and that lim‖x‖→+∞ f(x) + ‖Lx − r‖21/2 = +∞. Then (5.116) reduces to the proximal
Landweber method
(∀n ∈ N) xn+1 = xn + λn
(
proxγnf
(
xn + γnL
∗(r − Lxn)
)
+ an − xn
)
, (5.126)
and we derive from Proposition 5.30(i) that (xn)n∈N converges weakly to a minimizer of
x 7→ f(x) + ‖Lx− r‖21/2 if
(∀n ∈ N)

ε 6 γn 6 (1− ε)/‖L‖2
(1 + ηn)γn 6 γn+1 + ηn/‖L‖2
ε 6 λn 6 2− ε.
(5.127)
This result complements [17, Theorem 5.5(i)], which establishes weak convergence un-
der alternative conditions on the parameters (γn)n∈N and (λn)n∈N, namely
(∀n ∈ N)
{
ε 6 γn 6 (2− ε)/‖L‖2
ε 6 λn 6 1.
(5.128)
In particular, suppose that H is separable, let (ek)k∈N be an orthonormal basis of H, and
set f : x 7→ ∑k∈N φk(〈x | ek〉), where (∀k ∈ N) Γ0(R) ∋ φk > φk(0) = 0. Moreover, for
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every n ∈ N, let (αn,k)k∈N be a sequence in ℓ2(N) and suppose that
∑
n∈N
√∑
k∈N |αn,k|2 <
+∞. Now set (∀n ∈ N) an =
∑
k∈N αn,kek. Then, arguing as in [17, Section 5.4], (5.126)
becomes
(∀n ∈ N) xn+1 = xn + λn
(∑
k∈N
(
αn,k + proxγnφk〈xn + γnL∗(r − Lxn) | ek〉
)
ek − xn
)
,
(5.129)
and we obtain convergence under the new condition (5.127) (see also [15] for potential
signal and image processing applications of this result).
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Chapitre 6
Méthode explicite-implicite à métrique
variable
Nous proposons une méthode explicite-implicite à métrique variable pour résoudre des
inclusions monotones et montrons sa convergence dans des espaces hilbertiens réels.
Nous l’appliquons aux problèmes d’inclusions fortement monotones en dualité et aux
inclusions monotones impliquant des opérateurs cocoercifs.
6.1 Description et résultats principaux
Le résultat principal de ce chapitre est le suivant.
Théorème 6.1 Soit A : H → 2H un opérateur maximalement monotone, soit α ∈ ]0,+∞[,
soit β ∈ ]0,+∞[, soit B : H → H un opérateur β-cocoercif, soit (ηn)n∈N ∈ ℓ1+(N), et soit
(Un)n∈N une suite dans Pα(H) telle que
µ = sup
n∈N
‖Un‖ < +∞ et (∀n ∈ N) (1 + ηn)Un+1 < Un. (6.1)
Soit ε ∈ ]0,min{1, 2β/(µ+ 1)}], soit (λn)n∈N une suite dans [ε, 1], soit (γn)n∈N une suite
dans [ε, (2β − ε)/µ], soit x0 ∈ H, et soient (an)n∈N et (bn)n∈N deux suites absolument
sommables dans H. Supposons que
Z = zer(A+B) 6= ∅, (6.2)
et posons
(∀n ∈ N)
⌊
yn = xn − γnUn(Bxn + bn)
xn+1 = xn + λn
(
JγnUnA (yn) + an − xn
)
.
(6.3)
Alors, on a les résultats suivants pour un point x ∈ Z.
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(i) xn ⇀ x.
(ii)
∑
n∈N ‖Bxn − Bx‖2 < +∞.
(iii) Supposons que l’une des conditions suivantes soit satisfaite.
(a) lim dZ(xn) = 0.
(b) En tout point dans Z, A ou B est demirégulier (voir Definition 6.22).
(c) intZ 6= ∅ et il existe (νn)n∈N ∈ ℓ1+(N) telle que (∀n ∈ N) (1 + νn)Un < Un+1.
Alors xn → x.
Remarque 6.2
(i) Supposons que (∀n ∈ N) Un = Id . Alors l’algorithme (6.3) se réduit à la méth-
ode explicite-implicite (1.4) étudiée dans [1, 12] où on trouve des cas particuliers
tels que [27, 29, 40]. Le Théorème 6.1 étend les résultats de convergence de ces
articles.
(ii) Comme on a vu dans [18, Remark 5.12], la convergence de la méthode explicite-
implicite vers une solution peut être seulement faible et pas forte, d’où la nécessité
d’ajouter des conditions dans le Théorème 6.1(iii).
(iii) Dans des espaces euclidiens, la condition (6.1) a été utilisée dans [32] avec l’al-
gorithme proximal à métrique variable et ensuite dans [28] dans un cadre plus
général.
Nous présentons ci-dessous des applications aux inclusions monotones. Nous con-
sidérons tout d’abord des inclusions fortement monotones qui comportent des sommes
parallèles.
Problème 6.3 Soit z ∈ H, soit ρ ∈ ]0,+∞[, soitA : H → 2H un opérateur maximalement
monotone, et soit m un entier strictement positif. Pour tout i ∈ {1, . . . , m}, soit ri ∈ Gi,
soit Bi : Gi → 2Gi un opérateur maximalement monotone, soit νi ∈ ]0,+∞[, soitDi : Gi →
2Gi un opérateur maximalement monotone et νi-fortement monotone, et supposons que
0 6= Li ∈ B (H,Gi). De plus, supposons que
z ∈ ran
(
A+
m∑
i=1
L∗i
(
(BiDi)(Li · −ri)
)
+ ρ Id
)
. (6.4)
Le problème est de résoudre l’inclusion primale
trouver x ∈ H tel que z ∈ Ax+
m∑
i=1
L∗i
(
(BiDi)(Lix− ri)
)
+ ρx, (6.5)
et l’inclusion duale
trouver v1 ∈ G1, . . . , vm ∈ Gm tels que
(∀i ∈ {1, . . . , m}) ri ∈ Li
(
Jρ−1A
(
ρ−1
(
z −
m∑
j=1
L∗jvj
)))
−B−1i vi −D−1i vi. (6.6)
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Voici quelques propriétés préliminaires.
Proposition 6.4 Dans le Problème 6.3, posons
x = Jρ−1M
(
ρ−1z
)
, où M = A+
m∑
i=1
L∗i ◦ (BiDi) ◦ (Li · −ri). (6.7)
Alors nous avons les résultats suivants.
(i) x est la solution unique de l’inclusion primale (6.5).
(ii) L’inclusion duale (6.6) admet au moins une solution.
(iii) Soit (v1, . . . , vm) une solution de (6.6). Alors x = Jρ−1A
(
ρ−1
(
z −∑mi=1 L∗i vi)).
(iv) La condition (6.4) est vérifiée pour tout z dans H si et seulement si M est maximale-
ment monotone. C’est le cas lorsque l’une des conditions suivantes est vérifiée.
(a) L’enveloppe conique de
E =
{(
Lix− ri − vi
)
16i6m
∣∣∣∣ x ∈ domA et (vi)16i6m ∈ m×
i=1
ran
(
B−1i +D
−1
i
)}
(6.8)
est un sous-espace vectoriel fermé.
(b) A = ∂f avec f ∈ Γ0(H), et pour tout i ∈ {1, . . . , m}, Bi = ∂gi avec gi ∈ Γ0(Gi)
et Di = ∂ℓi où ℓi ∈ Γ0(Gi) est une fonction fortement convexe, et l’une des
conditions suivantes est vérifiée.
1/ (r1, . . . , rm) ∈ sri
{
(Lix− yi)16i6m | x ∈ dom f et
(∀i ∈ {1, . . . , m}) yi ∈ dom gi + dom ℓi
}
.
2/ Pour tout i ∈ {1, . . . , m}, gi ou ℓi est une fonction à valeurs réelles.
3/ H et (Gi)16i6m sont de dimensions finies, et il existe x ∈ ri dom f tel que
(∀i ∈ {1, . . . , m}) Lix− ri ∈ ri dom gi + ri dom ℓi. (6.9)
En appliquant la méthode explicite-implicite à métrique variable (6.3) au problème
dual (6.6), nous obtenons l’algorithme primal-dual suivant.
Corollaire 6.5 Dans le Problème 6.3, posons
β =
1
max
16i6m
1
νi
+
1
ρ
∑
16i6m
‖Li‖2
. (6.10)
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Soit (an)n∈N une suite absolument sommable dans H, soit α ∈ ]0,+∞[, et soit (ηn)n∈N ∈
ℓ1+(N). Pour tout i ∈ {1, . . . , m}, soit vi,0 ∈ Gi, soient (bi,n)n∈N et (di,n)n∈N des suites absol-
ument sommables dans Gi, et soit (Ui,n)n∈N une suite dans Pα(Gi). Supposons que
µ = max
16i6m
sup
n∈N
‖Ui,n‖ < +∞ et (∀i ∈ {1, . . . , m})(∀n ∈ N) (1 + ηn)Ui,n+1 < Ui,n.
(6.11)
Soit ε ∈ ]0,min{1, 2β/(µ+ 1)}], soit (λn)n∈N une suite dans [ε, 1], et soit (γn)n∈N une suite
dans [ε, (2β − ε)/µ]. Posons
(∀n ∈ N)

sn = z −
∑m
i=1 L
∗
i vi,n
xn = Jρ−1A(ρ
−1sn) + an
Pour i = 1, . . . , m wi,n = vi,n + γnUi,n(Lixn − ri −D−1i vi,n − di,n)
vi,n+1 = vi,n + λn
(
JγnUi,nB−1i
(wi,n) + bi,n − vi,n
)
.
(6.12)
Alors, nous avons les résultats suivants pour la solution x du problème (6.5) et pour une
solution (v1, . . . , vm) du problème (6.6).
(i) (∀i ∈ {1, . . . , m}) vi,n ⇀ vi. De plus, x = Jρ−1A
(
ρ−1
(
z −∑mi=1 L∗i vi)).
(ii) xn → x.
On voit que l’algorithme (2.6) et l’algorithme (3.2) sont deux cas particuliers
de (6.12). Des applications de l’algorithme (6.12) aux problèmes variationnels et prob-
lèmes de meilleure approximation sont présentées dans les Exemples 6.33 et 6.34, re-
spectivement.
Corollaire 6.6 Dans le Problème 4.3, mettons (∀i ∈ {1, . . . , m}) ωi = 1, et supposons que
z ∈ ran
(
A+
m∑
i=1
L∗i
(
(BiDi)(Li · −ri)
)
+ C
)
, (6.13)
et posons
β = min{µ, ν1, . . . , νm}. (6.14)
Soit ε ∈ ]0,min{1, β}[, soit α ∈ ]0,+∞[, soit (λn)n∈N une suite dans [ε, 1], soit x0 ∈ H,
soient (an)n∈N et (cn)n∈N des suites absolument sommables dans H, et soit (Un)n∈N une
suite dans Pα(H) telle que (∀n ∈ N) Un+1 < Un. Pour tout i ∈ {1, . . . , m}, soit vi,0 ∈ Gi, et
soient (bi,n)n∈N et (di,n)n∈N des suites absolument sommables dans Gi, et soit (Ui,n)n∈N une
suite dans Pα(Gi) telle que (∀n ∈ N) Ui,n+1 < Ui,n. Pour tout n ∈ N, posons
δn =
(√√√√ m∑
i=1
‖
√
Ui,nLi
√
Un‖2
)−1
− 1, (6.15)
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et supposons que
ζn =
δn
(1 + δn)max{‖Un‖, ‖U1,n‖, . . . , ‖Um,n‖} >
1
2β − ε. (6.16)
Posons
(∀n ∈ N)

pn = JUnA
(
xn − Un
(∑m
i=1 L
∗
i vi,n + Cxn + cn − z
))
+ an
yn = 2pn − xn
xn+1 = xn + λn(pn − xn)
Pour i = 1, . . . , m⌊
qi,n = JUi,nB−1i
(
vi,n + Ui,n
(
Liyn −D−1i vi,n − di,n − ri
))
+ bi,n
vi,n+1 = vi,n + λn(qi,n − vi,n).
(6.17)
Alors, on a les résultats suivants pour un point x ∈ P et pour un point (v1, . . . , vm) ∈ D.
(i) xn ⇀ x.
(ii) (∀i ∈ {1, . . . , m}) vi,n ⇀ vi.
(iii) Supposons que C soit demirégulier en x. Alors xn → x.
(iv) Supposons que, pour quelque j ∈ {1, . . . , m}, D−1j soit demirégulier en vj . Alors
vj,n → vj .
Le petit exemple suivant illustre la convergence de la méthode explicite-implicite à
métrique variable en comparaison avec le cas de la métrique constante.
Exemple 6.7 Considérons le système d’équations dans R2 de trouver (ξ1, ξ2) ∈ R2 tel
que {
ξ1 = 0,
−5ξ1 + ξ2 = 0.
(6.18)
Notons H1 =
{
(ξ1, ξ2)
∣∣ ξ1 = 0} ⊂ R2 et H2 = {(ξ1, ξ2) ∣∣ −5ξ1 + ξ2 = 0} ⊂ R2. Le
problème (6.18) est équivalent au problème de trouver un point dans H1 ∩ H2. Nous
utilisons la méthode de projection alternées à métrique variable (Var-POCS),
x0 = (15, 15) ∈ R2 et (∀n ∈ N) xn+1 = PU
−1
n
H1
PU
−1
n
H2
xn, (6.19)
où
U0 =
[
5 −1
−1 1.5
]
et (∀n ∈ N) Un+1 = U0 +
n∑
k=0
Id /k2. (6.20)
Cette méthode est un cas particulier de la méthode explicite-implicite [18] à métrique
variable avec les paramètres suivants,
(∀n ∈ N) γn = 1, λn = 1, an = 0, bn = 0. (6.21)
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Nous comparons cette méthode avec la méthode de projection alternées à métrique
constante (POCS),
y0 = x0 = (15, 15) ∈ R2 et (∀n ∈ N) yn+1 = PH1PH2yn. (6.22)
Nous obtenons les résultats dans les figures 6.1 et 6.2.
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FIGURE 6.1 – Les suites (xn)n∈N produite par Var-POCS et (yn)n∈N produite par POCS.
On voit que la méthode Var-POCS est plus rapide que la méthode POCS dans cet exem-
ple.
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FIGURE 6.2 – La convergence de Var-POCS et POCS.
6.2 Article en anglais
VARIABLE METRIC FORWARD-BACKWARD SPLITTING WITH
APPLICATIONS TO MONOTONE INCLUSIONS IN DUALITY 1
Abstract :We propose a variable metric forward-backward splitting algorithm and prove
its convergence in real Hilbert spaces. We then use this framework to derive primal-dual
splitting algorithms for solving various classes of monotone inclusions in duality. Some
of these algorithms are new even when specialized to the fixed metric case. Various
applications are discussed.
1. P. L. Combettes, B. C. Vu˜, Variable metric forward-backward splitting with applications to mono-
tone inclusions in duality, Optimization, to appear
http://www.tandfonline.com/doi/full/10.1080/02331934.2012.733883
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6.2.1 Introduction
The forward-backward algorithm has a long history going back to the projected
gradient method (see [1, 12] for historical background). It addresses the problem of
finding a zero of the sum of two operators acting on a real Hilbert space H, namely,
find x ∈ H such that 0 ∈ Ax+Bx, (6.23)
under the assumption that A : H → 2H is maximally monotone and that B : H → H is
β-cocoercive for some β ∈ ]0,+∞[, i.e. [4],
(∀x ∈ H)(∀y ∈ H) 〈x− y | Bx− By〉 > β‖Bx−By‖2. (6.24)
This framework is quite central due to the large class of problems it encompasses in areas
such as partial differential equations, mechanics, evolution inclusions, signal and image
processing, best approximation, convex optimization, learning theory, inverse problems,
statistics, game theory, and variational inequalities [1, 4, 7, 10, 12, 15, 18, 20, 21, 23, 24,
29, 30, 39, 40, 42]. The forward-backward algorithm operates according to the routine
x0 ∈ H and (∀n ∈ N) xn+1 = (Id +γnA)−1(xn−γnBxn), where 0 < γn < 2β.
(6.25)
In classical optimization methods, the benefits of changing the underlying metric over
the course of the iterations to improve convergence profiles has long been recognized
[19, 33]. In proximal methods, variable metrics have been investigated mostly when
B = 0 in (6.23). In such instances (6.25) reduces to the proximal point algorithm
x0 ∈ H and (∀n ∈ N) xn+1 = (Id +γnA)−1xn, where γn > 0. (6.26)
In the case when A is the subdifferential of a real-valued convex function in a fi-
nite dimensional setting, variable metric versions of (6.26) have been proposed in
[5, 11, 27, 35]. These methods draw heavily on the fact that the proximal point al-
gorithm for minimizing a function corresponds to the gradient descent method applied
to its Moreau envelope. In the same spirit, variable metric proximal point algorithms for
a general maximally monotone operator A were considered in [8, 36]. In [8], superlin-
ear convergence rates were shown to be achievable under suitable hypotheses (see also
[9] for further developments). The finite dimensional variable metric proximal point
algorithm proposed in [32] allows for errors in the proximal steps and features a flex-
ible class of exogenous metrics to implement the algorithm. The first variable metric
forward-backward algorithm appears to be that introduced in [10, Section 5]. It focuses
on linear convergence results in the case when A + B is strongly monotone and H is
finite-dimensional. The variable metric splitting algorithm of [28] provides a framework
which can be used to solve (6.23) in instances when H is finite-dimensional and B is
merely Lipschitzian. However, it does not exploit the cocoercivity property (6.24) and it
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is more cumbersome to implement than the forward-backward iteration. Let us add that,
in the important case when B is the gradient of a convex function, the Baillon-Haddad
theorem asserts that the notions of cocoercivity and Lipschitz-continuity coincide [4,
Corollary 18.16].
The goal of this paper is two-fold. First, we propose a general purpose variable met-
ric forward-backward algorithm to solve (6.23)–(6.24) in Hilbert spaces and analyze its
asymptotic behavior, both in terms of weak and strong convergence. Second, we show
that this algorithm can be used to solve a broad class of composite monotone inclu-
sion problems in duality by formulating them as instances of (6.23)–(6.24) in alternate
Hilbert spaces. Even when restricted to the constant metric case, some of these results
are new.
The paper is organized as follows. Section 6.2.2 is devoted to notation and back-
ground. In Section 6.2.3, we provide preliminary results. The variable metric forward-
backward algorithm is introduced and analyzed in Section 6.2.4. In Section 6.2.5, we
present a new variable metric primal-dual splitting algorithm for strongly monotone
composite inclusions. This algorithm is obtained by applying the forward-backward al-
gorithm of Section 6.2.4 to the dual inclusion. In Section 6.2.6, we consider a more
general class of composite inclusions in duality and show that they can be solved by ap-
plying the forward-backward algorithm of Section 6.2.4 to a certain inclusion problem
posed in the primal-dual product space. Applications to minimization problems, varia-
tional inequalities, and best approximation are discussed.
6.2.2 Notation and background
We recall some notation and background from convex analysis and monotone oper-
ator theory (see [4] for a detailed account).
Throughout, H, G, and (Gi)16i6m are real Hilbert spaces. We denote the scalar prod-
uct of a Hilbert space by 〈· | ·〉 and the associated norm by ‖ · ‖. The symbols ⇀ and
→ denote respectively weak and strong convergence, and Id denotes the identity oper-
ator. We denote by B (H,G) the space of bounded linear operators from H to G, we set
B (H) = B (H,H) and S (H) = {L ∈ B (H) ∣∣ L = L∗}, where L∗ denotes the adjoint of
L. The Loewner partial ordering on S (H) is defined by
(∀U ∈ S (H))(∀V ∈ S (H)) U < V ⇔ (∀x ∈ H) 〈Ux | x〉 > 〈V x | x〉. (6.27)
Now let α ∈ [0,+∞[. We set
Pα(H) =
{
U ∈ S (H) ∣∣ U < α Id}, (6.28)
and we denote by
√
U the square root of U ∈ Pα(H). Moreover, for every U ∈ Pα(H),
we define a semi-scalar product and a semi-norm (a scalar product and a norm if α > 0)
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by
(∀x ∈ H)(∀y ∈ H) 〈x | y〉U = 〈Ux | y〉 and ‖x‖U =
√
〈Ux | x〉. (6.29)
Notation 6.8 We denote by G = G1 ⊕ · · · ⊕ Gm the Hilbert direct sum of the Hilbert spaces
(Gi)16i6m, i.e., their product space equipped with the scalar product and the associated norm
respectively defined by
〈〈· | ·〉〉 : (x,y) 7→
m∑
i=1
〈xi | yi〉 and ||| · ||| : x 7→
√√√√ m∑
i=1
‖xi‖2, (6.30)
where x = (xi)16i6m and y = (yi)16i6m denote generic elements in G.
Let A : H → 2H be a set-valued operator. The domain and the graph of A are respec-
tively defined by domA =
{
x ∈ H ∣∣ Ax 6= ∅} and graA = {(x, u) ∈ H ×H ∣∣ u ∈ Ax}.
We denote by zerA =
{
x ∈ H ∣∣ 0 ∈ Ax} the set of zeros of A and by ranA ={
u ∈ H ∣∣ (∃ x ∈ H) u ∈ Ax} the range of A. The inverse of A is A−1 : H 7→ 2H : u 7→{
x ∈ H ∣∣ u ∈ Ax}, and the resolvent of A is
JA = (Id +A)
−1. (6.31)
Moreover, A is monotone if
(∀(x, y) ∈ H ×H)(∀(u, v) ∈ Ax×Ay) 〈x− y | u− v〉 > 0, (6.32)
and maximally monotone if it is monotone and there exists no monotone operator
B : H → 2H such that graA ⊂ graB and A 6= B. The parallel sum of A and B : H → 2H
is
AB = (A−1 +B−1)−1. (6.33)
The conjugate of f : H → ]−∞,+∞] is
f ∗ : H → [−∞,+∞] : u 7→ sup
x∈H
(〈x | u〉 − f(x)), (6.34)
and the infimal convolution of f with g : H → ]−∞,+∞] is
f  g : H → [−∞,+∞] : x 7→ inf
y∈H
(
f(y) + g(x− y)). (6.35)
The class of lower semicontinuous convex functions f : H → ]−∞,+∞] such that
dom f =
{
x ∈ H ∣∣ f(x) < +∞} 6= ∅ is denoted by Γ0(H). If f ∈ Γ0(H), then f ∗ ∈ Γ0(H)
and the subdifferential of f is the maximally monotone operator
∂f : H → 2H : x 7→ {u ∈ H ∣∣ (∀y ∈ H) 〈y − x | u〉+ f(x) 6 f(y)} (6.36)
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with inverse (∂f)−1 = ∂f ∗. Let C be a nonempty subset ofH. The indicator function and
the distance function of C are defined on H as
ιC : x 7→
{
0, if x ∈ C;
+∞, if x /∈ C and dC = ιC ‖ · ‖ : x 7→ infy∈C ‖x− y‖. (6.37)
respectively. The interior of C is intC and the support function of C is σC = ι∗C . Now
suppose that C is convex. The normal cone operator of C is defined as
NC = ∂ιC : H → 2H : x 7→
{{
u ∈ H ∣∣ (∀y ∈ C) 〈y − x | u〉 6 0}, if x ∈ C;
∅, otherwise.
(6.38)
The strong relative interior of C, i.e., the set of points x ∈ C such that the conical hull of
−x + C is a closed vector subspace of H, is denoted by sriC ; if H is finite-dimensional,
sriC coincides with the relative interior of C, denoted by riC. If C is also closed, its
projector is denoted by PC , i.e., PC : H → C : x 7→ argmin y∈C‖x− y‖.
Finally, ℓ1+(N) denotes the set of summable sequences in [0,+∞[.
6.2.3 Preliminary results
6.2.3.1 Technical results
The following properties can be found in [26, Section VI.2.6] (see [17, Lemma 2.1]
for an alternate short proof).
Lemma 6.9 Let α ∈ ]0,+∞[ and µ ∈ ]0,+∞[, and assume that A and B are operators in
S (H) such that µ Id < A < B < α Id . Then the following hold.
(i) α−1 Id < B−1 < A−1 < µ−1 Id .
(ii) (∀x ∈ H) 〈A−1x | x〉 > ‖A‖−1‖x‖2.
(iii) ‖A−1‖ 6 α−1.
The next fact concerns sums of composite cocoercive operators.
Proposition 6.10 Let I be a finite index set. For every i ∈ I, let 0 6= Li ∈ B (H,Gi),
let βi ∈ ]0,+∞[, and let Ti : Gi → Gi be βi-cocoercive. Set T =
∑
i∈I L
∗
iTiLi and β =
1/
(∑
i∈I ‖Li‖2/βi
)
. Then T is β-cocoercive.
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Proof. Set (∀i ∈ I) αi = β‖Li‖2/βi. Then
∑
i∈I αi = 1 and, using the convexity of ‖ · ‖2
and (6.24), we have
(∀x ∈ H)(∀y ∈ H) 〈x− y | Tx− Ty〉 =
∑
i∈I
〈x− y | L∗iTiLix− L∗iTiLiy〉
=
∑
i∈I
〈Lix− Liy | TiLix− TiLiy〉
>
∑
i∈I
βi‖TiLix− TiLiy‖2
>
∑
i∈I
βi
‖Li‖2‖L
∗
iTiLix− L∗iTiLiy‖2
= β
∑
i∈I
αi
∥∥∥ 1
αi
(L∗iTiLix− L∗iTiLiy)
∥∥∥2
> β
∥∥∥∑
i∈I
(L∗iTiLix− L∗iTiLiy)
∥∥∥2
= β‖Tx− Ty‖2, (6.39)
which concludes the proof.
6.2.3.2 Variable metric quasi-Fejér sequences
The following results are from [17].
Proposition 6.11 Let α ∈ ]0,+∞[, let (Wn)n∈N be in Pα(H), let C be a nonempty subset
of H, and let (xn)n∈N be a sequence in H such that(∃ (ηn)n∈N ∈ ℓ1+(N))(∀z ∈ C)(∃ (εn)n∈N ∈ ℓ1+(N))(∀n ∈ N)
‖xn+1 − z‖Wn+1 6 (1 + ηn)‖xn − z‖Wn + εn. (6.40)
Then (xn)n∈N is bounded and, for every z ∈ C, (‖xn − z‖Wn)n∈N converges.
Proposition 6.12 Let α ∈ ]0,+∞[, and let (Wn)n∈N and W be operators in Pα(H) such
that Wn →W pointwise as n→ +∞, as is the case when
sup
n∈N
‖Wn‖ < +∞ and (∃ (ηn)n∈N ∈ ℓ1+(N))(∀n ∈ N) (1 + ηn)Wn <Wn+1. (6.41)
Let C be a nonempty subset of H, and let (xn)n∈N be a sequence in H such that (6.40) is
satisfied. Then (xn)n∈N converges weakly to a point in C if and only if every weak sequential
cluster point of (xn)n∈N is in C.
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Proposition 6.13 Let α ∈ ]0,+∞[, let (Wn)n∈N be a sequence in Pα(H) such that
supn∈N ‖Wn‖ < +∞, let C be a nonempty closed subset of H, and let (xn)n∈N be a sequence
in H such that(∃ (εn)n∈N ∈ ℓ1+(N))(∃ (ηn)n∈N ∈ ℓ1+(N))(∀z ∈ C)(∀n ∈ N)
‖xn+1 − z‖Wn+1 6 (1 + ηn)‖xn − z‖Wn + εn. (6.42)
Then (xn)n∈N converges strongly to a point in C if and only if lim dC(xn) = 0.
Proposition 6.14 Let α ∈ ]0,+∞[, let (νn)n∈N ∈ ℓ1+(N), and let (Wn)n∈N be a sequence in
Pα(H) such that supn∈N ‖Wn‖ < +∞ and (∀n ∈ N) (1 + νn)Wn+1 < Wn. Furthermore, let
C be a subset ofH such that intC 6= ∅, let z ∈ C and ρ ∈ ]0,+∞[ be such that B(z; ρ) ⊂ C,
and let (xn)n∈N be a sequence in H such that(∃ (εn)n∈N ∈ ℓ1+(N))(∃ (ηn)n∈N ∈ ℓ1+(N))(∀x ∈ B(z; ρ))(∀n ∈ N)
‖xn+1 − x‖2Wn+1 6 (1 + ηn)‖xn − x‖2Wn + εn. (6.43)
Then (xn)n∈N converges strongly.
6.2.3.3 Monotone operators
We establish some results on monotone operators in a variable metric environment.
Lemma 6.15 Let A : H → 2H be maximally monotone, let α ∈ ]0,+∞[, let U ∈ Pα(H),
and let G be the real Hilbert space obtained by endowingH with the scalar product (x, y) 7→
〈x | y〉U−1 = 〈x | U−1y〉. Then the following hold.
(i) UA : G → 2G is maximally monotone.
(ii) JUA : G → G is 1-cocoercive, i.e., firmly nonexpansive, hence nonexpansive.
(iii) JUA = (U−1 + A)−1 ◦ U−1.
Proof. (i) : Set B = UA and V = U−1. For every (x, u) ∈ graB and every (y, v) ∈ graB,
V u ∈ V Bx = Ax and V v ∈ V By = Ay, so that
〈x− y | u− v〉V = 〈x− y | V u− V v〉 > 0 (6.44)
by monotonicity of A on H. This shows that B is monotone on G. Now let (y, v) ∈ H2 be
such that
(∀(x, u) ∈ graB) 〈x− y | u− v〉V > 0. (6.45)
Then, for every (x, u) ∈ graA, (x, Uu) ∈ graB and we derive from (6.45) that
〈x− y | u− V v〉 = 〈x− y | Uu− v〉V > 0. (6.46)
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Since A is maximally monotone on H, (6.46) gives (y, V v) ∈ graA, which implies that
(y, v) ∈ graB. Hence, B is maximally monotone on G.
(ii) : This follows from (i) and [4, Corollary 23.8].
(iii) : Let x and p be in G. Then p = JUAx⇔ x ∈ p+ UAp⇔ U−1x ∈ (U−1 + A)p⇔
p = (U−1 + A)−1(U−1x).
Remark 6.16 let α ∈ ]0,+∞[, let U ∈ Pα(H), set f : H → R : x 7→ 〈U−1x | x〉/2, and
let D : (x, y) 7→ f(x)− f(y)− 〈x− y | ∇f(y)〉 be the associated Bregman distance. Then
Lemma 6.15(iii) asserts that JUA = (∇f + A)−1 ◦ ∇f . In other words, JUA is the D-
resolvent of A introduced in [3, Definition 3.7].
Let U ∈ Pα(H) for some α ∈ ]0,+∞[. The proximity operator of f ∈ Γ0(H) relative
to the metric induced by U is [25, Section XV.4]
proxUf : H → H : x 7→ argmin
y∈H
(
f(y) +
1
2
‖x− y‖2U
)
, (6.47)
and the projector onto a nonempty closed convex subset C of H relative to the norm
‖ · ‖U is denoted by PUC . We have
proxUf = JU−1∂f and P
U
C = prox
U
ιC
, (6.48)
and we write proxIdf = proxf .
In the case when U = Id in Lemma 6.15, examples of closed form expressions
for JUA and basic resolvent calculus rules can be found in [4, 15, 18]. A few examples
illustrating the case when U 6= Id are provided below. The first result is an extension of
the well-known resolvent identity JA + JA−1 = Id .
Example 6.17 Let α ∈ ]0,+∞[, let γ ∈ ]0,+∞[, and let U ∈ Pα(H). Then the following
hold.
(i) Let A : H → 2H be maximally monotone. Then
JγUA =
√
UJγ
√
UA
√
U
√
U
−1
= Id −γUJγ−1U−1A−1(γ−1U−1). (6.49)
(ii) Let f ∈ Γ0(H). Then
proxUγf =
√
U
−1
prox
γf◦
√
U
−1
√
U = Id −γU−1proxU−1γ−1f∗(γ−1U).
(iii) Let C be a nonempty closed convex subset of H. Then
proxUγσC =
√
U
−1
prox
γσC◦
√
U
−1
√
U = Id −γU−1PU−1C (γ−1U).
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Proof. (i) : Let x and p be in H. Then
p = JγUAx ⇔ x− p ∈ γUAp
⇔
√
U
−1
x−
√
U
−1
p ∈ γ
√
UA
√
U
√
U
−1
p
⇔
√
U
−1
p = Jγ
√
UA
√
U
(√
U
−1
x
)
⇔ p =
√
UJγ
√
UA
√
U
(√
U
−1
x
)
. (6.50)
Furthermore, by [4, Proposition 23.23(ii)], J√U(γA)√U = Id −
√
U
(
U + (γA)−1
)−1√
U .
Hence, (6.50) yields
JγUA = Id −U
(
U + (γA)−1
)−1
. (6.51)
However
p =
(
U + (γA)−1
)−1
x ⇔ x ∈ Up + (γA)−1p
⇔ γ−1p ∈ A(x− Up)
⇔ x− Up ∈ A−1(γ−1p)
⇔ γ−1U−1x ∈ ( Id +γ−1U−1A−1)(γ−1p)
⇔ γ−1p = Jγ−1U−1A−1(γ−1U−1x). (6.52)
Hence, (U + (γA)−1)−1 = γJγ−1U−1A−1(γ−1U−1) and, using (6.51), we obtain the right-
most identity in (i).
(ii) : Apply (i) to A = ∂f , and use (6.48) and the fact that ∂(f ◦√U −1) = (√U −1)∗◦
(∂f) ◦ √U −1 = √U −1 ◦ (∂f) ◦ √U −1 [4, Corollary 16.42(i)].
(iii) : Apply (ii) to f = σC , and use (6.48).
Example 6.18 Define G as in Notation 6.8, let α ∈ R, and, for every i ∈ {1, . . . , m}, let
Ai : Gi → 2Gi be maximally monotone and let Ui ∈ Pα(Gi). Set A : G → 2G : (xi)16i6m 7→×mi=1Aixi and U : G → G : (xi)16i6m 7→ (Uixi)16i6m. Then UA is maximally monotone
and
(∀(xi)16i6m ∈ G) JUA(xi)16i6m = (JUiAixi)16i6m. (6.53)
Proof. This follows from Lemma 6.15(i) and [4, Proposition 23.16].
Example 6.19 Let α ∈ ]0,+∞[, let ξ ∈ R, let U ∈ Pα(H), let φ ∈ Γ0(R), suppose that
0 6= u ∈ H, and set H = {x ∈ H ∣∣ 〈x | u〉 6 ξ} and g = φ(〈· | u〉). Then g ∈ Γ0(H) and
(∀x ∈ H) proxUg x = x+
prox‖
√
U−1u‖2φ〈x | u〉 − 〈x | u〉
‖
√
U−1u‖2 U
−1u (6.54)
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and
PUHx =
x, if 〈x | u〉 6 ξ;x+ ξ − 〈x | u〉〈u | U−1u〉U−1u, if 〈x | u〉 > ξ. (6.55)
Proof. It follows from Example 6.17(ii) that
(∀x ∈ H) proxUg x =
√
U−1proxg◦
√
U−1
√
Ux. (6.56)
Moreover, g ◦
√
U−1 = φ(〈· |
√
U−1u〉). Hence, using (6.56) and [4, Corollary 23.33], we
obtain
(∀x ∈ H) proxUg x =
√
U−1proxφ(〈·|√U−1u〉)
√
Ux
= x+
prox‖
√
U−1u‖2φ〈x | u〉 − 〈x | u〉
‖
√
U−1u‖2 U
−1u. (6.57)
Finally, upon setting φ = ι]−∞,ξ], we obtain (6.55) from (6.54).
Example 6.20 Let α ∈ ]0,+∞[, let γ ∈ R, let A ∈ P0(H), let u ∈ H, let U ∈ Pα(H), and
set ϕ : H → R : x 7→ 〈Ax | x〉/2 + 〈x | u〉+ γ. Then ϕ ∈ Γ0(H) and
(∀x ∈ H) proxUϕx = (Id +U−1A)−1(x− U−1u). (6.58)
Proof. Let x ∈ H. Then p = proxUϕx ⇔ x − p = U−1∇ϕ(p) ⇔ x − p = U−1(Ap + u) ⇔
x− U−1u = (Id +U−1A)p⇔ p = (Id +U−1A)−1(x− U−1u).
Example 6.21 Let α ∈ ]0,+∞[ and let U ∈ Pα(H). For every i ∈ {1, . . . , m}, let ri ∈ Gi,
let ωi ∈ ]0,+∞[, and let Li ∈ B (H,Gi). Set ϕ : x 7→ (1/2)
∑m
i=1 ωi‖Lix − ri‖2. Then
ϕ ∈ Γ0(H) and
(∀x ∈ H) proxUϕx =
(
Id +U−1
m∑
i=1
ωiL
∗
iLi
)−1(
x+ U−1
m∑
i=1
ωiL
∗
i ri
)
. (6.59)
Proof. We have ϕ : x 7→ 〈Ax | x〉/2 + 〈x | u〉 + γ, where A = ∑mi=1 ωiL∗iLi, u =
−∑mi=1 ωiL∗i ri, and γ =∑mi=1 ωi‖ri‖2/2. Hence, (6.59) follows from (6.58).
6.2.3.4 Demiregularity
Definition 6.22 [1, Definition 2.3] An operator A : H → 2H is demiregular at x ∈ domA
if, for every sequence ((xn, un))n∈N in graA and every u ∈ Ax such that xn ⇀ x and
un → u as n→ +∞, we have xn → x as n→ +∞.
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Lemma 6.23 [1, Proposition 2.4] Let A : H → 2H be monotone and suppose that x ∈
domA. Then A is demiregular at x in each of the following cases.
(i) A is uniformly monotone at x, i.e., there exists an increasing function φ : [0,+∞[ →
[0,+∞] that vanishes only at 0 such that (∀u ∈ Ax)(∀(y, v) ∈ graA) 〈x− y | u− v〉 >
φ(‖x− y‖).
(ii) A is strongly monotone, i.e., there exists α ∈ ]0,+∞[ such that A−α Id is monotone.
(iii) JA is compact, i.e., for every bounded set C ⊂ H, the closure of JA(C) is compact. In
particular, domA is boundedly relatively compact, i.e., the intersection of its closure
with every closed ball is compact.
(iv) A : H → H is single-valued with a single-valued continuous inverse.
(v) A is single-valued on domA and Id −A is demicompact, i.e., for every bounded se-
quence (xn)n∈N in domA such that (Axn)n∈N converges strongly, (xn)n∈N admits a
strong cluster point.
(vi) A = ∂f , where f ∈ Γ0(H) is uniformly convex at x, i.e., there exists an increasing
function φ : [0,+∞[ → [0,+∞] that vanishes only at 0 such that (∀α ∈ ]0, 1[)(∀y ∈
dom f) f
(
αx+ (1− α)y)+ α(1− α)φ(‖x− y‖) 6 αf(x) + (1− α)f(y).
(vii) A = ∂f , where f ∈ Γ0(H) and, for every ξ ∈ R,
{
x ∈ H ∣∣ f(x) 6 ξ} is boundedly
compact.
6.2.4 Algorithm and convergence
Our main result is stated in the following theorem.
Theorem 6.24 Let A : H → 2H be maximally monotone, let α ∈ ]0,+∞[, let β ∈ ]0,+∞[,
let B : H → H be β-cocoercive, let (ηn)n∈N ∈ ℓ1+(N), and let (Un)n∈N be a sequence in Pα(H)
such that
µ = sup
n∈N
‖Un‖ < +∞ and (∀n ∈ N) (1 + ηn)Un+1 < Un. (6.60)
Let ε ∈ ]0,min{1, 2β/(µ+ 1)}[, let (λn)n∈N be a sequence in [ε, 1], let (γn)n∈N be a sequence
in [ε, (2β−ε)/µ], let x0 ∈ H, and let (an)n∈N and (bn)n∈N be absolutely summable sequences
in H. Suppose that
Z = zer(A+B) 6= ∅, (6.61)
and set
(∀n ∈ N)
⌊
yn = xn − γnUn(Bxn + bn)
xn+1 = xn + λn
(
JγnUnA (yn) + an − xn
)
.
(6.62)
Then the following hold for some x ∈ Z.
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(i) xn ⇀ x as n→ +∞.
(ii)
∑
n∈N ‖Bxn − Bx‖2 < +∞.
(iii) Suppose that one of the following holds.
(a) lim dZ(xn) = 0.
(b) At every point in Z, A or B is demiregular (see Lemma 6.23 for special cases).
(c) intZ 6= ∅ and there exists (νn)n∈N ∈ ℓ1+(N) such that (∀n ∈ N) (1 + νn)Un <
Un+1.
Then xn → x as n→ +∞.
Proof. Set
(∀n ∈ N)
{
An = γnUnA
Bn = γnUnB
and

pn = JAnyn
qn = JAn(xn − Bnxn)
sn = xn + λn(qn − xn).
(6.63)
Then (6.62) can be written as
(∀n ∈ N) xn+1 = xn + λn(pn + an − xn). (6.64)
On the other hand, (6.60) and Lemma 6.9(i)&(iii) yield
(∀n ∈ N) ‖U−1n ‖ 6
1
α
, U−1n ∈ P1/µ(H), and (1 + ηn)U−1n < U−1n+1 (6.65)
and, therefore,
(∀n ∈ N)(∀x ∈ H) (1 + ηn)‖x‖2U−1n > ‖x‖
2
U−1n+1
. (6.66)
Hence, we derive from (6.64), (6.63), Lemma 6.15(ii), (6.65) and (6.60) that
(∀n ∈ N) ‖xn+1 − sn‖U−1n 6 λn
(
‖an‖U−1n + ‖pn − qn‖U−1n
)
6 ‖an‖U−1n + ‖yn − xn +Bnxn‖U−1n
6 ‖an‖U−1n + γn‖Unbn‖U−1n
6
√
‖U−1n ‖ ‖an‖+ γn
√
‖Un‖ ‖bn‖
6
1√
α
‖an‖+ 2β − ε√
µ
‖bn‖. (6.67)
Now let z ∈ Z. Since B is β-cocoercive,
(∀n ∈ N) 〈xn − z | Bxn − Bz〉 > β‖Bxn − Bz‖2. (6.68)
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On the other hand, it follows from (6.60) that(∀n ∈ N) ‖Bnxn −Bnz‖2U−1n 6 γ2n‖Un‖ ‖Bxn −Bz‖2 6 γ2nµ‖Bxn − Bz‖2. (6.69)
We also note that, since −Bz ∈ Az, (6.63) yields(∀n ∈ N) z = JAn(z − Bnz). (6.70)
Altogether, it follows from (6.63), (6.70), Lemma 6.15(ii), (6.68), and (6.69) that
(∀n ∈ N) ‖qn − z‖2U−1n 6 ‖(xn − z)− (Bnxn − Bnz)‖
2
U−1n
− ‖(xn − qn)− (Bnxn − Bnz)‖2U−1n
= ‖xn − z‖2U−1n − 2〈xn − z | Bnxn −Bnz〉U−1n
+ ‖Bnxn − Bnz‖2U−1n − ‖(xn − qn)− (Bnxn − Bnz)‖
2
U−1n
= ‖xn − z‖2U−1n − 2γn〈xn − z | Bxn − Bz〉
+ ‖Bnxn − Bnz‖2U−1n − ‖(xn − qn)− (Bnxn − Bnz)‖
2
U−1n
6 ‖xn − z‖2U−1n − γn(2β − µγn)‖Bxn −Bz‖
2
− ‖(xn − qn)− (Bnxn − Bnz)‖2U−1n
6 ‖xn − z‖2U−1n − ε
2‖Bxn −Bz‖2
− ‖(xn − qn)− (Bnxn − Bnz)‖2U−1n . (6.71)
In turn, we derive from (6.66) and (6.63) that
(∀n ∈ N) (1 + ηn)−1‖sn − z‖2U−1n+1 6 ‖sn − z‖
2
U−1n
6 (1− λn)‖xn − z‖2U−1n + λn‖qn − z‖
2
U−1n
6 ‖xn − z‖2U−1n − ε
3‖Bxn −Bz‖2
− ε‖(xn − qn)− (Bnxn − Bnz)‖2U−1n , (6.72)
which implies that
(∀n ∈ N) ‖sn − z‖2U−1n+1 6 (1 + ηn)‖xn − z‖
2
U−1n
− ε3‖Bxn − Bz‖2
− ε‖(xn − qn)− (Bnxn − Bnz)‖2U−1n (6.73)
6 δ2‖xn − z‖2U−1n , (6.74)
where
δ = sup
n∈N
√
1 + ηn. (6.75)
Next, we set
(∀n ∈ N) εn = δ
(
1√
α
‖an‖+ 2β − ε√
µ
‖bn‖
)
. (6.76)
149
Then our assumptions yield∑
n∈N
εn < +∞. (6.77)
Moreover, using (6.66), (6.73), and (6.67), we obtain
(∀n ∈ N) ‖xn+1 − z‖U−1n+1 6 ‖xn+1 − sn‖U−1n+1 + ‖sn − z‖U−1n+1
6
√
1 + ηn‖xn+1 − sn‖U−1n +
√
1 + ηn‖xn − z‖U−1n
6 δ‖xn+1 − sn‖U−1n +
√
1 + ηn‖xn − z‖U−1n
6
√
1 + ηn‖xn − z‖U−1n + εn
6 (1 + ηn)‖xn − z‖U−1n + εn. (6.78)
In view of (6.65), (6.77), and (6.78), we can apply Proposition 6.11 to assert that (‖xn−
z‖U−1n )n∈N converges and, therefore, that
ζ = sup
n∈N
‖xn − z‖U−1n < +∞. (6.79)
On the other hand, (6.66), (6.67), and (6.76) yield
(∀n ∈ N) ‖xn+1 − sn‖2U−1n+1 6 (1 + ηn)‖xn+1 − sn‖
2
U−1n
6 ε2n. (6.80)
Hence, using (6.73), (6.74), (6.75), and (6.79), we get
(∀n ∈ N) ‖xn+1 − z‖2U−1n+1 6 ‖sn − z‖
2
U−1n+1
+ 2‖sn − z‖U−1n+1 ‖xn+1 − sn‖U−1n+1
+ ‖xn+1 − sn‖2U−1n+1
6 (1 + ηn)‖xn − z‖2U−1n − ε
3‖Bxn − Bz‖2
− ε‖xn − qn −Bnxn +Bnz‖2U−1n + 2δζεn + ε
2
n
6 ‖xn − z‖2U−1n − ε
3‖Bxn − Bz‖2
− ε‖xn − qn −Bnxn +Bnz‖2U−1n + ζ
2ηn + 2δζεn + ε
2
n.
(6.81)
Consequently, for every N ∈ N,
ε3
N∑
n=0
‖Bxn −Bz‖2 6 ‖x0 − z‖2U−10 − ‖xN+1 − z‖
2
U−1
N+1
+
N∑
n=0
(
ζ2ηn + 2δζεn + ε
2
n
)
6 ζ2 +
N∑
n=0
(
ζ2ηn + 2δζεn + ε
2
n
)
. (6.82)
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Appealing to (6.77) and the summability of (ηn)n∈N, taking the limit as N → +∞, yields∑
n∈N
‖Bxn − Bz‖2 6 1
ε3
(
ζ2 +
∑
n∈N
(
ζ2ηn + 2δζεn + ε
2
n
))
< +∞. (6.83)
We likewise derive from (6.81) that∑
n∈N
∥∥xn − qn − Bnxn +Bnz∥∥2U−1n < +∞. (6.84)
(i) : Let x be a weak sequential cluster point of (xn)n∈N, say xkn ⇀ x as n→ +∞. In
view of (6.78), (6.65), and Proposition 6.12, it is enough to show that x ∈ Z. On the one
hand, (6.83) yields Bxkn → Bz as n→ +∞. On the other hand, since B is cocoercive, it
is maximally monotone [4, Example 20.28] and its graph is therefore sequentially closed
in Hweak × Hstrong [4, Proposition 20.33(ii)]. This implies that Bx = Bz and hence that
Bxkn → Bx as n→ +∞. Thus, in view of (6.83),∑
n∈N
‖Bxn − Bx‖2 < +∞. (6.85)
Now set
(∀n ∈ N) un = 1
γn
U−1n (xn − qn)− Bxn. (6.86)
Then it follows from (6.63) that
(∀n ∈ N) un ∈ Aqn. (6.87)
In addition, (6.63), (6.65), and (6.84) yield
‖un +Bx‖ = 1
γn
‖U−1n (xn − qn −Bnxn +Bnx)‖
6
1
εα
‖xn − qn − Bnxn +Bnx‖
6
√
µ
εα
‖xn − qn −Bnxn +Bnx‖U−1n
→ 0 as n→ +∞. (6.88)
Moreover, it follows from (6.63), (6.60), and (6.85) that
‖xn − qn‖ 6 ‖xn − qn − Bnxn +Bnx‖ + ‖Bnxn − Bnx‖
6 ‖xn − qn − Bnxn +Bnx‖ + γn‖Un‖ ‖Bxn − Bx‖
6 ‖xn − qn − Bnxn +Bnx‖ + (2β − ε)‖Bxn − Bx‖
→ 0 as n→ +∞. (6.89)
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and, therefore, since xkn ⇀ x as n→ +∞, that qkn ⇀ x as n→ +∞. To sum up,{
qkn ⇀ x and ukn → −Bx as n→ +∞,
(∀n ∈ N) (qkn , ukn) ∈ graA.
(6.90)
Hence, using the sequential closedness of graA in Hweak × Hstrong [4, Proposi-
tion 20.33(ii)], we conclude that −Bx ∈ Ax, i.e., x ∈ Z.
(ii) : Since x ∈ Z, the claim follows from (6.83).
(iii) : We now prove strong convergence.
(iii)(a) : Since A and B are maximally monotone and domB = H, A + B is maxi-
mally monotone [4, Corollary 24.4(i)] and Z is therefore closed [4, Proposition 23.39].
Hence, the claim follows from (i), (6.78), and Proposition 6.13.
(iii)(b) : It follows from (i) and (6.89) that qn ⇀ x ∈ Z as n→ +∞ and from (6.88)
that un → −Bx ∈ Ax as n→ +∞. Hence, if A is demiregular at x, (6.87) yields qn → x
as n→ +∞. In view of (6.89), we conclude that xn → x as n→ +∞. Now suppose that
B is demiregular at x. Then since xn ⇀ x ∈ Z as n → +∞ by (i) and Bxn → Bx as
n→ +∞ by (ii), we conclude that xn → x as n→ +∞.
(iii)(c) : Suppose that z ∈ intZ and fix ρ ∈ ]0,+∞[ such that B(z; ρ) ⊂ Z. It
follows from (6.79) that θ = supx∈B(z;ρ) supn∈N ‖xn − x‖U−1n 6 (1/
√
α)(supn∈N ‖xn − z‖+
supx∈B(z;ρ) ‖x− z‖) < +∞ and from (6.81) that
(∀n ∈ N)(∀x ∈ B(z; ρ)) ‖xn+1 − x‖2U−1n+1 6 ‖xn − x‖
2
U−1n
+ θ2ηn + 2δθεn + ε
2
n.
(6.91)
Hence, the claim follows from (i), Lemma 6.9, and Proposition 6.14.
Remark 6.25 Here are some observations on Theorem 6.24.
(i) Suppose that (∀n ∈ N) Un = Id . Then (6.62) relapses to the forward-backward
algorithm studied in [1, 12], which itself captures those of [27, 29, 40]. Theo-
rem 6.24 extends the convergence results of these papers.
(ii) As shown in [18, Remark 5.12], the convergence of the forward-backward iter-
ates to a solution may be only weak and not strong, hence the necessity of the
additional conditions in Theorem 6.24(iii).
(iii) In Euclidean spaces, condition (6.60) was used in [32] in a variable metric proxi-
mal point algorithm and then in [28] in a more general splitting algorithm.
Next, we describe direct applications of Theorem 6.24, which yield new variable
metric splitting schemes. We start with minimization problems, an area in which the
forward-backward algorithm has found numerous applications, e.g., [15, 18, 21, 39, 40].
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Example 6.26 Let f ∈ Γ0(H), let α ∈ ]0,+∞[, let β ∈ ]0,+∞[, let g : H → R
be convex and differentiable with a 1/β-Lipschitzian gradient, let (ηn)n∈N ∈ ℓ1+(N),
and let (Un)n∈N be a sequence in Pα(H) such that (6.60) holds. Furthermore, let
ε ∈ ]0,min{1, 2β/(µ+ 1)}[ where µ is given by (6.60), let (λn)n∈N be a sequence in
[ε, 1], let (γn)n∈N be a sequence in [ε, (2β − ε)/µ], let x0 ∈ H, and let (an)n∈N and (bn)n∈N
be absolutely summable sequences in H. Suppose that Argmin (f + g) 6= ∅ and set
(∀n ∈ N)
⌊
yn = xn − γnUn(∇g(xn) + bn)
xn+1 = xn + λn
(
proxU
−1
n
γnf
yn + an − xn
)
.
(6.92)
Then the following hold for some x ∈ Argmin (f + g).
(i) xn ⇀ x as n→ +∞.
(ii)
∑
n∈N ‖∇g(xn)−∇g(x)‖2 < +∞.
(iii) Suppose that one of the following holds.
(a) lim dArgmin (f+g)(xn) = 0.
(b) At every point in Argmin (f + g), f or g is uniformly convex (see
Lemma 6.23(vi)).
(c) int Argmin (f + g) 6= ∅ and there exists (νn)n∈N ∈ ℓ1+(N) such that (∀n ∈ N)
(1 + νn)Un < Un+1.
Then xn → x as n→ +∞.
Proof. An application of Theorem 6.24 with A = ∂f and B = ∇g, since the Baillon-
Haddad theorem [4, Corollary 18.16] ensures that ∇g is β-cocoercive and since, by [4,
Corollary 26.3], Argmin (f + g) = zer(A+B).
The next example addresses variational inequalities, another area of application of
forward-backward splitting [4, 23, 39, 40].
Example 6.27 Let f ∈ Γ0(H), let α ∈ ]0,+∞[, let β ∈ ]0,+∞[, let B : H → H be
β-cocoercive, let (ηn)n∈N ∈ ℓ1+(N), and let (Un)n∈N be a sequence in Pα(H) that satis-
fies (6.60). Furthermore, let ε ∈ ]0,min{1, 2β/(µ+ 1)}[ where µ is given by (6.60), let
(λn)n∈N be a sequence in [ε, 1], let (γn)n∈N be a sequence in [ε, (2β − ε)/µ], let x0 ∈ H,
and let (an)n∈N and (bn)n∈N be absolutely summable sequences in H. Suppose that the
variational inequality
find x ∈ H such that (∀y ∈ H) 〈x− y | Bx〉+ f(x) 6 f(y) (6.93)
admits at least one solution and set
(∀n ∈ N)
⌊
yn = xn − γnUn(Bxn + bn)
xn+1 = xn + λn
(
proxU
−1
n
γnf
yn + an − xn
)
.
(6.94)
Then (xn)n∈N converges weakly to a solution x to (6.93).
Proof. Set A = ∂f in Theorem 6.24(i).
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6.2.5 Strongly monotone inclusions in duality
In [13], strongly convex composite minimization problems of the form
minimize
x∈H
f(x) + g(Lx− r) + 1
2
‖x− z‖2, (6.95)
where z ∈ H, r ∈ G, f ∈ Γ0(H), g ∈ Γ0(G), and L ∈ B (H,G), were solved by applying
the forward-backward algorithm to the Fenchel-Rockafellar dual problem
minimize
v∈G
f˜ ∗(z − L∗v) + g∗(v) + 〈v | r〉, (6.96)
where f˜ ∗ = f ∗ (‖ · ‖2/2) denotes the Moreau envelope of f ∗. This framework was
shown to capture and extend various formulations in areas such as sparse signal re-
covery, best approximation theory, and inverse problems. In this section, we use the
results of Section 6.2.4 to generalize this framework in several directions simultane-
ously. First, we consider general monotone inclusions, not just minimization problems.
Second, we incorporate parallel sum components (see (6.33)) in the model. Third, our
algorithm allows for a variable metric. The following problem is formulated using the
duality framework of [16], which itself extends those of [2, 22, 31, 34, 37, 38].
Problem 6.28 Let z ∈ H, let ρ ∈ ]0,+∞[, let A : H → 2H be maximally monotone, and
let m be a strictly positive integer. For every i ∈ {1, . . . , m}, let ri ∈ Gi, let Bi : Gi → 2Gi
be maximally monotone, let νi ∈ ]0,+∞[, let Di : Gi → 2Gi be maximally monotone and
νi-strongly monotone, and suppose that 0 6= Li ∈ B (H,Gi). Furthermore, suppose that
z ∈ ran
(
A+
m∑
i=1
L∗i
(
(BiDi)(Li · −ri)
)
+ ρ Id
)
. (6.97)
The problem is to solve the primal inclusion
find x ∈ H such that z ∈ Ax+
m∑
i=1
L∗i
(
(BiDi)(Lix− ri)
)
+ ρx, (6.98)
together with the dual inclusion
find v1 ∈ G1, . . . , vm ∈ Gm such that
(∀i ∈ {1, . . . , m}) ri ∈ Li
(
Jρ−1A
(
ρ−1
(
z −
m∑
j=1
L∗jvj
)))
−B−1i vi −D−1i vi.
(6.99)
Let us start with some properties of Problem 6.28.
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Proposition 6.29 In Problem 6.28, set
x = Jρ−1M
(
ρ−1z
)
, where M = A+
m∑
i=1
L∗i ◦ (BiDi) ◦ (Li · −ri). (6.100)
Then the following hold.
(i) x is the unique solution to the primal problem (6.98).
(ii) The dual problem (6.99) admits at least one solution.
(iii) Let (v1, . . . , vm) be a solution to (6.99). Then x = Jρ−1A
(
ρ−1
(
z −∑mi=1 L∗i vi)).
(iv) Condition (6.97) is satisfied for every z inH if and only ifM is maximally monotone.
This is true when one of the following holds.
(a) The conical hull of
E =
{(
Lix− ri − vi
)
16i6m
∣∣∣∣ x ∈ domA and (vi)16i6m ∈ m×
i=1
ran
(
B−1i +D
−1
i
)}
(6.101)
is a closed vector subspace.
(b) A = ∂f for some f ∈ Γ0(H), for every i ∈ {1, . . . , m}, Bi = ∂gi for some
gi ∈ Γ0(Gi) and Di = ∂ℓi for some strongly convex function ℓi ∈ Γ0(Gi), and one
of the following holds.
1/ (r1, . . . , rm) ∈ sri
{
(Lix− yi)16i6m | x ∈ dom f and
(∀i ∈ {1, . . . , m}) yi ∈ dom gi + dom ℓi
}
.
2/ For every i ∈ {1, . . . , m}, gi or ℓi is real-valued.
3/ H and (Gi)16i6m are finite-dimensional, and there exists x ∈ ri dom f such
that
(∀i ∈ {1, . . . , m}) Lix− ri ∈ ri dom gi + ri dom ℓi. (6.102)
Proof. (i) : It follows from our assumptions and [4, Proposition 20.10] that ρ−1M
is a monotone operator. Hence, Jρ−1M is a single-valued operator with domain
ran(Id +ρ−1M) [4, Proposition 23.9(ii)]. Moreover, (6.97)⇔ ρ−1z ∈ ran(Id +ρ−1M) =
dom Jρ−1M , and, in view of (6.31), the inclusion in (6.98) is equivalent to x =
Jρ−1M(ρ
−1z).
(ii)&(iii) : It follows from (6.31) and (6.33) that
(i) ⇔ (∃ v1 ∈ G1) · · · (∃ vm ∈ Gm)
{
(∀i ∈ {1, . . . , m}) vi ∈ (BiDi)(Lix− ri)
z −∑mi=1 L∗i vi ∈ Ax+ ρx
⇔ (∃ v1 ∈ G1) · · · (∃ vm ∈ Gm)
{
(∀i ∈ {1, . . . , m}) ri ∈ Lix− B−1i vi −D−1i vi
x = Jρ−1A
(
ρ−1
(
z −∑mj=1L∗jvj))
⇔
{
(v1, . . . , vm) solves (6.99)
x = Jρ−1A
(
ρ−1
(
z −∑mj=1 L∗jvj)). (6.103)
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(iv) : It follows from Minty’s theorem [4, Theorem 21.1], thatM + ρ Id is surjective
if and only if M is maximally monotone.
(iv)(a) : Using Notation 6.8, let us set
L : H → G : x 7→ (Lix)16i6m and B : G → 2G : y 7→ ((BiDi)(yi−ri))16i6m. (6.104)
Then it follows from (6.100) that M = A + L∗ ◦ B ◦ L and from (6.101) that
E = L(domA) − domB. Hence, since cone(E) = span (E), in view of [6, Sec-
tion 24], to conclude that M is maximally monotone, it is enough to show that B
is. For every i ∈ {1, . . . , m}, since Di is maximally monotone and strongly monotone,
domD−1i = ranDi = Gi [4, Proposition 22.8(ii)] and it follows from [4, Proposi-
tion 20.22 and Corollary 24.4(i)] that BiDi is maximally monotone. This shows that
B is maximally monotone.
(iv)(b) : This follows from [16, Proposition 4.3].
Remark 6.30 In connection with Proposition 6.29(iv), let us note that even in the
simple setting of normal cone operators in finite dimension, some constraint qualifi-
cation is required to ensure the existence of a primal solution for every z ∈ H. To
see this, suppose that, in Problem 6.28, H is the Euclidean plane, m = 1, ρ = 1,
G1 = H, L1 = Id , z = (ζ1, ζ2), r1 = 0, D1 = {0}−1, A = NC , and B1 = NK ,
where C =
{
(ξ1, ξ2) ∈ R2
∣∣ (ξ1 − 1)2 + ξ22 6 1} and K = {(ξ1, ξ2) ∈ R2 ∣∣ ξ1 6 0}. Then
dom (A + B1 + Id ) = domA ∩ domB1 = C ∩ K = {0} and the primal inclusion
z ∈ Ax+B1x+x reduces to (ζ1, ζ2) ∈ NC0+NK0 = ]−∞, 0]×{0}+[0,+∞[×{0} = R×{0},
which has no solution if ζ2 6= 0. Here cone(domA − domB1) = cone(C − K) = −K is
not a vector subspace.
In the following result we derive from Theorem 6.24 a parallel primal-dual algo-
rithm for solving Problem 6.28.
Corollary 6.31 In Problem 6.28, set
β =
1
max
16i6m
1
νi
+
1
ρ
∑
16i6m
‖Li‖2
. (6.105)
Let (an)n∈N be an absolutely summable sequence in H, let α ∈ ]0,+∞[, and let (ηn)n∈N ∈
ℓ1+(N). For every i ∈ {1, . . . , m}, let vi,0 ∈ Gi, let (bi,n)n∈N and (di,n)n∈N be absolutely
summable sequences in Gi, and let (Ui,n)n∈N be a sequence in Pα(Gi). Suppose that
µ = max
16i6m
sup
n∈N
‖Ui,n‖ < +∞ and (∀i ∈ {1, . . . , m})(∀n ∈ N) (1+ ηn)Ui,n+1 < Ui,n.
(6.106)
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Let ε ∈ ]0,min{1, 2β/(µ+ 1)}[, let (λn)n∈N be a sequence in [ε, 1], and let (γn)n∈N be a
sequence in [ε, (2β − ε)/µ]. Set
(∀n ∈ N)

sn = z −
∑m
i=1 L
∗
i vi,n
xn = Jρ−1A(ρ
−1sn) + an
For i = 1, . . . , m wi,n = vi,n + γnUi,n(Lixn − ri −D−1i vi,n − di,n)
vi,n+1 = vi,n + λn
(
JγnUi,nB−1i
(wi,n) + bi,n − vi,n
)
.
(6.107)
Then the following hold for the solution x to (6.98) and for some solution (v1, . . . , vm) to
(6.99).
(i) (∀i ∈ {1, . . . , m}) vi,n ⇀ vi as n→ +∞. In addition, x = Jρ−1A
(
ρ−1
(
z−∑mi=1 L∗i vi)).
(ii) xn → x as n→ +∞.
Proof. For every i ∈ {1, . . . , m}, since Di is maximally monotone and νi-strongly mono-
tone, D−1i is νi-cocoercive with domD
−1
i = ranDi = Gi [4, Proposition 22.8(ii)]. Let us
define G as in Notation 6.8, and let us introduce the operators
T : H → H : x 7→ Jρ−1A
(
ρ−1(z − x))
A : G → 2G : v 7→ (B−1i vi)16i6m
D : G → G : v 7→ (ri +D−1i vi)16i6m
L : H → G : x 7→ (Lix)16i6m
(6.108)
and
(∀n ∈ N) Un : G → G : v 7→
(
Ui,nvi
)
16i6m
. (6.109)
(i) : In view of (6.30) and (6.108),
A is maximally monotone, (6.110)
D is (min16i6m νi)-cocoercive, Lemma 6.15(ii) implies that
−T is ρ-cocoercive, (6.111)
while ‖L‖2 6∑mi=1 ‖Li‖2. Hence, we derive from (6.105) and Proposition 6.10 that
B = D − LTL∗ is β-cocoercive. (6.112)
Moreover, it follows from (6.106), (6.109), and (6.30) that
sup
n∈N
‖Un‖ = µ and (∀n ∈ N) (1 + ηn)Un+1 < Un ∈ Pα(G). (6.113)
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Now set
(∀n ∈ N)

an =
(
bi,n
)
16i6m
bn =
(
di,n − Lian
)
16i6m
vn =
(
vi,n
)
16i6m
wn =
(
wi,n
)
16i6m
.
(6.114)
Then
∑
n∈N |||an||| < +∞,
∑
n∈N |||bn||| < +∞, and (6.107) can be rewritten as
(∀n ∈ N)
⌊
wn = vn − γnUn(Bvn + bn)
vn+1 = vn + λn
(
JγnUnA (wn) + an − vn
)
.
(6.115)
Furthermore, the dual problem (6.99) is equivalent to
find v ∈ G such that 0 ∈ Av +Bv (6.116)
which, in view of (6.110), (6.112), and Proposition 6.29(ii), can be solved using (6.115).
Altogether, the claims follow from Theorem 6.24(i) and Proposition 6.29(iii).
(ii) : Set (∀n ∈ N) zn = xn − an. It follows from (i), (6.107) and (6.108) that
x = T (L∗v) and (∀n ∈ N) zn = T (L∗vn). (6.117)
In turn, we deduce from (6.111), (i), (6.112), and the monotonicity of D that
ρ‖zn − x‖2 = ρ‖T (L∗vn)− T (L∗v)‖2
6 〈L∗(vn − v) | T (L∗v)− T (L∗vn)〉
6 〈〈vn − v | LT (L∗v)− LT (L∗vn)〉〉
6 〈〈vn − v |Dvn −Dv〉〉 − 〈〈vn − v | LT (L∗vn)− LT (L∗v)〉〉
= 〈〈vn − v | Bvn −Bv〉〉
6 δ|||Bvn −Bv|||, (6.118)
where δ = supn∈N |||vn − v||| < +∞ by (i). Therefore, it follows from (6.115) and
Theorem 6.24(ii) that ‖zn−x‖ → 0. Since an → 0 as n→ +∞, we conclude that xn → x
as n→ +∞.
Remark 6.32 Here are some observations on Corollary 6.31.
(i) At iteration n, the vectors an, bi,n, and di,n model errors in the implementation of
the nonlinear operators. Note also that, thanks to Example 6.17(i), the computa-
tion of vi,n+1 in (6.107) can be implemented using Jγ−1n U−1i,nBi rather than JγnUi,nB−1i .
(ii) Corollary 6.31 provides a general algorithm for solving strongly monotone com-
posite inclusions which is new even in the fixed standard metric case, i.e., (∀i ∈
{1, . . . , m})(∀n ∈ N) Ui,n = Id .
158
The following example describes an application of Corollary 6.31 to strongly con-
vex minimization problems which extends the primal-dual formulation (6.95)–(6.96) of
[13] and solves it with a variable metric scheme. It also extends the framework of [14],
where f = 0 and (∀i ∈ {1, . . . , m}) ℓi = ι{0} and (∀n ∈ N) Ui,n = Id .
Example 6.33 Let z ∈ H, let f ∈ Γ0(H), let α ∈ ]0,+∞[, let (ηn)n∈N ∈ ℓ1+(N), let (an)n∈N
be an absolutely summable sequence in H, and let m be a strictly positive integer. For
every i ∈ {1, . . . , m}, let ri ∈ Gi, let gi ∈ Γ0(Gi), let νi ∈ ]0,+∞[, let ℓi ∈ Γ0(Gi) be
νi-strongly convex, let vi,0 ∈ Gi, let (bi,n)n∈N and (di,n)n∈N be absolutely summable se-
quences in Gi, let (Ui,n)n∈N be a sequence in Pα(Gi), and suppose that 0 6= Li ∈ B (H,Gi).
Furthermore, suppose that (see Proposition 6.29(iv)(b) for special cases)
z ∈ ran
(
∂f +
m∑
i=1
L∗i (∂gi∂ℓi)(Li · −ri) + Id
)
. (6.119)
The primal problem is
minimize
x∈H
f(x) +
m∑
i=1
(gi ℓi)(Lix− ri) + 1
2
‖x− z‖2, (6.120)
and the dual problem is
minimize
v1∈G1,...,vm∈Gm
f˜ ∗
(
z −
m∑
i=1
L∗i vi
)
+
m∑
i=1
(
g∗i (vi) + ℓ
∗
i (vi) + 〈vi | ri〉
)
. (6.121)
Suppose that (6.106) holds, let ε ∈ ]0,min{1, 2β/(µ+ 1)}[, let (λn)n∈N be a sequence in
[ε, 1], and let (γn)n∈N be a sequence in [ε, (2β − ε)/µ], where β is defined in (6.105) and
µ in (6.106). Set
(∀n ∈ N)

sn = z −
∑m
i=1 L
∗
i vi,n
xn = proxfsn + an
For i = 1, . . . , m wi,n = vi,n + γnUi,n(Lixn − ri −∇ℓ∗i (vi,n)− di,n)
vi,n+1 = vi,n + λn
(
prox
U−1i,n
γng∗i
wi,n + bi,n − vi,n
)
.
(6.122)
Then (6.120) admits a unique solution x and the following hold for some solution
(v1, . . . , vm) to (6.121).
(i) (∀i ∈ {1, . . . , m}) vi,n ⇀ vi as n→ +∞. In addition, x = proxf(z −
∑m
i=1 L
∗
i vi).
(ii) xn → x as n→ +∞.
Proof. Set
ρ = 1, A = ∂f, and (∀i ∈ {1, . . . , m}) Bi = ∂gi and Di = ∂ℓi. (6.123)
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It follows from [4, Theorem 20.40] that the operators A, (Bi)16i6m, and (Di)16i6m are
maximally monotone. We also observe that (6.119) implies that (6.97) is satisfied. More-
over, for every i ∈ {1, . . . , m}, Di is νi-strongly monotone [4, Example 22.3(iv)], ℓ∗i
is Fréchet differentiable on Gi [4, Corollary 13.33 and Theorem 18.15], and D−1i =
(∂ℓi)
−1 = ∂ℓ∗i = {∇ℓ∗i } [4, Corollary 16.24 and Proposition 17.26(i)]. Since, for every
i ∈ {1, . . . , m}, dom ℓ∗i = Gi, [4, Proposition 24.27] yields
(∀i ∈ {1, . . . , m}) BiDi = ∂gi∂ℓi = ∂(gi ℓi), (6.124)
while [4, Corollaries 16.24 and 16.38(iii)] yield
(∀i ∈ {1, . . . , m}) B−1i +D−1i = ∂g∗i + {∇ℓ∗i } = ∂
(
g∗i + ℓ
∗
i
)
. (6.125)
Moreover, (6.48) implies that (6.122) is a special case of (6.107). Hence, in view of
Corollary 6.31, it remains to show that (6.98) and (6.99) yield (6.120) and (6.121),
respectively. Let us set q = ‖ · ‖2/2. We derive from [4, Example 16.33] that
∂
(
f + q(· − z)) = ∂f + Id −z. (6.126)
On the other hand, it follows from (6.119) and [4, Proposition 16.5(ii)] that
∂
(
f+q(·−z))+ m∑
i=1
L∗i
(
∂(gi ℓi)
)
(Li·−ri) ⊂ ∂
(
f+q(·−z)+
m∑
i=1
(gi ℓi)◦(Li·−ri)
)
(6.127)
and that x 7→ f(x) +∑mi=1 (gi ℓi)(Lix− ri) + ‖x− z‖2/2 is a strongly convex function in
Γ0(H). Therefore [4, Corollary 11.16] asserts that (6.120) possesses a unique solution
x. Next, we deduce from (6.126), (6.123), (6.124), and Fermat’s rule [4, Theorem 16.2]
that, for every x ∈ H,
x solves (6.98) ⇔ z ∈ ∂f(x) +
m∑
i=1
L∗i
(
(∂gi∂ℓi)(Lix− ri)
)
+ x
⇔ 0 ∈ ∂(f + q(· − z))(x) + ( m∑
i=1
L∗i ◦ ∂(gi ℓi) ◦ (Li · −ri)
)
(x)
⇒ 0 ∈ ∂
(
f + q(· − z) +
m∑
i=1
(gi ℓi) ◦ (Li · −ri)
)
(x)
⇔ x solves (6.120). (6.128)
Finally, set L : H → G : x 7→ (Lix)16i6m and h : G → ]−∞,+∞] : v 7→ ∑mi=1(g∗i (vi) +
ℓ∗i (vi) + 〈vi | ri〉). We recall that f˜ ∗ = f ∗ q is Fréchet differentiable on H with
∇f˜ ∗ = proxf [4, Remark 14.4]. Hence, it follows from (6.123), (6.125), [4, Proposi-
tion 16.8 and Theorem 16.37(i)], and Fermat’s rule [4, Theorem 16.2] that, for every
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v = (vi)16i6m ∈ G,
v solves (6.99)⇔ (∀i ∈ {1, . . . , m}) ri ∈ Li
(
JA
(
z −
m∑
j=1
L∗jvj
))
−B−1i vi −D−1i vi
⇔ (∀i ∈ {1, . . . , m}) ri ∈ Li
(
proxf
(
z −
m∑
j=1
L∗jvj
))
− ∂(g∗i + ℓ∗i )(vi)
⇔ (0, . . . , 0) ∈ −L
(
∇f˜ ∗(z −L∗v))+ m×
i=1
∂
(
g∗i + ℓ
∗
i + 〈· | ri〉
)
(vi)
=
(− L∗)∗(∇f˜ ∗(z − L∗v))+ ∂h(v)
= ∂
(
f˜ ∗
(
z − L∗ · )+ h)(v)
⇔ v solves (6.121), (6.129)
which completes the proof.
We conclude this section with an application to a composite best approximation
problem.
Example 6.34 Let z ∈ H, let C be a closed convex subset of H, let α ∈ ]0,+∞[, let
(ηn)n∈N ∈ ℓ1+(N), let (an)n∈N be an absolutely summable sequence in H, and let m be a
strictly positive integer. For every i ∈ {1, . . . , m}, let ri ∈ Gi, let Di be a closed convex
subset of Gi, let vi,0 ∈ Gi, let (bi,n)n∈N be an absolutely summable sequence in Gi, let
(Ui,n)n∈N be a sequence in Pα(Gi), and suppose that 0 6= Li ∈ B (H,Gi). The problem is
minimize
x∈C
L1x∈r1+D1
...
Lmx∈rm+Dm
‖x− z‖. (6.130)
Suppose that (6.106) holds, that (max16i6m supn∈N ‖Ui,n‖)
∑m
i=1 ‖Li‖2 < 2, and that
(r1, . . . , rm) ∈ sri
{
(Lix− yi)16i6m
∣∣ x ∈ C and (∀i ∈ {1, . . . , m}) yi ∈ Di}. (6.131)
Set
(∀n ∈ N)

sn = z −
∑m
i=1 L
∗
i vi,n
xn = PCsn + an
For i = 1, . . . , m wi,n = vi,n + Ui,n(Lixn − ri)
vi,n+1 = wi,n − Ui,n
(
P
Ui,n
Di
(
U−1i,nwi,n
)
+ bi,n
)
.
(6.132)
Then (xn)n∈N converges strongly to the unique solution x to (6.130).
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Proof. Set f = ιC and (∀i ∈ {1, . . . , m}) gi = ιDi , ℓi = ι{0}, and (∀n ∈ N) γn = λn = 1
and di,n = 0. Then (6.131) and Proposition 6.29(iv)((b))i imply that (6.119) is satisfied.
Moreover, in view of Example 6.17(iii), (6.132) is a special case of (6.122). Hence, the
claim follows from Example 6.33(ii).
6.2.6 Inclusions involving cocoercive operators
We revisit a primal-dual problem investigated first in [16], and then in [41] with
the scenario described below.
Problem 6.35 Let z ∈ H, let A : H → 2H be maximally monotone, let µ ∈ ]0,+∞[,
let C : H → H be µ-cocoercive, and let m be a strictly positive integer. For every i ∈
{1, . . . , m}, let ri ∈ Gi, let Bi : Gi → 2Gi be maximally monotone, let νi ∈ ]0,+∞[, let
Di : Gi → 2Gi be maximally monotone and νi-strongly monotone, and suppose that 0 6=
Li ∈ B (H,Gi). The problem is to solve the primal inclusion
find x ∈ H such that z ∈ Ax+
m∑
i=1
L∗i
(
(BiDi)(Lix− ri)
)
+ Cx, (6.133)
together with the dual inclusion
find v1 ∈ G1, . . . , vm ∈ Gm such that
(∃ x ∈ H)
{
z −∑mi=1 L∗i vi ∈ Ax+ Cx
(∀i ∈ {1, . . . , m}) vi ∈ (BiDi)(Lix− ri).
(6.134)
Corollary 6.36 In Problem 6.35, suppose that
z ∈ ran
(
A+
m∑
i=1
L∗i
(
(BiDi)(Li · −ri)
)
+ C
)
, (6.135)
and set
β = min{µ, ν1, . . . , νm}. (6.136)
Let ε ∈ ]0,min{1, β}[, let α ∈ ]0,+∞[, let (λn)n∈N be a sequence in [ε, 1], let x0 ∈ H, let
(an)n∈N and (cn)n∈N be absolutely summable sequences in H, and let (Un)n∈N be a sequence
in Pα(H) such that (∀n ∈ N) Un+1 < Un. For every i ∈ {1, . . . , m}, let vi,0 ∈ Gi, and
let (bi,n)n∈N and (di,n)n∈N be absolutely summable sequences in Gi, and let (Ui,n)n∈N be a
sequence in Pα(Gi) such that (∀n ∈ N) Ui,n+1 < Ui,n. For every n ∈ N, set
δn =
(√√√√ m∑
i=1
‖
√
Ui,nLi
√
Un‖2
)−1
− 1, (6.137)
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and suppose that
ζn =
δn
(1 + δn)max{‖Un‖, ‖U1,n‖, . . . , ‖Um,n‖} >
1
2β − ε. (6.138)
Set
(∀n ∈ N)

pn = JUnA
(
xn − Un
(∑m
i=1 L
∗
i vi,n + Cxn + cn − z
))
+ an
yn = 2pn − xn
xn+1 = xn + λn(pn − xn)
For i = 1, . . . , m⌊
qi,n = JUi,nB−1i
(
vi,n + Ui,n
(
Liyn −D−1i vi,n − di,n − ri
))
+ bi,n
vi,n+1 = vi,n + λn(qi,n − vi,n).
(6.139)
Then the following hold for some solution x to (6.133) and some solution (v1, . . . , vm) to
(6.134).
(i) xn ⇀ x as n→ +∞.
(ii) (∀i ∈ {1, . . . , m}) vi,n ⇀ vi as n→ +∞.
(iii) Suppose that C is demiregular at x. Then xn → x as n→ +∞.
(iv) Suppose that, for some j ∈ {1, . . . , m}, D−1j is demiregular at vj . Then vj,n → vj as
n→ +∞.
Proof. Define G as in Notation 6.8 and set K = H⊕G. We denote the scalar product and
the norm of K by 〈〈〈· | ·〉〉〉 and |||| · ||||, respectively. As shown in [16, 41], the operators
A : K→ 2K : (x, v1, . . . , vm) 7→ (
∑m
i=1 L
∗
i vi − z + Ax)× (r1 − L1x+B−11 v1)× . . .×
(rm − Lmx+B−1m vm)
B : K→ K : (x, v1, . . . , vm) 7→
(
Cx,D−11 v1, . . . , D
−1
m vm
)
S : K→ K : (x, v1, . . . , vm) 7→
(∑m
i=1 L
∗
i vi,−L1x, . . . ,−Lmx
)
(6.140)
are maximally monotone and, moreover, B is β-cocoercive [41, Eq. (3.12)]. Further-
more, as shown in [16, Section 3], under condition (6.135), zer(A+B) 6= ∅ and
(x, v) ∈ zer(A+B) ⇒ x solves (6.133) and v solves (6.134). (6.141)
Next, for every n ∈ N, define
Un : K→ K : (x, v) 7→
(
Unx, U1,nv1, . . . , Um,nvm
)
V n : K→ K : (x, v) 7→
(
U−1n x−
∑m
i=1L
∗
i vi,
(− Lix+ U−1i,n vi)16i6m)
T n : H → G : x 7→
(√
U1,nL1x, . . . ,
√
Um,nLmx
)
.
(6.142)
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It follows from our assumptions and Lemma 6.9(iii) that
(∀n ∈ N) Un+1 < Un ∈ Pα(K) and ||U−1n || 6
1
α
. (6.143)
Moreover, for every n ∈ N, V n ∈ S (K) since Un ∈ S (K). In addition, (6.142) and
(6.143) yield
(∀n ∈ N) ‖V n‖ 6 ‖U−1n ‖+ ‖S‖ 6 ρ, where ρ = 1α +
√√√√ m∑
i=1
‖Li‖2. (6.144)
On the other hand,
(∀n ∈ N)(∀x ∈ H) |||T nx|||2 =
m∑
i=1
∥∥√Ui,nLi√Un√Un −1x∥∥2
6 ‖x‖2
U−1n
m∑
i=1
∥∥√Ui,nLi√Un∥∥2
= βn‖x‖2U−1n , (6.145)
where (∀n ∈ N) βn =
∑m
i=1
∥∥√Ui,nLi√Un∥∥2. Hence, (6.137) yields
(∀n ∈ N) (1 + δn)βn = 1
1 + δn
. (6.146)
For every n ∈ N, set
κn = 2〈〈
√
(1 + δn)βn
−1
T nx |
√
(1 + δn)βn
(√
U1,n
−1
v1, . . . ,
√
Um,n
−1
vm
)〉〉 (6.147)
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Therefore, for every n ∈ N and every x = (x, v1, . . . , vm) ∈ K, using (6.142), (6.145),
(6.146), Lemma 6.9(ii), and (6.138), we obtain
〈〈〈x | V nx〉〉〉 =
〈
x | U−1n x
〉
+
m∑
i=1
〈
vi | U−1i,n vi
〉− 2 m∑
i=1
〈Lix | vi〉
= ‖x‖2
U−1n
+
m∑
i=1
‖vi‖2U−1i,n − 2
m∑
i=1
〈√
Ui,nLix |
√
Ui,n
−1
vi
〉
= ‖x‖2
U−1n
+
m∑
i=1
‖vi‖2U−1i,n − κn
> ‖x‖2
U−1n
+
m∑
i=1
‖vi‖2U −1i,n −
( |||T nx|||2
(1 + δn)βn
+ (1 + δn)βn
m∑
i=1
‖vi‖2U−1i,n
)
> ‖x‖2
U−1n
+
m∑
i=1
‖vi‖2U −1i,n −
( ‖x‖2
U−1n
(1 + δn)
+ (1 + δn)βn
m∑
i=1
‖vi‖2U−1i,n
)
=
δn
1 + δn
(
‖x‖2
U−1n
+
m∑
i=1
‖vi‖2U −1
i,n
)
>
δn
1 + δn
(
‖Un‖−1‖x‖2 +
m∑
i=1
‖Ui,n‖−1‖vi‖2
)
> ζn||||x||||2. (6.148)
In turn, it follows from Lemma 6.9(iii) and (6.138) that
(∀n ∈ N) ‖V −1n ‖ 6
1
ζn
6 2β − ε. (6.149)
Moreover, by Lemma 6.9(i), (∀n ∈ N) (Un+1 < Un ⇒ U−1n < U−1n+1 ⇒ V n < V n+1 ⇒
V −1n+1 < V
−1
n ). Furthermore, we derive from Lemma 6.9(ii) and (6.144) that
(∀x ∈ K) 〈〈〈V −1n x | x〉〉〉 > ‖V n‖−1||||x||||2 >
1
ρ
||||x||||2. (6.150)
Altogether,
sup
n∈N
‖V −1n ‖ 6 2β − ε and (∀n ∈ N) V −1n+1 < V −1n ∈ P1/ρ(K). (6.151)
Now set, for every n ∈ N,
xn = (xn, v1,n, . . . , vm,n)
yn = (pn, q1,n, . . . , qm,n)
an = (an, b1,n, . . . , bm,n)
cn = (cn, d1,n, . . . , dm,n)
dn = (U
−1
n an, U
−1
1,nb1,n, . . . , U
−1
m,nbm,n)
and bn = (S+V n)an+cn−dn. (6.152)
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Then
∑
n∈N ||||an|||| < +∞,
∑
n∈N ||||cn|||| < +∞, and
∑
n∈N ||||dn|||| < +∞. Therefore
(6.144) implies that
∑
n∈N ||||bn|||| < +∞. Furthermore, using the same arguments as in
[41, Eqs. (3.22)–(3.35)], we derive from (6.139) and (6.140) that
(∀n ∈ N) xn+1 = xn + λn
(
JV −1n A
(
xn − V −1n (Bxn + bn)
)
+ an − xn
)
. (6.153)
We observe that (6.153) has the structure of the variable metric forward-backward split-
ting algorithm (6.62), where (∀n ∈ N) γn = 1. Finally, (6.149) and (6.151) imply that
all the conditions in Theorem 6.24 are satisfied.
(i)&(ii) : Theorem 6.24(i) asserts that there exists
x = (x, v1, . . . , vm) ∈ zer(A+B) (6.154)
such that xn ⇀ x as n→ +∞. In view of (6.141), the assertions are proved.
(iii)&(iv) : It follows from Theorem 6.24(ii) that Bxn → Bx as n → +∞. Hence,
(6.140), (6.152), and (6.154) yield
Cxn → Cx and
(∀i ∈ {1, . . . , m}) D−1i vi,n → D−1i vi as n→ +∞. (6.155)
Hence the results follow from (i)&(ii) and Definition 6.22.
Remark 6.37 In the case when C = ρ Id for some ρ ∈ ]0,+∞[, Problem 6.35 reduces
to Problem 6.28. However, the algorithm obtained in Corollary 6.29 is quite different
from that of Corollary 6.36. Indeed, the former was obtained by applying the forward-
backward algorithm (6.62) to the dual inclusion, which was made possible by the strong
monotonicity of the primal problem. By contrast, the latter relies on an application of
(6.62) in a primal-dual product space.
Example 6.38 Let z ∈ H, let f ∈ Γ0(H), let µ ∈ ]0,+∞[, let h : H → R be convex
and differentiable with a µ−1-Lipschitzian gradient, let (an)n∈N and (cn)n∈N be absolutely
summable sequences in H, let α ∈ ]0,+∞[, let m be a strictly positive integer, and let
(Un)n∈N be a sequence in Pα(H) such that (∀n ∈ N) Un+1 < Un. For every i ∈ {1, . . . , m},
let ri ∈ Gi, let gi ∈ Γ0(Gi), let νi ∈ ]0,+∞[, let ℓi ∈ Γ0(Gi) be νi-strongly convex, let
vi,0 ∈ Gi, let (bi,n)n∈N and (di,n)n∈N be absolutely summable sequences in Gi, suppose
that 0 6= Li ∈ B (H,Gi), and let (Ui,n)n∈N be a sequence in Pα(Gi) such that (∀n ∈ N)
Ui,n+1 < Ui,n. Furthermore, suppose that
z ∈ ran
(
∂f +
m∑
i=1
L∗i (∂gi∂ℓi)(Li · −ri) +∇h
)
. (6.156)
The primal problem is
minimize
x∈H
f(x) +
m∑
i=1
(gi ℓi)(Lix− ri) + h(x)− 〈x | z〉, (6.157)
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and the dual problem is
minimize
v1∈G1,...,vm∈Gm
(f ∗h∗)
(
z −
m∑
i=1
L∗i vi
)
+
m∑
i=1
(
g∗i (vi) + ℓ
∗
i (vi) + 〈vi | ri〉
)
. (6.158)
Let β = min{µ, ν1, . . . , νm}, let ε ∈ ]0,min{1, β}[, let (λn)n∈N be a sequence in [ε, 1],
suppose that (6.138) holds, and set
(∀n ∈ N)

pn = prox
U−1n
f
(
xn − Un
(∑m
i=1 L
∗
i vi,n +∇h(xn) + cn − z
))
+ an
yn = 2pn − xn
xn+1 = xn + λn(pn − xn)
For i = 1, . . . , m⌊
qi,n = prox
U−1i,n
g∗i
(
vi,n + Ui,n
(
Liyn −∇ℓ∗i (vi,n)− di,n − ri
))
+ bi,n
vi,n+1 = vi,n + λn(qi,n − vi,n).
(6.159)
Then (xn)n∈N converges weakly to a solution to (6.157), for every i ∈ {1, . . . , m} (vi,n)n∈N
converges weakly to some vi ∈ Gi, and (v1, . . . , vm) is a solution to (6.158).
Proof. Set A = ∂f , C = ∇h, and (∀i ∈ {1, . . . , m}) Bi = ∂gi and Di = ∂ℓi. In this
setting, it follows from the analysis of [16, Section 4] that (6.157)–(6.158) is a special
case of Problem 6.35 and, using (6.48), that (6.159) is a special case of (6.139). Thus,
the claims follow from Corollary 6.36(i)&(ii).
Remark 6.39 Suppose that, in Corollary 6.36 and Example 6.38, there exist τ and
(σi)16i6m in ]0,+∞[ such that (∀n ∈ N) Un = τ Id and (∀i ∈ {1, . . . , m}) Ui,n = σi Id .
Then (6.139) and (6.159) reduce to the fixed metric methods appearing in [41,
Eq. (3.3)] and [41, Eq. (4.5)], respectively (see [41] for further connections with ex-
isting work).
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Chapitre 7
Méthode explicite-implicite-explicite à
métrique variable
Nous proposons une extension avec métrique variable de l’algorithme explicite-implicite-
explicite (1.6) pour trouver un zéro de la somme d’un opérateur maximalement mono-
tone et d’un opérateur monotone et lipschitzien. Ce cadre nous donne un algorithme
d’éclatement à métrique variable pour résoudre des inclusions monotones composites.
7.1 Description et résultats principaux
Le résultat principal de ce chapitre est le suivant. On note ℓ1+(N) l’ensemble des suites
absolument sommables dans [0,+∞[.
Théorème 7.1 Soient α et β des réels strictement positifs, soit (ηn)n∈N une suite dans
ℓ1+(N), et soit (Un)n∈N une suite dans B (K) telle que
µ = sup
n∈N
‖Un‖ < +∞ et (1 + ηn)Un+1 < Un ∈ Pα(K). (7.1)
Soient A : K → 2K un opérateur maximalement monotone, et B : K → K un opérateur
monotone et β-lipschitzien sur K. Supposons que
zer(A+B) 6= ∅. (7.2)
Soient (an)n∈N, (bn)n∈N, et (cn)n∈N des suites absolument sommables dans K, x0 ∈ K,
ε ∈ ]0, 1/(βµ+ 1)[, (γn)n∈N une suite dans [ε, (1− ε)/(βµ)]. Posons
(∀n ∈ N)

yn = xn − γnUn(Bxn + an)
pn = JγnUnAyn + bn
qn = pn − γnUn(Bpn + cn)
xn+1 = xn − yn + qn.
(7.3)
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Alors, on a les résultats suivants pour un point x ∈ zer(A+B).
(i)
∑
n∈N ||||xn − pn||||2 < +∞ et
∑
n∈N ||||yn − qn||||2 < +∞.
(ii) xn ⇀ x et pn ⇀ x.
(iii) Supposons que l’une des conditions suivantes soit satisfaite.
(a) lim dzer(A+B)(xn) = 0.
(b) A+B est demirégulier en x.
(c) A ou B est uniformément monotone en x.
(d) int zer(A+B) 6= ∅ et il existe (νn)n∈N ∈ ℓ1+(N) telle que (∀n ∈ N) (1+νn)Un 
Un+1.
Alors xn → x.
Nous allons nous intéressons à la résolution d’inclusions monotones impliquant des
opérateurs lipschitziens et monotones.
Problème 7.2 Soient H un espace hilbertien réel, z ∈ H, m un entier strictement posi-
tif, A : H → 2H un opérateur maximalement monotone, ν0 ∈ ]0,+∞[, et C : H → H
un opérateur ν0-lipschitzien et monotone. Pour tout i ∈ {1, . . . , m}, soient Gi un es-
pace hilbertien réel, ri ∈ Gi, νi ∈ ]0,+∞[, Bi : Gi → 2Gi un opérateur maximalement
monotone, Di : Gi → 2Gi un opérateur monotone tel que D−1i est νi-lipschitzien, et
0 6= Li ∈ B(H,Gi). Supposons que
z ∈ ran
(
A+
m∑
i=1
L∗i
(
(Bi  Di)(Li · −ri)
)
+ C
)
. (7.4)
Le problème est de résoudre l’inclusion primale
trouver x ∈ H tel que z ∈ Ax+
m∑
i=1
L∗i
(
(Bi  Di)(Lix− ri)
)
+ Cx, (7.5)
et l’inclusion duale
trouver v1 ∈ G1, . . . , vm ∈ Gmtel que
(∃ x ∈ H)
{
z −∑mi=1 L∗i vi ∈ Ax+ Cx,
(∀i ∈ {1, . . . , m}) vi ∈ (Bi  Di)(Lix− ri).
(7.6)
Corollaire 7.3 Soit α ∈ ]0,+∞[, soit (η0,n)n∈N une suite dans ℓ1+(N), soit (Un)n∈N une suite
dans Pα(H), et pour tout i ∈ {1, . . . , m}, soit (ηi,n)n∈N une suite dans ℓ1+(N), soit (Ui,n)n∈N
une suite dans Pα(Gi) telle que µ = supn∈N{‖Un‖, ‖U1,n‖, . . . , ‖Um,n‖} < +∞ et
(∀n ∈ N) (1 + η0,n)Un+1 < Un, et (∀i ∈ {1, . . . , m}) (1 + ηi,n)Ui,n+1 < Ui,n. (7.7)
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Soient (a1,n)n∈N, (b1,n)n∈N, et (c1,n)n∈N des suites absolument sommables dans H, et pour
tout i ∈ {1, . . . , m}, soient (a2,i,n)n∈N, (b2,i,n)n∈N, et (c2,i,n)n∈N des suites absolument
sommables dans Gi. De plus, posons
β = max{ν0, ν1, . . . , νm}+
√√√√ m∑
i=1
‖Li‖2, (7.8)
soit x0 ∈ H, soit (v1,0, . . . , vm,0) ∈ G1⊕ . . .⊕Gm, soit ε ∈ ]0, 1/(1 + βµ)[, et soit (γn)n∈N une
suite dans [ε, (1− ε)/(βµ)]. Posons
(∀n ∈ N)

y1,n = xn − γnUn
(
Cxn +
∑m
i=1 L
∗
i vi,n + a1,n
)
p1,n = JγnUnA(y1,n + γnUnz) + b1,n
pour i = 1, . . . , m
y2,i,n = vi,n + γnUi,n
(
Lixn −D−1i vi,n + a2,i,n
)
p2,i,n = JγnUi,nB−1i
(y2,i,n − γnUi,nri) + b2,i,n
q2,i,n = p2,i,n + γnUi,n
(
Lip1,n −D−1i p2,i,n + c2,i,n
)
vi,n+1 = vi,n − y2,i,n + q2,i,n
q1,n = p1,n − γnUn
(
Cp1,n +
∑m
i=1 L
∗
i p2,i,n + c1,n
)
xn+1 = xn − y1,n + q1,n.
(7.9)
Alors on a les résultats suivants.
(i)
∑
n∈N ‖xn − p1,n‖2 < +∞ et (∀i ∈ {1, . . . , m})
∑
n∈N ‖vi,n − p2,i,n‖2 < +∞.
(ii) Il existe une solution x du problème (7.5) et une solution (v1, . . . , vm) du prob-
lème (7.6) telles que :
(a) xn ⇀ x et p1,n ⇀ x.
(b) (∀i ∈ {1, . . . , m}) vi,n ⇀ vi et p2,i,n ⇀ vi.
(c) Si A ou C est uniformément monotone en x, alors xn → x et p1,n → x.
(d) Si B−1j ou D
−1
j est uniformément monotone en vj, pour j ∈ {1, . . . , m}, alors
vj,n → vj et p2,j,n → vj .
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7.2 Article en anglais
A VARIABLE METRIC EXTENSION OF THE
FORWARD-BACKWARD-FORWARD ALGORITHM FOR MONOTONE
OPERATORS 1
Abstract :
We propose a variable metric extension of the forward–backward-forward algorithm
for finding a zero of the sum of a maximally monotone operator and a Lipschitzian
monotone operator in Hilbert spaces. In turn, this framework provides a variable metric
splitting algorithm for solving monotone inclusions involving sums of composite oper-
ators. Several splitting algorithms recently proposed in the literature are recovered as
special cases.
7.2.1 Introduction
A basic problem in applied monotone operator theory is to find a zero of a maxi-
mally monotone operator A on a real Hilbert space H. This problem can be solved by
the proximal point algorithm proposed in [17] which requires only the resolvent of A,
provided it is easy to implement numerically. In order to get more efficient proximal
algorithms, some authors have proposed the use of variable metric or preconditioning
in such algorithms [3, 5, 6, 10, 13, 15, 16].
This problem was then extended to the problem of finding a zero of the sum of a max-
imally monotone operator A and a cocoercive operator B (i.e., B−1 is strongly mono-
tone). In such instances, the forward-backward splitting algorithm [1, 8, 12, 18] can
be used. Recently, this algorithm has been investigated in the context of variable metric
[11]. In the case when B is only Lipschitzian and not cocoercive, the problem can be
solved by the forward-backward-forward splitting algorithm [4, 19]. New applications
of this basic algorithm to more complex monotone inclusions are presented in [4, 9].
In the present paper, we propose a variable metric version of the forward-backward-
forward splitting algorithm. In Section 7.2.2, we recall notation and background on
convex analysis and monotone operator theory. In Section 7.2.3, we present our variable
metric forward-backward-forward splitting algorithm. In Section 7.2.4, the results of
Section 7.2.3 are used to develop a variable metric primal–dual algorithm for solving
the type of composite inclusions considered in [9].
1. B. C. Vu˜, A variable metric extension of the forward–backward–forward algorithm for monotone
operators, Numerical Functional Analysis and Optimization, à paraître.
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7.2.2 Notation and background
Throughout, H, G, and (Gi)16i6m are real Hilbert spaces. Their scalar products and
associated norms are respectively denoted by 〈· | ·〉 and ‖ · ‖. We denote by B (H,G) the
space of bounded linear operators from H to G. The adjoint of L ∈ B (H,G) is denoted
by L∗. We set B (H) = B (H,H). The symbols ⇀ and→ denote respectively weak and
strong convergence, and Id denotes the identity operator, and B(x; ρ) denotes the closed
ball of center x ∈ H and radius ρ ∈ ]0,+∞[. The interior of C ⊂ H is denoted by intC.
We denote by ℓ1+(N) the set of summable sequences in [0,+∞[.
Let M1 and M2 be self-adjoint operators in B (H), we write M1 < M2 if and only if
(∀x ∈ H) 〈M1x | x〉 > 〈M2x | x〉. Let α ∈ ]0,+∞[. We set
Pα(H) =
{
M ∈ B (H) ∣∣M∗ = M and M < α Id}. (7.10)
Moreover, for every M ∈ Pα(H), we define respectively a scalar product and a norm by
(∀x ∈ H)(∀y ∈ H) 〈x | y〉M = 〈Mx | y〉 and ‖x‖M =
√
〈Mx | x〉. (7.11)
Let A : H → 2H be a set-valued operator. The domain is domA = {x ∈ H ∣∣ Ax 6= ∅},
and the graph of A is graA =
{
(x, u) ∈ H ×H ∣∣ u ∈ Ax}. The set of zeros of A is zerA ={
x ∈ H ∣∣ 0 ∈ Ax}, and the range of A is ranA = {u ∈ H ∣∣ (∃ x ∈ H) u ∈ Ax}. The
inverse of A is A−1 : H 7→ 2H : u 7→ {x ∈ H ∣∣ u ∈ Ax}, and the resolvent of A is
JA = (Id +A)
−1. (7.12)
Moreover, A is monotone if
(∀(x, y) ∈ H ×H)(∀(u, v) ∈ Ax×Ay) 〈x− y | u− v〉 > 0, (7.13)
and maximally monotone if it is monotone and there exists no monotone operator
B : H → 2H such that graA ⊂ graB and A 6= B. We say that A is uniformly monotone at
x ∈ domA if there exists an increasing function φA : [0,+∞[ → [0,+∞] vanishing only
at 0 such that(∀u ∈ Ax)(∀(y, v) ∈ graA) 〈x− y | u− v〉 > φA(‖x− y‖). (7.14)
7.2.3 Variable metric forward-backward-forward splitting algo-
rithm
The forward-backward-forward splitting algorithm was first proposed in [19] to solve
inclusion involving the sum of a maximally monotone operator and a Lipschitzian mono-
tone operator. In [4], it was revisited to include computational errors. Below, we extend
it to a variable metric setting.
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Theorem 7.4 Let K be a real Hilbert space with the scalar product 〈〈〈· | ·〉〉〉 and the
associated norm |||| · ||||. Let α and β be in ]0,+∞[, let (ηn)n∈N be a sequence in ℓ1+(N), and
let (Un)n∈N be a sequence in B (K) such that
µ = sup
n∈N
‖Un‖ < +∞ and (1 + ηn)Un+1 < Un ∈ Pα(K). (7.15)
LetA : K→ 2K be maximally monotone, letB : K→ K be a monotone and β-Lipschitzian
operator on K such that zer(A+B) 6= ∅. Let (an)n∈N, (bn)n∈N, and (cn)n∈N be absolutely
summable sequences in K. Let x0 ∈ K, let ε ∈ ]0, 1/(βµ+ 1)[, let (γn)n∈N be a sequence in
[ε, (1− ε)/(βµ)], and set
(∀n ∈ N)

yn = xn − γnUn(Bxn + an)
pn = JγnUnAyn + bn
qn = pn − γnUn(Bpn + cn)
xn+1 = xn − yn + qn.
(7.16)
Then the following hold for some x ∈ zer(A+B).
(i)
∑
n∈N ||||xn − pn||||2 < +∞ and
∑
n∈N ||||yn − qn||||2 < +∞.
(ii) xn ⇀ x and pn ⇀ x.
(iii) Suppose that one of the following is satisfied :
(a) lim dzer(A+B)(xn) = 0.
(b) A+B is demiregular (see [1, Definition 2.3]) at x.
(c) A or B is uniformly monotone at x.
(d) int zer(A +B) 6= ∅ and there exists (νn)n∈N ∈ ℓ1+(N) such that (∀n ∈ N) (1 +
νn)Un  Un+1.
Then xn → x and pn → x.
Proof. It follows from [11, Lemma 3.7] that the sequences (xn)n∈N, (yn)n∈N, (pn)n∈N and
(qn)n∈N are well defined. Moreover, using [10, Lemma 2.1(i)(ii)] and (7.15), we obtain(∀(zn)n∈N ∈ KN) ∑
n∈N
||||zn|||| < +∞ ⇔
∑
n∈N
||||zn||||U−1n < +∞ (7.17)
and (∀(zn)n∈N ∈ KN) ∑
n∈N
||||zn|||| < +∞ ⇔
∑
n∈N
||||zn||||Un < +∞. (7.18)
Let us set, for every n ∈ N,
y˜n = xn − γnUnBxn
p˜n = JγnUnAy˜n
q˜n = p˜n − γnUnBp˜n
x˜n+1 = xn − y˜n + q˜n,
and

un = γ
−1
n U
−1
n (xn − p˜n) +Bp˜n −Bxn
en = x˜n+1 − xn+1
dn = qn − q˜n + y˜n − yn.
(7.19)
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Then (7.19) yields
(∀n ∈ N) un = γ−1n U−1n ( y˜n − p˜n) +Bp˜n ∈ Ap˜n +Bp˜n, (7.20)
and (7.19), (7.16), Lemma [11, Lemma 3.7(ii)], and the Lipschitzianity ofB onK yield
(∀n ∈ N)

||||yn − y˜n||||U−1n 6 (βµ)−1||||an||||Un
||||pn − p˜n||||U−1n 6 ||||bn||||U−1n + (βµ)−1||||an||||Un
||||qn − q˜n||||U−1n 6 2
(
||||bn||||U−1n + (βµ)−1||||an||||Un
)
+(βµ)−1||||cn||||Un.
(7.21)
Since (an)n∈N, (bn)n∈N, and (cn)n∈N are absolutely summable sequences in K, we derive
from (7.17), (7.18), (7.19), and (7.21) that

∑
n∈N ||||pn − p˜n|||| < +∞ and
∑
n∈N ||||pn − p˜n||||U−1n < +∞∑
n∈N ||||qn − q˜n|||| < +∞ and
∑
n∈N ||||qn − q˜n||||U−1n < +∞∑
n∈N ||||dn|||| < +∞ and
∑
n∈N ||||dn||||U−1n < +∞.
(7.22)
Now, let x ∈ zer(A + B). Then, for every n ∈ N, (x,−γnUnBx) ∈ gra(γnUnA) and
(7.19) yields (p˜n, y˜n− p˜n) ∈ gra(γnUnA). Hence, by monotonicity of UnA with respect
to the scalar product 〈〈〈· | ·〉〉〉U−1n , we have 〈〈〈p˜n − x | p˜n − y˜n − γnUnBx〉〉〉U−1n 6 0.
Moreover, by monotonicity of UnB with respect to the scalar product 〈〈〈· | ·〉〉〉U−1n , we
also have 〈〈〈p˜n − x | γnUnBx− γnUnBp˜n〉〉〉U−1n 6 0. By adding the last two inequali-
ties, we obtain
(∀n ∈ N) 〈〈〈p˜n − x | p˜n − y˜n − γnUnBp˜n〉〉〉U−1n 6 0. (7.23)
In turn, we derive from (7.19) that
(∀n ∈ N) 2γn〈〈〈p˜n − x | UnBxn −UnBp˜n〉〉〉U−1n
= 2〈〈〈p˜n − x | p˜n − y˜n − γnUnBp˜n〉〉〉U−1n
+ 2〈〈〈p˜n − x | γnUnBxn + y˜n − p˜n〉〉〉U−1n
6 2〈〈〈p˜n − x | γnUnBxn + y˜n − p˜n〉〉〉U−1n
= 2〈〈〈p˜n − x | xn − p˜n〉〉〉U−1n
= ||||xn − x||||2U−1n − ||||p˜n − x||||
2
U−1n
− ||||xn − p˜n|||2U−1n . (7.24)
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Hence, using (7.19), (7.24), the β-Lipschitz continuity of B, (7.15), and [10,
Lemma 2.1(ii)], for every n ∈ N, we obtain
||||x˜n+1 − x||||2U−1n = ||||q˜n + xn − y˜n − x||||
2
U−1n
= ||||(p˜n − x) + γnUn(Bxn −Bp˜n)||||2U−1n
= ||||p˜n − x||||2U−1n + 2γn〈〈〈p˜n − x | Bxn −Bp˜n〉〉〉
+ γ2n||||Un(Bxn −Bp˜n)||||2U−1n
6 ||||xn − x||||2U−1n − ||||xn − p˜n||||
2
U−1n
+ γ2nµβ
2||||xn − p˜n||||2
6 ||||xn − x||||2U−1n − µ
−1||||xn − p˜n||||2
+ γ2nµβ
2||||xn − p˜n||||2. (7.25)
Hence, it follows from (7.15) and [10, Lemma 2.1(i)] that
(∀n ∈ N) ||||x˜n+1 − x||||2U−1n+1 6 (1 + ηn)||||xn − x||||
2
U−1n
− µ−1(1− γ2nβ2µ2)||||xn − p˜n||||2. (7.26)
Consequently,
(∀n ∈ N) ||||x˜n+1 − x||||U−1n+1 6 (1 + ηn)||||xn − x||||U−1n . (7.27)
For every n ∈ N, set
εn =
√
µα−1
(
2
(||||bn||||U−1n +(βµ)−1||||an||||Un)+(βµ)−1||||cn||||Un+(βµ)−1||||an||||Un).
(7.28)
Then (εn)n∈N is summable by (7.17) and we derive from [10, Lemma 2.1(ii)(iii)], and
(7.22) that
(∀n ∈ N) ||||en||||U−1n+1 = ||||x˜n+1 − xn+1||||U−1n+1
6
√
α−1||||x˜n+1 − xn+1||||
6
√
µα−1||||x˜n+1 − xn+1||||U−1n
6
√
µα−1(||||y˜n − yn||||U−1n + ||||q˜n − qn||||U−1n )
6 εn. (7.29)
In turn, we derive from (7.27) that
(∀n ∈ N) ||||xn+1 − x||||U−1n+1 6 ||||x˜n+1 − x||||U−1n+1 + ||||x˜n+1 − xn+1||||U−1n+1
6 ||||x˜n+1 − x||||U−1n+1 + εn
6 (1 + ηn)||||xn − x||||U−1n + εn. (7.30)
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This shows that (xn)n∈N is | · |–quasi-Fejér monotone with respect to the target set
zer(A+B) relative to (U−1n )n∈N. Moreover, by [10, Proposition 3.2], (||||xn−x||||U−1n )n∈N
is bounded. In turn, since B and (JγnUnA)n∈N are Lipschitzian, and (∀n ∈ N) x =
JγnUnA(x − γnUnBx), we deduce from (7.19) that (y˜n)n∈N, (p˜n)n∈N, and (q˜n)n∈N are
bounded. Therefore,
τ = sup
n∈N
{||||xn − y˜n + q˜n − x||||U−1n , ||||xn − x||||U−1n , 1 + ηn} < +∞. (7.31)
Hence, using (7.19), Cauchy-Schwarz for the norms (|||| · ||||U−1n )n∈N, and (7.25), we get,
for every n ∈ N,
||||xn+1 − x||||2U−1n = ||||xn − yn + qn − x||||
2
U−1n
= ||||q˜n + xn − y˜n − x+ dn||||2U−1n
6 ||||q˜n + xn − y˜n − x||||2U−1n + 2τ ||||dn||||U−1n + ||||dn||||
2
U−1n
6 ||||xn − x||||2U−1n − µ
−1(1− γ2nβ2µ2)||||xn − p˜n||||2 + ε1,n,
(7.32)
where (∀n ∈ N) ε1,n = 2τ ||||dn||||U−1n + ||||dn||||2U−1n . In turn, for every n ∈ N, by (7.15)
and [10, Lemma 2.1(i)],
||||xn+1 − x||||2U−1n+1 6 (1 + ηn)||||xn+1 − x||||
2
U−1n
6 ||||xn − x||||2U−1n − µ
−1(1− γ2nβ2µ2)||||xn − p˜n||||2
+ τε1,n + τ
2ηn. (7.33)
Since (τε1,n + τ 2ηn)n∈N ∈ ℓ1+(N) by (7.22), it follows from [7, Lemma 3.1] that∑
n∈N
||||xn − p˜n||||2 < +∞. (7.34)
(i) : It follows from (7.34) and (7.22) that∑
n∈N
||||xn − pn||||2 6 2
∑
n∈N
||||xn − p˜n||||2 + 2
∑
n∈N
|||||pn − p˜n||||2 < +∞. (7.35)
Furthermore, we derive from (7.22) and (7.19) that∑
n∈N
||||yn − qn||||2 =
∑
n∈N
||||q˜n − y˜n + dn||||2
=
∑
n∈N
||||p˜n − xn + γnUn(Bxn −Bp˜n) + dn||||2
6 3
(∑
n∈N
||||xn − p˜n||||2 + ||||γnUn(Bxn −Bp˜n)||||2 + ||||dn||||2
)
< +∞. (7.36)
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(ii) : Let x be a weak cluster point of (xn)n∈N. Then there exists a subsequence
(xkn)n∈N that converges weakly to x. Therefore p˜kn ⇀ x by (7.34). Furthermore, it
follows from (7.19) that ukn → 0. Hence, since (∀n ∈ N) (p˜kn,ukn) ∈ gra(A + B), we
obtain, x ∈ zer(A + B) [2, Proposition 20.33(ii)]. Altogether, it follows [10, Lemma
2.3(ii)] and [10, Theorem 3.3] that xn ⇀ x and hence that pn ⇀ x by (i).
(iii)(a) : Since A and B are maximally monotone and domB = K, A + B is
maximally monotone [2, Corollary 24.4(i)], zer(A+B) is therefore closed [2, Proposi-
tion 23.39]. Hence, the claims follow from (i), (7.30), and [10, Proposition 3.4].
(iii)(b) : By (i), xn ⇀ x, and hence (7.34) implies that p˜n ⇀ x. Furthermore, it
follows from (7.19) that un → 0. Hence, since (∀n ∈ N) (p˜n,un) ∈ gra(A+B) and since
A+B is demiregular at x, by [1, Definition 2.3], p˜n → x, and therefore (7.34) implies
that xn → x.
(iii)(c) : If A or B is uniformly monotone at x, then A+B is uniformly monotone
at x. Therefore, the result follows from [1, Proposition 2.4(i)].
(iii)(d) : Suppose that z ∈ int zer(A + B) and fix ρ ∈ ]0,+∞[ such that B(z; ρ) ⊂
zer(A+B). It follows from (7.30) and [10, Proposition 3.2] that
ε = sup
x∈B(z;ρ)
sup
n∈N
||||xn−x||||U−1n 6 (1/
√
α)
(
sup
n∈N
||||xn−z||||+ sup
x∈B(z;ρ)
||||x−z||||) < +∞
(7.37)
and from (7.30) that
(∀n ∈ N)(∀x ∈ B(z; ρ)) ||||xn+1 − x||||2U−1n+1 6 ||||xn − x||||
2
U−1n
+ 2ε(εηn + εn)
+ (εηn + εn)
2. (7.38)
Hence, the claim follows from (i), [10, Lemma 2.1], and [10, Proposition 4.3].
Remark 7.5 Here are some remarks.
(i) In the case when (∀n ∈ N) Un = Id, the standard forward-backward-forward
splitting algorithm (7.16) reduces to algorithm proposed in [4, Eq. (2.3)], which
was proposed initially in the error-free setting in [19].
(ii) An alternative variable metric splitting algorithm proposed in [14] can be used to
find a zero of the sum of a maximally monotone operator A and a Lipschitzian
monotone operator B in instance when K is finite-dimensional. This algorithm
uses a different error model and involves more iteration-dependent variables than
(7.16).
Example 7.6 Let f : K → [−∞,+∞] be a proper lower semicontinuous convex func-
tion, let α ∈ ]0,+∞[, let β ∈ ]0,+∞[, let B : K → K be a monotone and β-Lipschitzian
operator, let (ηn)n∈N ∈ ℓ1+(N), and let (Un)n∈N be a sequence in Pα(K) that satisfies
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(7.15). Furthermore, let x0 ∈ K, let ε ∈ ]0,min{1, 1/(µβ + 1)}[, where µ is defined as
in (7.15), let (γn)n∈N be a sequence in [ε, (1 − ε)/(βµ)]. Suppose that the variational
inequality
find x¯ ∈ K such that (∀y ∈ K) 〈x¯− y | Bx¯〉+ f (x¯) 6 f (y) (7.39)
admits at least one solution and set
(∀n ∈ N)

yn = xn − γnUnBxn
pn = argmin
x∈K
(
f(x) + 1
2γn
||||x− yn||||2U−1n
)
qn = pn − γnUnBpn
xn+1 = xn − yn + qn.
(7.40)
Then (xn)n∈N converges weakly to a solution x¯ to (7.39).
Proof. Set A = ∂f and (∀n ∈ N) an = 0, bn = 0, cn = 0 in Theorem 7.4(ii).
7.2.4 Monotone inclusions involving Lipschitzian operators
The applications of the forward-backward-forward splitting algorithm considered
in [4, 9, 19] can be extended to a variable metric setting using Theorem 7.4. As an
illustration, we present a variable metric version of the algorithm proposed in [9, Eq.
(3.1)]. Recall that the parallel sum of A : H → 2H and B : H → 2H is [2]
AB = (A−1 +B−1)−1. (7.41)
Problem 7.7 Let H be a real Hilbert space, let m be a strictly positive integer, let z ∈ H,
let A : H → 2H be maximally monotone operator, let C : H → H be monotone and
µ-Lipschitzian for some µ ∈ ]0,+∞[. For every i ∈ {1, . . . , m}, let Gi be a real Hilbert
space, let ri ∈ Gi, let Bi : Gi → 2Gi be maximally monotone operator, let Di : Gi → 2Gi be
monotone and such that D−1i is νi-Lipschitzian for some νi ∈ ]0,+∞[, and let Li : H → Gi
is a nonzero bounded linear operator. Suppose that
z ∈ ran
(
A+
m∑
i=1
L∗i
(
(Bi  Di)(Li · −ri)
)
+ C
)
. (7.42)
The problem is to solve the primal inclusion
find x ∈ H such that z ∈ Ax+
m∑
i=1
L∗i
(
(Bi  Di)(Lix− ri)
)
+ Cx, (7.43)
and the dual inclusion find v1 ∈ G1, . . . , vm ∈ Gm such that
(∃x ∈ H)
{
z −∑mi=1 L∗i vi ∈ Ax+ Cx,
(∀i ∈ {1, . . . , m}) vi ∈ (Bi  Di)(Lix− ri).
(7.44)
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As shown in [9], Problem 7.7 covers a wide class of problems in nonlinear analysis and
convex optimization problems. However, the algorithm in [9, Theorem 3.1] is studied in
the context of a fixed metric. The following result extends this result to a variable metric
setting.
Corollary 7.8 Let α be in ]0,+∞[, let (η0,n)n∈N be a sequence in ℓ1+(N), let (Un)n∈N be a
sequence in Pα(H), and for every i ∈ {1, . . . , m}, let (ηi,n)n∈N be a sequence in ℓ1+(N), let
(Ui,n)n∈N be a sequence in Pα(Gi) such that µ = supn∈N{‖Un‖, ‖U1,n‖, . . . , ‖Um,n‖} < +∞
and
(∀n ∈ N) (1 + η0,n)Un+1 < Un, and (∀i ∈ {1, . . . , m}) (1 + ηi,n)Ui,n+1 < Ui,n.
(7.45)
Let (a1,n)n∈N, (b1,n)n∈N, and (c1,n)n∈N be absolutely summable sequences in H, and for every
i ∈ {1, . . . , m}, let (a2,i,n)n∈N, (b2,i,n)n∈N, and (c2,i,n)n∈N be absolutely summable sequences
in Gi. Furthermore, set
β = max{ν0, ν1, . . . , νm}+
√√√√ m∑
i=1
‖Li‖2, (7.46)
let x0 ∈ H, let (v1,0, . . . , vm,0) ∈ G1 ⊕ . . . ⊕ Gm, let ε ∈ ]0, 1/(1 + βµ)[, let (γn)n∈N be a
sequence in [ε, (1− ε)/(βµ)]. Set
(∀n ∈ N)

y1,n = xn − γnUn
(
Cxn +
∑m
i=1 L
∗
i vi,n + a1,n
)
p1,n = JγnUnA(y1,n + γnUnz) + b1,n
for i = 1, . . . , m
y2,i,n = vi,n + γnUi,n
(
Lixn −D−1i vi,n + a2,i,n
)
p2,i,n = JγnUi,nB−1i
(y2,i,n − γnUi,nri) + b2,i,n
q2,i,n = p2,i,n + γnUi,n
(
Lip1,n −D−1i p2,i,n + c2,i,n
)
vi,n+1 = vi,n − y2,i,n + q2,i,n
q1,n = p1,n − γnUn
(
Cp1,n +
∑m
i=1L
∗
i p2,i,n + c1,n
)
xn+1 = xn − y1,n + q1,n.
(7.47)
Then the following hold.
(i)
∑
n∈N ‖xn − p1,n‖2 < +∞ and (∀i ∈ {1, . . . , m})
∑
n∈N ‖vi,n − p2,i,n‖2 < +∞.
(ii) There exist a solution x to (7.43) and a solution (v1, . . . , vm) to (7.44) such that the
following hold.
(a) xn ⇀ x and p1,n ⇀ x.
(b) (∀i ∈ {1, . . . , m}) vi,n ⇀ vi and p2,i,n ⇀ vi.
(c) Suppose that A or C is uniformly monotone at x, then xn → x and p1,n → x.
(d) Suppose that B−1j or D
−1
j is uniformly monotone at vj , for some j ∈ {1, . . . , m},
then vj,n → vj and p2,j,n → vj .
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Proof. All sequences generated by algorithm (7.47) are well defined by [11, Lemma 3.7].
We define K = H ⊕ G1 ⊕ · · · ⊕ Gm the Hilbert direct sum of the Hilbert spaces H and
(Gi)16i6m, the scalar product and the associated norm of K respectively defined by
〈〈〈· | ·〉〉〉 : ((x, v), (y,w)) 7→ 〈x | y〉+
m∑
i=1
〈vi | wi〉 and ||||·|||| : (x, v) 7→
√√√√‖x‖2 + m∑
i=1
‖vi‖2,
(7.48)
where v = (v1, . . . , vm) and w = (w1, . . . , wm) are generic elements in G1 ⊕ · · · ⊕ Gm. Set
A : K→ 2K : (x, v1, . . . , vm) 7→ (−z + Ax)× (r1 +B−11 v1)× . . .× (rm +B−1m vm)
B : K→ K : (x, v1, . . . , vm) 7→
(
Cx+
∑m
i=1 L
∗
i vi, D
−1
1 v1 − L1x, . . . , D−1m vm − Lmx
)
(∀n ∈ N) Un : K→ K : (x, v1, . . . , vm) 7→
(
Unx, U1,nv1, . . . Um,nvm
)
.
(7.49)
Since A is maximally monotone [2, Propositions 20.22 and 20.23], B is monotone
and β-Lipschitzian [9, Eq. (3.10)] with domB = K, A + B is maximally mono-
tone [2, Corollary 24.24(i)]. Now set (∀n ∈ N) ηn = max{η0,n, η1,n, . . . , ηm,n}. Then
(ηn)n∈N ∈ ℓ1+(N). Moreover, we derive from our assumptions on the sequences (Un)n∈N
and (U1,n)n∈N, . . . , (Um,n)n∈N that
µ = sup
n∈N
‖Un‖ < +∞ and (1 + ηn)Un+1 < Un ∈ Pα(K). (7.50)
In addition, [2, Propositions 23.15(ii) and 23.16] yield (∀γ ∈ ]0,+∞[)(∀n ∈
N)(∀(x, v1, . . . , vm) ∈ K)
JγUnA(x, v1, . . . , vm) =
(
JγUnA(x+ γUnz),
(
JγUi,nB−1i
(vi − γUi,nri)
)
16i6m
)
. (7.51)
It is shown in [9, Eq. (3.12)] and [9, Eq. (3.13)] that under the condition (7.42), zer(A+
B) 6= ∅. Moreover, [9, Eq. (3.21)] and [9, Eq. (3.22)] yield
(x, v1, . . . , vm) ∈ zer(A+B)⇒ x solves (7.43) and (v1, . . . , vm) solves (7.44). (7.52)
Let us next set, for every n ∈ N,
xn = (xn, v1,n, . . . , vm,n)
yn = (y1,n, y2,1,n, . . . , y2,m,n)
pn = (p1,n, p2,1,n, . . . , p2,m,n)
qn = (q1,n, q2,1,n, . . . , q2,m,n)
and

an = (a1,n, a2,1,n, . . . , a2,m,n)
bn = (b1,n, b2,1,n, . . . , b2,m,n)
cn = (c1,n, c2,1,n, . . . , c2,m,n).
(7.53)
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Then our assumptions imply that∑
n∈N
||||an|||| <∞,
∑
n∈N
||||bn|||| <∞, and
∑
n∈N
||||cn|||| <∞. (7.54)
Furthermore, it follows from the definition of B, (7.51), and (7.53) that (7.47) can be
rewritten in K as
(∀n ∈ N)

yn = xn − γnUn(Bxn + an)
pn = JγnUnAyn + bn
qn = pn − γnUn(Bpn + cn)
xn+1 = xn − yn + qn,
(7.55)
which is (7.16). Moreover, every specific conditions in Theorem 7.4 are satisfied.
(i) : By Theorem 7.4(i),
∑
n∈N ||||xn − pn||||2 <∞.
(ii)(a)&(ii)(b) : These assertions follow from Theorem 7.4(ii).
(ii)(c) : Theorem 7.4(ii) shows that (x, v1, . . . , vm) ∈ zer(A +B). Hence, it follows
from [9, Eq (3.19)] that (x, v1, . . . , vm) satisfies the inclusions{
−∑mi=1 L∗i vi − Cx ∈ −z + Ax
(∀i ∈ {1, . . . , m}) Lix−D−1i vi ∈ ri +B−1i vi.
(7.56)
For every n ∈ N and every i ∈ {1, . . . , m}, set{
y˜1,n = xn − γnUn
(
Cxn +
∑m
i=1 L
∗
i vi,n
)
p˜1,n = JγnUnA(y˜1,n + γnUnz)
and
{
y˜2,i,n = vi,n + γnUi,n
(
Lixn −D−1i vi,n
)
p˜2,i,n = JγnUi,nB−1i
(y˜2,i,n − γnUi,nri).
(7.57)
Then, using [11, Lemma 3.7], we get
p˜1,n − p1,n → 0 and (∀i ∈ {1, . . . , m}) p˜2,i,n − p2,i,n → 0, (7.58)
in turn, by (i),(ii)(a), and (ii)(b), we obtain{
p˜1,n − xn → 0, p˜1,n ⇀ x,
(∀i ∈ {1, . . . , m}) p˜2,i,n − vi,n → 0, p˜2,i,n ⇀ vi.
(7.59)
Furthermore, we derive from (7.57) that
(∀n ∈ N)

γ−1n U
−1
n (xn − p˜1,n)−
∑m
i=1 L
∗
i vi,n − Cxn ∈ −z + Ap˜1,n
(∀i ∈ {1, . . . , m}) γ−1n U−1i,n (vi,n − p˜2,i,n) + Lixn −D−1i vi,n
∈ ri +B−1i p˜2,i,n.
(7.60)
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Since A is uniformly monotone at x, using (7.56) and (7.60), there exists an increasing
function φA : [0,+∞[→ [0,+∞] vanishing only at 0 such that, for every n ∈ N,
φA(‖p˜1,n − x‖) 6
〈
p˜1,n − x | γ−1n U−1n (xn − p˜1,n)−
m∑
i=1
(L∗i vi,n − L∗i vi)
〉
− χn
=
〈
p˜1,n − x | γ−1n U−1n (xn − p˜1,n)
〉− m∑
i=1
〈p˜1,n − x | L∗i vi,n − L∗i vi〉
− χn, (7.61)
where we denote
(∀n ∈ N) χn = 〈p˜1,n − x¯ | Cxn − Cx¯〉. Since (B−1i )16i6m are monotone,
for every i ∈ {1, . . . , m}, we obtain
(∀n ∈ N) 0 6 〈p˜2,i,n − vi | Lixn + γ−1n U−1i,n (vi,n − p˜2,i,n)− Lix〉− βi,n
=
〈
p˜2,i,n − vi | Li(xn − x) + γ−1n U−1i,n (vi,n − p˜2,i,n)
〉− βi,n, (7.62)
where
(∀n ∈ N) βi,n = 〈p˜2,i,n − vi | D−1i vi,n −D−1i v¯i〉. Now, adding (7.62) from i = 1 to
i = m and (7.61), we obtain, for every n ∈ N,
φA(‖p˜1,n − x‖) 6
〈
p˜1,n − x | γ−1n U−1n (xn − p˜1,n)
〉
+
〈
p˜1,n − x |
m∑
i=1
L∗i (p˜2,i,n − vi,n)
〉
+
m∑
i=1
〈
p˜2,i,n − vi | Li(xn − p˜1,n) + γ−1n U−1i,n (vi,n − p˜2,i,n)
〉
− χn −
m∑
i=1
βi,n. (7.63)
For every n ∈ N and every i ∈ {1, . . . , m}, we expand χn and βi,n as
{
χn = 〈xn − x | Cxn − Cx〉+ 〈p˜1,n − xn | Cxn − Cx〉,
βi,n =
〈
vi,n − vi | D−1i vi,n −D−1i vi
〉
+
〈
p˜2,i,n − vi,n | D−1i vi,n −D−1i vi
〉
.
(7.64)
By monotonicity of C and (D−1i )16i6m,
(∀n ∈ N)
{
〈xn − x | Cxn − Cx〉 > 0,
(∀i ∈ {1, . . . , m}) 〈vi,n − vi | D−1i vi,n −D−1i vi〉 > 0. (7.65)
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Therefore, for every n ∈ N, we derive from (7.64) and (7.63) that
φA(‖p˜1,n − x‖) 6 φA(‖p˜1,n − x‖) + 〈xn − x | Cxn − Cx〉
+
m∑
i=1
〈
vi,n − vi | D−1i vi,n −D−1i vi
〉
6
〈
p˜1,n − x | γ−1n U−1n (xn − p˜1,n)
〉
+
〈
p˜1,n − x |
m∑
i=1
L∗i (p˜2,i,n − vi,n)
〉
+
m∑
i=1
〈
p˜2,i,n − vi | Li(xn − p˜1,n) + γ−1n U−1i,n (vi,n − p˜2,i,n)
〉
− 〈p˜1,n − xn | Cxn − Cx〉 −
m∑
i=1
〈
p˜2,i,n − vi,n | D−1i vi,n −D−1i vi
〉
.
(7.66)
We set
ζ = max
16i6m
sup
n∈N
{‖xn − x||, ‖p˜1,n − x‖, ‖vi,n − vi‖, ‖p˜2,i,n − vi‖}. (7.67)
Then it follows from (ii)(a), (ii)(b), and (7.59) that ζ < ∞, and from [10, Lemma
2.1(ii)] that (∀n ∈ N) ‖γ−1n U−1n ‖ 6 (εα)−1 and (∀i ∈ {1, . . . , m}) ‖γ−1n U−1i,n ‖ 6 (εα)−1.
Therefore, using the Cauchy-Schwarz inequality, and the Lipschitzianity of C and
(D−1i )16i6m, we derive from (7.66) that
φA(‖p˜1,n − x‖) 6 (εα)−1ζ‖xn − p˜1,n‖+ ζ
m∑
i=1
(‖Li‖ ‖xn − p˜1,n‖
+ (εα)−1‖vi,n − p˜2,i,n‖
)
+ ζ
( m∑
i=1
‖L∗i ‖‖p˜2,i,n − vi,n‖
+ ν0‖p˜1,n − xn‖+
m∑
i=1
νi‖p˜2,i,n − vi,n‖
)
→ 0. (7.68)
We deduce from (7.68) and (7.59) that φA(‖p˜1,n−x‖)→ 0, which implies that p˜1,n → x.
In turn, xn → x and pn → x. Likewise, if C is uniformly monotone at x, there exists an
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increasing function φC : [0,+∞[→ [0,+∞] that vanishes only at 0 such that
φC(‖xn − x‖) 6 (εα)−1ζ‖xn − p˜1,n‖+ ζ
m∑
i=1
(‖Li‖ ‖xn − p˜1,n‖
+ (εα)−1‖vi,n − p˜2,i,n‖
)
+ ζ
( m∑
i=1
‖L∗i ‖‖p˜2,i,n − vi,n‖
+ ν0‖p˜1,n − xn‖+
m∑
i=1
νi‖p˜2,i,n − vi,n‖
)
→ 0, (7.69)
in turn, xn → x and pn → x.
(ii)(d) : Proceeding as in the proof of (ii)(c), we obtain the conclusions.
Acknowledgement. I thank Professor Patrick L. Combettes for bringing this problem to
my attention and for helpful discussions.
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Chapitre 8
Conclusions et perspectives
8.1 Conclusions
Nous avons proposé de nouvelles méthodes primales et primales–duales d’éclatement
d’opérateurs pour résoudre divers types de problèmes d’analyse non-linéaire. En partic-
ulier, afin d’analyser dans un cadre unifié le comportement asymptotique des méthodes
à métrique variable, nous avons introduit une nouvelle notion de suite quasi-fejérienne.
Les résultats obtenus ont été appliqué à divers schémas itératifs de construction de zéros
et d’optimisation.
8.2 Perspectives
Les résultats de la thèse suggèrent l’étude des problèmes ouverts suivants.
• Afin d’utiliser efficacement les méthodes à métrique variable proposées dans la
thèse, il faut calculer des résolvantes (Id +UA)−1 où A est multivoque maximale-
ment monotone, et U ∈ Pα(H). En particulier, il serait intéressant de trouver
des fonctions f ∈ Γ0(H) telles que on a des formules explicites de proxUf avec
f ∈ Γ0(H) et U ∈ Pα(H), i.e., des formules explicites de la solution du problème
minimiser
x∈H
f(x) +
1
2
‖x− z‖2U , où z ∈ H. (8.1)
Dans le cas où U = Id , les formules explicites sont données dans [3]. Le choix
des métriques optimales dans certains cas simples sont également à étudier, même
si c’est un problème complexe en général (problèmes de pré-conditionnement en
particulier).
• Les méthodes à métrique variable proposées dans la thèse sont appliquées aux
problèmes d’inclusions monotones, des problèmes variationnels, des problèmes in-
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verses, des inégalités variationnelles, des problèmes de traitement du signal, des
problèmes d’admissibilité et de meilleure approximation. Des applications de ces
méthodes aux problèmes d’inclusions d’évolution [1], aux équations aux dérivées
partielles [4], aux équilibres de Nash [2] sont à explorer.
• Nous avons montré la convergence de quelques algorithmes à métrique variable
dans les Chapitres 5, 6 et 7, mais le problème de montrer la convergence de la
méthode d’éclatement de Douglas-Rachford à métrique variable est encore ouvert.
• SoientH un espace hilbertien réel, A : H → 2H un opérateur maximalement mono-
tone, (µ, ν) ∈ ]0,+∞[2, C : H → H un opérateur µ-cocoercif ou µ-lipschitzien
monotone, G et Y des espaces hilbertiens réels, r ∈ G, B : Y → 2Y , D : G → 2G des
opérateurs maximalement monotones tels queD−1 est ν-cocoercif ou µ-lipschitzien
et monotone, et L ∈ B (H,G), M ∈ B (G,Y). Le problème est de résoudre l’inclu-
sion primale
trouver x ∈ H tel que z ∈ Ax+L∗
((
(M∗BM)−1+D−1
)−1
(Lx−r)
)
+Cx, (8.2)
et l’inclusion duale
trouver v ∈ G tel que −r ∈ (M∗BM)−1v−L((A+C)−1(z−L∗v))+D−1v. (8.3)
Dans le cas où G = Y et M = Id , on peut utiliser la méthode du Chapitre 7 pour
résoudre ce problème. Dans le cas général, il reste ouvert.
Paris, le 15 avril 2013.
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