Abstract. We generalize some model theory involving Hyp(M) and HF(M) to the case of actions of Polish groups on Polish spaces. In particular we obtain two variants of the Nadel's theorem about relationships between Scott sentences and admissible sets.
Introduction
Let L = (R n i i ) i∈I be a countable relational language and X L = i∈I 2 ω n i be the corresponding topological space under the product topology. We consider X L as the space of all L-structures on ω (see Section 2.5 in [4] or Section 2.D of [2] for details). If F is a countable fragment 1 of L ω 1 ω , then the family of all sets Mod(φ,s) = {M ∈ X L : M |= φ(s)}, where φ ∈ F ,s ∈ ω, forms a basis of a topology on X L which will be denoted by t F (it is easy to see that the fragment of quantifier-free first-order formulas defines the original product topology). The group S ∞ of all permutations of ω has the natural action on X L and the action is continuous with respect to t F . It is called the logic action of S ∞ corresponding to the fragment F . If M ∈ X L , then we can code in HF(M) and Hyp(M) some properties of the above basis of the topology t F and properties of some invariant subsets of the logic action. This is done through the standard coding of terms, formulas and logic rules in HF(ω) (see [1] ).
Moreover computable relations between these objects can be coded by Σ-formulas of the language of HF(M). As a result we can analyse complexity of some relations induced by t F through the complexity of formulas defining them in HF(M). On the other hand Nadel's method from [17] allows us to analyse the S ∞ -orbit of M in Hyp(M). The aim of our paper is to show that this approach can be substantially extended to Polish group actions and nice topologies (introduced in [3] ) in general.
In partiular we generalize Nadel's results concerning coding of Scott analysis of countable structures in admissible sets [17] . In fact we extend them to the level of generality presented by Hjorth in [8] . The main results of the paper (given in Section 2.2) show that all Borel sets naturally involved in Scott analysis can be coded in appropriate admissible sets.
In Section 3 we study the case when an admisible set does not satisfy the axiom of infinity. There we have to use some different means. To a large extent we use ideas of [5] .
Notation. A Polish space (group) is a separable, completely metrizable topological space (group). If a Polish group G continuously acts on a Polish space X, then we say that X is a Polish G-space. We usually assume that G is considered under a left-invariant metric. We simply say that a subset of X is invariant if it is G-invariant.
We consider the group S ∞ of all permutations of the set ω of natural numbers under the usual left invariant metric d defined by d(f, g) = 2
− min{k:f (k) =g(k)} , whenever f = g.
We shall use the letters a, b, c, d for finite sets of natural numbers. For a finie set d of natural numbers let id d be the identity map d → d and V d be the group of all permutations stabilizing d pointwise, i.e., V d = {f ∈ S ∞ : f (k) = k for every k ∈ d}. Writing id n or V n we treat n as the set of all natural numbers less than n. Let S <∞ denote the set of all bijections between finite substes of ω. We shall use small greek letters δ, σ, τ to denote elements of S <∞ . For any σ ∈ S <∞ let dom[σ], rng [σ] denote the domain and the range of σ respectively.
For every σ ∈ S <∞ let V σ = {f ∈ S ∞ : f ⊇ σ}. Then for any f ∈ V σ we have
f . Thus the family N = {V σ : σ ∈ S <∞ } consists of all left (right) cosets of all subgroups V d as above. This is a basis of the topology of S ∞ .
Given σ ∈ S <∞ and s ⊆ dom[σ] for any f ∈ V σ we have V denotes the conjugate f V s f −1 . In our paper we concentrate on Polish G-spaces, where G is a closed subgroup of S ∞ . For such a group we shall use the relativized version of the above, i.e., V All basic facts concerning Polish G-spaces can be found in [4] , [8] and [11] .
Since we frequently use Vaught transforms, recall the corresponding definitions. The Vaught * -transform of a set B ⊆ X with respect to an open H ⊆ G is the set B * H = {x ∈ X : {g ∈ H : gx ∈ B} is comeagre in H}. We will also use another Vaught transform B ∆H = {x ∈ X : {g ∈ H : gx ∈ B} is not meagre in H}. It is worth noting that for any open B ⊆ X and any open K < G we have B ∆K = KB. Indeed, by continuity of the action for any x ∈ KB and g ∈ K with gx ∈ B there are open neighbourhoods K 1 ⊆ K and B 1 ⊆ KB of g and x respectively so that K 1 B 1 ⊆ B; thus x ∈ B ∆K . Other basic properties of Vaught transforms can be found in [4] .
It is also assumed in the paper that the reader is already acquainted with the most basic notions of admissible sets. Any necessary background can be easily provided by [1] and [5] .
We only remind the reader that an admissible set A is a transitive model of KPU, in the sense of [1] . Such models are considered as two-sorted structures of some language L with symbols ∅, ∈, where one of the sorts corresponds to urelements and usually forms a relational first-order structure with respect to the symbols of L distinct from ∅ and ∈. Here we assume that A satisfies KPU with respect to all formulas of L (A is admissible with respect to L [17] ).
Codes arising in Polish group actions
In this section we generalize a theorem of Nadel (Theorem 1.3 of [17] ) concerning coding of Scott analysis of countable stuctures in admissible sets.
In the case of Polish G-spaces of closed subgroups G < S ∞ an appropriate form of Scott analysis has been already described by Hjorth in [8] . We will use that approach with some modifications. The latter ones are forced in order to make the presentation more adapted to the context of admissible sets. In the first half of the section we describe our tools and show how they are connected with Hjorth's approach. In particular we show that for G = S ∞ our approaches are equivalent. In the second half of the section we present our generalization of Nadel's theorem.
α-Codes
We start with basic definitions and results from [8] concerning Scott analysis in the case of Polish G-spaces for closed subgroups of S ∞ . The definition below is slightly different from the original one. The change is essential in arguments below. Definition 1.1 Let G < S ∞ be a closed subgroup and X, τ be a Polish G-space with a G-ivariant basis (A l ) l∈ω (i.e. for all i ∈ ω and g ∈ G there exists j ∈ ω such that gA i = A j ). For every x ∈ X and σ ∈ S G <∞ we define the set Φ G α (x, σ) by simultaneous induction on the ordinal α.
The set Φ G α (x, σ) will be called the α-code for (x, σ). It is worth noting here that for G = S ∞ and σ = id n the set Φ G α (x, σ) exactly becomes the set φ α (x, V n ) defined by Hjorth in Section 6.1 of [8] if we replace the formula for Φ G α (x, id n ) as above by
This is really equivalent to the replacement in the formula for Φ G α+1 , the set S G <∞ by the set {σ ′ ∈ S G <∞ : rng[σ ′ ] = m, m ∈ ω}, i.e. if we restrict ourselves in this place to those bijections whose ranges are initial segments of ω. This follows from (2) of the following straightforward lemma.
The following lemma will be helpful below.
Proof. We only prove (⇒) because the contrary direction becomes (⇒) applied to the right equality and g −1 . (⇒) The proof is by induction on α. Suppose that Φ
We put n 0 = 0, σ 0 = ∅ and let A 0 be any G-invariant basic open set containing y. Suppose that we have already constructed all the triples (
] -invariant and it contains x. To see the latter it is enough to apply Φ 0 (x, σ 2i ) = Φ 0 (y, id n 2i ) which in turn is a consequence of
· A 2i be any basic neighbourhood of x such that diam(A 2i+1 ) < 2 −(2i+1) . Then we define n 2i+1 to be any natural number greater then n 2i and covering
We claim that there is some
Then we put σ 2i+1 = δ −1 . At even steps we use the symmetric procedure. Using the method just described we define a sequence (σ i ) i<ω . Since G is closed then by (b) and (c) there is f ∈ G such that
The codes Φ α (x, σ) introduced above look 'wider' than the sets φ α (x, V n ) defined by Hjorth in [8] . Nevertheless we now see that they actually tell us the same about any element x in the context of the G-action. In the rest of this part of the section we will show that in the case when G = S ∞ , the ordinal number γ G ⋆ (x) equals the corresponding number (γ ⋆ ) G (x) defined by Hjorth. In particular this means that for G = S ∞ , Theorem 1.6 is equivalent to to the corresponding theorem from [8] (Theorem 6.6). For completeness we remind the reader that (γ ⋆ ) G is the least countable ordinal satisfying the property that for all x 1 , x 2 ∈ G · x and n ∈ ω,
Lemma 1.7 Let G be a closed subgroup of S ∞ , x, y ∈ X and n ∈ ω. Then for every ordinal α the following statements hold.
(
, the implication is true for α = 0. For the successor step, assume that the implication
By the definition this means that for each k ≥ n,
(2) By Lemma 1.7(1) it is enough to prove (⇐). The case α = 0 is obvious. The limit step is easy. For the successor step assume that the implication φ
By the inductive assumption and Lemma 1.
Now take an arbitrary finite set c ⊇ n. There are g ∈ V n and k such that g [k] = c. By Lemma 1.3 we obtain {Φ As a consequence of Lemma 1.7 (b) we obtain the following proposition.
. In a similar way we can prove that if α < γ ⋆ (x) then also α < γ ⋆ (x).
Codes and admissible sets
Definition 1.9 Let A be an admissible set, G < S ∞ be a closed subgroup and X, τ be a Polish G-space with a basis {A l : l ∈ ω}. We say that x ∈ X is Σ-codable in A if the function F 0 : S <∞ → A defined by
Remark. It is worth noting that the definition implies that if some x ∈ X is Σ-codable in A then A satisfies the axiom of infinity, i.e. ω ∈ A (as ω is a transitive closure of Φ 0 (x, ∅)). Thus S <∞ can be coded as an element of A (where we interpret S <∞ as the set of all bijections between finite subsets of natural numbers). Since x is Σ-codable in A we see that both F 0 and S G <∞ are elements of A (by Σ-replacement and ∆-separation, [1] , Theorems 1.4.6 and 1.4.5).
Proof. We will use some standard tricks of the general theory of definability in admissible sets (see [1] ). We define in A a ternary relation Θ x (α, σ, c) by a Θ x -positive Σ-formula as follows. Let
By the second recursion theorem (see Section 5.2 of [1] ) Θ x is a Σ-relation definable in A. Using Σ-collection principle (Section 1.4 of [1] ) we prove by induction that for every α ∈ A and σ ∈ S G <∞ there is exactly one c ∈ A such that Θ x (α, σ, c) and this c satisfies the equality F x (α, σ) = c.
The following theorem is a generalization of Nadel's theorem [17] . It is based on the ideas applied in Theorem 1.6. Theorem 1.11 Let G be a closed subgroup of S ∞ and X be a Polish G-space. Let x, y ∈ X be Σ-codable in an admissible set A. By F x , F y we denote the corresponding Σ-operations defined for x and y as in Proposition 1.10 . If the equality F x (α, ∅) = F y (α, ∅) holds for every α ∈ Ord(A) then x and y are in the same orbit.
Proof. We shall use the back-and-forth arguments together with Σ-reflection in A. We are going to construct a set Γ of triples (n i , σ i , A i ) with the following properties for every i ∈ ω:
We put n 0 = 0, σ 0 = ∅ and let A 0 be any G-invariant basic open set containing y. Suppose that we have already constructed all the triples (n k , σ k , A k ), for k ≤ 2i. In particular we have F x (α, σ 2i ) = F y (α, id n 2i ), for every α ∈ Ord(A). Then by Lemma 1.3 we also have
] -invariant and it contains x (to see the latter it is enough to apply
. Then we define n 2i+1 to be any natural number greater then n 2i and covering
In other words we are looking for some δ ∈ S G <∞ such that
Suppose there is no δ satisfying ( * ). Then to every δ ∈ S G <∞ , satisfying δ ⊇ σ −1 2i and rng[δ] = n 2i+1 , we can assign some ordinal β δ ∈ A so that F x (β δ , id n 2i+1 ) = F y (β δ , δ). By Proposition 1.10 this inequality can be expressed in A by a Σ-formula. Now by Σ-reflection in A (Section 1.
2i ) which contradicts the assumptions. At even steps we use the symmetric procedure. Using the method just described we define a sequence {σ i : i < ω}. Since G is closed by (b) and (c) there is f ∈ G such that
Example of coding admissible sets.
Let G be a closed subgoup of S ∞ , (X, τ ) be a Polish G-space and A = {A l : l ∈ ω} be a countable basis of (X, τ ).
To each x ∈ X we assign a structure M x defined on the disjont union S G <∞ ∪ ω. In the structure M x the sort S G <∞ is considered as a partially ordered sets with respect to the relation ⊇ of the inverse inclusion. We add the ternary predicate
We also consider the following relation: Proof: (1) As we have already noted in the remark after Definition 1.9 if x is Σ-codable in A, then both ω and S G <∞ become elements of A. Since the relations In, ⊇ and Sat x (σ, l) ⇔ l ∈ F 0 (σ) can be expressed by a ∆ 0 -formulas in A they are in A by ∆-separation.
The converse follows by an obvious argument.
(2) Suppose that M x is ∆-definable in A. Then the following is a ∆-definition of F 0 in A.
The fact that c defined in this way belongs to A follows by ∆-separation .
Sets arising in Polish group actions
Let G be a closed subgroup of S ∞ , X be a Polish G-space and x ∈ X. Along with the codes φ α (x, V n ) Hjorth considers in [8] the sets {z : φ α (z, V n ) = φ α (x, V n )}. In this section we present systematic study of these sets in our context. We call them α-sets. As we shall see below, for every ordinal α, they can be described as classes of some canonical equivalence relation that approximates the original orbit equivalence relation. This approach leads us to some estimates of the Borel rank of Gx. In the second half of the section we study when α-sets are codable in an admissible set. Roughly speaking we show that this happens when x is Σ-codable in A. This provides some improvements of Theorem 1.11.
α-Sets
We start with the canonical definition. Definition 2.1 Let G < S ∞ be a closed subgroup and X, τ be a Polish G-space with a G-invariant basis {A l : l ∈ ω}. For every x ∈ X and σ ∈ S G <∞ with rng[σ] = c we define B α (x, σ) by simultaneous induction on the ordinal α.
The following proposition collects basic properties of the sets B α (x, σ). Some of them appear in [8] in a slightly different form. 
Proof. Statements of (a) follow directly from the definition. (b) Borel complexity of the sets B γ can be derived by induction with use of standard properties of Vaught transforms. The proof of (c) is routine either.
We prove (d) by induction on α. Using the equality {σ
is true for α = 0. For the successor step, assume that for every σ
The limit step is obvious. (e) is an obvious consequence of (d).
(f) By an obvious inductive argument we see that
. These equalities obviously imply the statement.
Next by the properties of Vaught transforms and the topology on G, for any a ⊇ c we have
(h) By (f) and (g) we have
}. This together with the equality {a :
open and the action is continuous, there is a basic open set
A k such that V G δ · x ∩ A k = ∅ and V G rng[δ] · A k ⊆ V G c · A l . This in particular implies that B 0 (x, δ) ⊆ V G c · A l .
Consider the case when for a basic open
For the successor step assume that the inclusion
. Using the inductive assumption we get
Similarly we show that for any a ⊇ c,
Hence by property (h) we conclude that
We proceed by induction. For α = 0 the equality follows directly from the definition. The limit step is immediate. For the successor step, assume that
We see that for every
On the other hand take an arbitrary
. By the inductive assumption, the latter implies
. We have proved that if y ∈ B α+1 (x, σ) then for every a ⊇ c,
This implies the required equality. (l) is an obvious consequence of (k).
As an easy consequence of the above proposition we obtain the following corollary.
The lemma below states that α-sets are in some sense minimal (with respect to α). A similar statement can be found in [8] .
Now take an arbitrary n < ω and assume that the statement holds for every z ∈ X,
It follows from the properties of Vaught transforms that
Using the inductive assumption we conclude that
. Applying Definition 2.1 (or Proposition 2.2(g)) and the fact that
Fix arbitrary i ∈ ω, a ⊇ c and δ ⊇ id c with dom[δ] = a. Then we have
By Proposition 2.2 (h) this completes the proof of the first part.
(2) Case α = ω and the limit step are easy. The successor step can be arranged as in (1) .
The following proposition establishes some connection between α-sets and α-codes. 
Proof. The case α = 0 is straightforward. To go through the limit step take an arbitrary limit ordinal λ and assume that the equivalence
holds for every α < λ. By Definition 2.1 and Proposition 2.2(l), the equality B λ (x, σ) = B λ (y, σ 1 ) is true if and only if (∀α < λ)(B α (x, σ) = B α (y, σ 1 )). By the inductive assumption, the latter is equivalent to the formula (∀α < λ)(Φ α (x, σ) = Φ α (y, σ 1 )), which holds if and only if Φ λ (x, σ) = Φ λ (y, σ 1 ).
For the successor step take an arbitrary α and assume that the equivalence
By the inductive assumption and the definition of α-codes, the latter is equivalent to
Corollary 2.6 For every x ∈ X, σ ∈ S G <∞ with rng[σ] = c we have
The next proposition establishes relations between the Borel rank of the G-orbit of x and the number γ G ⋆ (x). The version of (i) for γ * is proved by Hjorth in [8] .
Proposition 2.7 Let x ∈ X, n < ω and α be a limit ordinal. Let λ be the Borel rank of the orbit
Proof. By Corollary 2.6 and Theorem 1.6 we see
. Now Claims (ii) and (iii) follow by Corollary 2.3.
Claim (i) can be proved exactly as the corresponding statement of Exercise 6.17 in [8] .
The following theorem summarizes the material of the section. It gives a characterization of γ G ⋆ in terms of Borel complexity. Before the proof of the theorem let us note that Proposition 2.7 and Theorem 2.8 show that the number γ G ⋆ (x) and the Borel rank of the orbit G · x can not differ very much. Nevertheless we will show below that they can be different. The corresponding example uses Theorem 2.8.
The proof of Theorem 2.8 is based on the following lemma. 
Proof. (i) ⇒ (ii) follows from Proposition 2.2(c), Lemma 2.4 and Proposition 2.5. To prove (i) ⇐ (ii) we use induction on α. The case α = 0 as well as limit step are easy. To go through the successor step, assume that for some α and every σ ′ , σ
By the definition of Φ α+1 there is some a ⊇ c such that one of the following cases holds
. Since the cases are symmetric we consider only the first one.
By the inductive assumption for every σ 
h, h 1 ∈ S ∞ with h ∈ V σ and h 1 ∈ V σ 1 ). We start with the following claim.
Claim. Let f, g ∈ S ∞ be two conjugates and c ∈ [ω] <ω . Then V c · f and V c · g are disjoint if and only if there are k ∈ c and m ∈ Z such that
Proof. Recall that f and g are conjugate if and only if their cycle types are the same. Observe that we have to consider only nonempty sets c. Let r = {k 0 , k 1 , . . . k s }.
The proof of (⇐) is easy. To prove the converse, assume that for all k ∈ c and
We are going to define some h ∈ V c so that f h = g. We proceed as follows. For every j ≤ s and every m ∈ Z we put
It follows from the assumptions that h 0 is a well-defined bijection
Now using the fact that f and g have the same cycle types, we see that h 0 can be extended to a permutation h ∈ S ∞ so that f h = g.
We can now finish the proof of the main statement. By the claim we find k, l ∈ c and m ∈ ω such that
Without loss of generality we may assume that f
α-Sets and admissible sets
We start with the definition of Borel multicodes, i.e. the functions that can serve as receipes for Borel sets. Borel multicodes are not uniquely assigned to Borel sets, although every Borel multicode (with respect to a countable ordinal) uniquely defines some Borel set.
Definition 2.10
In the theory of KPU+Infinity we define two binary predicates B Σ and B Π by simultaneous induction on the ordinal 0 < α. We put
If α is a non-zero ordinal then every u such that B Σ (α, u) is called an α-multicode while every u such that B Π (α, u) is called a co-α-multicode.
By the second recursion theorem (Section 5.2 of [1]) the relations above are Σ-definable. Now let A be an admissible set satisfying Infinity, X be an arbitrary Polish space and {A i : i ∈ ω} be its basis. To every u such that for some countable ordinal α ∈ A we have A |= B Σ (α, u) ∨ B Π (α, u), we assign a Borel subset B u of X in the following manner.
The assignment sends Borel multicodes u satisfying B Σ (α, u) to the class Σ 0 α . Obviously it is not 'one-to-one'. 
.).
We will use this notation below.
Lemma 2.13 contains the most obvious properties of constructibility. In particular it states that this notion is preserved under some natural operations which we shall use below. Appropriate descriptions are given in the following definition. By the second recursion theorem the predicate Q ∨ defined below is a Σ-predicate.
Definition 2.12
In the theory of KPU+Infinity we define a ternary predicate Q ∨ by the following formula.
It is easy to see that the predicate Q ∨ defines an operation on the class of all pairs of functions with common domain a limit ordinal. We shall also use the following notation. For any u, w, v such that Q ∨ (u, w, v) we shall write (u, w) = v. If u ′ = (0, u), w ′ = (0, w) then we put (u ′ , w ′ ) = (0, (u, w)). It is worth noting that if α is an ordinal and u, w are α-multicodes then (u, w) is also an α-multicode. If u, w are co-α-multicodes then (u, w) is also a co-α-multicode. A by (u, w) .
Proof. If u in (1) is a multicode, then the function w defined by w(n) = u, for every n ∈ ω (w(ζ) = u, for every ζ < β) is a β-multicode for every successor (resp. limit) ordinal β > α.
For turning u into co-multicodes, note that the function u ′ defined by u ′ (n) = (0, u) for all n ∈ ω (u ′ (ζ) = (0, u) for every ζ < β) satisfies B Σ (α + 1, z) and serves as a β-multicode for B (0,u) for every successor (resp. limit) ordinal β > α. Then w ′ can be taken as (0, u ′ ). Similar arguments work for w and w ′ when u is a co-α-multicode. The rest of the lemma is easy.
The assumptions of the following theorem are basically the same as in the main results of Section 1.2. In fact the only additional assumption is Σ-definability of the relation Imp(c, l, k) given in the formulation. It is easy to modify the examples of Section 1.3 to have admissible sets with this property. For example we can expand the sets Hyp(M x ) by Imp and then consider supersets admissible in the extended language. Theorem 2.14 Let A be an admissible set satisfying Infinity. Let G < S ∞ be a closed group such and X be a Polish G-space with a basis {A i : i ∈ ω}. Suppose that the relation
Proof. First for every c ∈ [ω]
<ω and l ∈ ω we define in A a function
Then since Imp is a Σ-relation in A we have (by Σ-replacement):
As we noted in Section 1.2 the condition that x is Σ-codable in A implies that S G <∞ ∈ A. We fix in A some bijective enumerations
Let σ and α be as in the formulation and let d and c denote the domain and the range of σ respectively. Let F 0 be a Σ-function which codes x in A (i.e. F 0 (σ) = Φ 0 (x, σ) ).
By the definition of α-sets the set B = B α (x, σ) can be naturally considered as an intersection of a pair of sets C and D (when α is limit we put C=D) of the form C = i∈I C i and D = i∈I D i . To define a multicode for B we view C and D as
Assuming that some co-multicodes for all C i and D i , i ∈ ω, are already known, we will find in A appropriate multicodes w and v for i∈I (X \ C i ) and
respectively. It is worth noting that these multicodes will correspond to ordinals appearing in Proposition 2.2(b) as levels of Borel hierarchy. Then the co-multicode u = (0, w), (0, v) will correspond to C ∩ D. Now we are ready to go into the details. We define in A binary functions w x (α, σ) and v x (α, σ) to the set of multicodes and a function u x (α, σ) to the set of co-multicodes by simultaneous induction on ordinals α as follows:
where the formulas Θ i are defined as follows. Θ 0 describes coding of 0-sets:
and v(l) are defined as follows:
Accordingly to this definition w(l) is a co-1-multicode of X \ V 
The formula Θ 1 tells us how to code α-sets at a successor step. We make use of Proposition 2.2(h) here. In this formula (see below) w(l) is a co-multicode for the set X \ {B β (x, σ ′ ) :
a multicode for ∅. Eventually, w is a multicode for
are defined as follows:
.
In this formula v(l) is a co-multicode for
Thus w(β), for every β < α, is a co-multicode for X \ B β (x, σ) and w is a multicode for the union {X \ B β (x, σ) : β < α}. Again we shall use the second recursion theorem (Section 5.4 of [1] ) to see that (⋆) defines a Σ-relation in A. Using induction and Σ-collection principle we conclude that for every α ∈ A and σ ∈ S G <∞ the relation uniquely defines a co-multicode u x (α, σ) ∈ A such that B α (x, σ) = B ux(α,σ) .
The following theorem summarizes the material of Section 2. The first statement is a consequence of the theorem above and Lemma 2.4. The second statement follows from Theorem 1.11, Proposition 2.5 and Theorem 2.14.
Theorem 2.15
Let A be an admissible set which satisfies Infinity, let G < S ∞ be a closed group, X be a Polish G-space with a basis {A i : i > 0} and Imp be Σ-definable on A.
(1) Let x ∈ X be Σ-codable in A. Then for every y ∈ X, if x, y are in the same invariant Borel subsets of X which are constructible in A then for every α ∈ Ord(A) they are in the same invariant Σ 
Nice topologies and fist-order structures arising in Polish group actions
Let G be a closed subgroup of S ∞ . As above by N G we denote the standard basis of the topology of G consisting of cosets of pointwise stabilizers of finite subsets of ω.
Let ( X, τ , G) be a Polish G-space with a countable basis A consisting of clopen sets. Along with the topology τ we shall consider another topology on X. The following definition comes from [3] .
Definition 3.1 A topology t on X is nice for the G-space ( X, τ , G) if the following conditions are satisfied. (a) t is a Polish topology, t is finer than τ and the G-action remains continuous with respect to t. (b) There exists a basis B for t such that: (i) B is countable;
(ii) for all B 1 , B 2 ∈ B, B 1 ∩ B 2 ∈ B; (iii) for all B ∈ B, X \ B ∈ B; (iv) for all B ∈ B and u ∈ N G , B ⋆u ∈ B;
(v) for any B ∈ B there exists an open subgroup H < G such that B is invariant under the corresponding H-action. A basis satisfying condition (b) is called a nice basis.
In this definition B ⋆u denotes the Vaught * -transform of B. It is noticed in [3] that any nice basis also satisfies property (b)(iv) of the definition above for ∆-transforms. As we have already mentioned in Introduction, for any B ∈ B and any open K < G we have B ∆K = K · B. From now on t will always stand for a nice topology on X and B will be its nice basis. Observe that any nice basis is invariant in the sense that for every g ∈ G and B ∈ B we have gB ∈ B. Indeed, by (v), there is u ∈ N G such that B is u-invariant.
Using properties of Vaught transforms, we obtain the equalities gB = gB ⋆u = B ⋆ug −1 . Then we are done by (iv).
Nice bases naturally arise when we consider the situation described in Introduction. Let L be a countable relational language and X L be the corresponding S ∞ -space under the product topology τ and the corresponding logic action of S ∞ . Let t F be the topology on X L corresponding to some countable fragment of first-order formulas as it was described in Introduction. Theorem 1.10 of [3] states that if F is closed with respect to quantifiers, then t F is nice.
As we already noted the nice basis defining t F can be coded in any HF(M), M ∈ X L . By some analysis of definability of the corresponding codes we can consider complexity of several relations induced by t F . In this section we show how this approach can be extended to arbitrary G-spaces. Developing the idea presented in Section 1.3 we associate to any x ∈ X L a first-order structure M x (not the same as in Section 1.3) and the admissible set HF(M x ). The latter will play the role of HF(M) as in the case of the logic action. This is described in Section 3.1.
In Section 3.2 we show how nice bases arise in this situation and in Section 3.3 we describe how the questions involving Baire category can be formalized in the admissible sets which we have just introduced. We will see there that for some class of Borel sets codable in appropriate HF(M x ), the natural forcing relation corresponding to τ is also codable in HF(M x ). In Section 3.4 we describe some interesting example.
We see that admissible sets which we study in this section, are 'shorter' than those studied in Sections 2 and 3. This changes our coding of Borel sets in appropriate admissible sets. Since we do not have the axiom of infinity we cannot apply the method of the previous section. Instead we use some logic means. They naturally arise when nice bases are defined as in Section 3.2 below.
On the other hand it is worth mentioning that admissible sets which we study in this section, are still defined over structures of the same type as before: all of them have the same universe consisting of a basis of X and of the standard basis of G (see Section 1.3). The relations of M x in both cases describe some natural sets invariant with respect to the stabilizer of x.
First-order structures arising in Polish group actions
Let G be a closed subgroup of S ∞ and (X, τ ) be a Polish G-space. We now define a map from X to a class of first-order structures such that the image is a G-space where the action of G is induced by the logic action of S ∞ .
Let A be a a countable basis of (X, τ ) consisting of clopen sets and closed with respect to ∩ and complements. We assume that each A of A is H-invariant with respect to some basic subgroup H ∈ N G .
To each x ∈ X we assign a structure M x defined on the disjont union N G ∪ A. In the structure M x the sorts A and N G are considered as a partially ordered sets with respect to the relations of inclusion ⊆ together with the corresponding operations ∩. Moreover A also has the operations of union and complement and forms a Boolean algebra. We add a predicate V G for the set of all basic subgroups from N G . We also consider the following relations:
Thus each basic set A ∈ A consists of all x with M x |= Sat 1 (A). The following relation definable in M x , will be helpful in several places below:
Let Q be a G-orbit of some A ∈ A or N ∈ N G (under the conjugation). Then we define the relation O Q distinguishing Q in A (or in N G ) as follows:
Let L N A be the language of M x . It is easy to see that the map x → M x is a continuous map to the space of all L N A -structures. Moreover if x and x ′ are in the same G-orbit then the structures M x and M x ′ are isomorphic.
Consider the case of the logic action when S ∞ acts on the space X L of all Lstructures by the action defined as in the introduction of the section. We now show that for any x ∈ X L the structure M x can be naturally interpreted in the admissible set HF(x) (and vice versa). In view of the approach of [5] this suggests that for arbitrary G-spaces the questions of computability and complexity can be viewed as ones concerning definability in HF(M x ). This leads us to studying admissible sets HF(M x ) in general. Proof. Let us prove that M is definable in M x . We interpret M by the set of all maximal elements of V G . They are definable in M x and consist of S ∞ -stabilizers of elements of M (i.e. of natural numbers). Let θ be the map a ∈ M → Stab(S ∞ /a). For every relation Q of M and a tuple a 1 , ..., a m 2 fix a tuple K 1 , ..., K m consisting of the S ∞ -stabilizers of the corresponding a i . Let A be the basic set defined by the formula Q(a 1 , ..., a m ). For V 1 , ..., V m ∈ θ(M) we define
It is worth noting that for every tuple (c 1 , ..., c m ) of m distinct elements the basic set defined by the formula Q(c 1 , ..., c m ) is in the same S ∞ -orbit with A. Using this we see that the map θ preserves Q and ¬Q. Let us define M x in HF(M). Elements of V S∞ are interpreted by finite subsets of ω and elements of N S∞ are interpreted by 1-1-functions between finite subsets of ω. Both sets are definable in HF(M) by first-order ∆-formulas (see [1] or [5] ). We often consider elements of V S∞ as the corresponding identity functions. Then the relation of inclusion ⊂ is defined by f ⊆ g ⇔ "g is a restriction of f ".
We interpret elements of A by quantifier-free formulas with parameters from M and without free variables. It is straightforward that A can be coded in HF(M) by a set ∆-definable without parameters (see [1] ). The operations ¬, ∧ and ∨ play the role of ′ , ∩ and ∪. This also defines the (partial) ordering of A. The remained basic relations are defined as follows.
Inv(V, U) ⇔ "the set V contains the set of parameters of U"; Orb m,n (N, V 1 , ..., V m , V m+1 , ..., V 2m , U 1 , ...U n , ..., U 2n ) ⇔ "there is a bijection between the set of all parameters arising in V 1 , ..., V m and the formulas U 1 , ..., U n and the set of all parameters arising in V m+1 , ..., V 2m and the formulas U n+1 , ..., U 2n which extends the map defining N and maps each V i (the code of each U i ) to V i+m , i ≤ m (to the code of U n+i , i ≤ n)"; Sat 1 (U) ⇔ " the structure M satisfies U". It is a standard fact that all these sentences are formalized in HF(M).
Nice topologies induced by HF
We preserve all the assumptions of the previous part of the section. Consider the map defined there which assigns to each x ∈ X a structure M x defined on the disjont union N G ∪ A. As above let L N A be the language of M x . The following fact is a version of a well-known theorem from logic. Proof. The proof of the first part of the statement is by induction on the construction of φ. Assume that φ is atomic. If, for example, φ is Orb 0,1 (V, U, U ′ ), then φ(V, A, U ′ ) (with free variables V, U ′ ) defines all triples (x, K, C) where x is arbitrary and C belongs to the family of all gA, g ∈ K. If φ is Sat 1 (U) and A ∈ A, then the corresponding sets for φ(U) and φ(A) are {(x, C) : C ∈ A, x ∈ C} and just A. In these cases (and in the remaining ones) the sets obtained are obviously Borel.
If φ is of the form i≤κ ψ i (V ,W ,Ū,Z), κ ≤ ω, then Mod(φ,H,Ā) is the intersection of the sets {(x,K,C) : M x |= ψ i (K,H,C,Ā)}. The cases of other Boolean connectives are similar.
When φ = ∃V k+1 ∃U l+1 ψ(V , V k+1 ,W ,Ū, U l+1 ,Z), the corresponding subset is the (countable) union
To prove the second statement of the proposition we will show that for any Borel set D ⊂ X and any G-orbit Q ⊂ N G (under the conjugacy action) the set D * Q := {(x, H) : H ∈ Q and x ∈ D * H } is defined by an appropriate formula. When D is G-invariant, this together with the equality D * {G} = {(x, G) : x ∈ D} would imply that D is definable.
Let A be a basic clopen subset of X. Assume that A is K-invariant, where K is a basic subgroup of G. Let H 0 ∈ Q. We now have
We claim that in this condition the quantifier ∀ * can be replaced by ∀ and therefore the required formula can be written as follows:
To see the former note that if H ⊆ K, then the condition (∀ * g ∈ H)(x ∈ g −1 A) is equivalent to x ∈ A. In general note that as the set X \ A is open, the sets {g : gx ∈ (X \ A)} and H ∩ {g : gx ∈ (X \ A)} are open too. If the latter is meagre in H, then it is empty. As a result we see that (∀ * g ∈ H)(gx ∈ A) implies that all g ∈ H satisfy gx ∈ A.
For the operation of taking the complement, consider the case when all D * Q are defined by appropriate formulas φ Q (V ). We want to find the corresponding formulas for (X \ D) * Q . Notice that (x, H) ∈ (X \ D) * Q if and only if H ∈ Q and (∀ * g ∈ H)(gx ∈ D). The latter is equivalent to
This can be written as follows.
When D is a countable intersection D i then (x, H) ∈ D * Q if and only if H ∈ Q and x belongs to all D * H i . This condition can be obviously written by an appropriate formula.
Let φ(V ,Ū ) ∈ L ω 1 ω and letK ∈ (N G ) k andĀ ∈ A l be of the same length asV and respectivelyŪ . Then Mod(φ,K,Ā) := {x ∈ X : M x |= φ(K,Ā)}. By Proposition 3.3 this is a Borel subset of X. The following remark will be useful below.
Remark. If φ(V ,Ū ) is a quantifier-free first-order formula, then Mod(φ,K,Ā) is a Boolean combination of basic sets fromĀ. Indeed, if φ is of the form Sat 1 (A), then Mod(φ,K,Ā) = A. In the remained cases when φ is an atomic formula, the set Mod(φ,K,Ā) is X or ∅. For the rest of the proof it suffices to note that Mod(¬φ,K,Ā) = X \ Mod(φ,K,Ā) and
We now prove the following theorem. 
Then B F is a nice basis for the τ -space X. Proof. 1. The fact that B F defines a Polish topology such that the G-action is continuous follows from some standard arguments, Proposition 3.3 and Lemma 4.2 of [18] (which in particular implies that an extension of a Polish topology by a countable Borel family generates a Polish topology too). To see Condition (b)(iv) of Definition 3.1 we show that for any F -sentence φ over a finite set of parameters there is an F -formula φ ′ (V ) with just one free variable (and with some parameters), such that Mod(φ ′ (H)) = (Mod(φ)) * H . We apply induction on complexity of φ and the proof of the second part of Proposition 3.3. The first step of the induction (when φ is atomic) is the same as in Proposition 3.3 (see also the remark after Proposition 3.3). For the case when φ = ¬ψ and B = Mod(ψ) notice that x ∈ (X \ B)
For every formula φ of the language of HF(M x ) with free variables only of the sorts of
* H if and only if
This can be written by (∀N ∈ N G )((N ⊆ H) → ¬ψ ′ (N)), where ψ ′ corresponds to ψ as above.
The case when B ∈ B F is defined by φ = φ i is as in the proof of Proposition 3.3, and the case when φ = (∀V, U)ψ(V, U) is similar (since all M x are defined over the same countable set we can replace appropriate quantifiers ∀ and ∀ * ). Condition (b)(v) of Definition 3.1 follows from the fact that our formulas are defined over finite sets of parameters and each parameter is invariant with respect to a basic subgroup of G. The remaining conditions of nice bases are obvious.
2. In this part of the proof we show that the family B HF can be defined in some fragment of L ω 1 ω over the language of structures M x . At this place we will follow pp.179-180 of [5] . Then the statement can be obtained by an application of the first part of the theorem.
For any m, n, γ ∈ HF({0, ..., m−1, ..., n+m−1}) and a pair of tuplesV ∈ (N G ) m andĀ ∈ A n we define an element γ(K,Ā) ∈ HF(M x ) as the image of γ with respect to the natural map HF(n+m) → HF(M x ) which is induced by (0, ..., n+m−1) →KĀ. There is a term t γ of functions {, }, ∪ and n + m variablesWŪ such that for any
Let φ(W ,Ū ) be a fomula as in the formulation of the second part of the theorem (a formula over HF(M x ) depending only on variables corresponding to urelements). We build an L ω 1 ω -formula φ * (W ,Ū) of the language of L N A which is equivalent with φ in the class {M x : x ∈ X}. We start with a formula φ * defined as follows.
(1) If φ does not contain quantifiers, let φ * = φ; (2) If φ is a Boolean combination of formulas ψ and θ, let φ * be the corresponding Boolean combination of ψ * and θ * ; (3) If φ = Qxψ, where Q ∈ {∀, ∃} corresponds to urelements, then let φ * = Qxψ * ; (4) If φ = ∃yψ, where y corresponds to an element of HF(M x ), then let
: γ ∈ HF(m + n)}); : γ ∈ HF(m + n)}).
It is clear that φ * is equivalent to φ and all variables of φ * correspond to urelements. It remains to transform formulas of the form t 1 = t 2 and t 1 ∈ t 2 , where t 1 and t 2 are are terms with symbols ∅, ∈, {, } and ∪. They can be replaced by quantifier-free formulas without these symbols. As a result we obtain the required formula φ * . Our construction guarantees that all formulas of the form φ * form a countable fragment of L ω 1 ω . Applying the first part of the theorem we obtain the second one.
Coding in HF and forcing
Let G be a closed subgoup of S ∞ and (X, τ ) be a Polish G-space. We preserve the assumptions and the notation above. To each x ∈ X we have already assigned a structure M x defined on the disjont union N G ∪ A. Let F be a countable fragment of first-order formulas of the language of HF(M x ) with free variables only of the sort of M x (as in Theorem 3.4(2)). Assume that the family B F of all subsets of X of the form Mod(φ,K,Ā), φ ∈ F , is a nice basis extending A.
We now concentrate on questions how some natural properties of the topology induced by B F can be described in HF(M x ). We will see that these questions are related to decidability and arithmetical complexity of first-order theories.
In this section we always assume that B F ⊆ B HF and any set of the form Mod(φ,K,Ā) with quantifier-free φ ∈ F is clopen.
Below we also take the following assumptions.
(1) There is a coding of the fragment F (as well as the set of all terms of F ) in HF(M x ) such that the corresponding set of codes is ∆-definable in any HF(M x ) by a formula which does not depend on x. By F rm(z) (resp. T erm(z)) we denote the corresponding formula. We also assume that there is a formula F rmV (z, v) stating that z is an F -formula and v is the set of its free variables.
(2) Let F rm Σ (z) be the relation on HF(M x ) distinguishing the family F Σ ⊂ F of all (codes of) existential formulas from F . We assume that F rm Σ is ∆ on HF(M x ) and the corresponding definition does not depend on x.
(3) Let T r Σ (z, u) be the relation defined by F rm Σ (z) ∧ (u is a tuple from M x satisfying z). We assume that T r Σ (z, u) is defined in HF(M x ) by a Σ-formula which does not depend on x.
Remark. It is easy to see (using the proof of Proposition 3.3) that the family of τ -open members of B F contains all sets of the form Mod(φ(C)), φ ∈ F Σ ,C ⊆ N G ∪ A}.
We now give some examples of fragments F as above. It is a standard fact that the fragment of all first-order L N A -formulas defines a nice basis extending A (see [3] ). By the remark before Theorem 3.4, quantifier-free L N A -formulas (as well as quantifier-free formulas of HF(M x ) with only variables for urelements) define clopen sets. In this case the relation F rm Σ is ∆ on HF(M x ) and the corresponding definition does not depend on x. In the case of the fragment F corresponding to B HF as in Theorem 3.4 the family F Σ consists of all existential formulas of the theory of HF(M x ) having only free variables corresponding to urelements. The latter formulas form a ∆-subset of the set of all first-order formulas of the language of HF(M x ).
The theorem of Σ-definability of the truth of Σ-formulas (for example see Theorem 2.6.1 of [5] ) states that the binary relation HF(M x ) |= φ(C) on Σ-formulas φ and tuplesC ⊂ HF(M x ) is Σ-definable in HF(M x ). This together with the previous paragraph implies that the binary relation HF(M x ) |= φ(c) on existential formulas φ (resp. first-order existential formulas of the language of M x ) and tuplesC ⊂ M x is Σ on HF(M x ).
Consider the case of the logic action of G = S ∞ on the space X L of all L-structures of some universal first-order theory of a finite relational language L. Consider the interpretaion of x in M x defined in the proof of Proposition 3.2. It depends on some finite set of parameters from M x , where the parameters from A correspond to atomic L-formulas. We now replace every atomic L-formulaQ(V 1 , ..., V m ) 3 by
3 assuming that tuples satisfyingQ do not intersect diagonals where A ∈ A is a parameter defined by someQ(a 1 , ..., a m ) with
Note that in any M x this formula is equivalent to
This means that after appropriate replacements a Σ n -formula of the language L with n ≥ 1, becomes a Σ n -formula of the language L N A . Let F L be the set of all formulas obtained in this way.
The fragment F L satisfies the assumptions of the section.
Proof. It is well-known that all first-order L-formulas define a nice basis of X L (see [3] ). Thus the same statement holds for F L . Since F L is a subset of the set of all first-order L N A -formulas and existential L-formulas correspond to existential formulas of F L , the rest follows from Lemma 3.5.
We now return to the main theme of the section. Let X 0 be an invariant τ -G δ -subset of X. For A ∈ A with A ∩ X 0 = ∅ and a Borel set B we shall write A|⊢ X 0 B in the case (A \ B) ∩ X 0 is meagre in A ∩ X 0 (equivalently in X 0 ) and A|⊢ X 0 ∼ B in the case (A ∩ B) ∩ X 0 is meagre in A ∩ X 0 . We say that A decides B if exactly one of these cases holds. The following definition has been introduced in [15] . Definition 3.7 Let X 0 be an invariant τ -G δ -set. Let t be a nice topology corresponding to τ (we preserve the notation of that definition) and B be its nice basis.
(1) We say that an element x ∈ X 0 is B-generic in X 0 if for every B ∈ B there is a neighbourhood A ∈ A of x that decides B.
(2) We say that an element x is strictly B-generic if for every B ∈ B
Since B is a Boolean algebra, every strictly generic element is generic. It is proved in [15] that the set of all generic elements of X 0 is a dense invariant G δ -subset of X 0 . On the other hand the set of all strictly generic elements is a comeagre invariant subset of X 0 .
In this section we assume that all B arising in the definitions above, belong to B F . Applying coding introduced in the beginning of the section we can analyse complexity of these notions in appropriate HF(M x ).
We start with the following lemma.
Lemma 3.8 Let φ be a formula of the fragment F and B = Mod(φ,K,Ā) for somē 
and only if there is no
Proof.
(1) follows from the fact that A and B are clopen. (2) follows from the fact that each Mod(φ i ,K,Ā) is Borel and thus has the Baire property. Since M x is countable, (3) is similar to (2) . (4) follows from the definition and the fact that A consists of clopen sets.
Canonical partition. Let ( X, τ , G) be a Polish G-space with a countable basis A. By Proposition 2.C.2 of [2] there exists a unique partition of X, X = {Y t : t ∈ T }, into invariant G δ sets Y t such that every G-orbit from Y t is dense in Y t . It is called the canonical partition of the G-space X. To construct this partition take {A j }, a countable basis of X, and for any t ∈ 2 ω define
and take T = {t ∈ 2 ω : Y t = ∅}. In the case of the logic action of S ∞ on the space X L of countable L-structures under the topology t F , each piece of the canonical partition is an equivalence class with respect to the F -elementary equivalence ≡ F [2] .
We now assume that X 0 as above is contained in a piece of the canonical partition of X into G-invariant G δ -subsets. This in particular implies that every G-orbit from X 0 is dense in X 0 . The following theorem is a counterpart of some well-known theorems from logic (for example see Theorem 7.7 from [7] ). Theorem 3.9 Let X 0 be a an invariant τ -G δ -subset of a piece of the canonical partition and x ∈ X 0 .
(1) For every formula ψ(W 1 , ..., W k , U 1 , ..., U l ) ∈ F there is a formula φ ψ (U,W ,Ū) of the language of the model HF(M x ) such that for any A, A 1 , ..., A l ∈ A and K 1 , ...,
(2) For every formula ψ(W 1 , ..., W k , U 1 , ..., U l ) ∈ F there is a formula θ ψ (U,W ,Ū) of the language of the model HF(M x ) such that for any A 1 , ..., A l ∈ A and K 1 , ...,
is equivalent to the statement that there is a neighbourhood A ∈ A of x which decides Mod(ψ,K,Ā).
This motivates the proposition below.
Let X 0 be a piece of the canonical equivalence relation with respect to A, X 1 ⊆ X 0 be a companion of X 0 with respect to B F and X 2 ⊆ X 1 be a piece of the canonical equivalence relation with respect to B F . Some version of the following proposition in the case of the logic action has been already appeared in [13] . 
Proof. Recall that F rm Σ (z) is a ∆-formula distinguishing existential formulas of F . It follows from the assumptions that the relation
On the other hand the relation HF(M x ) |= φ(C) is definable by
Since both formulas are Σ we obtain the statement of the proposition.
The following example is a nice illustration of this proposition. Example. Let L = R be the language of a single binary relation. Consider the logic action of S ∞ on the space X L of all L-structures on ω. Let x be an element of this space defined by a random graph on ω (i.e. by the axioms stating that R is irreflexive and symmetric and for any two finite sets C and D ⊂ ω there is an element adjacent with all elements from C and not adjacent with any element fom D). Since the theory of random graphs is ω-categorical and ∀∃-axiomatizable, the [20] and [18] , Section 5). By Proposition 1.4 of [15] for any nice topology on X L , X 1 is a companion of the τ -canonical piece X 0 containing x.
We claim that X 1 is a canonical piece with respect to the nice basis defined by the set of all first-order formulas and the corresponding F L (see Lemma 3.6). Indeed, let x and y belong to the same canonical piece defined by F L . For two natural numbers m = n let A 1 be the basic set defined by R(n, m) and A 2 be X \ A 1 . Let V (m) and V (n) be the S ∞ -stabilizers of m and n respectively. Then M y satisfies all sentences of the following form:
This implies that the structure y is a random graph. Thus, by ω-categoricity, y ∈ X 1 . To see that the relation HF(M x ) |= θ on sentences θ ∈ F L , is ∆ in HF(M x ) we apply a procedure of elimination of quantifiers in the theory of random graphs. Presenting a formula of the language R in the prenex form we eliminate its quantifiers from the right to the left. If the last quantifier appears in the form ∃xφ(x,z), we replace this by a formula depending onz which is a disjunction of conjunctions discribing R-graphs onz which are consistent with ∃xφ(x,z).
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In the case when ψ(ȳ) ∈ F L we may assume that ψ is obtained from an L-formula of the prenex form by replacements described in the definition of F L (see Lemma 3.6). Then the procedure above induces appropiate transformations of ψ. By ψ * (ȳ) we denote the ∆-formula which is finally obtained from ψ. By the second recursion theorem the function ψ → ψ * is Σ-definable in HF(M x ). This easily implies that the relation
The example has some additional properties. It is clear that any automorphism of the random graph corresponding to x defines an automorphism of M x . Take anȳ A ∈ A andK ∈ N S∞ . Then for every L N A -formula φ(V,V ,Ū ) implying that V is a point-stabilizer (i.e. a maximal member of V S∞ ) which does not contain any element of V S∞ stabilizing some element ofVŪ , no K satisfying φ(K,K,Ā) belongs to the Aut(M x /KĀ)-stabilizer. In particular we will see that M x admits a non-dcl-choice with respect to L N A as it is defined in the next section. By Proposition 3.11 below we will see that HF(M x ) does not satisfy the uniformization theorem.
Additional comments and examples
We start with some remarks concerning the uniformization theorem. Then we consider the conjugacy action of the group of all order-preserving permutations of Q.
Let M be a structure considered with respect to a fragment F of first-order formulas of HF(M) with free variables of the sort of M. Assume that F is Σ-definable in HF(M) by a formula F rm(z). We say that M admits a non-dcl F -choice if there is a tuple of variablesv of M such that for any tuple of elementsc of M there is a formula φ(v,w) ∈ F such that nob satisfying HF(M) |= φ(b,c) is stabilized by Aut(M/c).
We apply this definition to the following notion (see [5] , p.119). An admissible set A satisfies the uniformization theorem if for any binary relation R, Σ-definable in A, there is a unary function f such that its graph is a subset of R which is Σ-definable in A and Dom(F ) = {w : ∃v((w, v) ∈ R)}. Since the question if the uniformization theorem holds in an admissible set is of interest for some people, it makes sense to investigate it in the case of HF(M x ).
Formalizing some arguments of Khisamiev from Section 3 of [12] we arrive at the following statement. Proof. Assume that HF(M) satisfies the uniformization theorem. To obtain a contradiction consider the following relation (wherev is taken from the definition of non-dcl F -choice). R = {(a, b) : a is av-type tuple from M realizing an F -formula with parameters from M which is coded by b}. has a unique realization in HF(M). Letd be the corresponding tuple.
On the other hand let α be an automorphism of M fixingc with α(d) =d. Since it extends to an automorphism of HF(M) the tuple α(d) also satisfies the formula above, a contradiction.
As we have already mentioned above this proposition can be applied to the logic action of S ∞ and HF(M x ) where x corresponds to a random graph on ω. We now describe some other examples. Consider the case of the conjugacy action of A(Q), the group of all order-preserving permutations of Q.
The group A(Q). Consider the action of the group of order-preserving permutations G := A(Q) on itself by conjugation. Identifying each f ∈ A(Q) with the structure (Q, <, f ) we obtain the G-space X Q of structures (Q, <, f ) (where f is considered as a binary relation) such that g = hf h −1 if and only if h is an isomorphism between (Q, <, f ) and (Q, <, g).
It is clear that the set of these structures can be considered as a G δ -subspace of the space X L of the logic action where L consists of two binary relations. We now apply the method of Section 3.1 to this situation. Proposition 3.12 Let f ∈ A(Q) and M be the structure (Q, <, f ) ∈ X Q . Then M is definable in the corresponding L N A -structure M f . The structure M f is definable in HF(M).
Proof. Let us prove that M is definable in M f . We interpret M by the set of all maximal elements of V G . They are definable in M f and consist of A(Q)-stabilizers of single elements of Q. Let θ be the map q ∈ Q → Stab(A(Q)/a). Fix a pair q 1 < q 2 and the corresponding K i = θ(q i ). For V 1 and V 2 ∈ θ(Q) we define
To define f in M f fix a tuple q 1 , q 2 , q 3 , q 4 , q 5 having the property q 1 < q 2 ∧ f (q 1 ) = q 2 , q 4 < q 3 ∧ f (q 3 ) = q 4 and f (q 5 ) = q 5 . If some of these situations cannot be realized we restrict ourselves to the remaining cases. Fix the tuple K 1 = θ(q 1 ), ..., K 5 = θ(q 5 ). Let A 1 ⊆ X Q be the basic set defined by the condition f (q 1 ) = q 2 (A 1 is defined by the coset of all elements of A(Q)) mapping q 1 to q 2 ). Let A 2 be the basic set defined by f (q 3 ) = q 4 and A 3 be defined by f (q 5 ) = q 5 . For V 1 , V 2 ∈ θ(Q) we define f (V 1 ) = V 2 if M f |= (∃U)(Orb 2,1 (A(Q), K 1 , K 2 , V 1 , V 2 , A 1 , U) ∨ Orb 2,1 (A(Q), K 3 , K 4 , V 1 , V 2 , A 2 , U)∨ Orb 2,1 (A(Q), K 5 , K 5 , V 1 , V 2 , A 3 , U) ∧ Sat 1 (U).
It is easy to see that the map θ preserves f .
Let us define M f in HF(M). As in the case of the logic action elements of V A(Q) are interpreted by finite subsets of Q and elements of N A(Q) are interpreted by order preserving 1-1-functions between finite subsets of Q. Both sets are definable in HF(M) by first-order ∆-formulas. We consider elements of V A(Q) as finite identity functions. The relation of including ⊂ is defined by f ⊆ g ⇔ "g is a restriction of f ".
We interpret elements of A by quantifier-free formulas with parameters from M and without free variables. It is obvious that A can be coded in HF(M) by a set ∆-definable without parameters. The operations ¬, ∧ and ∨ play the role of ′ , ∩ and ∪. This also defines the ordering of A. The remaining basic relations are defined as follows.
Inv(V, U) ⇔ "the set V contains the set of parameters of U"; Orb m,n (N, V 1 , ..., V m , V m+1 , ..., V 2m , U 1 , ...U m , U m+1 , ...,
(U i ∈ A)∧ "there is an order-preserving bijection g between the set of all elements arising as stabilized points of V 1 , ..., V m and/or as parameters of the formulas U 1 , ..., U n and the corresponding set arising in V m+1 , ..., V 2m and the formulas U n+1 , ..., U 2n such that g extends the map defining N and maps each V i (the code of each U i ) to V i+m , i ≤ m (to the code of U n+i , i ≤ n)"; Sat 1 (U) ⇔ "the structure M satisfies U".
Let f ∈ A(Q) and q 0 ∈ Q. Then the set {q ∈ Q : (∃m, n ∈ Z)(f n (q 0 ) ≤ q ≤ f m (q 0 ))} is called the orbital of f containing q 0 . An orbital is a singleton or an open interval.
The parity function ℘ f : Q → {−1, 0, +1} of f is defined as follows:
Since the parity function is constant on every orbital, we can assign to every orbital this constant value and call it the parity of an orbital.
Let i ∈ {−1, 0, +1}. Then O f and O i f stand for the family of all orbitals of f and the family of all orbitals of f having parity i respectively.
For any nonempty intervals I, J we write I J if and only if I = J or for each a ∈ I and each b ∈ J we have a < b. The relation is a partial ordering on the family of all intervals. For given f ∈ A(Q) the relation f , that is relativized to O f , is a natural ordering of O f . We shall write I ≺ J if I J ∧ I = J.
A classical result of Schreier and Ulam (see [10] ) says that f,g are conjugate if and only if (O f , f ) and (O g , g ) are isomorphic by an isomorphism preserving parity of the orbitals.
Recall the following fact from [19] : f ∈ A(Q) is generic (i.e. its conjugacy class is comeagre) if and only if for each i ∈ {−1, 0, +1}, O i f is without endpoints and dense in O f . It follows from Theorem 2.8 of [14] that the generic conjugacy class is a G δ -set. Thus by Proposition 1.4 of [15] for any nice topology on A(Q), this conjugacy class (denoted by X 1 ) is a companion of the corresponding τ -canonical piece X 0 . We finish this section by the following proposition. 
