Abstract. Symmetric hyperbolic systems with nonhomogeneous conservative boundary conditions are considered. Existence, uniqueness, and regularity are established for the boundary value problem and the initial-boundary value problem. This boundary problem is not strongly well-posed in L 2 , a loss of derivatives is observed. Minimal regularity assumptions on the coefficients of the operator are made.
1. Symmetric hyperbolic systems with conservative boundary conditions. We consider a symmetric hyperbolic system of first-order partial differential equations for a vector-valued function u = (u 1 , . . . , u N )
T depending on time t and space x, (1.1)
Here R Next we define conservative boundary conditions for the hyperbolic system (1.1).
where g is a vector-valued function with n components, is conservative or self-adjoint. The subject of the present work is the well-posedness of the boundary problem (1.1), (1.2). In most relevant cases conservative boundary conditions do not satisfy the Kreiss-Sakamoto condition (uniform Lopatinskii condition), and the problem will not be strongly well-posed in the function space L 2 of measurable square integrable functions. Important examples are the scalar wave equation with Neumann boundary condition [CP82, Chapter 7 ] and Maxwell's equations with the perfect conductor boundary condition [MO75, section 2], [Ell09] . From the viewpoint of applications, conservative boundary conditions may be of greater interest than boundary conditions which are strictly dissipative or boundary conditions which satisfy the KreissSakamoto condition.
It is known that the boundary problem (1.1), (1.2) is weakly well-posed in the function space L 2 (R When we consider nonhomogeneous boundary conditions, there will be a loss of derivatives. To quantify this loss we introduce Sobolev norms with a positive parameter γ ≥ 1. For s ∈ R the Sobolev space of order s is the set 
whereĝ(τ, η) is the Fourier transform of the distribution g(t, y). For g ∈ H
Then the boundary problem (1.1), (1.2) has a unique solution
The boundary regularity result is not true for all components of the solution u. However, if the boundary is noncharacteristic (N = 2n), then A d u(·, 0) can be replaced by u(·, 0). For many applications one prefers to work with boundary data in L 2 or one wishes to have boundary traces in L 2 .
The loss of derivatives occurs only in the boundary terms. There is a loss of 1/2 derivative from the boundary data to the interior, and the loss of one derivative from the boundary data to the boundary trace. In Theorem 1.2 the loss of derivatives is observed only in the spatially tangential variables, whereas in Theorem 1.3 the loss of derivatives is observed in all tangential variables.
With a little additional work Theorem 1.2 gives a result for the initial-boundary value problem in an nonempty, open, bounded, and connected set Ω ⊂ R d with C 2 -boundary ∂Ω. Theorem 1.4. Consider the initial-boundary value problem 5) and assume that the boundary matrix
has n positive eigenvalues and n negative eigenvalues in a neighborhood of ∂Ω.
The proof of these theorems involves several steps. At first we will prove the estimates of Theorems 1.2 and 1.3 for functions of higher regularity. The proof of these estimates, in particular the estimate of Theorem 1.2, is the central part of this paper. Since we are interested in admitting coefficients of class W 1,∞ , some paradifferential calculus is needed for this step. For the convenience of the reader we introduce the most important elements of paradifferential calculus in section 2. The estimates are then proved in section 3. The proof of Theorems 1.2 and 1.3 is completed in section 4. In section 5 we discuss the initial-boundary value problem and prove Theorem 1.4.
Literature overview.
The only hyperbolic problem of this class which has received considerable attention is the scalar wave equation with Neumann boundary condition. Starting with the work by Miyatake [Miy73] , a number of sharp regularity results have been obtained [LT90, LT91, Tat98] . Since the analysis in these works is focused on a very particular problem, it cannot be generalized to hyperbolic systems. A more general approach to symmetric hyperbolic systems of constant multiplicity with smooth coefficients and dissipative boundary conditions can be found in a paper by Ohkubo [Ohk81] . Theorem 1.4 is a generalization of Theorem 1 in [Ohk81] to symmetric hyperbolic systems under minimal regularity assumptions on the coefficients. The restriction to symmetric hyperbolic systems of constant multiplicity allows Ohkubo to diagonalize certain operators. This is something we cannot do in the present setting; hence, we have to take a much wider approach.
The classical theory of symmetric hyperbolic boundary problems with dissipative boundary conditions [Fri54, LP60] does not extend to nonhomogeneous conservative boundary conditions. However, the energy integral results in a preliminary estimate for conservative boundary conditions; see Proposition 3.1 below. To refine this estimate, we make use of the theory of boundary problems for hyperbolic systems, which originated in the papers by Hersh [Her63] and Kreiss [Kre70] . System (1.1) is frozen at a particular point (t, y, 0), and then the Fourier-Laplace transform in t and the Fourier transform in y is applied. If the boundary is noncharacteristic (detA d = 0), this transforms the boundary problem with f ≡ 0 into an initial-value problem of a system of ordinary differential equations for the transformed functionũ,
with parameters (τ, η, γ), where γ > 0. For the analysis of this system, the following facts concerning matrices are useful. Every N × N matrix A provides the decomposition Initially, strictly hyperbolic systems were studied with smooth coefficients and noncharacteristic boundary [Kre70, Rau72, CP82] . The extension to uniformly characteristic boundaries was made by Majda and Osher [MO75] ; see also [Mét00] . More recently, the theory has been expanded to symmetric hyperbolic systems of constant multiplicity with coefficients of class W 1,∞ [Mét00, Mét01] and even to some symmetric hyperbolic systems of variable multiplicities [MZ05] . For a comprehensive treatment of hyperbolic systems we refer to the book by Benzoni-Gavage and Serre [BGS07] .
Progress on systems with boundary conditions which do not satisfy the KreissSakamoto condition has been made as well. In the context of multidimensional shocks Coulombel [Cou04, Cou05] considers symmetric hyperbolic systems of constant multiplicity with a boundary condition which does not satisfy the Kreiss-Sakamoto condition at points where γ = 0. In this case one obtains-under some additional assumptions-estimates with a loss of one derivative in the interior and on the boundary; see Theorem 3.2 in [Cou04] .
The estimate of Theorem 1.2 relies on the fact that conservative boundary conditions satisfy the Kreiss-Sakamoto condition in the hyperbolic region {|η| ≤ ε(|τ | + γ)} for sufficiently small ε > 0; see Proposition 3.5 below. That is why our work results in somewhat stronger estimates than the ones in the paper by Coulombel [Cou04] . Neither constant multiplicity nor a noncharacteristic boundary are required for our approach. Since we work only in the hyperbolic region, the matrix
A j η j is invertible; hence instead of (1.6) we consider an initialvalue problem for the possibly singular system (or differential-algebraic system)
This system is singular if B is not invertible. For the analysis of such a system we recall the following facts [Cam80, Theorems 1.3.4, 3. 
In this paper we do not address solutions of higher regularity. In this case we expect that additional conditions are needed when the boundary is characteristic; see [MO75, Theorem 3], [Ohk81, Theorem 2], where symmetric hyperbolic systems of constant multiplicity are discussed.
Paradifferential operators with a large parameter.
For the convenience of the reader we summarize some results concerning paradifferential operators with a large parameter. These results have been taken from the article by Métivier [Mét01] and also the papers by Coulombel [Cou04, Cou05] .
Let k be a nonnegative integer, and let
→ into the set of N × N matrices which is C ∞ with respect to ξ and γ such that there are constants
The set of these symbols is denoted by Γ
we denote the subset of symbols in Γ m k whose Fourier transform with respect to x satisfies for
for some ε ∈ (0, 1). Note that these symbols are smooth in x. Actually, one can show that Σ 
These families of operators are of order less than or equal to m, which is to say that for all s ∈ R they are bounded linear mappings from
, and there exists an constant c such that 
and there exist 0 < ε 1 < ε 2 < 1 such that Theorem 2.2. Let ψ be an admissible cutoff function, let γ ≥ 1, and let l, m ∈ R. We then have the following properties:
ab is of order less than or equal to l + m − 1.
(ii) Adjoint: Let a ∈ Γ 
In what follows, symbols which are independent of ξ and γ are of particular interest. For a ∈ W 1,∞ (R d ) the difference between the product au and the paraproduct T ψ,γ a u can be estimated. We have
where the constant c > 0 is independent of γ [Cou05, Theorem 2.3, Lemma 4.2]; whence by interpolation
In what follows we will fix an admissible cutoff function ψ, i.e., a function satisfying (2.1), (2.2), and hence write only T γ a for the paradifferential operator with the symbol a.
For our purpose we will work with tangential paradifferential operators, i.e.,
, where t is the time variable and y = (x 1 , . . . , x d−1 ). The corresponding Fourier variables are denoted by τ and η.
The paradifferential calculus extends to symbols defined on the half space R d+1
). In the case of the paraproduct, i.e., a ∈ W 1,∞ (R d+1 + ), one can derive in analogy to equation (2.3):
Local block-diagonalization of the boundary matrix.
The analysis of the operator P is complicated by the fact that the boundary matrix A d is allowed to be singular. However, the matrix A d can be assumed to have block structure, at least locally. Recall that A d is a constant matrix outside a compact set 
The proof of this lemma follows from the perturbation theory for linear operators [Kat76, Chapters 1, 2]. For the convenience of the reader we will include the proof since in contrast to Kato we work with functions with limited regularity.
Proof. By our assumptions on the matrix A d , this matrix has three invariant subspaces with corresponding spectral projections
where C 0 is a small circle in the complex plane surrounding the origin and excluding all nonzero eigenvalues, C 1 is a closed curve in the right half plane enclosing all positive eigenvalues, and C 2 is a closed curve in the left half plane enclosing all negative eigenvalues. Note that the spectral projections have entries in
are invertible with entries in W 1,∞ (U (t, x) ). Furthermore, these matrices satisfy the equations 
T , where u l,0 has N − 2n components and u l,1 and u l,2 have n components each.
In what follows, we will make use of the following inequalities, which are a consequence of the block structure of A d and Theorem 2.2. Let x d = 0, and choose l such that
From the definition of the conservative boundary condition it follows that Im
Ker C, and the block decomposition (2.5) implies that the matrices B and C used to define the boundary condition satisfy (2.7)
where B l,1 , B l,2 , C l,1 , C l,2 are n × n, and the first blocks consisting only of zeros are of size n × (N − 2n) . The boundary condition (1.2) appears then in the form
where the addition is over all l such that
Remark 2.2. Every hyperbolic operator satisfying our assumption on A d has conservative boundary conditions. One possible choice is
where C j is a closed curve in the right half plane enclosing all eigenvalues of A 
Paradifferential regularization of the operators.
In what follows we will work with the paradifferential regularization of the localized boundary operators B l in the representation (2.7),
We can use (2.3) to estimate the error between B l and T B l :
Via the substitution v = e −γt u we modify the boundary problem (1.1), (1.2) to (2.10)
where P γ is given by (2.11)
Here and henceforth we have set x 0 = t. The localized operators
where
l DX l are symmetric hyperbolic operators with a block-diagonal boundary matrix and satisfy (2.12)
where v l = e −γt u l for l = 0, 1, . . . , m. The corresponding localized paradifferential operators are
With the help of formula (2.4) we can estimate the difference between P γ,l and T
(2.13)
Proof. Note that
, where we used (2.4) and also the first inequality in (2.6). Using the definition of P γ,l in (2.11), we have
The second inequality of the proposition is proved by relying on the second inequality in (2.6) and also the definition of the operator T γ P l . The significance of (2.9) and (2.13) is that they allow us to replace the operators P γ,l and B l by their paradifferential regularizations T γ P l and T γ B l , respectively.
A priori estimates.
Here we will establish a priori estimates for the boundary problem (2.10). Most results in this section require the paradifferential regularization and a block-diagonal boundary matrix. Hence, these estimates are established initially in each set K l and then extended to the full half space via the partition of unity. Since this kind of argument is classical, we will not be repeat it here. To simplify the exposition we will assume that the operator P γ defined in (2.11) has a block-diagonal boundary matrix A d as in the right-hand side of (2.
5). Corresponding to this decomposition we set
T . The paradifferential regularization of P γ is then
The first lemma is based on the energy integral and gets us a big step toward the estimate of Theorem 1.2.
Proposition 3.1. Let v ∈ H 1 (R d+1 + ). Then there exists a constant γ 2 ≥ 1 such that
where the symmetry of the coefficient matrices A j was used. Using the CauchySchwarz inequality, the positive definiteness of A 0 , and that
for γ sufficiently large. Hence, using duality in Sobolev spaces, we obtain for all ε > 0
where one makes use of the definition of P γ in (2.11). In this derivation the notation ·, · −1/2,γ refers to the inner product in H −1/2 (R d ) with weight γ. Using this estimate in (3.2) with a sufficiently small ε > 0 completes the proof.
Using inequalities (2.9) and (2.13), one establishes this energy estimate for the paradifferential operators.
Corollary 3.2. Under the assumptions of Proposition 3.1 there exists a constant γ 3 ≥ 1 such that
The estimate from Proposition 3.1 can be shifted to different Sobolev norms. 
Using these two estimates in (3.6) results in
The last two terms can be moved into the left-hand side, provided that γ is chosen sufficiently large. This proves (3.5). Next we will show that the estimate of Corollary 3.2 can be improved in the hyperbolic region of P γ . Recall that the coefficients are constant outside of the com-
In what follows we deal with functions which are of class W 1,∞ in (t, x) and C ∞ in (τ, η, γ). We will refer to this kind of regularity as smooth. Set
This guarantees
We refer to supp χ 2 as the hyperbolic region of P γ . We choose this name since P γ is hyperbolic in direction (τ, η) whenever (τ, η, 0) ∈ supp χ 2 for all (t, x). The matrix G can be block-diagonalized on the hyperbolic region of P γ .
Lemma 3.4. There exists a smooth invertible matrix V (q) of size N × N and smooth n × n matrices G 1 (q), G 2 (q) such that q; hence, the matrix G(q) has n eigenvalues with positive imaginary part and n eigenvalues with negative imaginary part. Furthermore, the spectral projections on the corresponding invariant subspaces
where C 1 is a closed curve on the upper half of the complex plane which encloses all eigenvalues of G with positive imaginary part. Likewise C 2 is a closed curve on the lower half of the complex plane which encloses all eigenvalues with negative imaginary part. The spectral projections are smooth functions of q, dim E 1 (q) = dim E 2 (q) = n, and E c (iG) = E 0 . These projections can be smoothly extended to γ = 0. Note that G has only real eigenvalues (n positive, n negative) in this case. For γ < δ there are two possibilities: Because of (3.8) we have either τ > √ 3δ or τ < − √ 3δ. If λ = 0 is an eigenvalue of G with corresponding eigenvector z, we have
which shows that λ cannot be purely imaginary because of (3.9). The continuity of the eigenvalues implies that in either case there are n eigenvalues with positive real part and n eigenvalues with negative real part. To ensure the smoothness of the projections for γ → 0 one shifts the curves C 1 and C 2 as follows. In the first case (τ > √ 3δ) one moves C 1 into the right half-plane so that the n eigenvalues with positive real part are enclosed. Similarly, C 2 will now enclose the n eigenvalues with negative real part G. For τ < − √ 3δ the modifications of the two curves are the other way around: Now C 1 will be in the left half-plane enclosing the n eigenvalues with negative real part, whereas C 2 is in the right half-plane enclosing the n eigenvalues with positive real part.
We claim that the invariant subspaces E 1 (q) and E 2 (q) have smooth bases. To avoid a microlocalization we will give an approach different from that of Lemma 2.3 and follow an approach suggested by Benzoni-Gavage and Serre [BGS07, Lemma 4.11]. Observe that
and since A d has the block structure given in (2.5) the stable subspace does not depend on the point (t, x). We observe that
We will distinguish three possible cases:
The matrix F is positive definite, and G has n eigenvalues with positive real part and as many eigenvalues with negative real part. Consider the initial value problem for the singular system with constant coefficients
Since E 1 (q) = E u (G(q)) in that case, the unique solution for (3.11) satisfies h → 0 as
and after integrating in s from −∞ to 0
This establishes z = 0.
(ii) τ ≤ − √ 3δ: Now the matrix F is negative definite, and the unique solution to (3.11) satisfies h → 0 as s → ∞ and h ∈ L 2 (0, ∞) since E 1 (q) = E s (G(q)). As before, we obtain z = 0.
(iii) γ ≥ δ: Then the matrix F = (F − F H )/(2i) = −γA 0 is negative definite. Instead of (3.11) one considers the initial value problem for the singular system
Since E 1 (q) is the stable subspace of iG, the unique solution h satisfies h → 0 as s → ∞ and h ∈ L 2 (0, ∞). This time one obtains 1 2
and integrating in s from 0 to ∞ gives z = 0. We conclude that the projection P 2 (q) is a bijection between the subspaces E s (A d ) and E 2 (q) and that {P 2 (q)e N −n+1 , . . . , P 2 (q)e N } is a smooth basis in E 2 (q). Similarly, {P 1 (q)e N −2n+1 , . . . , P 1 (q)e N −n } is a smooth basis in E 1 (q).
Next we form the N ×N invertible matrix V (q) = V 0 (q) V 1 (q) V 2 (q) whose columns are the basis vectors for the three invariant subspaces E 0 (q), E 1 (q), E 2 (q).
Because of E 0 = Ker A d , the columns of the matrix V 0 can be chosen to be the standard basis vectors e 1 , . . . , e N −2n . The matrix V block-diagonalizes G; i.e., there exist smooth matrices G j for j = 0, 1, 2 such that
where the matrix G 0 has only zero eigenvalues. From the equation Proof.
where F is the symbol introduced in (3.7), and set
where the constant κ > 0 will be specified later. Even though this matrix S is not Hermitian, in what follows it will play the role of the Kreiss symmetrizer. Using the previous lemma, one verifies that 
Next we will show that SG is positive definite on the invariant subspace E 2 (q). Here one has to distinguish again three cases, as in the proof of the previous lemma. For brevity we will consider only τ > √ 3δ. Let z ∈ E 2 (q) \ {0}, and let h(s) be the unique solution to the initial value problem (3.11). Then h(s) → 0 as s → ∞, and after multiplying with h H S we have
Since S is negative definite for τ > √ 3δ, integrating from 0 to ∞ in s gives −z H SGz < 0. Let P 0 denote the spectral projection onto the eigenspace corresponding to the zero eigenvalue, i.e.,
is the (N − 2n) × N matrix consisting of the first N 0 rows of V −1 . In view of Remark 3.1 we have for κ > 0 sufficiently small (3.14)
SG + P
Now we can prove the estimate. The matrices SG, SF −1 , P 0 , S can be extended to
+ as smooth functions which will be denoted by the same letter. After that the matrices SG, SF −1 , and P 0 will be extended to 
Here and henceforth R j denotes a family of operators of order equal to or less than j andw = [0, w 1 , w 2 ] T . Taking the real part of the inner product with w in
Using integration by parts on the left-hand side, applying the Cauchy-Schwarz inequality to the first term on the right-hand side, applying the microlocal Gårding inequality to the second term on the right-hand side, and using that T SF −1 is of order equal to or less than zero, one has
For the expression on the left-hand side the microlocal Gårding inequality yields
in view of (3.14), whereṽ
Combining the last two inequalities yields
Finally, we use Theorem 2.2 and the technique in the proof of Proposition 2.4 to establish
which finishes the proof. Remark 3.2. We like to point out that the block structure of A d established in Lemma 2.3 was of significance in the proof of this proposition. It allowed us to apply Gårding's inequality as stated in Theorem 2.2. If our assumptions on the coefficients were stronger, then the proposition above could have been proved using the sharp Gårding inequality, which is valid for operators with matrix symbols with W 2,∞ entries [Tat02] . Remark 3.3. If the operator P γ has a block structure consistent with (2.5), then there is no need establish a microlocal block-diagonalization of Lemma 3.4. In this case, conservative boundary conditions satisfy the Kreiss-Sakamoto condition, and Proposition 3.5 holds with χ 1 ≡ 1. However, apart from the case d = 1 this seems to be an artificial situation. Now we can prove the a priori estimates corresponding to Theorems 1.2 and 1.3.
To prove part (a) one needs to apply Proposition 3.5 to w and Corollary 3.2 to z. More precisely, start with Choosing γ large enough, the last two terms on the right-hand side can be placed into the left-hand side. This proves the first estimate. For part (b) we use Proposition 3.3, (2.9), and (2.13). Remark 3.4. The assumptions on the regularity of the function v in the theorem above can be relaxed. For part (a) v ∈ L 2 (R + , H 
