We study equations of the form −Lu = f (x, u) + µ, where the operator L is associated with a quasi-regular possibly non-symmetric Dirichlet form, f satisfies the monotonicity condition and mild integrability conditions, and µ is a bounded smooth measure. We prove general results on existence, uniqueness and regularity of probabilistic solutions, which are expressed in terms of solutions to backward stochastic differential equations. Applications include equations with nonsymmetric divergence form operators, with gradient perturbations of some pseudodifferential operators and equations with Ornstein-Uhlenbeck type operators in Hilbert spaces.
Introduction
Let E be a metrizable Lusin space, m be a positive σ-finite measure on B(E) and let (E, D(E)) be a quasi-regular possibly non-symmetric Dirichlet form on L 2 (E; m). In the present paper we study existence, uniqueness and regularity of solutions of semilinear equations of the form − Lu = f (x, u) + µ.
(1.1)
Here f : E × R → R is a measurable function, µ is a smooth signed measure on B(E) with respect to the capacity determined by E and L is the operator associated with the form E, i.e. the unique linear operator on L 2 (E; m) such that
We assume that f satisfies the monotonicity condition and mild integrability conditions (even weaker than the integrability conditions considered earlier in [1] ). As for µ we assume that it belongs to the class R = {µ : |µ| is smooth andĜφ · µ ∈ M 0,b for some φ ∈ L 1 (E; m) such that φ > 0 m-a.e.}, where |µ| denotes the variation of µ, M 0,b is a space of all finite smooth signed measures andĜ is the co-potential operator associated with E. In the important case where E is transient the class R includes M 0,b but it may happen that R also includes some Radon measures of infinite total variation.
The paper continuous research begun in our paper [12] in which equations of the form (1.1) with L associated with symmetric regular Dirichlet form are studied. The main motivation for writing this paper is to extend results of [12] to encompass equations with non-symmetric operators and equations in infinite dimensions.
As in [12] by a solution of (1.1) we mean a quasi-continuous function u : E → R satisfying for quasi-every x ∈ E the nonlinear Feynman-Kac formula
where X = (X, P x ) is a Markov process with life-time ζ associated with the form E, E x is the expectation with respect to P x and A µ is the additive functional of X corresponding to µ in the Revuz sense. We show that in the case where E is transient the solution may be defined in purely analytic way similar to the Stampacchia's way of defining solutions by duality. Namely, a solution of (1.1) can be defined equivalently as a quasicontinuous function u such that | ν, u | = | E u dν| < ∞ for every ν in the set S
00 of smooth measures of 0-order energy integral such that U ν ∞ < ∞ and ν, u = (f (·, u),Û ν) + µ, Û ν , ν ∈ S (0) 00 , where (·, ·) is the usual scalar product in L 2 (E; m),Û ν is the 0-order co-potential of ν and Û ν denotes its quasi-continuous version. In the paper we work exclusively with probabilistic definition (1.3) because in our opinion it is simpler and more natural than the definition by duality, and what is even more important, allows us to use directly powerful methods of the theory of Dirichlet forms and Markov processes.
In the paper in Section 3 we prove existence and uniqueness of probabilistic solutions of (3.3) and then in Section 4 we study additional regularity properties of the solutions. Our main result says that under mild assumptions on f , f (·, u) ∈ L 1 (E; m) and for every k > 0 the truncation T k u ≡ (−k) ∨ u ∧ k belongs to the extended Dirichlet space F e of E. Moreover, E(T k u, T k u) ≤ k( f (·, 0) L 1 (E;m) + 2 µ T V ), (1.4) where µ T V stands for the total variation norm of µ.
The results of Sections 3 and 4 rely on [12] . Some of the proofs given there more or less closely parallels those of symmetric regular Dirichlet forms. There are, however, sometimes subtle adjustments necessary to fit argument to each new situation. For instance this pertains to the proof of (1.4) and the proofs of some auxiliary but important results on smooth measures and their associated additive functionals. These auxiliary results are proved by using the so-called transfer method. Let us also mention that in Section 2 we prove that if (E, D(E)) is transient then each smooth bounded measure µ on B(E) admits decomposition of the form
where ν is a difference of two measures of 0-order potential and f ∈ L 1 (E; m). This characterization of bounded smooth measures is new even for symmetric regular forms. It generalizes considerably the decomposition proved in [2] for the form associated with the Laplace operator on D ⊂ R d .
Perhaps the most important part of the paper is Section 5 in which some applications of general results of Sections 2-4 are indicated. We decided to describe in some detail four quite different examples. In the first one we consider equation (1.1) with L being a non-symmetric divergence form operator that is operator associated with local non-symmetric regular form. In the second example L is a "divergent free" gradient perturbation of symmetric nonlocal operator on R d whose model example is the α-laplacian. In that case L corresponds to a non-symmetric non-local regular form. Then we consider a symmetric non-local operator on some finely open subset D ⊂ R d , which is associated with a symmetric but in general non-regular form. In the last example we consider the Ornstein-Uhlenbeck operator in Hilbert space that is operator associated with a local non-regular form. In each case we formulate specific theorem on existence, uniqueness and regularity of solutions. To our knowledge all these results are new. Finally, at the end of the section we briefly discuss the possibility of other applications of our general results.
Preliminaries
Unless otherwise stated, in all the paper we assume that E is a metrizable Lusin space, i.e. a metrizable space which is the image of a Polish space under a continuous bijective mapping. We adjoin an extra point ∂ to E as an isolated point. We define the Borel σ-algebra on E ∂ ≡ E ∪{∂} by putting B(E ∂ ) = B(E)∪{B ∪{∂} : B ∈ B(E)}. We make the convention that any function f : E →R is extended to E ∂ by putting f (∂) = 0. Throughout the paper m is a σ-finite positive measure on B(E). We extend it to B(E ∂ ) by putting m({∂}) = 0.
Quasi-regular Dirichlet forms
Definition. A pair (E, D(E)), where D(E) is a dense linear subspace of L 2 (E; m) and
we will denote the strongly continuous contraction semigroup on L 2 (E; m) corresponding to (G α ) α>0 (resp. (Ĝ α ) α>0 ). Note that T t , G α andT t ,Ĝ α can be extended to a semigroup and resolvent on L 1 (E; m) (see [17, Section 1.1] ). Define
2)
By [16, Theorem I.2.16] , L is the generator of (G α ) α>0 (and (T t ) t>0 ) and in fact the generator L of (G α ) α>0 can be characterized as the unique operator on L 2 (E; m) such that (1.2) is satisfied.
is called a semi-Dirichlet form if it has the following contraction property: for every u ∈ D(E), u + ∧ 1 ∈ D(E) and
If, in addition,
In what follows we say that a property of points in E holds E-quasi-everywhere (E-q.e. for short) if the property holds outside some E-exceptional set.
(c) An E-q.e. defined function u is called E-quasi-continuous if there exists a nest
where
The notions of E-nest and E-exceptional set can be characterized by certain capacities relative to (E, D(E)). To formulate this characterization let us fix ϕ ∈ L 2 (E; m) such that 0 < ϕ ≤ 1 m-a.e. and for open U ⊂ E set
where {G α } is the resolvent associated with (Ẽ, D(E)). For arbitrary A ⊂ E we set
Then by [16, Theorem III.2.11] an increasing sequence {F k } k≥1 of closed subsets of E is an E-nest iff lim k→∞ Cap ϕ (E \ F k ) = 0, and secondly, N ⊂ E is E-exceptional iff Cap ϕ (N ) = 0. Notice that from the above it follows in particular that the capacities Cap ϕ defined for different ϕ ∈ L 2 (E; m) such that 0 < ϕ ≤ 1 m-a.e. are equivalent to each other. (c) There exists an E-exceptional set N ⊂ E and {u n } n∈N ⊂ D(E) such that each u n has an E-quasi-continuous m-versionũ n and the family {ũ n } n∈N separates the points of E \ N .
The notion of quasi-regular semi-Dirichlet form includes the notion of regular semiDirichlet form, because from [16, Section IV.4(a)] it follows that if E is a locally compact separable metric space and m is a positive Radon measure on B(E) than any regular semi-Dirichlet form on L 2 (E; m) is quasi-regular. Important examples of quasi-regular semi-Dirichlet forms which are not regular are given for instance in [16, 18, 19] . One of such examples is considered in Section 5.
Notice that transience of a Dirichlet form depends only on its symmetric part. It is known (see [10, Corollary 3.5 .34]) that (E, D(E)) is transient iff the corresponding sub-Markovian semigroup (T t ) t≥0 is transient, i.e. for all u ∈ L 1 (E; m) such that u ≥ 0 m-a.e.,
Definition. Let (E, D(E)) be a Dirichlet form. The extended Dirichlet space F e associated with the symmetric Dirichlet form (Ẽ, D(E)) is the family of measurable functions u : E → R such that |u| < ∞ m-a.e. and there exists anẼ-Cauchy sequence {u n } ⊂ D(E) such that u n → u m-a.e. The sequence {u n } is called an approximating sequence for u ∈ F e . For a Dirichlet form (E, D(E)) and u ∈ F e we set E(u, u) = lim n→∞ E(u n , u n ), where {u n } is an approximating sequence for u (see [7, Theorem 1.5.2] ). If moreover E satisfies the strong sector condition then we may extend E to F e by putting E(u, v) = lim n→∞ E(u n , v n ) with approximating sequences {u n } and {v n } for u ∈ F e and v ∈ F e , respectively (it is easily seen that E(u, v) is independent of the choice of the approximating sequences). Observe that this extension satisfies the strong sector condition, i.e. (2.1) holds true for all u, v ∈ F e .
If (E, D(E)) is transient then by [7, Lemma 1.5.5], (F e ,Ẽ) is a Hilbert space. Note also that if (E, D(E)) is a quasi-regular Dirichlet form then by [16, Proposition IV.3.3] each element u ∈ D(E) admits a quasi-continuous m-version denoted byũ, and thatũ is E-q.e. unique for every u ∈ D(E). If moreover (E, D(E)) is transient then the last statement holds true for D(E) replaced by F e (see Remark 2.2).
In the remainder of this section we assume that (E, D(E)) is a quasi-regular Dirichlet form on L 2 (E; m).
Markov processes associated with Dirichlet forms
By [16, Theorem IV.3.5] there exists an m-tight special standard Markov process X = (Ω, (F t ) t≥0 , (X t ) t≥0 , ζ, (P x ) x∈E∪{∂} ) with state space E, life-time ζ and cemetery state ∂ (see, e.g., [14] or [16, Section IV.1] for precise definitions) which is properly associated with (E, D(E)). Let (p t ) t≥0 be the transition semigroup of X defined as
The statement that X is properly associated with (E, D(E)) means that p t f is a quasicontinuous m-version of T t f for every t > 0 and f ∈ B b ∩ L 2 (E; m) (and hence for every t > 0 and f ∈ L 2 (E; m) by [16 
, where (R α ) α>0 is the resolvent of X, i.e.
By [16, Theorem IV.6.4 ] the process X is uniquely determined by (E, D(E)) in the sense that if X ′ is another process with state space E properly associated with (E, D(E)) then X and X ′ are m-equivalent, i.e. there is S ∈ B(E) such that m(E \ S) = 0, S is both X-invariant and X ′ -invariant, and
is the transition semigroup of X ′ .
Smooth measures
Definition. (a) A positive measure µ on B(E) is said to be E-smooth (µ ∈ S in notation) if µ(B) = 0 for all E-exceptional sets B ∈ B(E) and there exists an E-nest {F k } k∈N of compact sets such that µ(F k ) < ∞ for k ∈ N.
(b) µ ∈ S is said to be of finite energy integral (µ ∈ S 0 in notation) if there is c > 0 such that
If (E, D(E)) is regular and E is a locally compact separable metric space then the notion of smooth measures defined above coincides with that in [7] . Moreover, if µ is a positive Radon measure on E such that (2.6) is satisfied for all v ∈ C 0 (E) ∩ D(E) then µ charges no E-exceptional set (see [15, Remark A.2] ) and hence µ ∈ S 0 .
By [14, Proposition 2.18 (ii)] (or [16, Proposition III.3.6] ) the reference measure m is E-smooth. Therefore if f ∈ L 1 (E; m) then µ = f · m is bounded and smooth. A general result on the structure of bounded smooth measures will be stated in Theorem 2.3.
Let µ ∈ S 0 and α > 0. Then from the Lax-Milgram theorem (see, e.g., [9, Theorem 2.7.41]) it follows that there exist unique elements
Similarly, if (E, D(E)) satisfies the strong sector condition and µ ∈ S (0) 0 then from the Lax-Milgram theorem applied to the Hilbert space (F e ,Ẽ), the form E and operator J : F e → R defined by J(v) = Eṽ (x) µ(dx) it follows that there exist unique elements U µ,Û µ ∈ F e such that
Let M 0,b denote the subset of S consisting of all measures µ such that µ T V < ∞, where µ T V denotes the total variation of µ, and let M To prove the theorem we will need the following lemma. 
for some c > 0. To this end, let us consider an approximating sequence {u n } for u and extend u, u n to functions on E # by putting
is an E # -approximating sequence for u # . It follows that u # belongs to the extended space F # e for E # and
Since u # |E is an m-version of u and by [16, Corollary VI.1.4 ] the function u # |E is Equasi-continuous,ũ = u # |E E-q.e. From this and the fact that µ
which gives (2.7).
Remark 2.2. Note that the argument following (2.7) show that each u ∈ F e admits an E-quasi-continuous modification.
In what follows given ν ∈ S
0 we denote by T ν the bounded linear operator on F e defined as
whereŨ ν is the potential of ν associated with the formẼ andũ is anẼ-quasi-continuous m-version of u.
Proof. Without loss of generality we may assume that µ is positive. By Lemma 2.1 there exists a nest
and, since (
is the resolvent of the process associated with
for q.e. x ∈ E. Hence, by [15, Theorem A.8(iv)], µ α n , u = α(u,R α µ n ) = α µ n ,R α u for every nonnegative Borel measurable u. From this one can deduce that
for u ∈ F. Let u ∈ F e and let {u k } ⊂ D(E) be an approximating sequence for u. Then
for every k ∈ N, because by (2.8),
Letting k → ∞ in (2.9) we get
Thus µ α n ∈ S
0 and for every n ∈ N,
where T µ α n stands for the operator norm of T µ α n . By the above and the Banach-Saks theorem, for every n ∈ N we can choose by the diagonal method a sequence {α l } such that the sequence {Ũ γ k (µ n )}, where 
as α → ∞. It follows that in fact T = T µn . We can therefore find a subsequence {k n } such that
Since m is σ-finite, there exists a sequence {U l } of Borel subsets of E such that
Hence f L 1 (E;m) < ∞ by the monotone convergence theorem. In particular, ν = µ − f · m ∈ S. That ν ∈ S (0) 0 now follows from (2.10).
It is known that (D, ( Proof. Let v ∈ F e and let {v k } ⊂ D(E) be an approximating sequence for v.
In the same manner we can see thatÛ µ −Û α µ = αĜ 0Ûα µ. Hence
On the other hand,
Suppose that {U α µ} convergesẼ-weakly to some f ∈ F e as α ↓ 0. Since
Thus f = U µ, and the proof is complete.
Smooth measures and additive functionals
Let X be the Markov process properly associated with (E, D(E)). By [16, Theorem VI.2.4] there is a one-to-one correspondence between E-smooth measures µ on B(E) and positive continuous additive functionals (PCAFs) A of X. It is given by the relation
In what follows the additive functional corresponding to µ in the sense of (2.11) will be denoted by A µ . In the important case where µ = f · m for some f ∈ L 1 (E; m) the additive functional A µ is given by
The following lemma generalizes [12, Lemma 4.3] .
is E-quasi-continuous. In particular, u is E-q.e. finite.
Proof. Let (E # , D(E # )) denote the regular extension of (E, D(E)) specified by [ 
By the assumption and the fact that m # (E # \ E) = 0,
Therefore, by [12, Lemma 4.3] , the function u
|E is E-quasi-continuous on E, which proves the first part of the lemma since u
The second part is immediate from the definition of quasi-continuity. 
is a quasi-continuous version of U µ.
Proof. By [15, Proposition A.7] , for every α > 0 the function R α µ defined by R α µ(x) = E x ∞ 0 e −αt dA µ t , x ∈ E, is a quasi-continuous version of U α µ. Therefore by Lemma 2.5 and the Banach-Saks theorem there exists sequences α n ↓ 0 and {n k } such that the Cesàro mean sequence {w n = (1/n) n k=1 u n k }, where u n = R αn µ, isẼ-convergent to U µ. On the other hand, by the monotone convergence theorem, u n (x) → u(x) for x ∈ E, and hence w n (x) → u(x) for x ∈ E. Consequently, {w n } is an approximating sequence for u. Therefore u ∈ F e and
Since (Ẽ, F e ) is a Hilbert space, it follows that u is an m-version of U µ. To show that u is quasi-continuous, let us first note that by [16, Proposition III.3.3] there is a nest
Since E is quasi-regular, there exists an E-nest {E k } consisting of compact sets. Write
as n → ∞ for each k ∈ N, applying Dini's theorem shows that u ∈ C({F ′ k }), which is our claim.
Let S
00 denote the subset of S
0 consisting of all measures ν such that ν(E) < ∞ and U ν ∞ < ∞. 
(2.13)
Proof. By Lemma 2.1 there exist a nest {F n } such that 1 Fn |f | · |µ| ∈ S (0)
Letting α ↓ 0 and applying the monotone convergence theorem the left-hand side of (2.14) and Lemma 2.5 the right-hand side of (2.14) we obtain
Letting n → ∞ in (2.15) yields (2.15) with F n replaced by
Proof. Let (E # , D(E # )), µ # be defined as in the proof of Lemma 2.6 and let (A µ ) # be defined by (2.12)) with A replaced by A µ . It is an elementary check that (A µ ) # = A µ # . By the assumptions and the fact that m # (E # \ E) = 0, 
From this in the same manner as in the proof of Lemma 2.1 one can deduce that ν,η ≤ cE(η, η) 1/2 for η ∈ F e , i.e. that ν ∈ S
0 . From Lemma 2.7 and the fact that A ν # = (A ν ) # it follows now that U ν # |E is an m-version of U ν. Therefore U ν ∞ < ∞, which proves that ν ∈ S (0) 00 . From this and the assumption it follows that ν # (B) = ν(B) = 0 for every ν # ∈ S (0) 00 (E # ). Therefore from the 0-order version of [ 
Probabilistic solutions
In this section we assume that (E, D(E)) is a quasi-regular Dirichlet form on L 2 (E; m). We will need the following assumptions: (A1) f : E × R → R is measurable and y → f (x, y) is continuous for every x ∈ E, (A2) (f (x, y 1 ) − f (x, y 2 ))(y 1 − y 2 ) ≤ 0 for every y 1 , y 2 ∈ R and x ∈ E,
e. x ∈ E. Let us note that in our previous paper [12] devoted to equations of the form (1.1) we followed [1] in assuming that f satisfies (A1), (A2), (A4) and the following condition: for every r > 0, F r ∈ L 1 (E; m), where F r (x) = sup |y|≤r |f (x, y)|. Obviously (A3) is weaker than the last condition. Likewise, our condition (A3 * ) is weaker than the corresponding condition in [12] .
Let us define the co-potential operator aŝ
and for given µ ∈ S set
Lemma 3.1. If (E, D(E)) is transient then for any µ ∈ S and φ ∈ L 2 (E; m),
Proof. By Lemma 2.1 there is a nest {F n } such that
Letting α ↓ 0 and then n → ∞ in (3.2) gives (3.1).
If µ is smooth and R|µ| < ∞ m-a.e. then from (3.1) and the fact that m is σ-finite it follows that µ ∈ R. Furthermore, if µ ∈ R then by (3.1), R|µ| < ∞ m-a.e. Thus R can be equivalently defined as R = {µ : µ is smooth, R|µ| < ∞, m-a.e.}.
It follows in particular that (A4 * ) is satisfied iff f (·, 0) · m ∈ R and µ ∈ R.
Proof. Follows from [17, Corollary 1.3.6] applied to the dual form (Ê, D(E)).
In general the inclusion in Proposition 3.2 is strict. To see this let us consider the form (D,
is an open bounded set with smooth boundary then R1 is a contiunuos strictly positive function such that R1(x) ≈ δ(x) for x ∈ D, where δ(x) = dist(x, ∂D) (for the last property see [13, Proposition 4.9] ). Since R1 is an m-version of G1 =Ĝ1, it follows that L 1 (D; δ(x) dx) ∈ R, so R contains positive Radon measures of infinite total variation. Elliptic and parabolic equations with right-hand side in L q (D; δ(x) dx) (q ≥ 1) space are studied for instance in [5] . 
BSDEs
Let X = (Ω, (F t ) t≥0 , (X t ) t≥0 , ζ, (P x ) x∈E∪{∂} ) be an m-tight special standard Markov process properly associated with (E, D(E)). We will need the following classes of processes defined on Ω.
D is the space of all (F t )-progressively measurable càdlàg processes and D q (P x ), q > 0, is the subspace of D consisting of all processes Y such that E x sup t≥0 |Y t | q < ∞. M(P x ) (resp. M loc (P x ) is the space of all càdlàg ((F t ), P x )-martingales (resp. local martingales) M such that M 0 = 0. M q (P x ), q > 0, is the subspace of M(P x ) consisting of all martingales M such that
We will say that a càdlàg (F t )-adapted process Y is of Doob's class (D) under P x if the collection {Y τ , τ is a finite valued (F t )-stopping time} is uniformly integrable under P x .
Definition. Let f : E × R → R be a measurable function and let A µ be a CAF of X corresponding to some µ ∈ R. We say that under the measure P x a pair (Y x , M x ) is a solution of the backward stochastic differential equation with terminal time ζ and coefficient f + dA µ (BSDE
and
In [12] existence and uniqueness results for more general (not necessarily Markov type) backward equations are proved. From these results the following theorem follows. (ii) If f satisfies (A1), (A2), (A3 * ) and
and M x is a uniformly integrable martingale.
Proof. The uniqueness part is a direct consequence of [12, Corollary 3.2] . The existence part follows from [12, Theorem 3.4].
Existence and uniqueness of probabilistic solutions
Let (L, D(L)) be the operator defined by (2.2), (2.3) (or (1.2) ).
Definition. Let µ ∈ R. We say that an E-quasi-continuous function u : E → R is a probabilistic solution of the equation
In what follows we say that a function u : E → R is of class (FD) if the process t → u(X t ) is of class (D) under the measure P x for q.e. x ∈ E. Similarly, we say that u ∈ FD q if the process t → u(X t ) belongs to D q under P x for q.e. x ∈ E.
Theorem 3.5. Assume (A1), (A2), (A3 * ), (A4 * ). Then there exists a unique probabilistic solution u of (3.3). Actually, u is of class (FD) and u ∈ FD q for q ∈ (0, 1).
Moreover, for q.e. x ∈ E there exists a unique solution
Proof. From Lemma 2.6 it follows that under (A4 * ) the second assumption in part (ii) of Theorem 3.4 is satisfied for q.e. x ∈ E. To prove the theorem it suffices now to use Theorem 3.4 and repeat step by step arguments from the proof of [12, Theorem 4.7] .
Let us note that from Proposition 3.2 and [12, Lemma 2.3] it follows that under the assumptions of Theorem 3.5,
for m-a.e. x ∈ E, where u is a probabilistic solution of (3.3).
Probabilistic solutions vs. solutions in the sense of duality
Assume that (E, D(E)) is transient and satisfies the strong sector condition. Let A denote the space of all E-quasi-continuous functions u : E → R such that u ∈ L 1 (E; ν) for every ν ∈ S (0) 00 . Following [12] we adopt the following definition.
Definition. Let µ ∈ M 0,b . We say that u : E → R is a solution of (3.3) in the sense of duality if u ∈ A, f u ∈ L 1 (E; m) and
Note that by the very definition of S
0 and u ∈ F e thenũ ∈ L 1 (E; ν). As a consequence, if u ∈ F e thenũ ∈ A. Proposition 3.6. Assume that (E, D(E)) is transient, satisfies the strong sector condition and that µ ∈ M 0,b . If u is E-quasi-continuous and f u ∈ L 1 (E; m), then u is a probabilistic solution of (3.3) iff it is a solution of (3.3) in the sense of duality.
Proof. Let u be a solution of (3.3) in the sense of duality. Let us denote by w(x) the right-hand side of (3.4) if it is finite and put w(x) = 0 otherwise. By Proposition 3.2, w is finite m-a.e., and hence, by Lemma 2.6, w is quasi-continuous. By Lemma 2.8, w ∈ A and ν, w is equal to the right-hand side of (3.6). Thus ν, u = ν, w for ν ∈ S (0) 00 . Lemma 2.10 now shows that u = w E-q.e. since u, v are E-quasi-continuous. Conversely, assume that u is a probabilistic solution of (3.3). Then again by Lemma 2.8, u ∈ A and u satisfies (3.6).
Proposition 3.7. Assume that (E, D(E)) is transient and (A4) is satisfied.
(i) If u is a probabilistic solution of (3.3) then f u ∈ L 1 (E; m) and
(ii) If moreover (E, D(E)) satisfies the strong sector condition then u is a probabilistic solution of (3.3) iff it is a solution of (3.3) in the sense of duality.
Proof. Assertion (i) follows from (3.5) and Lemma 2.9, whereas (ii) follows from (i) and Proposition 3.6.
Regularity of probabilistic solutions
For k > 0 and u : E →R set
for all u ∈ D(E). If moreover (E, D(E)) satisfies the strong sector condition then (4.1) holds for all u ∈ F e .
Proof. Let u ∈ D(E).
We may and will assume that u is quasi-continuous.
SinceÊ is a semi-Dirichlet form, it follows from [16, Theorem I.4.4] that u ∧ k ∈ D(E) and
it follows from the above that
Since {x ∈ E : u(x) ≤ −k} is a quasi-support of v and u + ∧k equals zero on the quasi-open set {x ∈ E : u(x) < −k/2} containing {x ∈ E : u(x) ≤ −k}, it follows from [8, Theorem 4.1] that there is a σ-finite positive measure J on E × E \ d (d stands for the diagonal) and a σ-finite positive measure K on E such that
This and (4.3) giveÊ(T k u, u − T k u) ≥ 0, which is equivalent to (4.1). Now assume that E satisfies (2.1) and u ∈ F e . Let us consider an approximating sequence {u n } ⊂ D(E) for u. By [7, Theorem 1.
is a Hilbert space, applying the Banach-Saks theorem we can find a subsequence {n l } such that the Cesàro mean sequence {w N = (1/N ) N l=1 T k (u n l )} isẼ-convergent to some w ∈ F e . SinceẼ is transient, there is an m-a.e. strictly positive and bounded g ∈ L 1 (E; m) such that
On the other hand, since u n → u m-a.e., applying the Lebesgue dominated convergence theorems shows that E |w N − T k u|g dm → 0. Consequently, w = T k u and {T k u n } convergesẼ-weakly to T k u. From this and the first part of the proof it follows that
Moreover, using (2.1) and the facts that {u n } isẼ-convergent to u and {T k u n } isẼ-weakly convergent to T k u we conclude the last limit in (4.4) equals E(u, T k u), which completes the proof of the second assertion of the lemma.
Theorem 4.2. Assume that (E, D(E)) is a quasi-regular transient Dirichlet form and
Proof. By Lemma 2.1 there exists a nest {F n } such that
for q.e. x ∈ E. Hence u α n ∈ F and T k u α n ∈ D(E) since every normal contraction operates on (Ẽ, D(E)). Therefore
By Lemma 4.1 applied to the form E α ,
Consequently,
. By the Banach-Saks theorem we can choose a sequence {α l } such that α l ↓ 0 as l → ∞ and the sequence {w N = (1/N )
Moreover, from Lemma 2.7 one can deduce that u α n (x) → u n (x) as α ↓ 0 for q.e. x ∈ E. Hence T k u α n → T k u n m-a.e. and consequently, w N → T k u n m-a.e. Thus {w N } is an approximating sequence for
Since u n → u q.e. we now apply the above arguments again, with T k u α n replaced by T k u n , to obtain (4.5). [12] shows that in general under (A1)-(A4) the solution u of (3.3) may not be locally integrable.
(ii) Assume (A1), (A2), (A3 * ) (A4 * ) and let u be a probabilistic solution of (3.3) of Theorem 3.5. Then from (3.4), (3.5) it follows that |u(x)| ≤ R(|f (·, 0) · m + 2|µ|). Therefore the condition (|f (·, 0)|,Ĝ1) + |µ|, Ĝ 1 < ∞ (4.8)
is sufficient to guarantee integrability of u. One interesting situation in which (4.8) holds true is given at the end of Section 5.3.
Applications
In this section we show by examples how our general results work in practice. Propositions 5.2-5.4 below concerning nonlocal operators and operators in Hilbert spaces are new even in the linear case, i.e. if f ≡ 0. To our knowledge Proposition 5.1 concerning nonsymmetric local form is also new.
Classical nonsymmetric local regular forms
We start with nonsymmetric forms associated with divergence form operators. Let D be an bounded open subset of R d , d ≥ 3, and let m be the Lebesgue measure on D.
Assume that a :
, where
is closable and its closure (E, D(E)) is a regular Dirichlet form on L 2 (D; dx). By (a) and (b),
for u ∈ H 1 0 (D), and hence, by Poincaré's inequality, there is C 1 > 0 such that
for u ∈ H 1 0 (D). Consequently, (E, D(E)) satisfies the strong sector condition. From the calculations made on pp. 50-51 in [16] it follows that there exists C 2 > 0 depending on λ and the coefficients a, b, c, d such that 
From the above considerations and Corollary 4.3 we obtain the following proposition. 
for every k > 0 and (3.7), (4.5) hold true.
Gradient perturbations of nonlocal symmetric regular forms on R d
The following example of a nonlocal nonsymmetric regular Dirichlet form is borrowed from [9] . Let ψ : R d → R be a continuous negative definite function, i.e ψ(0) ≥ 0 and ξ → e −tψ(ξ) is positive definite for t ≥ 0, and for s ∈ R let H ψ,s denote the Hilbert space 
Consider the following assumptions on ψ, b:
It is known (see, e.g., [7 
for u ∈ C ∞ 0 (R d ) and hence for all u ∈ H ψ,1 . Using the integration by parts formula one can also check (see [9, Example 4.7 .36]) that if div b = 0 then (B, H ψ,1 ) has the contraction properties required in the definition of a Dirichlet form and hence is a Dirichlet form. Finally, let us consider the form 
(see [10, Corollary 3.5 .60]). The operator associated with Ψ is a pseudodifferential operator ψ(∇) which for u ∈ C ∞ 0 (R d ) has the form
Proposition 5.2. Assume (A1)-(A4) and (a)-(c). Then there exists a unique probabilistic solution of the equation
for every k > 0 and (3.7), (4.5) hold true. 
D,e for every k > 0 and (3.7), (4.5) hold true.
Let us remark that if
If D is open and has smooth boundary then as in [11] we may define the space H It is worth noting that if (a)-(c) are satisfied and Q −1 is bounded then a bounded measure µ on H is smooth iff it admits a decomposition similar to (5.4). Indeed, if (a)-(c) are satisfied and µ ∈ M 0,b then by Remark 2.4 there is ν ∈ S 0 and f ∈ L 1 (H; γ) such that µ,ũ =Ẽ 1 (U 1 ν, u)+ H f u dγ for every u ∈ W 
