T t A study is made of the issues surrounding prediction of microchannel flows using the direct simulation V Monte Carlo method. This investigation includes the u, introduction and use of new inflow and outflow bound-w ary conditions suitable for subsonic flows. A series of test simulations for a moderate-size microchannel indicates that a high degree of grid under-resolution in the streamwise direction may be tolerated without loss of P accuracy. In addition, the results demonstrate the importance of physically correct boundary conditions, as well as possibilities for reducing the time associated with the transient phase of a simulation. These results imply that simulations of longer ducts may be more feasible than previously envisioned.
These new boundary conditions are described below, as well as some further modifications to improve convergence to steady flow.
Inflow Boundary Conditions
At the inflow boundary, we elect to specify the pressure, temperature, and transverse velocity (assumed to be zero for the present application). The streamwise velocity is determined for each boundary cell through consideration of the fluxes across the cell's boundary face and enforcing conservation of particles.
For a given mean speed and temperature, the particle flux across a boundary in a particular direction can be determined as follows, assuming a Maxwellian distribution: 9
where s is the speed ratio V/Cmt , , and 0 is the angle between the velocity vector and normal to the boundary Instead of solving for (ui) m numerically, though, we use the last computed value to evaluate the positive number flux. As a result, we can easily rearrange Eq.
(2) to determine the new inflow velocity:
The value of (ui) m will vary during the simulation. However, the velocity should eventually attain a nearly constant value in each inflow cell. The known inflow properties are then used to determine the entering particle distributions. This inflow condition is quite similar to the subsonic boundary conditions proposed by Ikegawa and Kobayashi. s One important difference is that Ikegawa and Kobayashi use the particle-conservation concept to come up with a constant inflow velocity, whereas in this work particle conservation is applied on a per-cell basis.
Additionally, the particle fluxes in this implementation are computed from the Maxwellian distribution.
In contrast, Ikegawa and Kobayashi determine the particle fluxes by actually counting the number of particles crossing the computational boundary.
Outflow Boundary Conditions
For the outflow, we appeal to the theory of characteristics, which is frequently used in continuum calculations to derive boundary conditions for subsonic flows. The use of the theory implicitly assumes the flow to be locally inviscid, adiabatic, and close to a perfect gas. Note that we can apply the theory of characteristics even though the flow is rarefied, since the conservation equations themselves still hold. In this case, we have employed Whitfield's characteristic formulation,t2 since it allows the specification of a constant exit pressure.
The resultant equations (for a Cartesian grid) are:
Pm -Pe
In the above relations, the subscript e signifies exit quantities.
Since the exit pressure is known, the new value of the exit temperature can then be determined using the perfect-gas law:
As with the inflow conditions, the outflow properties are expected to vary during the simulation before settling out to steady values. 
where the y coordinate is measured from the channel centerline and fully diffuse surface reflection is assumed.
Eq. (8) shows that the velocity is a function of the pressure gradient as well as the local Knudsen number based on channel height. Thisquantity canbedetermined using
The pressure distribution is found to be only a function of x :
C2 -2wt3pe
Qm is the volume flow rate, given by
These expressions are used to determine the streamwise velocity and number density at the center of each computational cell during the initialization phase.
The cell is then populated with simulated particles generated according to these conditions.
Second, it was observed that the computed inlet and exit mass fluxes can become negative during the transient phase of the simulation.
Since negative mass fluxes are to be avoided, we simply choose not to update the boundary conditions at the inflow (or outflow) if a negative inlet (or exit) mass-flow rate is calculated.
Results and Discussion
The algorithm described above was applied to the microchannel geometry and flow conditions shown in This plot also shows differences between the DSMC and Navier-Stokes pressure distributions away from the inflow and outflow boundaries. Somewhat larger differences were observed in the velocity distributions, particularly near the channel wall, as may be observed in Fig. 3 . This discrepancy is a consequence of a higher local degree of rarefaction. As we move to the centerline, the difference between the two results decreases, as shown in Fig. 4 .
We may also compare the surface shear-stress distributions predicted by the two methods, as shown in 
Influence of Grid Resolution
One of the requirements for a successful DSMC application is that the cell size in the gradient direction be less than a mean free path, as stated earlier. However, this requirement does not give us any insight into how well-resolved the grid must be normal to the primary gradient direction. In channel flow, there are gradients in both the streamwise and transverse directions, but the gradients in the latter tend to be much greater. If high resolution is required in both directions for an accurate solution, simulation of very high-aspect-ratio microchannels will be virtually impossible. Thus, one important consideration is the degree of under-resolution which can be tolerated in the streamwise direction.
In order to make such a determination, the test channel was first simulated using a fully-resolved grid (cell size in each direction less than a mean free path).
This solution required 2400 cells in the streamwise direction and 40 cells normal to the channel wall, and yielded a total of approximately 2.1 million simulated particles at steady state. Once this solution was complete, the grid in the x direction was coarsened by successively doubling the cell length. This procedure was repeated several times, and the results were compared to those for the baseline, fully-resolved solution.
Figures 6 and 7 show some representative results
from this procedure. Property distributions along the channel centerline are compared for three different levels of refinement in the streamwise direction. Note that there is a factor-of-32 difference between the resolution on the finest grid and on the coarsest. Even so, both the pressure (Fig. 6 ) and velocity (Fig.7) This plot also helps make another important point.
As indicated at the beginning of this section, the maximum value of Knudsen number based on channel dimension is about 0.05. However, Fig. 8 indicates that the maximum value of Kn based on gradient length scales is around 0.5--ten times greater than the value based on channel dimension. Since the local gradient scale is the proper length scale to use in Knudsen-number computation, this difference implies that the degree of rarefaction present in a microchannel flow can be considerably greater than that predicted by using gross overall dimensions.
Of course, reduction in grid resolution will have a significant impact on computation time. Table 1 lists measured computation times for completion of 100 steady-state print cycles (10,000 simulation time steps).
Since each of these cases was run on varying numbers of processors, the figures listed are in terms of nodehours (CPU hours required multiplied by number of processors used). There is a factor-of-36 difference between the execution time on the fully-resolved grid and the CPU time on the coarsest grid used. Each of the solutions shown here was obtained using a total of 1,000 print cycles. Thus, the coarse-grid solution requires less than 1/30th the overall time required for the fine-grid solution.
Influence of Boundary Conditions
In order to illustrate the significance of correct boundary conditions on the solution, the coarsest-grid case was rerun using standard DSMC stream conditions for the inflow and outflow planes. In order to apply these conditions, it is necessary to specify an inflow velocity. Based on the results shown above, a value of 20 m/s was selected. Fig. 9 compares computed pressure distributions along the duct centerline for the subsonic boundary conditions and the conventional boundary conditions. It is obvious from this graph that use of the physically incorrect conditions results in an erroneous solution. 
Influence of Initial Conditions
It was mentioned earlier that the analytic Navier-Stokes solution was used to initialize the flowfield for the DSMC computations. We would like to determine if this initialization method biases the final result in any way. Additionally, it would be instructive to determine the relative benefit, if any, of starting the DSMC computation in this manner.
To help answer the first question, the coarsest-grid solution was rerun beginning with a uniform initial condition. Such an initial state is commonly used in DSMC computations. Fig. 10 compares this result with the result obtained with the Navier-Stokes initialization.
Clearly, the two solutions are very similar; examination of other flow properties indicated that the differences between two results are well within the statistical scatter. Fig. 10 were obtained over the same number of steady-state samples.
Both of the solutions shown in
The number of print cycles to reach the assumed steadyflow state was also the same for each run. Therefore, the only savings afforded by the Navier-Stokes initialization lies in the use of fewer initial particles (when initializing with a uniform flow, no account is made of the decreasing density through the channel). However, it may be possible to start steady-flow sampling earlier than suggested by the transient-flow analysis described in the Introduction.
If weexamine thetimehistories of themeasured inletandexitmass-flow rates fortheuniform-initializationcase ( Fig.11) , weseethattheinletandexitvalues "converge" longbefore thetransient period is assumed to beover. In addition, themass-flow histories for the Navier-Stokes initialization case (Fig.12) show noreal variation priorto thebeginning of steady flow.These graphs indicate thatwemaybeableto beginsteady sampling afterabout 200printcycles fortheuniforminitialization case, andonly100cycles fortheNavier-Stokes initialization case.
Tovalidate theabove hypothesis (andalsotohelp answer thesecond question posed atthebeginning of thissection), each ofthecases wasrerun withthenumberof printsto steady flowreset to thevalues listed above. Figs.13and14compare results obtained using theNavier-Stokes initialization andtheoriginal transient phase of 635printcycles toresults obtained with theshortened transient phases. Theresults forallthree solutions show excellent agreement. It therefore appears thatshortening thetransient phase is permissible, both whenuniformandNavier-Stokes initialization techniques areused. However, it appears thatsteady-flow sampling canbestarted sooner by initializing withthe Navier-Stokes solution instead ofauniform stream.
It is important tonotethattheeffectiveness ofthe Navier-Stokes initialization is most likelydependent on theoverall degree of rarefaction, aswellasthemagnitudeof theflowvelocity. If thefinalDSMCsolution departs moredrastically fromthecontinuum solution thanin thecase considered here, therewill almost certainlybeamorevisibletransient region before theinlet andexitmass fluxesconverge to nearly equal values. However, based ontheresults shown here, it appears thatmonitoring of themass-flow historyto determine when steady flowisestablished isavalidprocedure.
Forlowermean velocities, weexpect tofindgeneral convergence trends similar tothose reported above. Thetimerequired toestablish convergence of themass fluxes mayincrease substantially, though, because ofthe even lowersignal-to-noise ratio.
Overall Performance At the other extreme, the solution utilizing only 75 cells in the streamwise direction and 100 prints to steady flow would need less than a single day on one node.
Since 8 processors were used for this simulation, less than 3 CPU hours were actually required to obtain the results. The total wallclock time for the run is not much greater, since this smaller job was usually able to run with little or no waiting. The CPU time could be further reduced for any of these cases by increasing the number of processors, but the relative benefit would be decreased by dropoff in parallel efficiency and increased queue time.
Concludiw, Remarks
In It remains to be seen whether this approach will be equally effective for higher degrees of rarefaction. In addition, a factor-of-70 decrease in solution time may still not be great enough to permit simulation of longer microchannels in a reasonable amount of CPU time.
Future work should thus be focused on the effectiveness of this approach for varying Knudsen number, as well as application to progressively longer channels. 
