Several business-to-business and business-to-consumer services are provided as a human-to-human conversation in which the provider representative guides the conversation towards its resolution based on her experience, following internal guidelines. Several attempts to automatize these services are becoming popular, but they are currently limited to procedures and objectives set during design step. Process discovery techniques could provide the necessary mechanisms to monitor event logs derived from textual conversations and expand the capabilities of conversational bots. Still, variability of textual messages hinders the utility of process discovery techniques by producing non-understandable unstructured process models. In this paper, we propose the usage of word embedding for combining events that have a semantically similar name.
Introduction
Recent trends in Natural Language Processing and Machine Learning allow machines to understand and answer simple queries in the form of free text. Lots of textual data is still generated for describing actions performed during the execution of procedures or services in which the human interaction is a key component. For instance, software development teams textually describe changes on source code, customer support channels record conversations with customer and the actions performed by the support engineers. Although it is well known in the industry that improving the efficiency of such services and procedures lead to more efficient businesses 1 , the Business Process Management arena is behind on applying the most recent developments on Natural Language Processing and Machine Learning.
Process Modelling and Discovery have the potential for advancing towards the creation of models of human-to-human, or human-to-computer, interactions, in which events would represent the invent of a human action or message. Nevertheless, one of the most frequent assumptions in the literature of business process modelling is that events are well defined (i.e. a set of activities fixed during design time). This assumption is no longer applicable in this context, as events are manually defined by humans and, hence, high variability on the event space is expected.
In this paper, we investigate the problem of event name variability for process discovery and propose an approach to resolve this problem through event log preprocessing. In particular, we introduce an approach for clustering event names based on novel similarity metrics between textual data [14] and, afterwards, create a new refined log by projecting events to the discovered clusters. In Section 2, we describe the problem and a general overview of a solution. Then, in Section 3, we explain the details of our solution which is later validated during Section 4. Related work and a discussion on the work presented are provided in Sections 5 and 6, respectively.
Log abstraction via Event Variability Reduction
Due to the inherent freedom of language and communication, a textual description of a human activity may never be reused for two executions. Analysis of human-described events is hindered by such variability. In this section, we define an event log abstraction consisting as an event projection that generalizes sets of messages. Its main objective is to reduce the number of distinct events and increase the ratio of shared events among conversations. Later in section 3, we explain how this generalization can consider the semantic similitude between event names.
Support Engineer: How can we help you?
Customer: My installation of Product A is not working properly, the system prompts me an error code TEST001. Support Engineer: Please, try the fix provided in KB00001.
Fig. 1.
Example of a conversation between a Customer and a Support Engineer. Each interaction in the conversation is considered as a text-based event with an event name consisting of the factual textual message. In this example, the trace consists of three events.
We define 2 the alphabet MSG of all the possible messages that may be interchanged in a conversation. We will assume that this alphabet is formed by words, sentences and paragraphs, albeit other non-textual messages may be interchanged. A text-based event is any instance of an element of the alphabet MSG, and a conversation is a trace of text-based events. I.e. a non-empty sequence of instances of elements in MSG. Finally, an event log is a collection of conversations of a conversational-based human-to-human service . Figure 1 depicts an example of a typical conversation considered in this paper. Definition 1. Given an alphabet A, a log L with the set of traces defined in A and a surjective mapping α between the alphabet A and an alphabet B, the Event Variability Reduction (EVR) is the projected event log L = { α(e 0 ), α(e 1 ), . . . , α(e n ) | e 0 , e 1 , . . . , e n ∈ L} Generally speaking, the EVR replaces all repetitions of an event e by its image α(e). Due to the surjection of the mapping α, the size of B is smaller than the original alphabet A and, hence, we are performing a reduction of the event space. Although performing such abstraction reduces the information contained in the event log, it enables practitioners to compare different traces. In fact, the major benefit of the EVR technique is when coupled with other techniques. In Section 4, we will evaluate the combination of EVR with process discovery and sequence classification techniques. Figure 2 depicts a graphical example of the application of EVR techniques to the alphabet of an event log L, which is compromised by 6 distinct messages in a converation. A first run of the EVR technique reduces the number of distinct messages to 3, and generated an abstracted alphabet. The resulting event log after the first EVR contains the projected events as specified by the arrows. Notice that the two first events in the abstracted alphabet are now referring to the same abstract Event 1' instead of How can I help you? and May I help you?. A second run of the EVR method simplifies even more the event space to only 2 distinct events.
Approach
The utility of the EVR is based on the quality of the event set mapping that we consider. In general, it is expected that if two events e 1 and e 2 are projected into the same event e, then both events have a property in common that is not necessarily shared with events not projected to e. Assuming that the name of the events is a good representative of the real action performed by a human, we propose to group together those events that have similar event names. We will use a novel technique, explained in Section 3.1, for measuring the similarity of two event names. Such similarity compares the semantics of words and sentences instead of the exact repetition of words as in traditional bag-of-words techniques. Figure 3 summarizes our methodology. First, we retrieve all event names from the log and we compute the embeddings of all the words contained in the event name, as specified in Section 3.1. These word embeddings allow us to compute a word similarity, that is later averaged for measuring a similarity metric between event names such that text-based events with similar semantics are very similar according to this metric. Finally, we consider a clustering technique for discovering group of events and we use this as the event set partition of the embedding-based EVR. 
Word Embeddings
An embedding is a function that generates representations of objects difficult to analyze into a well-known space, such as a vector space, allowing further analysis.
In this paper, we focus on word embeddings.
Definition 2 (Bengio et.al. [5] ). A word feature vector or word embedding is a function that converts words into points in a vector space. Word embeddings are usually injective functions (i.e. two words do not share the same word embedding), and highlight not-so-evident features of words. Hence, one usually says that word embeddings are an alternative representation of words.
Word2Vec [14] is a word embedding in which words are mapped into a fixedlength vector space, such that the cosine similarity of the embedding of two words is a good estimator of its semantic similarity. The major benefit of using Word2Vec is that the training method does not need to manually build or validate complex taxonomies, but it learns by extracting the meaning of a word by considering its adjacent words in a set of sentences. Typically, a large textual corpora such as Wikipedia is considered, but it could also leverage information from knowledge-specific documentation. Moreover, accuracy with respect to unsupervised count-based techniques [4] positions Word2Vec as the perfect candidate for measuring similarity of textual data.
Authors in [11] extended the results obtained by the Word2Vec technique in order to compute a similarity between short messages. Their approach measures the pairwise similarity between words of the two sentences, averaging by the inverse document frequency 3 of words. Although it is out of the scope of this paper, other embedded-based similarity metrics could also be considered [13] .
Definition 3 (Tom Kenter and Maarten de Rijke [11] ). Given two event names E 1 and E 2 (with E 1 shorter shorter than E 2 ), its embedded-based similarity is
where w i is a word of the sentence E i , Sim(w 1 , w 2 ) is the cosine similarity between the Word2Vec embeddings of w 1 and w 2 and b, c are two regularization constants 4 .
Event Rediscovery via Document Embedding Clustering
In the previous subsection, we have defined a similarity between event names based on a word embedding known as Word2Vec. We propose to use a clustering technique based on this similarity metric in order to retrieve groups of similar event names to discover a set of abstract activities that will be consumed by an EVR. the embedding-based similarity metric, we define an Embedding-based Event Variability Reduction as the EVR defined over the mapping α such that α(e) = i ∈ I such that e ∈ E i .
After applying an embedding-based EVR, the newly discovered event log has reduced the variability of event names by discarding the wording used and, instead, focusing on the semantic of the words. Depending on the clustering technique used and parameters, one could obtain event logs with different levels of granularity. Notice that the event identifier of the newly discovered event log is a set of events in the original event log, the end-user may need to check the set of events to understand the abstracted event log.
Evaluation
To evaluate the approach presented in this paper, we chose a dataset in which event names hold information about an unknown activity, there are some guidelines on how those events should be named and positioned in the trace (i.e. the system process) and results can be easily interpreted. With such dataset, we will perform a preliminary process analysis that would have been impossible without the use of the EVR. Afterwards, we apply the techniques to an industrial dataset comprising textual conversations between technical support engineers and customers. Prior to the technique described in the paper, the lack of structure in textual messages did not allow for a mechanism to monitor the evolution of conversations.
Structure of Documents in Wikipedia
Mass collaboration projects usually rely on guidelines to palliate the variability of human outcomes, and sub-communities are created to ensure better coherence. Wikipedia is a great example of such a complex collaboration project, with over 200 guidelines 6 , ranging from behavioral recommendations on a discussion to naming rules. We hypothesize that the Table of Contents of Wikipedia articles follows some of these guidelines. We will evaluate how the embedding-based EVR helps process discovery techniques in discovering such guideline.
Discovery of the Structural Process Model
We retrieved over 800 articles from Wikipedia 7 , selected from the list of featured articles 8 of the Media, Literature and Theater, Music biographies, Media biographies, History biographies and Video gaming categories. From the list of articles we extracted the structure of the document, i.e. sections and subsections of the text.
Directly applying process discovery techniques over such event logs generates the flower model 9 in all cases, primarily due to the high ratio of distinct events over events seen in the log. In fact, several events are only seen once and, hence, patterns in the structure of the document are difficult to find. Besides, comparison of traces between categories is almost impossible. To overcome this challenge, we applied the embedded-based EVR technique for discovering a set of 50 abstract events shared among all the Wikipedia articles. After discovering such abstract events, we see a complete different picture allowing us to further analyze this dataset. Table 1 shows six activities discovered by applying the embedded-based EVR. One may check that Cluster 4 trivially refers to sections involving writing, and Cluster 5 combines sections containing return to. Nevertheless, other combinations are less trivial such as the sections included in Cluster 2. Unfortunately, some groups are not as accurate as the aforementioned. For instance, the first cluster seems to contain topics related to philosophy, religion and history. The three topics are certainly related, but a better granularity on such cluster might be necessary.
The embedded-based EVR replaces all the listed Wikipedia titles in Table 1 with the assigned Cluster number. Therefore, one may take the set of titles as the new event name. This may hinder the understandability of the discovered abstract activities, as the practitioner needs to take a look into the clustered items, as we have done in the above paragraph, to have an understanding of their relation. Continuing the log analysis, we run a process discovery method on each of the logs. In particular, we run the Inductive Miner 10 . An example of a process model discovered after applying the EVR is depicted in Figure 4 . Most of them have a small subprocess with a flower-like behavior, and an in-depth analysis of the traces and abstract events highlighted several section and subsections with similar names that may happen in any ordering. Nevertheless, in general, a more detailed pattern has been found in this dataset thanks to the event abstraction. Comparison of the Structure on Wikipedia Articles The process model depicted in Figure 4 is a first approach to find the underlying guideline for writing articles in their respective categories. Table 2 depicts alignment-based fitness [2] and precision [1] of the discovered process models with respect to all the abstract event logs, and serves as a mechanism to compare the underlying guidelines between the categories. One may notice that the three biography process models have high fitness with all the biography logs, but it is significantly lower with respect to Video gaming and Media categories. The contrary also holds, as fitness of the Video gaming and Media process models is significantly lower with respect to the three biography logs. On the other hand, the Literature category fits fairly well in both groups. These results were expected, as all biography articles should have a similar structure (although talking about different types of artists or personalities) and videogames are nowadays produced as popular films and series (as they appear in the media category). On the contrary, literature articles usually talk about the authors and historical context of the book, and also about its plot (which is very common in videogames and media articles).
Application of the Event Variability Reduction to Trace Monitoring of Human-driven Processes
Some textual documents such as Tickets in Support systems, or live support chats, evolve over time. For example, tickets consist of a sequence of messages exchanged between a customer and one or more support engineers. The first messages usually provide a first description of the problem. Nevertheless, the content may evolve throughout the chain of messages and derive to other topic as the root-cause of the issue is being discovered. When the conversation between the customer and the support team ends, the ticket is usually enriched with extra information about the conversation outcomes such as the product causing the issue, type of fix needed, solution proposed, time to complete the issue, or satisfaction of the client with the support team. If this final information is known during the conversation, a support engineer would be able to better guide the conversation.
It is very important for the industry to predict the level of satisfaction of a customer with respect to the service offered. Customer escalation is the formal mechanism that customers have to warn support engineers that the resolution of an issue is not as fast and smooth as they expected. In fact, the number of escalations is used as a Key Performance Indicator (KPI) for measuring the quality of support teams, and it is clearly an indicator of customer dissatisfaction and churning.
Model for
Model for escalated support cases non-escalated support cases Fig. 5 . Fuzzy Nets obtained from the support cases after applying the embedded-based EVR. Escalated cases are more unstructured than non-escalated cases, indicating that either support engineers need a broader exploration of the issue or that customers felt that the case was not properly handled.
We applied the EVR technique in an industrial dataset provided by CA Technologies. This dataset contains the messages interchanged between support engineers and customers during 2015, as well as all customer escalations during the same period. We applied the EVR technique for discovering models specifics to escalated support cases and non-escalated cases, with the objective of building a predictor for future cases. Figure 5 depicts the fuzzy models [19] of both categories. Notice the structural difference between the two process models. The escalated process model is more unstructured than the non-escalated process models. This might indicate that the support engineers need a broader exploration phase of such cases.
We trained a pair of Hidden Markov Models [7] for building a predictor capable of classifying non-complete traces. At the initialization step, we used the process models in the two figures as the structure of the hidden states. Then, probabilities were tuned during the training of the model for maximizing the accuracy of the classifier. Despite the structural difference provided by the fuzzy models and the existence of differential, albeit not-so-frequent, small sequential patterns, roughly 10% of accuracy was achieved when detecting escalated cases 11 . The high imbalance between the escalated and non-escalated datasets may have caused the low ratio of detected escalations. Besides, it also indicates that escalations are not primarily caused by a global property of the conversation, but other external features must be taken into account. Nevertheless, it has been acknowledged by the company as a useful tool as it reduces the number of cases that need to be closely monitored for having an impact on customer satisfaction.
Related work
Different approaches exist in the literature for the problem of discovery and management of process models with a large set of supported activities. For instance, the Fuzzy Miner [19] allows practitioners to choose a level of abstraction for the discovered process model, and the algorithm automatically merges different events into a single, and more abstract, cluster of events. Nevertheless, these approaches are either based on the directly-follows relation [19] [8], a temporal correlation [9] or satisfying a particular known pattern [17] (or initially unknown patterns [6] ). Our approach is not based on the fact that events may have a sequential or temporal relation between them, but that the event name similarity indicates how similar are two events.
The art of modelling human conversations, known as Speech Acts or Dialog Acts, is a well known challenge in Computer Science [15] . Nevertheless, to the best of our knowledge, current applications of Speech Acts follow a top-down approach in which textual messages are classified based on a list of known Intents 12 . As an example, Authors in [10] combine Intent detection for abstracting Events and then measures the likelihood of changing from one Intent to another.
Bag-of-words techniques, i.e. using the frequency of each word in a document, have been largely used for comparing two texts and discover a list of topics in a set of documents. Process Matching [12] has considered these techniques for matching activities of different known processes, and [3] consumes activity names, and their descriptions, to map events to activities of a known process model. None of them considers event name abstraction for the discovery of the process model. Besides, the approach presented in this paper enables the comparison of word semantics instead of considering exact word matches.
Discussion
In this paper, we have developed a method for reducing variability of event names by grouping them according to their similarity. Recent developments on Natural Language Processing allowed us to compute this similarity based on semantic information, instead of traditional bag-of-words techniques or creating a complex ontology.
We applied this technique on a dataset compromising the structure of articles in Wikipedia. Initially, it was impossible to find any common structure because section names were almost never repeated in the dataset. Nevertheless, after applying EVR, common process discovery technique already discovered some patterns on the data and enable us to compare two different articles. Although this use case is very simplistic, the results validate the methodology and motivates further research in this direction. We have also used this technique for analyzing the structure of support cases, and we arrived to the conclusion that there is a weak relation between customer satisfaction and the content of the sequence of messages interchanged between support engineers and customers. This paper focus on the event name similarity of two events, but it does not consider the frequency of the events nor its role in the trace. Further research should consider how this information can be leveraged to discover better abstract events.
