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Abstract
In this paper we prove a family of identities for Bernoulli numbers
parameterized by triples of integers (a, b, c) with a+b+c = n−1, n ≥ 4.
These identities are deduced by translating into homotopical terms the
gauge action on the Maurer Cartan set of a differential graded Lie
algebra. We show that Euler and Miki’s identities, well known and
apparently non related formulas, are linear combinations of our family
and they satisfy a particular symmetry relation.
Introduction
In our setting, an Euler-type identity is defined to be a convolution equation
of the form
n∑
k=0
k even
λkBkBn−k = 0, for any even n ≥ 4,
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where λk are rational numbers depending on k and n, and Bk are the
Bernoulli numbers for which [1] is an excellent general reference. The Euler
equation,
− (n+ 1)Bn =
n−2∑
k=2
k even
(
n
k
)
BkBn−k, n even with n ≥ 4, (0.0.1)
as well as the, now classical, Miki’s identity [12],
2HnBn =
n−2∑
k=2
k even
n
k(n− k)
(
1−
(
n
k
))
BkBn−k, n even with n ≥ 4, (0.0.2)
where Hn =
∑n
j=1
1
j
is the harmonic number, are particular instances of
Euler-type identities.
Combinatorial, arithmetical, analytical and geometrical methods have
been used to deduced Euler-type identities [5, 6, 7, 9, 13, 14]. Some of them,
including Euler and Miki’s, are special cases of a large family of Euler-type
identities whose existence we prove in this paper. Namely,
Theorem 0.1. For any even integer n ≥ 4 and any triple of non negative
integers (a, b, c) such that a+b+c = n−1, an Euler-type identity holds with
λk = λ
(a,b,c)
k =
(
n
k
)[
(−1)c
(
n− k
c
) min (a,k)∑
ℓ=max (0,k−b)
(−1)k−ℓ
(
k
ℓ
)
(0.0.3)
−(−1)a
(
n− k
a
) min (c,k)∑
ℓ=max (0,k−b)
(−1)ℓ
(
k
ℓ
)]
.
We now briefly describe the methods we use to prove this result.
A fundamental principle of deformation theory due to Deligne asserts
that every deformation functor is governed by a differential graded Lie alge-
bra via solutions of Maurer-Cartan equation modulo the gauge action. This
permits us to view deformations of structures in completely different settings
under a common algebraic scope. The quantization theorem of Kontsevich
[10] or the deformation theory of Floer homology of lagrangian submanifolds
and its relation with mirror symmetry [8] are good examples of this.
Given a differential graded Lie algebra, the gauge action on its Maurer-
Cartan set, which may be understood as an algebraic abstraction of the
2
behavior of gauge infinitesimal transformations in classical gauge theory,
can be encoded via the Lawrence-Sullivan construction L, see [2, Prop.3.1]
or [3, 4.6]. Then, we show that Theorem 0.1 above is equivalent to Theorem
1 of [11], that is, L is indeed a differential graded Lie algebra. This is done
by transporting L to the category of differential graded algebras via the uni-
versal enveloping functor and forcing it to be a cylinder in the corresponding
homotopy category [2, Thm. 3.3].
Then, we show that the gauge action, the existence of such a cylinder in
the homotopy category of differential graded algebras, and the Euler-type
identities in Theorem 0.1, are equivalent formulations of the same statement.
In the next section, devoted to the proof of our main result and its
condensed version, we will develop in detail the above sketch. In Section
2, see Theorem 2.1, we show that Miki and Euler’s identities are particular
instances of our family. Moreover, in Theorem 2.2, we find an unexpected
symmetry relation between them.
1 Euler-type identities and the gauge action
This section, entirely devoted to the proof of Theorem 0.1, begins with a
brief but explicit description of the algebraic version of the gauge action.
From now on, any considered algebraic object is assumed to be Z-graded
and over a coefficient field K of characteristic zero.
Recall that a differential graded Lie algebra, DGL henceforth, is a graded
vector space L = ⊕n∈ZLn endowed of a bilinear bracket of degree zero,
[ , ] : L⊗ L→ L,
and a differential ∂ : L→ L of degree −1 satisfying,
[x, y] = (−1)|x||y|+1[y, x],[
x, [y, z]
]
=
[
[x, y], z
]
+ (−1)|x||y|
[
y, [x, z]
]
,
∂[x, y] = [∂x, y] + (−1)|x|[x, ∂y],
for any homogeneous elements x, y, z ∈ L.
TheMaurer-Cartan setMC(L) of L is formed by those elements a ∈ L−1
whose differential satisfy the Maurer-Cartan equation,
∂α+
1
2
[α,α] = 0.
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The completion L̂ of a graded Lie algebra L is the limit
L̂ = lim
−→
n
L/Ln
where L1 = L and for n ≥ 2, Ln = [L,Ln−1]. A Lie algebra L is complete if
it is isomorphic to its completion. For such a Lie algebra, the gauge action
of L0 on MC(L) is defined as
x ∗ α =
∑
i≥0
adix(α)
i!
−
∑
i≥0
adix(∂x)
(i+ 1)!
, x ∈ L0, α ∈ MC(L).
This can be geometrically interpreted as follows [11]: in the DGL given by
L[t] = L⊗K[t] consider the formal differential equation
u′(t) = ∂x− adx u(t),
u(0) = α.
Then, writing u(t) as a formal power series, one has x ∗ α = u(1). In other
words, thinking of MC(L) as points (say of a “formal manifold”), the gauge
action can be thought of as the flow at time 1, generated by x via the above
equation, with initial point α.
The minimal algebraic expression of this was given in [11]: Consider
L = L̂(α, β, x)
the complete free Lie algebra, that is, the completion of the free Lie alge-
bra generated by the Maurer-Cartan elements α, β and in which the flow
generated by x moves from α to β, i.e., x ∗ α = β. Then,
Theorem 1.1. [4, Thm. 1.4],[11, Thm.1] The unique choice for ∂x which
makes L a DGL is
∂x = adx β +
∑
i≥0
Bi
i!
adix(β − α).
Remark that the gauge action in any differential graded Lie algebra L
is “controlled” by L. Indeed, see [2, Prop.3.1] or [3, 4.6], any two elements
a, b ∈ MC(L) are gauge equivalent if and only if there is a DGL morphism
L → L sending α to a and β to b. In homotopical terms, L is a universal
cylinder for the gauge relation, which is in turn equivalent to the classical
Quillen homotopy notion for DGL’s.
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Now, observe that the injection L(V ) →֒ T (V ) of the free Lie algebra
generated by V into the tensor algebra induces an injection
L̂(V ) = lim
−→
n
L(V )/L≥n(V ) →֒ lim
−→
n
T (V )/T≥n(V ) = T̂ (V )
into the complete tensor algebra. In particular,
L →֒ T̂ (α, β, x).
In view of the following result, this permits an equivalent formulation of
Theorem 1.1, and thus of the gauge action, in the category of associative
differential graded algebras.
Theorem 1.2. [2, Thm.3.3] The derivation given by Dα = −α⊗ α, Dβ =
−β ⊗ β and
Dx = x⊗ β − β ⊗ x+
∑
k≥0
∑
p+q=k
(−1)q
Bp+q
p!q!
x⊗p ⊗ (β − α)⊗ x⊗q,
makes T̂ (α, β, x) a differential graded algebra for which the above injection
is a differential map.
We now show that the three Theorems 0.1, 1.1 and 1.2 are all equivalent.
Indeed, we will devote the rest of the section to show that the equation
D2 = 0
in Theorem 1.2 is equivalent to the Euler-type identities of Theorem 0.1.
For simplicity on the notation we will drop the ⊗ sign henceforth, so
that Dα = −α2, Dβ = −β2 and
Dx = xβ − βx+
∞∑
k=0
∑
p+q=k
(−1)q
Bp+q
p!q!
xp(β − α)xq. (1.0.4)
We will also write
y = β − α, c(p,q) = (−1)
qBp+q
p!q!
, Φ =
∞∑
k=0
∑
p+q=k
c(p,q)x
pyxq.
Observe that, while D2α = D2β = 0 holds trivially, a short computation
shows that D2x = 0 is equivalent to
DΦ = −(Φ⊗ β + β ⊗ Φ). (1.0.5)
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Now, as D is a derivation, it is easy to deduce from (1.0.4) that
Dxm = xmβ − βxm +
∑
i+j=m−1
xiΦxj.
Then, we have:
D(xpyxq) =
(
xpβ − βxp +
∑
i+j=p−1
xiΦxj
)
yxq + xp(Dy)xq
−xpy
(
xqβ − βxq +
∑
i+j=q−1
xiΦxj
)
(∗)
= −(βxpyxq + xpyxqβ) + Γ(p,q),
where
Γ(p,q) = x
py2xq +
( ∑
i+j=p−1
xiΦxj
)
yxq − xpy
( ∑
i+j=q−1
xiΦxj
)
. (1.0.6)
Therefore,
DΦ =
∞∑
k=0
∑
p+q=k
c(p,q)D(x
pyxq)
=
∞∑
k=0
∑
p+q=k
c(p,q)
(
−(βxpyxq + xpyxqβ) + Γ(p,q)
)
= −
(
Φβ + βΦ
)
+
∞∑
k=0
∑
p+q=k
c(p,q)Γ(p,q).
Hence, at the sight of (1.0.5), we conclude that D2 = 0 is equivalent to
∞∑
k=0
∑
p+q=k
c(p,q)Γ(p,q) = 0. (1.0.7)
Observe that the left hand side of the above equation can be rewritten as,
∞∑
k=0
∑
p+q=k
c(p,q)Γ(p,q) =
∑
n≥1
∑
a+b+c=n−1
γ(a,b,c)x
ayxbyxc.
(∗)A straightforward computation shows that xp(βy +Dy + yβ)xq = xpy2xq.
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Thus, D2 = 0 if and only if, for any triple of non negative integers (a, b, c),
we have
γ(a,b,c) = 0.
Hence, Theorem 0.1 will be established if we show that, for any even n ≥ 4,
n!γ(a,b,c) =
n∑
k=0
k even
λkBkBn−k, a+ b+ c = n− 1,
with λk as in (0.0.3). For it, we find all the terms of the left hand side of
(1.0.7) contributing to the monomial xayxbyxc for a fixed (a, b, c).
Substituting formula (1.0.6) and the definition of Φ into the left hand
side of (1.0.7), let us write γ(a,b,c) as
γ(a,b,c) = c(a,c)δ
0
b +
a∑
i=0
b∑
j=0
c(i+j+1,c)c(a−i,b−j) −
b∑
i=0
c∑
j=0
c(a,i+j+1)c(b−i,c−j),
where the first term comes from the term xpy2xq in formula (1.0.6). Here,
δ stands for the usual Kronecker’s delta.
Now, writing k = a+ b− i− j and ℓ = a− i in the first summation, and
k = b+ c− i− j and ℓ = c− j in the second, we get,
(−1)c
Ba+c
a!c!
δ0b +
n∑
k=0
BkBn−k
(−1)c
c!(n − c− k)!
( min(a,k)∑
ℓ=max(0,k−b)
(−1)k−ℓ
ℓ!(k − ℓ)!
)
−
n∑
k=0
BkBn−k
(−1)n−k−a
a!(n− k − a)!
( min(c,k)∑
ℓ=max(0,k−b)
(−1)ℓ
ℓ!(k − ℓ)!
)
= 0. (1.0.8)
Note that, the summations, which should be
∑a+b
k=0 and
∑b+c
k=0, have been
replaced by
∑n
k=0 (recall that a + b + c = n − 1). Indeed, for the first
summand, if k ≥ a+b+1 then, min(a, k) = a and max(0, k−b) > a. For the
second summand, if k ≥ b+ c+1 then, min(c, k) = c and max(0, k− b) > c.
A short computation shows that ,whenever b = 0, the terms in B1Bn−1
equal −(−1)c Ba+c
a!c! and then they cancel with the first term.
Note also that, since odd Bernoulli numbers different from B1 vanish,
identity (1.0.8) is tautologous unless n is even† and it can be written as a
sum over k even, without the term (−1)c Ba+c
a!c! δ
0
b .
† In fact, this holds for n even with n ≥ 4, since for n = 2 we obtain an identity of the
form γ0B0B2 + γ1B1B1 + γ2B2B0 = 0, which is not an Euler-type identity in our sense.
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Finally, multiplying each term by n!, equation (1.0.8) reduces to
n∑
k=0
k even
λkBkBn−k = 0
with
λk =
(
n
k
)[
(−1)c
(
n− k
c
) min (a,k)∑
ℓ=max (0,k−b)
(−1)k−ℓ
(
k
ℓ
)
− (−1)a
(
n− k
a
) min (c,k)∑
ℓ=max (0,k−b)
(−1)ℓ
(
k
ℓ
)]
,
and Theorem 0.1 is proved.
We finish by giving a “condensed” version of our main result which will
be used in the next section. For it, as Euler-type equations can be thought of
as homogeneous equations on the Bernoulli numbers, they can be simplified
as follows.
Definition 1.3. Given an Euler-type identity
n∑
k=0
k even
λkBkBn−k = 0,
its condensed form is defined as
n
2
−1∑
k=0
k even
µkBkBn−k +
1
2
µn
2
B2n
2
= 0,
where µk = λk + λn−k, for k even, k ≤
n
2 .
Then, the condensed form of Theorem 0.1 reads:
Theorem 1.4. For any even integer n ≥ 4 and any triple of integers (a, b, c)
such that a+ b+ c = n− 1, there is a condensed Euler-type identity
n
2
−1∑
k=0
k even
µkBkBn−k +
1
2
µn
2
B2n
2
= 0,
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in which
µk =
(
n
k
)[
(−1)c
(
n− k
c
) min (a,k)∑
ℓ=max (0,k−b)
(−1)k−ℓ
(
k
ℓ
)
+(−1)c
(
k
c
) min (a,n−k)∑
ℓ=max (0,n−k−b)
(−1)n−k−ℓ
(
n− k
ℓ
)
−(−1)a
(
n− k
a
) min (c,k)∑
ℓ=max (0,k−b)
(−1)ℓ
(
k
ℓ
)
− (−1)a
(
k
a
) min (c,n−k)∑
ℓ=max (0,n−k−b)
(−1)ℓ
(
n− k
ℓ
)]
. (1.0.9)
2 Miki and Euler’s identities
For any even natural number n ≥ 4, denote by Πn−1 the “natural valued”
plane x+ y + z = n− 1, that is, Πn−1 = {(a, b, c) ∈ N
3, a+ b+ c = n− 1}.
Observe that Theorem 0.1 defines a map
f : Πn−1 −→ Q
n
2
+1, f(a, b, c) = (λ0, λ2, . . . , λn),
whose image is contained in the Q-vector space of solutions of the Euler-type
equation
n∑
k=0
k even
λkBkBn−k = 0.
It is immediate to observe that the classical Euler’s equation (0.0.1)
corresponds to f(n − 1, 0, 0). Indeed, applying directly Theorem 0.1, an
easy computation yields,
λ0 = n+ 1, λn = 0,
λk =
(
n
k
)
, 1 ≤ k < n, k even.
In the same way, the condensed version in Theorem 1.4 provides a map
g : Πn−1 −→ Q
⌊n
4
⌋+1, g(a, b, c) =
{
(µ0, µ2, . . . , µn
2
−1) if
n
2 is odd,
(µ0, µ2, . . . , µn
2
−2,
1
2µn2 ) if
n
2 is even,
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(where ⌊n4 ⌋ denotes the integer part of
n
4 ), whose image is contained in the
Q-vector space of solutions of the condensed Euler-type equation
n
2
−1∑
k=0
k even
µkBkBn−k +
1
2
µn
2
B2n
2
= 0.
We will prove that the condensed form of Miki’s identity (0.0.2), which is
n
2
−1∑
k=0
k even
MkBkBn−k +
1
2
Mn
2
B2n
2
= 0,
where,
M0 = −Hn, Mk =
n
(n− k)k
(
1−
(
n
k
))
, 1 ≤ k ≤
n
2
, k even,
is generated by Im g.
Write
M =
{
(M0,M2, . . . ,Mn
2
−1) if
n
2 is odd,
(M0,M2, . . . ,Mn
2
−2,
1
2Mn2 ) if
n
2 is even,
and denote g(0, n − j − 1, j) simply by g(j). Then, we show that M is a
Q-linear combination of the vectors g(j), 0 ≤ j ≤ n2 . Explicitly:
Theorem 2.1. For any even integer n ≥ 4,
M =
n
2
−1∑
j=0
( 1
j + 1
g(j) +
1
n− j
g(j + 1)
)
.
Proof. Denote the kth component of g(k) by g(j)k .
Applying directly formula (1.0.9) in Theorem 1.4 we obtain that, for
0 ≤ j ≤ n− 1,
g(j)0 = (−1)
j
(
n
j
)
− 1.
Then, taking into account that 1
j+1
(
n
j
)
= 1
n−j
(
n
j+1
)
, a short computation
shows that
n
2
−1∑
j=0
( 1
j + 1
g(j)0 +
1
n− j
g(j + 1)0
)
= −
(
1 +
1
2
+ · · ·+
1
n
)
= −Hn = M0.
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On the other hand, for any even 0 < k ≤ n2 , it is also easy to check that
equation (1.0.9) in Theorem 1.4 translates to:
g(j)k =

(−1)j
(
n
k
)[(
k−1
j−1
)
+
(
n−k−1
j−1
)]
, if j < k,
(−1)j
(
n
k
)[(
n−k−1
j−1
)
+
(
n−k−1
j−k
)]
, if j ≥ k.
Then,
n
2
−1∑
j=0
( 1
j + 1
g(j)k +
1
n− j
g(j + 1)k
)
=
∑n
2
−1
j=1
n+2
(j+1)(n−j+1)g(j)k +
2
n+2g(
n
2 )k
=
(
n
k
)
(n+ 2)
[∑k−1
j=1
(−1)j
(j+1)(n−j+1)
(
k−1
j−1
)]
(A)
+
(
n
k
)
(n+ 2)
[∑n
2
−1
j=k
(−1)j
(j+1)(n−j+1)
(
n−k−1
j−k
)]
(B)
+
(
n
k
)
(n+ 2)
[∑n
2
−1
j=1
(−1)j
(j+1)(n−j+1)
(
n−k−1
j−1
)]
(C)
+
(
n
k
)
2
n+2(−1)
n
2
[(
n−k−1
n
2
−1
)
+
(
n−k−1
n
2
−k
)]
(D)
Next, we modify these expressions as follows:
(A) =
(
n
k
)
(n+ 2)
[k−1∑
j=1
(−1)j
j(n − j)(n − j − 1) · · · (k + 1− j)(k − 1)!
(j + 1)!(n − j + 1)!
]
=
(
n
k
)
(n+ 2)
[ (k − 1)!
(n+ 2)!
k−1∑
j=1
(−1)jPk(j)
(
n+ 2
j + 1
)]
=
(
n
k
)
(k − 1)!
(n+ 1)!
[ n∑
j=0
(−1)jPk(j)
(
n+ 2
j + 1
)
− Pk(k)
(
n+ 2
k + 1
)]
,
where Pk(x) = x(n − x)(n − 1 − x) · · · (k + 1 − x). We now use a well
known result from the theory of finite differences which asserts that, for any
polynomial P (x) of degree less than n,
n∑
j=0
(−1)jP (j)
(
n
j
)
= 0. (2.0.10)
This reduces (A) to(
n
k
)
(k − 1)!
(n+ 1)!
[
Pk(−1) + Pk(n+ 1)− Pk(k)
(
n+ 2
k + 1
)]
.
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On the other hand:
(B) =
(
n
k
)
(n+ 2)
[
(n − k − 1)!
n
2
−1∑
j=k
(−1)j
(n− j)j(j − 1)(j − 2) · · · (j − k + 1)
(n− j + 1)!(j + 1)!
]
=
(
n
k
)
(n+ 2)
[(n − k − 1)!
(n+ 2)!
n
2
−1∑
j=k
(−1)jQk(n− j)
(
n+ 2
j + 1
)]
=
(
n
k
)
(n− k − 1)!
(n+ 1)!
[ n−k∑
j=n
2
+1
(−1)jQk(j)
(
n+ 2
n− j + 1
)]
,
where Qk(x) = x(n − x)(n − 1− x) · · · (n − k + 1− x), and in the last step
we have replaced n− j by j.
(C) =
(
n
k
)
(n+ 2)
[
(n − k − 1)!
n
2
−1∑
j=1
(−1)j
j(n − j)(n − j − 1) · · · (n − j − k + 1)
(j + 1)!(n − j + 1)!
]
=
(
n
k
)
(n+ 2)
[(n − k − 1)!
(n+ 2)!
n
2
−1∑
j=1
(−1)jQk(j)
(
n+ 2
n− j + 1
)]
=
(
n
k
)
(n− k − 1)!
(n+ 1)!
[n2−1∑
j=1
(−1)jQk(j)
(
n+ 2
n− j + 1
)
+
n−k+1∑
j=n
(−1)jQk(j)
(
n+ 2
n− j + 1
)]
.
Therefore,
(B) + (C) =
(
n
k
)
(n− k − 1)!
(n+ 1)!
[ n∑
j=0
(−1)jQk(j)
(
n+ 2
n− j + 1
)
− (−1)
n
2Qk(
n
2
)
(
n+ 2
n
2 + 1
)]
,
which, in view of formula (2.0.10), it becomes(
n
k
)
(n− k − 1)!
(n+ 1)!
[
Qk(−1) +Qk(n + 1)− (−1)
n
2Qk(
n
2
)
(
n+ 2
n
2 + 1
)]
.
Finally,
(D) =
4
(n+ 2)
(−1)
n
2
(n − k − 1)!
(n2 − k)!(
n
2 − 1)!
n!
k!(n − k)!
.
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By simple evaluation we have:
Pk(−1) = −
(n+ 1)!
(k + 1)!
; Pk(n+ 1) = (n+ 1)(n − k)!; Pk(k) = k(n− k)!;
Qk(−1) = −
(n+ 1)!
(n− k + 1)!
; Qk(n+ 1) = (n+ 1)k!; Qk(
n
2
) =
n
2
(n2 )!
(n2 − k)!
.
Then, a straightforward computation, substituting the above identities in
the corresponding equations, reduces (A) + (B) + (C) + (D) to(
n
k
)[
−
1
(k + 1)k
+
1
n
(
n−1
k−1
)− n+ 2
(k + 1)(n − k + 1)
−
1
(n− k + 1)(n − k)
+
1
n
(
n−1
k
)].
Observe that, on the one hand,
1
n
(
n−1
k
) + 1
n
(
n−1
k−1
) = n
(n− k)k
1(
n
k
) .
On the other hand,
−
1
(k + 1)k
−
n+ 2
(k + 1)(n − k + 1)
−
1
(n − k + 1)(n − k)
= −
n
(n− k)k
.
Thus, we conclude that
n
2
−1∑
j=0
( 1
j + 1
g(j)k +
1
n− j
g(j + 1)k
)
=
(
n
k
)[ n
(n− k)k
1(
n
k
) − n
(n− k)k
]
=
n
(n− k)k
(
1−
(
n
k
))
= Mk,
and the theorem is proved.
We finish by presenting an unexpected symmetry relation between Euler
and Miki’s identities.
Theorem 2.2. The vector of coefficients in the condensed form of the Eu-
ler’s identity equals
−
2
n
n
2
−1∑
j=0
(
(n− j)g(j) + (j + 1)g(j + 1)
)
.
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Proof. On the one hand, observe that the condensed form of the Euler’s
formula is
(n+ 1)Bn +
n
2
−1∑
k=2
k even
2
(
n
k
)
BkBn−k +
(
n
n
2
)
B2n
2
= 0.
On the other hand, taking into account that (n − j)
(
n
j
)
= (j + 1)
(
n
j+1
)
,
a short computation yields
n
2
−1∑
j=0
(
(n − j)g(j)0 + (j + 1)g(j + 1)0
)
= −
n
2
(n+ 1).
Finally, another straightforward computation gives
n
2
−1∑
j=0
(
(n− j)g(j)k + (j + 1)g(j + 1)k)
)
= −n
(
n
k
)
,
and the proof is complete.
Remark 2.3. Fix an even integer n ≥ 4 and identify a given condensed
Euler-type identity with the vector in Q⌊
n
4
⌋+1 of coefficients of the given
identity. Then, theorems 2.1 and 2.2 tell us that both, the condensed Miki
and Euler’s identities, belong to the vector space 〈Im g〉 generated by the
image g : Πn−1 → Q
⌊n
4
⌋+1.
Thus, one may ask whether any given condensed Euler-type identity lives
in 〈Im g〉, that is, whether the latter equals the subspace V of Q⌊
n
4
⌋+1 of all
condensed Euler-type identities. The answer is negative as the inclusion
〈Im g〉  V is proper. Indeed, dimV = ⌊n4 ⌋ and therefore, for n = 12,
dimV = 3 while a direct computation shows that 〈Im g〉 has dimension 2.
Summarizing:{
Condensed Miki and
Euler’s identities
}
⊂ 〈Im g〉  
{
Condensed
Euler-type identities
}
⊂ Q⌊
n
4
⌋+1.
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