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Abstract
Coverage is widely known in the field of sensor networks as the task of deploying sensors to completely cover
an environment with the union of the sensor footprints. Related to coverage is the task of exploration that
includes guiding mobile robots, equipped with sensors, to map an unknown environment (mapping) or clear
a known environment (searching and pursuit- evasion problem) with their sensors. This is an essential task for
robot swarms in many robotic applications including environmental monitoring, sensor deployment, mine
clearing, search-and-rescue, and intrusion detection. Utilizing a large team of robots not only improves the
completion time of such tasks, but also improve the scalability of the applications while increasing the
robustness to systems’ failure.
Despite extensive research on coverage, mapping, and exploration problems, many challenges remain to be
solved, especially in swarms where robots have limited computational and sensing capabilities. The majority of
approaches used to solve the coverage problem rely on metric information, such as the pose of the robots and
the position of obstacles. These geometric approaches are not suitable for large scale swarms due to high
computational complexity and sensitivity to noise. This dissertation focuses on algorithms that, using tools
from algebraic topology and bearing-based control, solve the coverage related problem with a swarm of
resource-constrained robots.
First, this dissertation presents an algorithm for deploying mobile robots to attain a hole-less sensor coverage
of an unknown environment, where each robot is only capable of measuring the bearing angles to the other
robots within its sensing region and the obstacles that it touches. Next, using the same sensing model, a
topological map of an environment can be obtained using graph-based search techniques even when there is
an insufficient number of robots to attain full coverage of the environment. We then introduce the landmark
complex representation and present an exploration algorithm that not only is complete when the landmarks
are sufficiently dense but also scales well with any swarm size. Finally, we derive a multi-pursuers and multi-
evaders planning algorithm, which detects all possible evaders and clears complex environments.
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ABSTRACT
SENSOR-BASED TOPOLOGICAL COVERAGE AND MAPPING ALGORITHMS FOR
RESOURCE-CONSTRAINED ROBOT SWARMS
Rattanachai Ramaithitima
Vijay Kumar
Subhrajit Bhattacharya
Coverage is widely known in the field of sensor networks as the task of deploying sensors to
completely cover an environment with the union of the sensor footprints. Related to coverage
is the task of exploration that includes guiding mobile robots, equipped with sensors, to map
an unknown environment (mapping) or clear a known environment (searching and pursuit-
evasion problem) with their sensors. This is an essential task for robot swarms in many
robotic applications including environmental monitoring, sensor deployment, mine clearing,
search-and-rescue, and intrusion detection. Utilizing a large team of robots not only improves
the completion time of such tasks, but also improve the scalability of the applications while
increasing the robustness to systems’ failure.
Despite extensive research on coverage, mapping, and exploration problems, many challenges
remain to be solved, especially in swarms where robots have limited computational and
sensing capabilities. The majority of approaches used to solve the coverage problem rely
on metric information, such as the pose of the robots and the position of obstacles. These
geometric approaches are not suitable for large scale swarms due to high computational
complexity and sensitivity to noise. This dissertation focuses on algorithms that, using
tools from algebraic topology and bearing-based control, solve the coverage related problem
with a swarm of resource-constrained robots.
First, this dissertation presents an algorithm for deploying mobile robots to attain a hole-less
sensor coverage of an unknown environment, where each robot is only capable of measuring
the bearing angles to the other robots within its sensing region and the obstacles that it
touches. Next, using the same sensing model, a topological map of an environment can be
obtained using graph-based search techniques even when there is an insufficient number of
iii
robots to attain full coverage of the environment. We then introduce the landmark complex
representation and present an exploration algorithm that not only is complete when the
landmarks are sufficiently dense but also scales well with any swarm size. Finally, we derive
a multi-pursuers and multi-evaders planning algorithm, which detects all possible evaders
and clears complex environments.
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Chapter 1
Introduction
The recent advent of technologies called the Internet of Things (IoT) clearly holds significant
potential benefit to individuals, society, and the economy [19, 33]. As the demand for sensors
and processors continues to increase, their price/performance ratio has been steadily falling;
thus leading to the new wave of technological advancement in autonomy including smart
home, smart city, and self-driving vehicles. Nevertheless, robustness has been one of the main
hurdles in deployment of these technologies. The current trend to achieve robustness has
been focused on using a large number of high precision sensors, resulting in high production
costs as well as intensive computational requirements such as processor and memory usage.
These components would also come with high energy consumption and a large amount of
payload. For instance, the autonomous vehicle, developed by Waymo, consists of three
Lidar (Light Detection and Ranging) sensors, five Radar (Radio Detection and Ranging)
sensors, and a vision system [91]. The total cost of these sensors alone would be more than
$50,000. Certainly, the price of these sensors will drop as their demand increases. However,
the specification for other corresponding requirements will likely increase. For instance,
the complexity of associating sensing information increases as large numbers of autonomous
vehicles will eventually need to share their sensing information.
A similar situation occurs in sensor networks which form an important component of
the smart city/home. The majority of existing solutions assume that the absolute global
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position of the sensors and the map are available. In contrast, this dissertation explores an
alternative approach to robustness through use of a large number of basic sensors. There is
very little work on how small, resource-constrained sensors and processors can be utilized
in large-scale environments, especially when the map is not available a priori. These small,
resource-constrained sensors are particularly appealing to commercial applications such as
crop monitoring [60], vacuum cleaning [100], structural inspection [32, 68], environmental
monitoring [83], and intruder detection [45] due to the low production cost, the robustness
to failure of individual sensors, and the scalability of the environment they can operate in.
The fundamental problems of these applications include information gathering, mapping,
and exploration, all of which require the mobile robots to cover an environment with their
sensors either permanently, persistently, or temporarily. Designing a swarm of robots to
solve the sensor coverage problem in these applications encompasses many different areas
of robotic research including, but not limited to, planning, localization, control, perception,
and mapping. For instance, each robot must be able to autonomously navigate to various
parts of the environment. This step requires the robot to plan a path that does not collide
with obstacles, and then generate control inputs driving the actuators to follow this path.
Each robot also needs to determine where it is in the configuration space, a task known as
localization. This generally requires a robot to perceive and process information gathered
by its sensor(s). Additionally, the robot may need to construct a representation of the
environment, using the gathered information if the environment is unknown. Last but not
least, the robots must also coordinate with each other to determine where each robot should
move given an overall task based on the available information about the environment.
Although each of these components deserves substantial attention, the primary focus
of this dissertation is to design efficient planning and control strategies that enables robot
swarms to address the coverage and mapping problem with minimal resources. The resource
here refers to the capabilities of the robots in terms of sensing, computing, and sharing
information. Ultimately, our goal is to provide a guideline for developing an algorithm
to solve more complex problems in robotics using resource-constrained robot swarms. In
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the remainder of this chapter, we identify the main challenges in designing algorithms for
resource-constrained robots and discuss some potential remedies. We then summarize the
remainder of this dissertation which discusses a series of sensor coverage problems and the
proposed algorithms to solve them.
1.1 Research Problems
Most of the modern state-of-the-art approaches developed to solve the sensor coverage prob-
lem focus on a metric space where the environment is represented by a map constructed by
integrating range measurement of the obstacles with the poses of the robots. The pose of
the robot is either provided by external sensors such as Global Positioning Systems (GPS)
or motion capture systems, or estimated through a combination of internal sensors including
accelerometer and gyroscopes (IMU), visual and/or range sensors (Lidar, camera). Although
this metric information provides highly accurate and efficient solutions, external sensors are
often not available while the integration of internal sensors generally requires high precision
sensing information and huge computational resources which are not achievable with low
budget sensors and processors.
On the other hand, a topological approach, where information is represented by a set
of points without geometric coordinate system, is more suitable for handling a swarm with
these types of mobile sensors. In recent years sensor coverage has been studied more formally
using simplicial complex and homological tools from algebraic topology [24, 26, 43]. Such
approaches are completely topological and require little to no metric information, which is
particularly attractive for our purposes. Nevertheless, there still remains many challenges
in the adaptation of these topological approaches to solve the coverage problem, especially
in guidance, navigation, and control of these mobile sensors in a coordinate-free system. To
this end, the vision-based controllers which have been inspired by biological systems that
are capable of utilizing minimal resources to carry out their everyday tasks can be applied.
Specifically, these controllers utilize bearing information which can be obtained from the
cameras with relatively high accuracy compared to the range information.
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1.1.1 Key Contributions
This dissertation presents algorithms for some core problems, namely (sensing) coverage,
topological mapping, exploration, and pursuit-evasion, which can be generalized to many
other applications in robotics. In each problem, the proposed algorithm is designed to
solve such a task using as little sensing capability as possible while still being efficient and
complete.
1.2 Thesis Overview
To provide a guideline for developing coverage and mapping algorithms for these resource-
constrained robots, this document introduces some notation from algebraic topology and
bearing-based controllers in Chapter 2. This chapter also discusses some of the related work
on these sensor coverage problems.
The algorithm for deployment of a swarm of mobile robots into an unknown environment
to attain complete sensor coverage is presented in Chapter 3. Each robot is only capable of
measuring the bearing to other robots within its convex sensing footprint without knowledge
of any other metric or global information. Using the same sensing model, an algorithm
to construct a topological map - a global description of an environment - is presented in
Chapter 4.
Chapter 5 introduces a new sensing model where each robot is capable of identifying a
set of unique landmarks in the environment to solve an exploration problem. The proposed
approaches apply a frontier-based strategy to a special type of topological map called a
landmark complex. The first strategy directly constructs a navigation roadmap from the
dual of the landmark complex and utilizes an existing bearing-based controller to guide
the robots around the environment. Under the assumption of sufficiently dense landmarks,
the proposed method could construct a map that encapsulates all topological features of the
environment. However, the existing bearing-based controller does not guarantee a collision-
free path and requires a knowledge of global orientation to achieve globally asymptotic
stability. To address these limitations, we propose a new control policy that utilizes a local
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range information obtained from consecutive bearing measurements to navigate the robots
around and explore the environment. Additionally, we demonstrate the performance of
our proposed method in a more realistic setup, discuss the limitations of landmark-based
exploration, and then propose solutions to address some of those limitations.
Next, we consider a variation of the multi-pursuer and multi-evader planning problem
where the objective is to clear a given environment from any potential intruders in Chapter 6.
We propose a framework that partitions the configuration space into sets of topologically
similar configurations that preserve the possible intruder positions and then synthesizes
solutions in the reduced space. We first propose a framework to solve the pursuit-evasion
problem on a metric map and then explain how to apply similar framework to the topological
map such as one introduced in Chapter 5, as its key idea focuses on the topological features
of the map which is readily available in the topological map.
Lastly, we conclude this entire thesis as well as discuss possible future directions in
Chapter 7.
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Chapter 2
Background and Related Work
This chapter introduces the tools from algebraic topology and the bearing-based controllers
that will be used in this dissertation. It then surveys some of the recent research that
is related to the sensor-based coverage and mapping problem discussed in the following
chapters.
2.1 Algebraic Topology
This section briefly summarizes the key definitions and results in algebraic topology that
are used extensively in this thesis. The reader should refer to the literature [24, 41, 43, 47]
for examples and details of the topics discussed in this chapter.
2.1.1 Topological Background
A topological space is a nonempty set, X , equipped with a topology, a collection of open
subsets of X , such that a topology (i) contains both the empty set and the set X and (ii)
remains closed under a finite intersection and arbitrary union of its member. Two topological
spaces X , and Y are then homotopy equivalent if there exists continuous maps f : X ! Y
and g : Y ! X such that f ·g ' IdY and g ·f ' IdX . One particularly simple class of spaces
that we will work with is a simplicial complex whose purely combinatorial counterpart is an
abstract simplicial complex.
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(a) 0-simplex (b) 1-simplex (c) 2-simplex (d) 3-simplex
Figure 2.1: Examples of simplices in a simplicial complex.
Simplicial Complex
A simplicial complex, informally speaking, is a higher dimensional generalization of a graph,
which not only consists of 0-simplices (vertices) and 1-simplices (edges), but also their
higher-dimensional counterparts such as 2-simplices, 3-simplices and so on (illustrated in Fig-
ure 2.1). Consequentially, it is possible to create a topologically equivalent piece-wise linear
representation of a configuration space of 2 and higher dimensions using a simplicial complex.
We start with the formal combinatorial definition of a simplicial complex.
Definition 1 (Simplicial Complex). A simplicial complex, S, constructed over a set V (the
vertex set) is a collection of sets Cn, n = 0, 1, 2, · · · , such that
i. An element in Cn, n   0 is a subset of V and has cardinality n + 1 (i.e., For all
  2 Cn,   ✓ V, | | = n + 1).   is called a “n-simplex ” (Simplex definition).
ii. If   2 Cn, n   1, then   v 2 Cn 1, 8v 2  . Such a (n 1)-simplex,   v, is called a
“face” of the simplex   (Boundary property).
The simplical complex is the collection S = {C0, C1, C2, · · · }.
Two examples of simplicial complexes that have been widely used to convert data in a
metric space to a topological space are the Čech complex and the Rips complex [24, 25].
Definition 2 (Čech Complex). A Čech complex, C✏(X ), constructed over a set of points
X = {x↵} in a metric space and a fixed ✏ > 0, is a simplicial complex whose n-simplices
correspond to unordered (n+1)-tuples of points in X such that an intersection of ✏/2 balls
around each point is nonempty.
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Figure 2.2: The Čech complex correctly approximates the topology of the covered
regions (one connected component and two holes).
Given a sensor network where X represents the positions of all sensors whose sensing
footprints are circular disks with radius of ✏/2, a Čech complex, C✏(X ), is homotopy equiv-
alent to the regions covered by the sensor network (homotopy equivalence) as illustrated
in Figure 2.2. Nevertheless, the Čech complex is generally difficult to compute as checking
nonempty intersection requires precise distances between the sensors. As a result, we turn
to the Vietoris-Rips complex or simply the Rips complex.
Definition 3 (Rips Complex). A Rips complex R✏(X ), constructed over a set of points
X = {x↵} in a metric space and with a fixed ✏ > 0, is a simplicial complex whose n-
simplices correspond to unordered (n + 1)-tuples of points in X which are pairwise within
distance ✏ of each other.
The computation of the Rips complex is less expensive. Nevertheless, it may not correctly
capture the topology of the covered regions due to the geometric properties of the disk as
depicted in Figure 2.3.
The topological invariant of a space can be captured by computing the homology of a
simplicial complex. Given S = {C0, C1, C2, ...} with dn being the boundary map from Cn to
Cn 1, the homology of S is defined as Hn(S) = ker dn/im dn+1 [47]. The resulting homology
groups indicate the topological features of the space. For instance, H0(S) corresponds to
the number of connected components in the simplicial complex while H1(S) corresponds to
the number of holes in the simplicial complex.
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(a) A sensor network (b) Čech complex (c) Rips complex
Figure 2.3: The Rips complex does not always capture the topology of the cover as
there are two holes in the sensor network (and in the corresponding Čech complex)
but no hole in the Rips complex.
2.1.2 Coverage via Homology
De Silva and Ghrist formally studied the coverage problem in an idealized sensor network
using tools from computational homology [24]. They assumed that the Rips complex R
was constructed on a set of sensors X with the broadcast radius rb and the cover radius of
rc.
Remark 1. rc   rb/
p
3 is the optimal ratio such that the topological features of the
Rips complex, Rrb(X ), suffice to conclude the geometric properties such as the number of
connected components and the number of holes of the union of the cover with radius rc.
Let F ⇢ R denote a 1-dimensional fence cycle which is the boundary of the covered
regions. One can then construct a relative chain complex, C⇤(R,F) for computing the
relative homology H2(R,F). This chain complex, in essence, is the complex obtained by
quotienting out the subcomplex F . This can be viewed as collapsing F to a single point, or
introducing a new 0-simplex, Q, and connecting 2-simplices {i, j, Q} to every {i, j} 2 F –
as illustrated in Figure 2.4b.
Remark 2. The 0-simplices (sensors) making up a nontrivial relative cycle in C2(R,F) such
that it passes through all the 0-simplices in the fence cycle, F , is sufficient for maintaining
the sensor coverage.
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(a) A Rips complex R with the fence cycle F ,
marked in cyan and brown.
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(b) Topology of the space where the fence cycle
F is connected to a new 0-simplex Q.
Figure 2.4: An instance where the redundant sensor (#10) can be identified from
a nontrivial element of the relative homology H2(R,F).
Figure 2.5: Landmark Complex (right) is constructed by a robot wandering in an
environment (dashed trajectory) and observing the landmarks (colored stars), the
landmark complex captures the topology of the workspace (left) correctly where a
hole corresponds to an obstacle.
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2.1.3 Landmark Complex
Introduced by Ghrist et al. [43], the landmark complex – a simplicial complex constructed
from the observation of landmarks in the environment. The construction of a landmark com-
plex requires that the robots detect the presence of distinguishable landmarks within their
respective sensing footprints, but no distance or bearing measurements to the landmarks
are necessary.
A landmark complex, L = {C0, C1, C2, · · · }, is an abstract simplicial complex constructed
over a set of distinct landmarks, {L1, L2, · · · }, based on observations made by robots with
limited-range sensors navigating in the environment, and is described as follows: Every time
a robot observes a n-tuple of landmarks, it inserts the corresponding (n 1)-simplex in Cn 1
(along with all its faces and sub-faces in Ci, i < n  1), as illustrated in Figure 2.5.
Under certain density assumption on the landmarks and robot observations, a landmark
complex is a truthful topological representation of the environment (homotopy equivalence).
The landmark density requirement itself is that at least one landmark needs to be visible from
every point in the environment. Or, in other words, the visibility domains of the landmarks
(disks of same radii as the sensing radius, centered at each landmark), {Vj}, need to cover
the entire workspace of the robots. With this condition, and sufficiently dense sampling
of observations by the robots, the landmark complex is identical to the Čech complex (or
nerve) of the visibility domains of the landmarks (since every n-way overlap of the visibility
domains, Vi1i2···in = Vi1 \ Vi2 \ · · · \ Vin , corresponds to a potential observation of those n
landmarks by a robot in Vi1i2···in), and hence by the Nerve theorem, homotopy equivalent
to the workspace W .
Additionally, by Dowker’s theorem [27], the dual of landmark complex, denoted by obser-
vation complex is an abstract simplicial complex, whose vertices are the set of observations,
and an n simplex represents the set of n + 1 observations that share some landmarks in
common.
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2.2 Bearing-based Controllers
Bearing-based controllers refer to the control policies that rely solely on the bearing measure-
ment towards static landmarks or features to navigate the robot around the environment.
These type of controllers have been widely used in the vision-based navigation since cameras
yield a relatively good bearing measurement but poor range information (or no range infor-
mation with single camera). Nevertheless, the existing bearing-based controllers generally
require global compass direction to get a globally asymptotically stable solution. On the
other hand, if the global compass direction is unknown, there exist solutions that use the
relative bearing angles (difference between bearing) [5, 62, 63]. Nevertheless, to the best of
the author’s knowledge, none of them provide of the proof of global convergence.
In this section, we introduce two bearing-based controllers that will be used in this thesis.
2.2.1 Gradient Field Approach
The bearing-based visual homing controller, presented in [94], utilizes a gradient field of a
Lyapunov function to control the robots toward the given home location.
Let xg 2 Rd denote the coordinate of the home location, and {xi}Ni=1 2 Rd denote the
locations of N landmarks. For i = {1, ..., N}, the unit vector representing the bearing
direction at point x 2 Rd is defined as
 i(x) =
xi   x
kxi   xk
, (2.1)
or simply  i. The home bearing direction,  ⇤i , is then denoted by
 ⇤i =  i(xg) =
xi   xg
kxi   xgk
. (2.2)
Let ci denote the inner product ci =  ⇤Ti  i and f : R ! R denote a univariate reshaping
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function. The control input u is defined from the gradient of a cost function ' : Rd ! R as
u =  gradx' (2.3)
=
NX
i=1
gradx'i (2.4)
gradx'i =  f(ci) i   ḟ(ci)(I    i Ti ) ⇤i . (2.5)
For f(ci) = 1  ci, the gradient function can be simplified to
gradx =  
NX
i=1
 i +
NX
i=1
 ⇤i , (2.6)
which is equivalent to the well-known Average Landmark Vector method [58].
2.2.2 Biologically Inspired Approach
This approach, in contrast to the previous, uses the perpendicular vector to the bearing
measurement to create the navigation vector field [64]. Using the same notation as the
previous controller, the perpendicular vector of bearing direction,  ?
i
, is defined as
 ?i ,
2
64
0  1
1 0
3
75 i (2.7)
The control law u:
u =  
NX
i=1
⇣
 ⇤Ti  
?
i
⌘
 ?i , (2.8)
is globally asymptotically stable. The proof has been shown in the original paper [64].
2.3 Related Work
This section reviews some of the recent findings in literature that are closely related to the
problems discussed in this thesis.
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2.3.1 Coverage
Coverage of indoor environments using teams of mobile robots is a well-studied problem
in robotics. There are many variations of coverage problems. For instance, coverage path
planning (CPP) refers to the task of visiting every point (or within a certain distance of
every point) in a given environment as has been addressed in [1, 37, 97]. This variation of
the problem only requires the robot(s) to temporarily cover each region of the environment.
Such behavior is highly applicable to the house cleaning robots, one of the most well-known
robotic applications. In contrast, the problem of attaining persistent coverage by a sensor
network is the task of deploying and distributing a team of robots such that they attain and
maintain constant sensory coverage of every point in the environment, which is a charac-
teristic required in applications related to environmental monitoring. In the presence of a
limited number of robots, this problem has often been handled using the Voronoi partition
of the environment and the minimization of a coverage functional [11, 22]. However such
approaches invariably rely on a global localization capability for each robot (for example,
using GPS). Complete sensor coverage of indoor environments using swarm of robots have
been studied in [28, 86], where the known world is modeled as a graph, robots are assumed
to have global localization and can be made to navigate independently from one location
to another in a global coordinate frame. In almost all of these lines of research, global
localization of the robots, a priori knowledge of the environment (obstacle configurations),
availability of metric information and ability to control the robots from one point in the
environment to another have been assumed.
Biologically inspired multi-robot coverage algorithms have also been proposed [53, 97],
which are most often distributed and the robots rely on local sensing only. Similar lo-
cal communication-based algorithms for robot swarms have been used to construct various
shapes [84] in an environment. However, such behavior-based algorithms come with very
limited theoretical guarantee. Likewise, distributed coverage algorithm with no global lo-
calization have been studied in [8]. But the notion of coverage being based purely on a
graph gives limited to no guarantee on the attainment of sensor coverage or the optimality.
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Furthermore such approaches inherently assume availability of some metric information.
On the other hand, the topological approach which requires little to no metric informa-
tion has been recently applied to the coverage of the idealized sensor network in [24] (also
previously mentioned in Section 2.1). In general, homology computation has been extremely
useful in detecting holes in sensor network coverage. While some progress has indeed been
made in controlling the network as to mend the holes in sensor coverage [26, 70], all these
methods only work in obstacle-free environments and require some localization of the robots
to control them.
At approximately the same period that we developed our algorithm, a similar research
study conducted by Lee, et al. [61] studies the problem of maximization of coverage area with
a limited number of robots equipped with limited local sensors. Similar to our approach,
their solution uses bearing measurement only in deploying the team of robots to achieve the
maximal coverage of the unknown environment. The proposed method iteratively constructs
the triangulation of the explored regions using the local bearing information, which appears
to be similar to the simplicial complex. Then, the new robot is deployed to the unexplored
regions in a breadth-first search pattern. There are three differences between our approach
and their proposed method. First, we use the Rips complex to represent the structure of the
explored regions which automatically yields the topological information of the environment.
Secondly, our approach can repair the holes caused by the failure of any individual sensors.
Lastly, our deployment strategy minimizes the sum of the travel distance square, resulting
in a shorter mission time.
2.3.2 Topological Mapping
A topological map (also, a topological graph), by definition, is a roadmap [80, 92] which is a
sparse representation of the configuration space capturing its topological features such as the
connectivity of the free space. A topological map provides information for fast navigation
in many human environments (urban/rural environments, homes, shops, office buildings),
as well as hazardous environments (collapsed buildings, underground tunnels) and is bene-
ficial for time-critical applications like disaster response and search/rescue. In a resource-
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constrained environment and in the absence of global localization or metric information, a
topological map not only provides a coarse topological representation of the environment,
but also a roadmap for transporting physical robots, equipment or supplies from one point
to another.
The topological map that is of particular interest in this dissertation is the Generalized
Voronoi Graph (GVG, also called a Generalized Voronoi Diagram or a GVD), which is the
locus of points in the configuration space which have more than one distinct “closest” points
on the boundary of the configuration space. Given a configuration space, the algorithms for
constructing a GVG are well-studied [7, 18, 95]. The practical motivation and applications
of a GVG representation of an environment are diverse, including sensor based mapping [92],
efficient motion planning [38], and computer graphics [71].
Nevertheless, there has been very little work in literature on how small, resource-constrained
sensors and processors can yield global information that is relevant to operation in large-scale
environments. Topological representations that are robust to sensor and actuator noise, and
have reliable local-to-global integration properties, are an ideal choice when working with
resource-constrained robots in GPS-denied environments. Existing works in the topologi-
cal mapping literature ([52, 55, 56, 92]) require robot(s) equipped with sensors that yield
metric information and are able to localize themselves in an inertial frame. However, in the
scenario where robots are prone to failure, such as in hazardous environment, the swarms
of resource-constrained robots would be preferred due to the higher rate of success.
2.3.3 Exploration
Autonomously exploring an unknown environment is another well-studied problem in robotics
as it is one of the most essential task for operations in an unknown environment. This prob-
lem encompasses many areas of research in robotics including planning, control, mapping,
and localization. The exploration can be carried out using a single robot [98] or a team of
robots [13, 36, 99]. While the goal of a single-robot exploration is quite straight forward
as minimizing the overall exploration time, the multi-robot exploration problem introduces
many variables that can be utilized to achieve the optimal results. Some of the main chal-
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lenges for multi-robot exploration include coordination between robots, map merging, and
limited communication.
The strategies for exploration can be roughly divided into the frontier-based strate-
gies [13, 36, 99] and the information-based strategies [3, 81, 89]. The frontier-based strategies
focus on the coordination between robots to achieve the minimum exploration time while
assuming that the robots have perfect localization and mapping capability. On the other
hand, the information-based strategies consider the uncertainty in the pose of the robots
and the sensors. By utilizing the notions of entropy from information theory, the objective
is to minimize the uncertainty of the constructed map and robot’s poses by choosing actions
that yield high information gain while maintaining low uncertainty. In almost all of these
approaches, the map is represented by a probabilistic map that requires some range mea-
surement and the pose estimation of the robots. As a result, these approaches inherently
require robots to be equipped with high sensing and computing capabilities. Additionally,
the integration of information is challenging with noisy sensors as the uncertainty from each
robot will not yield a consistent map.
Another task that is closely related to exploration is the well-known simultaneous local-
ization and mapping (SLAM). Similarly, most state-of-the-art methods that require precise
metric information (such as range measurements to obstacles), rely on relatively precise
odometry measurements, and require extensive post-processing in order to correct for accu-
mulated errors to build a complete map [4, 14, 17, 23, 29, 69]. Hence the representations
of the environment that the robots build is not coordinate-free (e.g., an occupancy grid).
The problem becomes even more complex when multiple robots need to build such a map
simultaneously since the amount of information that needs to be shared between robots is
extremely large and a precise transformation between the robots’ local coordinates is difficult
to compute [49, 93].
While there has been extensive work in swarm robotics [21], the need for swarm algo-
rithms to be scalable has been the bottleneck in addressing the exploration and mapping
problems using large swarms. The focus of swarm literature has thus primarily been on
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solving problems such as coverage [30] and estimation [31, 66].
2.3.4 Pursuit-Evasion
The pursuit-evasion problem has been studied extensively from many perspectives including
differential game theory [50], graph-based search [54, 73], visibility-based search [40, 45],
probabilistic search [72], and sensor placement [2]. Isaacs [50] studied the sufficient and
necessary conditions for a pursuer to capture an evader in the scenario where a pursuer and
an evader alternatively take turn moving in finite space.
Parsons [73] pioneered the graph theory aspect of pursuit-evasion problem in 1976 by
solving the problem of searching for a lost man in a known cave structure, which he represents
as a searching on a discrete graph. Evaders reside on the edges and can be adversarial. To
detect the evaders, the pursuer must move along the edge occupied by the evaders and touch
the evader. Initially all edges are contaminated, and will become cleared if they certainly
do not contain any evaders. The edges can also be recontaminated if the evader move back
to the cleared edge without being detected. The pursuers’ goal is to find a trajectory that
clears all edges.
Later in 2007, Kolling and Carpin [54] proposed an algorithm to solve a similar problem
called GRAPH-CLEAR, where the goal was to solve for an optimal solution in clearing the
graph under special circumstances. Nevertheless, this type of edge-search, where evaders
reside on the edges, are not directly applicable to most robotics applications, especially
in the unstructured environment where graph construction is non-trivial. In more recent
work, Hollinger et al. [48] discussed an algorithm called GSST for adversarial search where
evaders reside on the node. Nevertheless, GSST still suffers from the graph construction
in the unstructured environment and the solution is limited to a tree structure, which may
solve the non-tree structure by placing some stationary pursuers to break up the cycles.
On the other hand, Guibas et al. [45] and Gerkey et al. [40] formulated the problem as
searching in a continuous space where each pursuer has infinite line of sight and the goal of
the pursuers is to see all possible evaders. Their method includes partitioning a free space
based on a critical point and then applying a graph-based searching technique. Nevertheless,
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their approach only works with very few pursuers and the critical point technique which is
adapted from a trapezoidal decomposition is limited to a 2-dimensional environment.
An alternative formulation of the pursuit-evasion is considered in the probabilistic search
by relaxing the worst-case scenario with the model of evaders or some uncertainty. Ong et
al. [72] proposed an approximate sampling-based algorithm to solve the pursuit-evasion as
a Partially Observable Markov Decision Process (POMDP) problem.
In sensor network, Adams and Carlsson [2] use tools in algebraic topology combined
with information about the affine structure of covered region to determine the sufficient and
necessary condition for the existence of an evasion path given the positions of each mobile
sensor in the space-time dimension of 2D environment. Later, Ghrist and Krishnan [42]
generalize the previous criterion to an arbitrary dimension without information regarding
the affine structure.
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Chapter 3
Sensor Coverage
Coverage by a sensor network is the task of deployment and distribution of mobile sensors
such that they attain and maintain constant sensory coverage of every point in the environ-
ment as illustrated in Figure 3.1. This task is useful in a wide range of applications such
as health monitoring, traffic monitoring, environmental risks monitoring, and prevention of
disasters. These monitoring tasks often involve a large number of sensors with limited com-
putational and communication capabilities. In the event that the map of an environment
is not available a priori, a sensor network (or a swarm of robots) also needs to explore and
learn about an environment in order to complete the global mission. In this chapter, we
focus on the problem of efficiently exploring an unknown indoor environment with a rapidly
expanding swarm of robots with limited and noisy local sensing with no global localization
or sensing capabilities.
This chapter makes two primary contributions. First, we design a distributed control al-
gorithm for deploying the robots to attain full coverage of the entire environment using their
disks of visibility. That means, at least one robot should be able to see each and every point
in the environment after the coverage is attained. However, the robots only have information
regarding the bearing to their neighbors in their respective local coordinate frames and a
directional touch information with obstacles. This means that there is absolutely no range
information or any localization capability available. Second, we present an experimental
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(a)
Hole
(b) (c)
Figure 3.1: Illustration of a swarm of robots entering an environment (a) and
attaining full coverage (c). The hole shown on figure (b) is something we would like
to avoid.
platform involving a heterogeneous team of real and virtual robots for demonstrating the
proposed algorithm.
The research contained in this chapter was originally published in [76] and part of [78].
3.1 Preliminaries
We denote by W ⇢ R2 the obstacle-free region where the robots are being deployed and the
sensor coverage of which needs to be attained. If there are n robots deployed in W , we assign
IDs to them, 1, 2, · · · , n, and represent their joint configuration by X = [x1, x2, · · · , xn], xi 2
W .
A robot i, is equipped with an omnidirectional camera that can measure the bearing to
a neighbor, j 2 Ni, in its local coordinate frame, where Ni = {j | kxi   xjk  rv} are the
neighbors of i. We call this measurement ✓i
j
2 [ ⇡, ⇡). If it measures the bearing to another
robot, k as ✓i
k
, then we define ✓i
jk
=
⇣
(✓i
k
  ✓i
j
) mod 2⇡
⌘
  ⇡ — i.e., the bearing to k
relative to the bearing to j (and the angle converted to a value in [ ⇡, ⇡)).
Additionally, each robot is also equipped with a collection of touch/contact sensors at
the base in order to detect the obstacles. The touch sensors are binary sensors, and are
triggered when in contact with an obstacle/wall or another robot (Figure 3.2). The presence
of multiple touch sensors (NT ) at the base also provides a rough estimate of the direction
of contact (within an error of ⌧ = ⇡
NT
when a single touch sensor is activated).
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Figure 3.2: The touch/contact sensors (gray protrusions) at the base of a robot
(red). Contact with an obstacle or another robot triggers one or more touch sensors
providing a rough estimate of the direction of contact.
1 2
(a) Robots can’t see each other, and hence
have no way of detecting that their disks of
visibility overlap.
1 2
(b) Robots can see each other, and hence know
that their disks of visibility overlap. Visibility is
represented by the dotted magenta line.
Figure 3.3: Detection of overlap of disks of visibility using only local visibility-based
sensing.
3.2 Rips Complex of Visibility Disk
We do not assume that the robots can localize themselves and the only way of sens-
ing/identifying neighbors is by using the equipped camera. Thus, if the disks of visibility of
two robots merely overlap, there is no way of detecting that fact (Figure 3.3a). We need to
use a stronger notion of overlap — two robots know that their disks of visibility overlap if
and only if they are in each other’s disks of visibility and their line of sight is not blocked
(Figure 3.3b). Using the IDs of their neighbors, we can then construct a simplicial complex
that is homotopy equivalent to the Rips complex over a set of X with ✏ = rv as described
in Section 2.1. According to Remark 1 in 2.1.2, the Rips complex Rrv(X) can capture all
topological features of the union of the regions covered by the swarm of robots with cover
radius rc = rv. Note that we do not construct any 3 or higher dimensional simplices since
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Figure 3.4: Nine robots, their disks of visibility and the corresponding abstract
simplicial complex, Rrv .
on a planar environment with obstacles, we are only concerned with the H1 homology.
In contrast to [24], the fence subcomplex (or fence cycle), F , is not known a priori and
will be identified as the swarm expands. Due to the present of obstacles and the process
of exploration, the fence subcomplex will be further divided into the frontier subcomplex K
and the obstacle subcomplex O, F = K [O.
Additionally, we periodically compute a nontrivial 2-cycle of the relative complex (Rrv ,F)
so that we can identify redundant/extra robots that can be removed from the complex with-
out sacrificing sensor coverage (see Remark 2 in 2.1.2). It is important to note that Rrv
can be constructed with local visibility information only, as described earlier, and does not
require the entire configuration, X, of the robots to be known in a centralized manner.
Furthermore, as will be evident in the next section, we do not need to construct the entire
simplicial complex in a centralized fashion for most of the algorithmic components. It’s
only when we compute generators for the relative homology H2(Rrv ,F), for optimization
purposes, that we will need to store Rrv in a centralized manner.
3.3 Algorithmic Designs
The outline of our swarm coverage algorithm is presented in Algorithm 1. We begin by
deploying robot 1 into the unknown environment using an open-loop control so that it
maintains visual contact with the source/base. Then, in line 3, we start our deployment cycle
by constructing the Rips complex in a distributed manner as described in Section 2.1.1 (and
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Algorithm 2). Using the current Rips complex Rrv , we update the frontier, K, and obstacle,
O, subcomplexes (line 4, and Algorithm 3) along with computing the target location for
deployment of the new robot in the local coordinates of a frontier robot. Note that at
the end of the first deployment, the robot 1 belongs to K (as described in Section 3.3.1).
Although our implementation uses a centralized server that collects local information from
the individual robots through an emulated wireless communication channel, most of the
algorithmic components described in this section can be done in a decentralized fashion.
We periodically compute relative H2 homology to identify redundant robots for rede-
ployment (line 5). We then find the shortest path to a frontier robot (from the source or
a redundant robot) through the 1-skeleton of the complex (line 6), along which we execute
the “push” action (described in Section 3.3.2) for deployment of the next robot (line 7). In
presence of multiple sources, deployment can be performed in parallel along multiple paths
as long as the paths do not intersect (which can be computed using an optimal routing
algorithm).
Algorithm 1 Swarm Coverage Overview
1: Deploy Robot 1; n 1
2: do
3: Construct Rips cplx. through local communication:
Rrv = ComputeRipsComplex({Ni}i=1,2,··· ,n)
4: Compute fence subcplx. using local bearing info.:
[K,O] = FenceSubcomplex(Rrv , {✓abc})
5: (Periodically) Identify redundant robots using H2 hom.
6: Find path in 1-skeleton for “Pushing” robots
7: “Push” robots in path
8: Deploy (n + 1)th robot; n n + 1
9: while K 6= ;
3.3.1 Identifying Frontier and Obstacle Subcomplexes
At a particular robot configuration, X, we identify the 1-simplices (and the corresponding
0-simplices that constitute) in the Rips complex, Rrv , which form the frontier to the un-
explored regions, as well as the ones that are adjacent to the obstacles. They respectively
constitute the frontier subcomplex, K, and the obstacle subcomplex, O. We define the fence
subcomplex as F = K [O.
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(a) Exception case where a 1-simplex,
{i, j}, has all adjacent 1-simplices lying on
the same side, but is not a fence simplex.
This can be detected from the perspective
of robot k.
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(b) Detecting that a 1-simplex, {i, j}, is
in O ✓ Rrv (thick brown line).
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(c) Convex corner case where a pair of
1-simplices, {i, j1} and {i, j2}, are recog-
nized as obstacle 1-simplices (thick brown
lines).
j
2
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(d) If the robot i is to be “pushed” along
a path in the graph to expand frontier
{i, j1}, it performs a “test drive” to en-
sure an obstacle is not right in front of it.
Figure 3.5: Identifying simplices for fence subcomplex F = K [O.
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Figure 3.6: {i, j, k1} and {i, j, k2} are two 2-simplices which have {i, j} in their
boundaries. {i, j} is a fence 1-simplex if both k1 and k2 lie on the same side of ij
(thick purple line in left figure), otherwise not (right figure).
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Algorithm 2 Compute the Rips complex from lists of neighbors
Input: Neighbor information, Ni, i = 1, 2, · · · , n
Output: Rips complex, Rrv
1: function ComputeRipsComplex({Ni}i=1,2,··· ,n)
2: Rrv  ;
3: for Robot i = 1, ...n do
4: Rrv  Rrv [ {i}
5: for Robot j 2 Ni do
6: Rrv  Rrv [ {i, j}
7: for Robot k 2 Ni do
8: if j 6= k and j 2 Nk then
9: Rrv  Rrv [ {i, j, k}
10: end if
11: end for
12: end for
13: end for
14: return Rrv
15: end function
Algorithm 3 describes our method of identifying the frontier subcomplex and obstacle
subcomplex. We begin (line 3) by identifying the 1-simplices in Rrv that are part of an
exception set, E, as described later in Section 3.3.1 (Figure 3.5a). For each 1-simplex
{i, j} in Rrv that is not in E, we then compute the sign of ✓ijku for all of the 2-simplices
{i, j, ku} 2 Rrv (i.e., the ones which have both i and j as their vertices).
If all the 2-simplices adjacent to {i, j} lie on the same side of the 1-simplex (Figure 3.6),
then the bearing angle to all the robots ku relative to j (resp. i) have the same sign, and
thus in line 5, UnCovij is not empty. Thus, i, j belongs to the fence subcomplex, and we
compute and store the location (in the local coordinates of i and j) for potentially deploying
a new robot to expand the frontier using a “pushing” action (line 7). The exact computation
of the bearings to the potential new location, ✓i
j,new
, ✓j
i,new
, is described in Section 3.3.1 and
Algorithm 4.
Finally, in lines 8-12, we classify each fence simplex, {i, j}, as frontier or obstacle using
touch sensor readings and the outputs of DeploymentAngle as follows:
i. If i and j are in contact with an obstacle (i.e., a touch sensor is activated, and there
are no robots visible in the direction of the activated touch sensor) in the expanding
direction, then the 1-simplex {i, j} and 0-simplices i, j are placed in O (Figure 3.5b).
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Algorithm 3 Identify Frontier and Obstacle subcomplexes
Input: Rips complex, Rrv ; Relative bearings, ✓
a
bc, {a, b, c} 2 Rrv
Output: Frontier subcomplex, K; Obstacle subcomplex, O
1: function FenceSubcomplex(Rrv , {✓abc})
2: K ;, O  ;
3: E  ComputeException(Rrv )
4: for {i, j} 2 RrvrE do
5: UnCovij {+1, 1}r{sign(✓ijku)|{i, j, ku}2Rrv}
6: if UnCovij 6=; then . A side of {i, j} is uncovered.
7: [✓ij,new, ✓
j
i,new] DeploymentAngle(i, j,UnCovij)
8: if {i, j} is an obstacle simplex then
9: O  O [ {{i}, {j}, {i, j}}
10: else if {i, j} is a fronter simplex then
11: K K [ {{i}, {j}, {i, j}}
12: end if
13: end if
14: end for
15: return [K,O]
16: end function
ii. Otherwise, we check for possibility of {i, j} being an obstacle simplex at a convex
corner as follows: We compute the “closest” other fence 1-simplex attached to i and j
(this is computed as a part of the DeploymentAngle procedure – say it is {i, k}).
If the magnitude of the angle between ik and ij is less than ⇡3   2  (figure 3.5c, where
  is the error in measurement of bearings to neighbors), then the two robots, j and
k, do not see each other due to occlusion by an obstacle, but every free point (points
outside obstacles) in their convex hull is in the visibility disk of at least one robot (aside
from possibly small non-convex sub-features present in that convex corner, which we
ignore). Thus, these 1-simplices are marked as obstacle 1-simplices to be added to O.
iii. Otherwise, at least one of the robots can be expanded/moved to the unexplored region,
and thus {i, j} is placed in K along with the corresponding robots (Figure 3.6, left).
iv. Since the obstacles can only be detected by touch sensors, we perform a “test drive”
in the planned deployment direction for a small distance to ensure sufficient space
availability for new deployment near obstacles (Figure 3.5d).
The complete illustration of the process of identifying 1-simplices as part of K or O is given in
Figures 3.6 and 3.8a. We next describe the ComputeException and DeploymentAngle
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procedures.
The Exception Case
The aforesaid approach in detecting fence 1-simplices using UnCovij may give false positives
in some cases when a 1-simplex, {i, j}, is completely covered by 2 simplices, of which {i, j}
do not form a boundary, as shown in Figure 3.5a. Nevertheless, this special case can be
easily detected from the perspective of a common neighbor, k, of i, j. If it is detected that
✓k
ij
= ✓k
ik1
+ ✓k
k1k2
+ · · · + ✓k
krj
(for some k1, · · · , kr 2 Nk), such that all the summands have
the same sign as the summation, then clearly {i, j} lies inside 2-simplices of which {i, j} do
not form a boundary but k is a vertex. Then {i, j} is marked as an exception 1-simplex.
Identifying Locations for Robot Placement (Triangular Tessellation)
Given a 1-simplex {i, j} 2 K and the uncovered direction   2 {+1, 1}, we need to find,
in the local coordinates of i and j, the location for the new robot position. Figure 3.7a
illustrates the uncovered side of 1-simplex {i, j} in i’s local coordinate. Our strategy for
choosing the position to deploy next robot is to try and achieve a triangular tessellation [15]
(which is the most optimal packing on an obstacle-free plane) of robots as much as possible,
only to be interrupted by the presence of obstacles or control’s error. This essentially boils
down to sending robots at an angle of 60 (= ⇡3 ) with respect to ij into the free region.
Algorithm 4 describes our DeploymentAngle function which first determines (lines 4-7)
the “closest” other fence 1-simplices attached to i and j (e.g., {i, k} in Figure 3.7b). If
there is no other fence 1-simplex attached to i, we set ✓inew = ✓ij +  ij
⇡
3 — the 60
  angle for
deployment in a triangular tessellation. Otherwise we set the angle to the minimum between
the one for triangular tessellation (⇡3 ) and the one that bisects ✓
i
jki
. Likewise for ✓jnew.
If i is not attached to a frontier 1-simplex (e.g., i is a frontier robot in a narrow passage
with a single file of robots), then we simply choose the direction away from the neighbors
of i as the bearing to the new location (in the local coordinates of i) for deployment of the
new robot.
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Algorithm 4 Identify the Location for Robot Placement
Input: Robots i, j; the side of ij that is open/uncovered
Output: New location for deployment in local coordinates of i, j OR {i, j} is marked as an obstacle
simplex.
1: function DeploymentAngle(i, j,UnCovij)
2: ✓ij,new  ;, ✓
j
i,new  ;
3: for   in UnCovij do
4: Si  {l | {i, l} 2 Rrv and sign(✓
i
j,l) =  }
5: ki  argmink02Si |✓
i
j,k0 |
6: Sj  {l | {j, l} 2 Rrv and sign(✓
j
i,l) =   }
7: kj  argmink02Sj |✓
j
i,k0 |
8: if |✓ij,ki | <
⇡
3 (or |✓
j
i,kj
| < ⇡3 ) then
9: Mark {i, ki} (or {j, kj}) as an obstacle simplex.
10: else
11: ✓ij,new    min{
⇡
3 , |
✓ij,ki
2 |}
12: ✓ji,new     min{
⇡
3 , |
✓ji,kj
2 |}
13: end if
14: end for
15: return [✓ij,new, ✓
j
i,new]
16: end function
3.3.2 Identifying Path in 1-skeleton for “Pushing” Robots
The strategy in our algorithm for robot deployment in every control cycle is to keep the
structure of the existing simplicial complex (and hence the positions of the existing robots
in W ) unchanged. New robots are deployed through the complex simply by “pushing”
through paths (i.e., making each robot on a path move forward to take the place of the
one in front of it) in the 1-skeleton (graph) of the complex (Figure 3.8). For computing
this path, a centralized knowledge of the entire graph is used (constructed by the robots
i
j
u
θju
i Valid bearing 
for new robot
new
(a) The free side of {i, j} where sign(✓ij,new) =  
i
j
k
θjk
i
θj,new
i
(b) The bearing to the new location, ✓ij,new =
min{
⇡
3 ,
✓ijk
2 }, in i’s local coordinate.
Figure 3.7: Determining bearing to the new location
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communicating each of their local information – the IDs of the neighbors that each see –
to a central server via wireless communication), although the computation of the path can
indeed be performed in a decentralized manner through peer-to-peer communication only
(see [87] for a decentralized implementation of the Dijkstra’s algorithm).
We consider the graph made out of the 1 and 0 simplices in Rrv . The frontier subcomplex,
K, computed in previous section (the 0-simplices in it) provides the list of robots which we
need to potentially move to expand the frontier. We assign a cost of 1 to all the 1-simplices
in the graph, except the 1-simplies in O, to which we assign cost of wO > 1 in order to avoid
paths that pass through robots adjacent to obstacles, where navigation is more challenging.
We use Dijkstra’s search algorithm to find the shortest path from the source, which is the
robot next to the base station (in case of multiple source, we can initiate the open list in
Dijkstra’s algorithm with the multiple sources as illustrated in [11]), to the closest vertex
(0-simplex) in K.
Robots are then “pushed” along this path where each robot on the path simply gets
replaced by the one behind it on the path, while the robot that is on the frontier computes
(as described next) and moves to a new location in the free/unexplored region. Since robots
on the path get replaced by the robots behind them, this requires that we not only update
the IDs in Rrv , but also the robot IDs in K and O.
We use the visual homing controller described in Section 2.2.1 (Figure 3.9a). For a
frontier robot, i, the desired bearings ✓i
j,des can be computed easily for the planned direction
for deployment of the new robot (✓jnew in the current coordinate frame of robot i), and
assuming that the robots are separated by a distance of rv   ✏. For every other robot, i0, on
the path through which robots are being “pushed”, ✓i0
j,des are the current bearing values for
the robot ahead of i0 in the path (with correct ID re-orderings performed).
When robots are being “pushed” along a path, multiple robots move simultaneously,
and for a robot moving on the path, some of its landmarks (i.e., neighbors) are themselves
moving. The bearing-based controller that we use, is in fact capable of dealing with moving
landmarks, and give similar convergence properties. A few static landmarks (at least two
30
8
12
10
11
6
7
3
2
1
9
source
5
4
(a) Shortest path 12! 10! 6! 2 identified
from the source to a vertex in K.
8
12
10
11
6
7
3
2
1
9
source
5
4
13
(b) Robots are “pushed” along the path. Notice
how the new robot 13 appears near the source.
Figure 3.8: The complex Rrv , and the subcomplexes K (cyan) and O (brown).
Path through the 1-skeleton illustrate “pushing”
in total) referenced by some of the moving robots on the path are sufficient in attaining
convergence. In addition, the desired bearing is set for each robot for all of their surrounding
neighbors. This allows robots to adaptively correct their trajectory while simultaneously
gaining and loosing landmarks along their trajectory.
No robots reference the robot that is moving to a new (unexplored) location for expanding
the frontier. This is because there are uncertainties about the unexplored region (e.g., about
presence of obstacles), and errors due to that should not propagate upstream. Furthermore,
if a robot does not have more than one another robot to reference to as landmark, it employs
an open-loop control to reach the desired location using odometry estimate, and drives back
in case it loses the single visual link that it had. This is unavoidable when, for example, the
robots move in a narrow passage in a single file.
Action on Touching an Obstacle
Upon touching an obstacle at a bearing of ✓io±⌧ (⌧ being the resolution in the measurement
of bearing to touch), the robot will not be able to progress in the direction between (✓io  
⇡
2 + ⌧, ✓
i
jo
+
⇡
2   ⌧) (Figure 3.9b). Hence, if the command velocity, v
i, computed using the
bearing-only controller “pushes” the robot inside an obstacle, we take the best projection
of that velocity into the set of allowed velocities (ui in the figure, falling inside the brown
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(a) The bearing-based controller uses neigh-
bors as landmarks and use the bearing angles to
them to navigate to the desired location know-
ing the desired bearing angles.
vi
θ
ui
(b) Upon touching an obstacle, the robot use
the component of the computed velocity that is
the projection in the valid/free sector (brown).
Figure 3.9: Components of the controller.
sector) such that using ui as the velocity command the robot moves out toward the obstacle-
free area freeing itself from the obstacle. Overall, this results in a behavior akin to sliding
along the obstacle using the component of the velocity parallel to the obstacle.
Scale Correction
Since our controller is purely bearing-based, and although we attempt to create a hexagonal
packing, small accumulation of the errors can decrease the average separation between the
robots as we move further away from the source. To correct this, we perform a scale
correction periodically, where we make a frontier robot, i, move forward keeping the reference
robots behind it (opposite to a mean bearing to those robots), until it breaks visual link
with at least one of those neighboring robots. Then we make the robot i drive back until it
reestablishes the visual link with all its neighbors. This ensures that the average separation
between the robots stay close to rv.
3.3.3 Identification and Reallocation of Redundant Robots
Using the results from [24] as discussed in Section 2.1.2, we can identify redundant robots in
the complex by computing a generator (non-trivial relative cycle) of the relative homology
H2(Rrv ,F), where F = K [O is the fence subcomplex.
We use the JavaPlex [90] library for the computation of the non-trivial relative cycle
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using persistence algorithm. The required filtration over Rrv is achieved by inserting the 0,
1 and 2 dimensional simplices in sequence. We add a disjoint 0-simplex, Q, as illustrated
in Figure 2.4b, and construct the 1-simplices {i, Q} and the 2-simplices {i, j, Q}, for every
0-simplex, i, in F , and every 1-simplex, {i, j}, in F . Call this new complex (Rrv ,F).
Computation of persistent homology up to dimension 2 for this complex with Z2 coefficients
using JavaPlex gives us a set of non-trivial generating 2-cycles in (Rrv ,F) which generate
H2(Rrv ,F). Any non-zero linear combination (in Z2 coefficients) of these cycles will also
be a valid non-trivial 2-cycle which can be used to identify the robots that are sufficient for
maintaining coverage. Thus we perform a greedy search for the best linear combination (a
linear combination of cycles such that it contains the least number of 0-simplices) that also
contain all the fence 0-simplices.
Thus, finally we have a set of 0-simplices which constitute robots that are sufficient
to maintain the sensor coverage that is currently being maintained. All other robots are
redundant and can be removed/reallocated. Once we have identified the redundant robots,
in the next deployment cycle we use them, instead of deploying new ones from the source.
3.4 Results
3.4.1 Guarantees
Since throughout the deployment and covering process we keep the graph (1-skeleton of
Rrv) of the already-covered region fixed (we only “push” robots along paths in the graph
to the frontiers), we eliminate the possibility that the algorithm gets stuck in an infinite
cycle in which the graph keeps cycling/switching between two configurations. Furthermore,
by choosing to keep the graph structure fixed across deployment cycles, we eliminate the
possibility that our control algorithm results in recession of a frontier or opens up a new
hole in the already-covered region of the environment. If due to accumulation of errors we
do open up a hole, and hence a new set of frontier 1-simplices appear, we send robots to
those frontier 1-simplices to fill the hole.
Algorithm Termination: The algorithm, as described, will keep deploying robots to
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frontier 1-simplices as long as they exist. In absence of obstacles nearby, a robot will be
deployed for every frontier 1-simplex at an angle of 60  with the simplex into the uncovered
region. This will always make the frontier progress (as illustrated in Figure 3.8). Although
this may result in deployment of redundant robots (which are later identified and removed
using the relative H2 homology generator computation), the progress in the expansion of the
frontier is always finite in obstacle-free regions. Nevertheless, when the expanding location
lies inside an obstacle we need to consider, and thus avoid, the possibility that robots
are deployed indefinitely to a region close to an obstacle because the unexplored region
changing only infinitesimally at each deployment. This is however prevented by the design
of our algorithm, as described in Section 3.3.1 item ‘iv.’, where we prevent the deployment of
unnecessary robots near obstacles that make little to no progress in expanding the frontier.
Thus, in a finite environment the algorithm will terminate with no more frontiers left for
exploration.
Completeness: As described, when K is not empty, more robots will be deployed to close
the frontier. When K is empty, then one can observe that for every 2-simplex {i, j, k} in
Rrv , the convex hull of the robots i, j and k will be covered by the disk of visibility for each
of these robots. If {i, j} is a 1-simplex in O, then due to the way we introduce elements
in O (Section 3.3.1), the region between the obstacle 1-simplices and the actual obstacles
themselves will always remain covered by some robot’s disk of visibility (except for non-
convex features on the side of the obstacles that are smaller than rv). Thus, when K is
empty, we can guarantee sensor coverage of the entire environment.
Robustness to Robot Failure: The proposed algorithm can adapt to failure of robots. If
a robot fails (and its neighbors can detect that), the swarm will ignore the presence of the
failed robot. Thus a “hole” in the complex gets created, and hence K will have the frontier
simplices surrounding that hole. This will result in new robot(s) being deployed to the newly
open frontier, until K becomes empty once again.
Optimal Coverage: While our deployment algorithm itself does not guarantee optimality,
the process of identifying redundant robots by computing the smallest non-trivial relative cy-
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cle in (Rrv ,F) (described in section 3.3.3), and hence redistribution of the redundant robots,
makes sure that we do not use more robots than required to cover the entire environment.
While this still is not a guarantee of global optimality, this indeed is a local optimality in the
sense that after redistribution we end up with a complex that is the optimum subcomplex
of the original complex without any redundant robot.
Limitations: Since the robots use the omnidirectional cameras only to obtain bearing to
neighbors, and the only way they sense obstacles is through direct touch/contact, it is not
possible to detect features that are smaller than rv. Thus, presence of non-convex features
on the surface of the obstacles that are smaller than rv may result in some “blind-spots”
inside the non-convex “grooves”.
3.4.2 Simulations
We demonstrate the performance of the proposed algorithm in simulation using integrated
platform between Robot Operating System (ROS) [74], Stage Simulator [39] and JavaPlex
[90]. We use ROS as a backbone that links all components together. Stage simulates the
dynamics and sensors of the robots, while JavaPlex is used to compute the relative homology
for identifying the redundant robot.
Comparison with Triangular Tessellation
To evaluate the performance of the proposed algorithms, we compare the number of robots
used in covering an obstacle-free rectangular region using our algorithm and using the tri-
angular tessellation, which we constructed manually by overlaying the environment on a
triangular tessellation in a free space. In an obstacle-free environment, the performance of
our algorithms is comparable to the triangular tessellation solution as illustrated in Fig-
ure 3.10. The majority of the robots deployed by our algorithm are in the triangular tessel-
lation arrangement. However, due to accumulated errors and collision with the boundary,
the arrangement gets distorted and the clutter of robots is higher near the boundary.
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(a) Deployment using the proposed algorithms
(robots deployed from the source on the right).
(b) Triangular tessellation using the same av-
erage separation between the robots, rv.
Figure 3.10: Our algorithm deployed 98 robots while the hexagonal packing requires
approximately 78 robots.
(a) T = 14 (b) T = 64 (c) T = 106 (d) Triangular Tessel-
lation
Figure 3.11: Demonstration in a structured environment with obstacles. Figures
(a)-(c) illustrate the progress of our sensor coverage algorithm at 14, 64, and 106
deployment cycles respectively. Figure (d) is the “ideal” triangular tessellation in the
environment for comparison, attained using 82 robots and using the same average
separation between the robots.
Structured environment
Our algorithm attains a similar performance in a structured environment with few obstacles
as illustrated in Figure 3.11. Comparison between figures (c) and (d) illustrates that the
performance of our algorithm is comparable to the hexagonal packing.
3.4.3 Experiment with Heterogeneous team of Live and Virtual Robots
We also tested our algorithm on a real experimental platform. Because of limited number of
available physical robots, as well as to demonstrate a new paradigm in combining physical
robots with virtual/simulated ones in a real-time experiment, we use a heterogeneous team
of virtual and real robots to constitute the swarm in the experimental setup.
We used Scarab robot [67] as the physical robot platforms for some of the robots, and
used Stage robot simulator to simulate the remaining robots in the swarm. The Scarab is
a differential drive robot, while the virtual robots consisted of holonomic robots simulated
in Stage. Each real robot in the environment was coupled with a robot in the simulation
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(a) t = 103s. (b) t = 276s. (c) t = 600s. (d) t = 938s.
Figure 3.12: A heterogeneous team of live (green) and virtual (red) robots cov-
ering a simple, obstacle-free environment. The dashed green lines are drawn for
comparison between the formation of the live robots and the simulated version of
the live robots. The accompanying multimedia attachment shows the video of the
simulation environment overlaid on the experiment for better comparison.
environment (virtual models of real robots), besides the remaining robots in the swarm being
simulated as well (simulated robots).
In order to make the real robot work coherently with all virtual robots, its correspond-
ing simulated peer needs to be synchronized through the feedback loop as illustrated in
Figure 3.13. Localization of the real robots was done through the use of a motion capture
system. The motion capture system would broadcast the pose information of the physical
robots in the environment. These poses were used to update the poses of the simulated
versions of the real robots using a proportional position control on the pose. This is used in
conjunction with the pose of the other simulated robots to emulate bearing sensors for all
the robots (real as well as simulated). The real robots would then utilize this sensor data
to compute and execute bearing-based visual homing control. In summary, a bearing-based
visual homing control was implemented in a heterogeneous team of real and virtual robots.
As a proof of concept, an obstacle free environment was selected for exploration by the
heterogeneous team. The results are illustrated in Figure 3.12. The top row shows the
simulated environment, with virtual robots colored in red and the simulated version of the
live robots colored in green. The snapshots of the experiment in the lower row shows the live
robots. The heterogeneous team is able to explore the environment with the limited sensing
and communication capabilities. Testing in more complex environments and construction
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Figure 3.13: Block digram describing the communication and feedback between
the simulation platform, experimental (real) robots and the motion capture system.
of the GVG is within the scope of future work.
3.5 Conclusion
This chapter propose an algorithm for the deployment of a swarm of resource-constrained,
mobile robots in an unknown environment with the objective of attaining complete sensor
coverage of the environment without using any metric information. The only sensors are a
limited range omnidirectional camera that can detect bearing to neighboring robots and a
touch sensor for detecting contact with obstacles and other robots. No global information
is available. The proposed algorithm, which is derived from concepts in algebraic topology,
is complete, terminates in finite environments, is robust to noise and robot failures, and is
locally optimal. We demonstrated the proposed algorithm in a ROS-Stage simulation, as
well as introduced a new paradigm in experimental demonstration involving a heterogeneous
team of real and virtual robots.
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Chapter 4
Topological Mapping
This chapter addresses the problem of building a topological map of an unknown 2-D envi-
ronment using a swarm of resource-constrained robots. Although the algorithm in Chapter 3
also can provide an estimation of the environment, it requires a large number of robots to
fully explore an environment. With limited number of available robots, this chapter proposes
an algorithm to create a topological representation of the environment that can be used as a
roadmap for navigation of other robots around the environment. The topological map that
is of particular interest to us is the Generalized Voronoi Graph (GVG, also called a Gener-
alized Voronoi Diagram or a GVD), which is the locus of points in the configuration space
which have more than one distinct “closest” points on the boundary of the configuration
space.
Similar to Chapter 3, each robot is only equipped with a limited-range bearing sensor
that allows a robot to detect the bearing of its neighbors, and touch sensors that allow a
robot to perform obstacle avoidance. As a result, the robot does not have access to range
information and cannot localize themselves in any global coordinate system. Our algorithm
allows the swarm of robots to construct an approximate GVG of the environment. The graph
must be approximate since robots lack the ability to make range measurements. Further
since all sensors are local, the graph must be constructed incrementally.
The research contained in this chapter was originally published in [78].
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(a) A finite swarm of robots enters an unknown
environment.
(b) The swarm “floods” part of the environment
and attains hole-less sensor coverage.
(c) A topological map of the partially covered
environment (APGVG) is computed – magenta
curve).
(d) Robots not constituting APGVG are re-
deployed to the unexplored region and the pro-
cess continues.
Figure 4.1: Illustration of the main steps in construction of a physical representation
of a topological map using a finite swarm of robots with limited local sensing.
4.1 Overview
The essence of our approach is illustrated in Figure 4.1. The robot swarm enters a com-
pletely unknown area (Figure 4.1a). The robots navigate the environment, gather infor-
mation, construct a simplicial complex representation (a Rips complex) of the environment
with sensor coverage, and attain a hole-less sensor coverage using all the available robots.
Since there are a finite number of robots available, we can only ensure coverage of a subset
of the environment (Figure 4.1b). This can be accomplished with the algorithm described
in Chapter 3. Once the hole-less sensor coverage of the partial environment is attained, we
run a discrete graph-based GVG construction algorithm (similar to [95]) on the 1-skeleton
of the Rips complex formed by the robot sensor footprints to identify the robots that can
be removed and the ones that need to be kept in order to retain the approximate physical
representation of the GVG of the partially covered environment (which we call an approx-
imate physical/partial GVG or an APGVG for simplicity – Figure 4.1c). The robots that
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are not tagged to be part of the APGVG can now be redeployed beyond the frontier to
the unknown part of the environment to attain hole-less sensor coverage of a new portion
of the environment, while the robots stationed on the APGVG of the previously covered
environment maintain their position (Figure 4.1d).
The overall algorithm involves interleaving robot deployment cycles with the construction
of the APGVG. Every new deployment cycle results in a new APGVG which must be stitched
together with the old APGVG so that the stitched result is an approximate GVG of the
entire environment. This process results in a sparse topological map for the free environment
and is a deformation retract of the environment.
We call each of these cycles (involving robot deployment, hole-less sensor coverage of
part of the environment, and computation of APGVG for identifying robots for deployment
in next cycle) a APGVG computation cycle or a APGVGCC for simplicity.
4.2 Multi-stage Construction and Stitching of APGVGs
4.2.1 Generalized Voronoi Graph and its Approximate Discrete Con-
struction
C ∂C
(a) The exact GVG of the free space.
C ∂C
(b) A topological map that approximates the GVG.
Figure 4.2: Comparison of the Genealized Voronoi Graph and its approximation.
The topological map of a configuration space, C, is a 1-dimensional subspace such that it
is topologically equivalent to C. In particular, the topology of the topological map captures
all the “holes” in the space C as loops in the topological map (Figure 4.2b). If C is a
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subset of R2 (say, part of the plane with obstacles in it), the topological map can be more
precisely described as a 1-dimensional deformation retract of the space, and can always be
constructed [16, 18, 47]. The GVG is a special topological map with the property that each
point on the GVG has two or more equidistant closest points on the obstacle boundary of
the configuration space, @C (Figure 4.2a).
The 1-skeleton of the simplicial complex, Rrv(X), formed by the robots as described in
the previous section, can be considered as an approximate discrete graph representation of
the covered subset of the workspace, with the robots being the vertices of the graph and the
1-simplices being the edges. Let’s call this graph Grv(X) (or Grv for simplicity) for the set
of robot positions, X. One can employ a wave-front propagation algorithm in Grv(X), as
described in [11, 95], for identifying the vertices (the robots) in the graph which constitute
an approximate GVG.
The overall idea is not very different from the continuous gradient flow method for the
Computation of GVGs [18] – we employ a breadth-first search (Dijkstra’s algorithm) with
the initial open list containing all the vertices adjacent to the obstacles. Out of those initial
vertices adjacent to obstacles, we mark the ones lying between two “concave corners” of an
obstacle with the same label, so that the part of the wavefront originating from the vertices
with the same label sweep a Voronoi cell of the approximate GVG. By the virtue of the
Dijkstra’s algorithm, the property of the wavefront is that at every instant all points on it
are at an equal shortest distance from the closest obstacle. Thus, wherever the wavefronts
with different labels collide, it ought to be a point on the GVG. The overall process is
illustrated in Figure 4.4, and the pseudocode of the algorithm is provided later.
Segmentation of the Obstacle Subcomplex by Concave Corners
As described above, we need to segment the workspace boundary (boundary next to the
obstacles) based on the presence of concave corners. However, since we do not have global
knowledge of the environment, all that we can use to identify corners at the boundaries is
the obstacle subcomplex, O ✓ Grv(X) ✓ Rrv(X). This is achieved through communication
between adjacent robots in the obstacle subcomplex. We choose the criteria on the angle at
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a corner in the environment to be  , which, for example in environments with only right-
angle corners will be ⇡2 + ✏ (where the factor ✏ accounts for mismatch of the robot placement
with the corners, and for all the simulations we choose ✏ = ⇡4 ).
j
2i
j
1
(a) Not a concave corner.
j
2
i
j
1
(b) A concave corner at i since
\j1ij2 <  .
i
j
1
j
2
j
3
(c) Not a concave corner at i since \ij2j3 does
not satisfy normality condition.
Figure 4.3: Detection of concave corners from the simplicial complex with   =
⇡
2 + ✏.
Suppose robots{i, j1} and {i, j2} are 1-simplices in O, and let \j1ij2 be the angle made
by the 1-simplices at i (which, in the local frame of i, is the relative bearing between j1 and
j2 as seen by i) on the side opposite to the obstacles. We identify i as a concave corner if
\j1ij2 <   (Figure 4.3b).
However, under some circumstances (as shown in Figure 4.3c, where we mark ij2 and
j2j3 as obstacle 1-simplices due to Algorithm 3, it is not sufficient to consider only the angle
made by two consecutive boundary 1-simplices at i. We also need to put some normality
condition on angles made by the boundary 1-simplices at j1 and j2 in order to avoid too much
spurious detection of concave corners. This method for corner detection is, nevertheless,
mostly heuristic-based, given that we can only estimate the presence of the corners from
relative bearings between the robots, and thus can lead to false positives or false negatives
in concave corner detections. However, it is to be noted that the presence of concave corners
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(a) The initial stage in the wavefront propaga-
tion, with different labels (marked by different
colors) assigned to parts of the wavefront orig-
inating from segments of boundaries with no
concave corner.
(c) Final approximate APGVG shown in ma-
genta.
(b) The vertices at which the wavefronts with different labels (marked by different colors) “collide”
constitute the approximate GVG (magenta disks) for the partially covered environment. Figures
show the steps with 930 and 1430 vertices expanded.
Figure 4.4: Illustration of the progress of wavefront algorithm for construction of
APGVG using a discrete graph representation of the partially covered environment.
The vertices of the graph are marked by the small disks and are representative of
the physical robots (not to scale, and dense, ideal placement for illustration
only effects the “branchiness” of the Voronoi graph, and does not effect its more fundamental
property of being a deformation retract.
Once we identify the concave corner robots on the obstacle subcomplex, we assign iden-
tical labels to all robots between two concave corners, while the corner robot is assigned
either of the labels of the obstacle robots on its two sides. This gives a segmentation of the
obstacle subcomplex, O = O1 [ O2 [ · · · [ O , where Om contains all the robots that are
assigned label m (Figure 4.5). Note that Om is itself a subgraph of O (which in turn is a
subgraph of Grv(X)), and we denote the vertex and edge sets of this subgraph by V (Om)
and E(Om), respectively.
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Figure 4.5: Obstacle subcomplex O is segmented by the corners. The segments
O1,O2, . . . are the curves in different hues of brown. In cyan we show the frontier
subcomplex K
Wavefront Algorithm For Voronoi Graph Construction
Algorithm 5 presents the pseudocode of the wavefront algorithm for computing the GVG
in a discrete graph setting as described earlier (also see Figure 4.4). The basic framework
of the algorithm is that of Dijkstra’s [20]. The algorithm takes as input the 1-skeleton of
the Rips complex – the graph Grv , and the segmented boundary subgraphs, O1,O2, · · · ,O .
We assume that the cost of each edge in Grv is 1 (i.e., “distance” is measured in hop count)
since we do not have the inter-robot distances available. The algorithm outputs the set of
vertices in the graph Grv which will constitute the discrete approximate GVG in the graph.
We initiate the open list in the search algorithm with all the vertices in the obstacle
subcomplex, set their g-value to zero (i.e., they are at a distance of zero from the obstacle
subcomplex) and attach a label to them based on the segmentation of O (lines 5-10). The
rest of the algorithm is the usual breadth-first search — at every iteration we choose the
vertex, q, in the open list with smallest g-value (line 13), place it in the closed list (i.e.,
“expand” the vertex – line 17) and update its un-expanded neighbors if they will have better
g-values if reached via q (lines 22-26).
We determine whether the vertex q, which is being expanded, is part of the GVG by
looking at its expanded neighbors that have a label different to q’s label. Precisely, q is
equidistant from two different segments of the obstacle subcomplex if its g-value would have
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Algorithm 5 Compute Approximate Physical Generalized Voronoi Graph
Input: Graph Grv , with vertex set V (Grv ) and edge set E(Grv );
Segmented obstacle subgraphs, O↵ ✓ O
Output: Vertex set constituting APGVG, V ✓ V (Grv )
1: function ComputeGVG(Grv , {O↵}↵=1,2,··· , )
2: g(v) 1, 8v 2 V (Grv ) . Distances to obstacle
3: l(v)  1, 8v 2 V (Grv ) . Labels
4: V  ;
5: for k = 1, 2, · · · ,   do
6: for each v 2 V (Ok) do
7: g(v) 0
8: l(v) k . Assign label k to vertices in Ok
9: end for
10: end for
11: Q V (Grv ) . Set of un-expanded vertices
12: while Q 6= ; do
13: q argminq02Qg(q
0
) . Maintained by a heap
14: if g(q) ==1 then . Open list is empty
15: break
16: end if
17: Q Q  q . Remove q from Q
. Look at expanded neighbors with a different label
18: u argminu02NGrv (q){g(u
0
) | u
0 /2 Q, l(u0) 6= l(q)}
19: if g(u) + 1 == g(q) OR g(u) == g(q) then
20: Insert q into V . It’s a GVG vertex!
21: end if
. un-expanded neighbors that need updating:
22: W  {w 2 NGrv (q) | w 2 Q, g(w) > g(q) + 1}
23: for w 2W do
24: g(w) g(q) + 1 . Update to lower g-value
25: l(w) l(q) . Copy label to neighbor
26: end for
27: end while
28: return V
29: end function
been the same (or one more) had it been expanded via a differently labeled vertex, and
hence placed in V (lines 18-21). However, this process may end up including some redundant
vertices (and corresponding 2-simplices from Rv) in the GVG, which are not essential in
maintaining the connectivity of the GVG (Figure 4.6b). We remove such vertices from the
GVG through a simple post-check of the number of 2 and 1-simplices connected to a vertex
belonging to the GVG. In particular, if a vertex in the GVG is connected to n edges (1-
simplices) that are part of the GVG, which in turn form a boundary of at least n  1 counts
of 2-simplices, and also is part of the GVG, then the vertex is redundant in the GVG and
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(a) None of the robots in the marked GVG can
be removed.
(b) Robot marked by red ellipse in the GVG is
redundant.
Figure 4.6: Identifying robots that can be removed from the GVG computed by
ComputeGVG.
can be removed (an explicit deformation retract can be constructed).
4.2.2 Robot Redeployment and Stitching the APGVGs
As illustrated in Section 4.1, we construct the partial GVGs in the discrete setting (the
APGVGs) at every APGVGCC.
For easy reference, for the ith APGVGCC we will use superscripts of i to indicate the
different objects described so far (e.g., Xi will be the set of robot positions constituting the
hole-less coverage of the partial environment at the ith APGVGCC, Rirv its Rips complex,
G
i
rv
its 1-skeleton, Ki the frontier subcomplex, APGVGi the GVG computed on Girv using
segmented obstacle subcomplex Oi = Oi1 [Oi2 [ · · ·[Oi i , etc.). Thus, we have APGVG
i
=
ComputeGVG(Girv , {O
i
↵}↵=1,2,··· , i)).
By the virtue of its construction, APGVGi and APGVGi+1 will be connected to Ki (Fig-
ure 4.7(a)). Following the computation of APGVGi+1, we consider each connected compo-
nent of Ki, and identify the subcomplex, Si, necessary to keep the branches of APGVGi and
APGVGi+1 emanating from that component of Ki connected to each other (this essentially
boils down to eliminating the robots at the trailing ends of the connected component of Ki –
Figure 4.7(b)). We exclude the robots in Si from the set of robots, ⇤i+1, for re-deployment
in the (i + 1)th APGVGCC (Figure 4.7(b)).
Thus we identify the set of robots that can be redeployed for the APGVGCCi+1 as
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Figure 4.7: Stitching APGVGi and APGVGi+1 by considering each connected com-
ponent of Ki. The set of robots re-deployed/removed in going from (a) to (b) is
⇤
i+1
= G
i+1
rv   (APGVG
i+1
[K
i+1
[ S
i
)
⇤
i+1
= G
i+1
rv
  (APGVGi+1 [Ki+1 [ Si) (i.e., we leave the robots on the partial GVG just
computed, as well as those on the current frontier subcomplex and the subcomplex of the
past frontier, Si).
In general, we use the “push” strategy through the 1-skeleton as described in 3.3.2 for
finding paths to transport the robots one at a time to explore new locations outside the
frontier Ki+1. We then use the local bearing-based control described in Section 2.2.1 to
move the robots. However, in some cases the path from a re-deployable robot to a frontier
may contain parts of the approximate GVG which are not surrounded by neighboring robots
any more. The “push” strategy does not work well under such circumstances due to lack of
a sufficient number of landmark robots for the bearing-based controller. For that we need
to use a separate controller, which we are in the process of implementing, that physically
navigates the re-deployable robot along the single-robot chain constituting the GVG. In the
simulations presented in this paper such a situation does not arise since we use sufficient
number of robots in the swarm.
The overall algorithm for the multi-stage approximate GVG construction can thus be
summarized as follows:
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Algorithm 6 Multi-stage approximate GVG construction using a finite robot swarm
1: ⇤0 := the set of all robots
2: K0 := the initial frontier at the entrance
3: i := 0
4: while Ki 6= ; and ⇤i 6= ; do
. APGVGCCi+1
5: Deploy robots in ⇤i to unexplored region outside Ki for hole-less coverage and construct the
final R
i+1
rv (which includes K
i
), with its 1-skeleton G
i+1
rv .
6: Compute the obstacle and frontier subcomplexes, Oi+1,Ki+1 ✓ Ri+1rv
7: APGVGi+1 = ComputeGVG(Gi+1rv , {O
i+1
↵ }↵=1,··· , i+1)
8: Identify robots Si ✓ Ki to keep for proper of APGVGi and APGVGi+1 stitching
9: ⇤i+1 = Girv   (APGVG
i+1
[K
i+1
[ S
i
10: i := i + 1
11: end while
4.2.3 Estimation of the Number of Robots Required
a
i
a
i-1
+a
i-2
+. . .+a
1
L
W
Figure 4.8: Illustration of the number of robots required for an obstacle-free envi-
ronment with   = 1.
The number of robots required for being able to completely construct the approximate
GVG is generally highly dependent on the precise structure of the environment. However,
under some assumptions of the environment, a very rough and informal estimate can be
worked out. In this section, we provide an extremely simplified estimate of the number
of robots that will be required for constructing the complete approximate GVG using the
algorithm described in this paper. We consider the dimensions of the environment described
in terms of number of average robot separations along X or Y directions (which, we approx-
imately assume to be uniform, and equal to rv for some constant ). Suppose the width
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of an environment (the dimension orthogonal to the main flow direction of the robots) is
W times the average robot separation, and the length (dimension in the direction of robot
flow) is L times the average robot separation (Figure 4.8 shows the obstacle-free case). Fur-
thermore, in the presence of obstacles, let the average number of “branches” that the final
GVG will have in the vertical direction be  .
Say we start with n = n1 robots. In APGVGCC1, those robots will be able to progress a
distance of a1 = n1W average robot separations along the width of the environment. This will
also be equal to the approximate number of robots that will constitute APGVG1 with
 a1 robots. Thus, the remaining robots, n2 ' n1    a1 = n1W  W can be deployed
for APGVGCC2. In general, using an inductive argument, at the beginning of the ith
APGVGCC, the number of robots available will be nk ' nk 1⇢ ' n1⇢k 1, where ⇢ = W  W .
However, if the algorithm terminates at the mth APGVGCC, we should at least have the
final free robots span the entire width of the environment (so that there are enough robots
to have the complete obstacle subcomplex and empty frontier subcomplex, for being able to
compute the final APGVG effectively). This gives us
n1⇢
m 1
'W (4.1)
Furthermore, we should be able to span the entire length of the environment using the
APGVGs of length a1, a2, · · · , am 1. Thus,
1
W
(n1 + n2 + · · · + nm 1) ' L (4.2)
)
1  ⇢m 1
1  ⇢
'
LW
n1
(4.3)
Combining the above equations, and eliminating m, one gets n1 ' W +  L. Thus, this
simplified estimate puts the required number of robots at W +  L.
In practice we would surely like to keep a margin for safety and have more robots than
what is presented in this simple estimate. For instance, the estimation for the environment
in Figure 4.9 is about 60 robots, while we used about 100 robots in the simulation.
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4.3 Results
We implemented the proposed algorithm on the Robot Operating System (ROS) [74] plat-
form with the kinematic robots and the on-board sensors simulated by Stage robot simula-
tor [39]. All the APGVG related computations are performed and kept by the server node,
while each robot sends the locally-sensed data to the server and listens to commands from
the server. Obstacle avoidance is performed individually by each robot.
Figure 4.9 shows a simple environment with an entrance at the top. A team of 100
robots construct a topological map (an approximate GVG) using the proposed algorithm
in four APGVGCCs, with a total of 259 deployment iterations, which is the approximate
number of robots required to cover the entire environment.
Figure 4.10 shows a simulation in a more complex indoor environment (a part of the
4
th floor plan of the Levine building at the University of Pennsylvania). We construct the
approximate GVG of the environment with a swarm of 270 robots that is not sufficient to fill
the entire environment (Figure 4.10a). The experiment was completed in three APGVGCCs
with 535 deployment iterations.
4.4 Conclusion
This chapter presents the basic theory and algorithms that allow a swarm of resource-
constrained robots to automatically create a topological map, specifically a Generalized
Voronoi Graph, of indoor environments without requiring metric information. This method
involves covering part of the free space of an environment prior to constructing a Generalized
Voronoi Graph from the covered space. The excess robots are then used to extend the covered
space and further construct a GVG of the environment until a full topological representation
is completed. We demonstrate the proposed algorithm in a ROS-Stage simulation on a simple
and complex office-like environment. The constructed topological can then be used for fast
and efficient transportation of other robots and resources from one region to another in
unknown, GPS-denied environments.
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(a) The Rips complex, G1rv , with fron-
tier subcomplex, F1, marked in cyan and
black, and the discrete GVG, APGVG1,
computed in G1rv shown in blue.
(b) Robots are re-deployed to construct
G
2
rv . The new discrete Voronoi graph,
APGVG2, is also shown in blue, stitched
with the earlier APGVG1.
(c) The end of APGVGCC3,
showing the three subsequent
APGVGs stitched together.
(d) The conclusion of
APGVGCC4.
(e) The algorithm terminates
since there are no more unex-
plored frontiers (F5 = ;).
Figure 4.9: Demonstration of the proposed algorithm in ROS simulation using a
simple environment.
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(a) APGVG1, computed in G1rv . (b) At the end of the computation of
APGVG2.
(c) The end of APGVGCC3. (d) Algorithm terminates since there are
no more unexplored frontiers.
Figure 4.10: Simulation in the complex (office structure) environment.
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Chapter 5
Landmark-based Exploration
Chapter 3 and 4 focus on robot swarms with inter-robot sensing only. Although these robots
are capable of exploring and gaining the global information of the unknown environment with
few assumptions regarding its geometry, the number of robots required is proportional to the
dimension of the environment. This drawback leads us to consider a little more sophisticate
sensing model where each robot is equipped with an omni-directional, limited-range sensor
that can identify landmarks in its neighborhood. These landmarks can be obtained from
computer vision tools such as feature detections or object recognitions. Nevertheless, there
is no global information regarding the robot’s position or any range measurements available
and thus the robot needs to use the bearing angles to the landmarks for local navigation.
In this chapter, we assume that the detection of landmarks is trivial, i.e., the robot
always detects any landmarks within its disk of visibility and identify them with unique
IDs. Given a collection of identifiable landmarks, a landmark complex, a simplicial com-
plex constructed from observations of landmarks as discussed in Section 2.1.3, can then
be cumulatively constructed to encapsulate the topological information of the environment.
Under the assumption that there are sufficiently dense landmarks, we propose exploration
and exploitation strategies that guide a swarm of robots to explore an environment using
only bearing measurements without any global information or explicit range measurement.
These strategies are built on top of the coordinated exploration technique discussed in Sec-
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tion 2.3.3.
(a) (b)
Figure 5.1: Illustration of the geometric realization of the landmark complex (b)
that represents the environment (a). The map is constructed from a collections
of observations of the distinguishable landmarks (green stars) by the robots during
exploration.
Given the environment filled with distinguishable landmarks, we first present the strategy
to actively guide the robot swarms to explore the environment and construct a landmark
complex, as illustrated in Figure 5.1. The basic strategy directly constructs a navigation
roadmap from the dual of the landmark complex and utilizes an existing bearing-based
controller to guide the robots around the environment. We then establish the necessary
and sufficient conditions that guarantee the completeness of this metric-free exploration
strategy. In simulation, we extensively evaluate the performance of the proposed method in
both idealized and more realistic scenarios.
In the last section, we propose the solutions to address some of the limitations of our
landmark-based exploration strategy. First, we propose an alternative control method that
utilizes the relative distances toward the landmarks, which can obtained from consecutive
bearing measurements, for exploration and exploitation. The advantages of this new control
policy are threefold: lowering the requirement on the density of landmarks, not relying on
the global compass direction, and yielding a collision-free path during navigation. Second,
for specific scenarios, we redefine the notion of landmarks so that the landmark complex
can detect some of the small features in the environment. Lastly, we discuss the method to
handle the misidentification of landmarks.
Part of the research contained in this chapter was originally published in [75].
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5.1 Preliminaries
5.1.1 Notations
We denote by W ⇢ R2 the obstacle free region where the swarm of robots can be deployed
to explore the environment. Our objective is to deploy a swarm of N robots, denoted by
{Ri}Ni=1, to explore W and construct a sparse map that encapsulates all topological features
of the environment. The position of Ri is denoted as xi 2 W, and we represent the set of
the positions of all the robots as X = {x1, x2, ..., xn}.
Given a collection of m identifiable, stationary landmarks, {Li}mi=0, we represent the
position of Li as yi 2 W , and represent the set of the positions of all the landmarks as
Y = {y1, y2, ..., ym}. A robot, Ri, equipped with an omni-directional camera, can measure
the bearing toward the landmarks within its disk-shaped sensing footprint of radius r. Thus,
Si = {Lj | kxi  yjk  r, and 8↵ 2 [0, 1], (1 ↵)xi + ↵yj 2W} denotes the set of landmarks
detected by Ri. The bearing measurement (relative to a fixed reference frame) to landmark
Lj 2 Si is denoted by ✓ij 2 [ ⇡, ⇡). The relative bearing between landmarks Lj , Lk 2 Si
is defined as ✓i
jk
= (✓i
k
  ✓i
j
) mod 2⇡, which is between 0 and 2⇡. Given an observation
Si by robot Ri, let ✓i = {✓ij |Lj 2 Si} denotes the snapshot of bearing measurement by Ri.
Figure 5.2 illustrates the sensing model of two robots with four landmarks. All landmarks
are within the distance of r from R1. However, S1 = {L1, L2, L4} because L3 is occluded
from the line-of-sight of R1.
We assume a very simple obstacle detection model: A robot can detect and identify the
general direction of an obstacle only upon contact. In practice, computer vision techniques
such as stereo vision system can be used for collision avoidance in local navigation [34].
Additionally, we assume that the robots are holonomic, hence the configuration of each robot
is simply the position, x 2W ✓ R2.
5.1.2 Dispersion
We borrow the notion of dispersion from sampling theory [59] to numerically quantify the
sparsity of landmark distribution. The dispersion of a finite set P of samples in a metric
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Figure 5.2: Observation: S1 = {L1, L2, L4}, and S2 = {L3, L4}. The mea-
surement for robot R1 are ✓11, ✓12, ✓14, , which be used to calculate relative bearing
✓112, ✓
1
24, ✓
1
41. Although L3 is within radius r from R1, it is occluded by obstacle and
hence not a member of S1.
space (X , ⇢) is
 (P ) = sup
x2X
{min
p2P
{⇢(x, p)}}
Using L2 metric, the L2 dispersion in R2 can viewed as the radius of the largest ball that
does not touch any sample points p.
The dispersion of the landmarks  ({Li}) or simply   over L2 metric is defined as
  = sup
x2W
{min
yj2Y
{kx  yjk}}
Hence, the upper bound of the dispersion is r so that every point in the environment can
observe at least one landmark.
5.1.3 Multi-robot Exploration
To demonstrate the application of landmark complex in exploration task, we adapt the
frontier-based coordinated strategy from [13], which has an assumption of centralized co-
ordination. The frontier assignment and the mapping occur in a centralized manner, while
each robot executes their task individually. In summary, the exploration process can be
divided into three general steps as the following.
1. Identify all unexplored frontiers.
2. Calculate the cost-utility function for each frontier for all robots.
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3. Update the map as robots navigate to the frontiers
Generally, the cost-utility function is the estimated difference between profits (utility)
and expenses (cost), which can be defined as the following.
Cost: The cost function is the distance between current location and the frontier.
Utility: The utility function is the expected information gain, which can be defined as the
expected area that a robot will explore.
5.2 Algorithmic Design
This section presents the basic strategy where we assume that the global compass direction is
available, i.e., the robots can determine their own orientations either by using magnetometer
or by sharing inter-robot bearing measurement when crossing other robots. The robots are
locally controlled using the bearing-only navigation system discussed in Section 2.2.2.
The outline of an algorithm is presented in Algorithm 7. The exploration process occurs
in an iterative manner until all frontiers are explored. In line 2, the process begins with
identifying the set of frontiers – a collection of unexplored areas as defined in Section 5.2.1.
As the robots explore beyond the frontiers, they construct the landmark complex L, and
thus exploit it for navigation by constructing its dual navigation graph G in line 3. Since
landmark complex is a topological representation of the entire environment, it is constructed
cumulatively (see Algorithm 8), while the navigation graph G is computed for each instance
of L as described in Section 5.2.2.
Using the navigation graph G and the list of frontiers F , we compute the cost-utility for
all pairs of free robots Ri and frontiers ha, bi 2 F in line 5. We then choose the pair of the
frontier ha, bi and free robot Ri such that the cost-utility function is maximized in line 6.
The assignment table, A, is used to keep track of the current assignment, where A[i] = {a, b}
denotes frontier ha, bi is assigned to Ri.
The robot-to-frontier assignment can be done using a greedy algorithm for simplicity or
the Hungarian algorithm for the optimal assignment. However, since the task assigned to
one robot affects the utility function of other robots, it is not trivial to apply the Hungar-
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ian algorithm. Furthermore, although all robots begin as free, each robot will execute its
assigned task in parallel and may not finish at the same time. The task assignment will
often occur in asynchronous manner and thus the benefit of Hungarian algorithm would be
diminished.
After receiving an assignment, each robot individually navigates to its assigned frontier
using the bearing-based controller and the navigation graph G. As the swarms navigate and
explore the environment, their observations are used for cumulatively updating the landmark
complex L and frontier list F .
Algorithm 7 Swarm Exploration Overview
1: do
2: Identify the set of frontiers F
3: Construct/update the landmark complex L and compute the navigation graph G.
4: while exist robot with no frontier assignment do
5: Compute the cost-utility for each free robot Ri with each frontier ha, bi 2 F .
6: Assign frontier to free robot with maximal cost-utility function .
7: end while
8: while F 6= ;
5.2.1 Frontier Identification
In frontier-based exploration, the boundaries of the unexplored regions constitute frontiers.
In our case, a frontier constitutes of an ordered pair of landmarks with the order describing
the orientation of the frontier region.
With m landmarks, there are m(m   1) combinations of possible frontiers. At the
beginning, all frontiers’ statuses are unknown. As robots explore the environment, the
frontiers are identified using relative bearing measurements. Given an observation Si, every
pair of landmarks and orientations become potential frontiers. The potential frontier is then
either identified as clear or unexplored. Once the frontier is marked as clear, it will remain
unchanged throughout the exploration. The objective of the exploration process is then to
clear all unexplored frontiers.
A frontier can be cleared in two ways. Firstly, the frontier is observed as part of the
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inner diagonal of the explored polygon, where an explored polygon is the convex hull of
the observed landmarks. Without the range measurement to landmarks, we use the relative
bearing to determine whether the observation occur inside or outside the explored polygon.
The largest relative bearing between any two adjacent landmarks can be larger than ⇡ if and
only if the observation occurs outside the explored polygon. This is checked by sorting the
bearing in the polar coordinate system and calculating the different between the adjacent
landmarks on the list. Figure 5.3 illustrates the examples of observation that occurs inside
and outside the explored polygon during exploration process. With limited information,
either half of the potential frontiers are cleared or all of them are marked as unexplored for
each observation.
Secondly, the frontier is cleared if it is an obstacle boundary, i.e., a boundary that is
adjacent to the obstacles. For actual obstacle boundary, the robot will most likely run into
obstacles which can then be detected. On the other hand, it is difficult to determine that
the frontier is not the boundary without any filtering process as illustrated by Figure 5.4.
There are two potential solutions to resolve this issue.
The first solution involves tracing the 1 skeleton of the landmark complex after the
exploration is completed. During the task execution, the frontier that is undetermined after
randomly investigating for a certain amount of time is then marked as a potential obstacle
boundary. After the exploration process is completed, we calculate the 1 skeleton of the
landmark complex to trace of all obstacle boundaries and re-explored potential boundaries
that remain ambiguous, i.e. there is an inconsistency between the obstacle boundary from
the landmark complex and the actual boundary marked by the exploration process. Never-
theless, this approach does not guarantee any completeness as the frontier exploration relies
on the random walk process.
On the other hand, we can decrease the unpredictability of the random walk during
frontier exploration by decreasing the dispersion of the landmarks, i.e., making them denser.
As dispersion decreases, the landmark becomes closer causing the overlapped regions to be
larger. Hence, the robot is more likely to observe simplices in the landmark complex.
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(a) (b)
(c)
Figure 5.3: Frontier Identification: A method to determine the frontiers during
exploration process. The robot is assigned to explore frontier h2, 3i with the current
observation includes three landmarks {L1, L2, L3}. The explored polygon is shaded
in yellow and the largest relative bearing is shaded in orange. Before getting inside
the explored polygon (a-b), the largest relative bearing is larger than ⇡ and none of
the frontiers is cleared since the robot cannot determine the placement of landmarks
with bearing measurement alone. For instance, the robot observes the exact same
bearing measurement for both (a) and (b) and hence none of the frontiers can be
cleared. However, after moving inside the explored polygon (c), the bearing becomes
smaller than ⇡ and three of the potential frontiers, including the assigned frontier,
h1, 2i, h2, 3i, h3, 1i are cleared.
Ideally, the entire configuration along the edge between two landmarks should be con-
tained inside the overlapped region so that crossing the boundary would suffice to clear the
frontier as illustrated in Fig 5.5a. In other words, the landmark complex constructed from
observations of every boundary would suffice to capture all topological features of the envi-
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(a) (b)
Figure 5.4: Obstacle Boundary: A frontier constituting of the boundary of the
obstacle. In the first case (a), the robot hit the obstacle right after crossing the
edge and cannot continue the exploring h2, 3i, so h2, 3i can be masked as obstacle
boundary. On the other hand (b), the robot can continue exploration for a while after
crossing the boundary into h2, 3i. Thus, the status of h2, 3i is uncertain. Although
h2, 3i is not an obstacle boundary, the desired observation occurs at the position
denoted by the yellow striped disk, where the robot may or may not reach.
ronment. We consider the optimal and worst case to determine the upper and lower bound
of  .
Proposition 1. The density of landmarks,  ,2 [ r2
rp
3
] is necessary and sufficient.
The optimal landmark distribution occurs when all landmarks have the distance of r from
each other. This forms a uniform triangular tessellation where each equilateral triangle has
the side length of r (Fig 5.5b). Hence, the radius of the circumscribed of equilateral triangle
provide the upper bound of the dispersion,    rp
3
. Nevertheless, it is not sufficient as one
of the counter example illustrated in Figure 5.5c.
For sufficient condition, we consider the worst case scenario when the landmarks form the
lines with the maximal separation as illustrate in the counter example in Figure 5.5c. Hence,
without minimal distance between landmarks, the sufficient condition needs to constrain the
separation between lines to r. As a result, the lower bound of the dispersion is r2   .
In practice, the necessary condition would be good enough since intersected regions is
large enough that the robot will hardly miss it. Additionally, with the dispersion of rp
3
, it
will satisfy the necessary landmarks required for navigation in all scenarios as the landmarks
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(a) Ideal Distribution (b) Triangular Tessellation (c) Poor Distribution
Figure 5.5: In ideal scenario (a), a robot can see other adjacent landmarks from
any point along the boundary frontier. A robot can detect red landmark from any
point along between two green landmarks. The optimal landmark distribution forms
a triangular tessellation with side length of r and the circumscribed of equilateral
triangle is rp
3
(b). However, in poor distribution (c), the robot may not detect other
landmarks from the boundary even if    rp
3
.
become approximately three times denser. Note that additional landmarks may be required
near the obstacle to satisfy the necessary condition for navigation.
5.2.2 Landmark Complex and Navigation Graph Construction
The landmark complex L is cumulatively constructed as the robots explore an environment.
The update function is defined in Algorithm 8. For any given observation, the landmark
complex is updated by adding simplices constructed from all possible combination of detected
landmarks as defined in line 5. P(Si) denotes the power set of Si. Additionally, a bearing
lookup table, BLT , is bookkeeping a snapshot of observed bearing for guidance during
navigation. The landmark complex only need to be updated when changes occur in the
set of detected landmarks and each robot may choose any instance of bearing measurement
as the reference stored in BLT . Due to noisy measurement, one may use the average of
multiple measurements to reduce the noise.
Algorithm 8 Update Landmark Complex
Input: List of landmarks Si and the bearing measurement ✓i
Output: Landmark complex L and bearing lookup table BLT .
1: function UpdateLC(Si,✓i)
2: if L and BLT not initialize then
3: L ;, BLT = []
4: end if
5: L L [ (P(Si) \ ;)
6: BLT [Si] = ✓i
7: end function
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(a) (b)
Figure 5.6: Navigation Graph (b) is a partial 1 skeleton of the observation complex,
a dual complex of landmark complex (a). A vertex on navigation graph corresponds
to the free simplex in the observation complex, while an edge between them corre-
sponds to two set of observations that shares common landmarks. The number on
the edges represents the dimension of sub-simplex which is the number of common
landmarks subtract by one. Note that we don’t include all simplices because the free
simplex already encapsulates the observation of its faces in the navigation graph.
This also significantly reduces the size of navigation graph.
We then construct the navigation graph G = (VG , EG) which is a 1 skeleton of the ob-
servation complex for exploiting the landmark complex. This graph can be viewed as a road
map where each vertex represents a unique observation. To minimize the size of naviga-
tion graph, the vertex set VG only consists of the interesting observations. An observation
is interesting if it contains the unique combination of landmarks that cannot be observed
elsewhere. We denote an interesting observation as free simplex in the landmark complex.
The free simplex is a simplex that is not the face (or simply subset) of any other simplex.
VG = {Si 2 L| 8Sj 2 L \ {Si}, Si \ Sj 6= Si}
The edges are added for every pair of free simplices that share sufficient dimension of
sub-simplex, nl, required for navigation.
EG = {(Si, Sj)| Si, Sj 2 VG , Si 6= Sj , |Si \ Sj |   nl},
where nl = 2 for our holonomic robots.
Since we are only interested in the free simplices when constructing a navigation graph,
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it is sufficient to add only the simplex representing current observation to the landmark
complex in line 5 of Algorithm 8.
5.2.3 Cost-Utility Function
The cost function C (Si, ha, bi) is defined as the minimum distance from a vertex rep-
resenting the current configuration, Si, to one of the vertices adjacent to the frontier,
{Sj 2 VG | {La, Lb} ✓ Sj}. Since there is no actual metric information that can mea-
sure the real distance needed to traverse an edge, we choose the dimension of overlapping
sub-simplex to estimate the difficulty of traversing it, i.e. the number of common landmarks
between two observations subtract by one. Hence, the weight can be defined as:
8(Si, Sj) 2 EG , W (Si, Sj) =
1
|Si \ Sj |  1
. (5.1)
Given the weighted graph, the cost function can then be calculated using any graph-
based searching method such as Dijkstra’s or A*. The output of the graph-based searching
method is cost to reach each frontier and the best sequences of observations that can guide
the robot there.
The utility function U(ha, bi) is defined as the potential information gain from exploring
that frontier. One potential indicator is the number of unexplored frontiers that share
common landmarks with it. Additionally, the robot should avoid exploring the frontier in
the same area as other robots. Hence, we define the utility function as:
U(ha, bi) =
|{hc, di 2 F| {La, Lb} \ {Lc, Ld} 6= ;}|
|{Ri| A[i] \ {a, b} 6= ;}|
(5.2)
Hence, the cost-utility function is defined as
CU(Si, ha, bi) = U(ha, bi)    · C(Si, ha, bi), (5.3)
where     0 determines the relative importance between utility and cost function.
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5.2.4 Task Execution
The task assignment outputs the target frontier ha, bi and the sequence of observations,
Si0 , Si1 , ..., Sik , that guides a robot to the assigned frontier, where Si0 corresponds to the
current observation and Sik corresponds to the observation adjacent to the assigned frontier.
The execution consists of two phases: navigating to Sik and then explore ha, bi.
In phase one, the robot uses bearing-based controller to go through the sequence of
observations where the desired bearing is recorded in the lookup table BLT. Note that the
sequence of observations is simply the guidance. For each target observation Sij , the robot
does not require to reach the exact observation. It can skip to the next target as soon as it
observes enough landmarks to reach the next one. Once the robot reaches a configuration
where it can observe both landmarks La, Lb, it continues to the next phase.
In phase two, the robot begins by approaching the regions that constitute the frontier,
i.e. driving toward areas between two corresponding landmarks if it is on the opposite side.
After arriving at the right region, the robot begins exploring the frontier by searching for
other landmarks that can be observed from this region. This can be done using biased
random walk to search locally. Each robot carries out phase two until either the frontier
is identified or a time limit is reached, where time limit depends on the dispersion of the
landmarks.
5.3 Statistical Analysis
In this section, we evaluated the performance of the landmark-based exploration through
simulations on various setups using MATLAB. First, we demonstrate the performance of
the proposed method in idealized scenarios where landmarks can be found anywhere in the
environment and they are always sufficiently dense. Then, we consider the more realistic
scenarios where landmarks are limited to the corners of the obstacles.
5.3.1 Idealized Scenario
In the idealized scenarios, we assume that the ideal landmark complex, i.e. a landmark
complex constructed from a collection of all possible observations, can correctly capture all
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(a) Obstacle-free Environment (b) Simple Environment (c) Complex Environment
Figure 5.7: Testing Environments: The topological exploration are evaluated on
three different environments with teams of up to 30 robots.
topological features of the environment and the landmarks are sufficiently dense.
We first demonstrate the performance of the proposed method with various size of swarms
in various environments. We then show that the landmark complex constructed by the
proposed method can be used for navigating a robot to a vertex in the landmark complex.
Lastly, we compare the performance of the proposed method with a random walk algorithm.
In all studies, we assume that the bearing measurement has the Gaussian noise N (0,  )
with   = ⇡72 , which means that the errors are within 5 degrees 95% of the time.
Exploration
We evaluate our proposed method on three different environments: obstacle-free, simple
structure, and complex structure, based on two criteria: completion rate and execution
time. In each environment, the landmarks are randomly generated with   = rp
3
, averaging
in 130, 260, and 800 landmarks, respectively.
The completion rate is measured as the percentage of the coverage area corresponding to
the simplices that have been observed, while the execution time is measured by the number
of iterations, where each iteration represents one movement and one measurement for each
robot.
With the simulation of 30 trials for each environment with random initial positions for
the robots, the results are as the following. The completion rates are consistent across the
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Figure 5.8: Execution Time vs. Number of Robots: The dashed-lines represent the
expected execution time which is approximated by a rectangular hyperbola curve
(number of robots ⇥ execution time = constant total workload).
size of robot swarms with an average of 98% on an obstacle-free environment, 95% on a
simple structure, and 91.5% on a complex structure. On the other hand, the execution
times signify the efficiency of exploration with team of robots as illustrated in Figure 5.8.
The outcomes beat the expectation in most cases, where the expected execution time is
approximated by a rectangular hyperbola curve (number of robots ⇥ execution time =
constant total workload). The total workload is determined by the total execution times
used by the smallest swarm size on each environment.
Nevertheless, we observed that the efficiency seems to be diminished beyond a certain
size of the swarm which could have resulted from limited amount of traversal space or poor
coordination between robots.
Figures 5.9, 5.10, and 5.11 illustrate the snapshots of geometric realization of the land-
mark complex constructed during exploration on all three environments. The geometric
realization uses the approximated position of landmarks for the purpose of visualization
only. The first top-left of each figure illustrates the coverage map of the landmarks, follow-
ing by the updated landmark complex at various iterations. The coverage map is generated
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by overlaying the sensing disk from each landmark with different color. The progress are
smaller and smaller toward the end as robots need to traverse larger distance to explores
different frontiers including the false ones, which do not contribute any new information.
(a) Coverage Map (b) Ite: 100 (c) Ite: 500
(d) Ite: 800 (e) Ite: 1864 (Final)
Figure 5.9: Obstacle-Free Environment: The algorithm finishes exploring the trivial
environment filled with 133 landmarks using teams of 10 robots in 1864 iterations.
Figure (a) illustrates the coverage map of all landmarks. Figures (b-e) show the
geometric realization of the constructed landmark complex at different iteration,
where green-dashed lines denote the unexplored frontiers. At the beginning, the
landmark complex belongs to different homotopy class as it contains many connected
components and holes. The disconnected components are linked and the holes are
mended as more simplices are observed.
Exploitation
In this simulation, we demonstrate the exploitation of observation complex constructed by
other robots in the past. The targets are given as the set of observation and we use the
navigation graph to guide the robot there.
Comparison with Random Walk
In this section, we compare the performance of our proposed method with a random walk
algorithm in the simple environment with 167 landmarks. In each trial, we first simulate our
proposed method until termination and then use the final completion rate as the stopping
criterion for the random walk algorithm. The simulated result over 30 trials has been shown
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(a) Coverage Map (b) Ite: 10 (c) Ite: 100
(d) Ite: 500 (e) Ite: 1000 (f) Ite: 1483 (Final)
Figure 5.10: Simple structure: The constructed landmark complex successfully
captures all topological features of the environment with non-trivial topology, i.e.
the number of holes is equal to the number of obstacles. The exploration with teams
of 20 robots is completed in 1483 iterations.
in Figure 5.13, where the task progress is determined by percentage of current completion
rate over the final one. Up until 50% task completion, the performance of both methods
are comparable. However, the proposed method is approximately three time more efficient
when consider the full exploration task.
5.3.2 Benchmarking
We consider a more realistic scenario where the landmarks are the corners of the obstacles
which can be detected by the existing methods in computer vision [46, 82, 85]. We then
evaluate the proposed methods based on various characteristics of the environment. To sim-
plify the experimental setup, each obstacle is represented by a rectangle and the environment
is defined using the following parameters:
d : the average diameter of the obstacles
o : the ratio of the occupied spaces to the entire environment
r : the sensing radius of the robots
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(a) Coverage Map (b) Ite: 100 (c) Ite: 500
(d) Ite: 1000 (e) Ite: 1500 (f) Ite: 2373 (Final)
Figure 5.11: Complex Environment: The proposed method is evaluated on the
large map resembling the building floor plan filled with 869 landmarks using team
of 30 robots. The exploration is completed in 2373 iterations
We simulate the experiment on three different setups where each of the parameters
become an independent variable and then evaluate them based on the accuracy of the con-
structed landmark complex. Additionally, the control policy is modified such that each robot
will terminate its mission if it does not observe any landmark in order to limit the noises
from random behavior.
Accuracy of Landmark Complex
In realistic scenario, the landmark complex may not be able to correctly capture the topology
of the environment. Hence, we define the accuracy of the constructed landmark complex
as the function of the coverage rate (previously defined as the completion rate), which is
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(a) Current (red) and Destination (green)
observation
(b) Ite: 200
(c) Ite: 494 (d) Paths taken by robot
Figure 5.12: Navigation Example: Robot exploits the landmark complex con-
structed by other robots for navigation from initial simplex to goal simplex.
Figure 5.13: The comparison between the execution time of the exploration task
between our proposed method and the random walk algorithm. Up until 50% task
completion, the performance of both methods are comparable. However, the pro-
posed method is approximately three time more efficient when consider the full
exploration task.
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the proportion of free space covered by the geometric realization of the landmark complex,
and the percentage of holes/obstacles correctly captured by the landmark complex. Let ⇢
denote the completion rate and  denote the ratio of the holes in the landmark complex
(the first Betti number) to the number of disconnected obstacles in the environment then
the accuracy can be defined as
Acc = exp( a(  1)2)⇢.
The exponential term has a value between 0 and 1 where a determines the penalty rate
of the missing holes and the extra holes created by the landmark complex. Hence, Acc = 1
if and only if ⇢ =  = 1, i.e. the landmark complex correctly captures all the obstacles in
the environment and its geometric realization covers the entire free space.
In all simulations, the dimension of the environment is set to be 400⇥ 640 pixels2. The
result is collected from 50 randomly generated maps for each set of parameters. For the
evaluation, a is set to be 5 which will deduce the accuracy rate to 50%, 25%, and 5% if the
landmark complex misses 35%, 50%, and 80% of the holes, respectively.
Exp-1: Diameter of Obstacles
In the first setup, we fix the occupancy ratio to 0.3 and the sensing radius to 80 pixels while
set the average diameter of obstacles to various values between 70 to 270 pixels as illustrated
in Figure 5.14.
According to the simulation results, both the coverage rate and the accuracy of land-
mark complex are low in the environments filled with large obstacles since there are not
enough landmarks for navigation and mapping. The coverage rate increases as the diameter
of obstacles decreases as more obstacles lead to larger number of landmarks. However, the
accuracy peaks at the diameter of 130 pixels, which is slightly lower than twice the sensing
radius, and then sharply drops afterward due to the misdetection of small obstacles. In
general, the landmark complex may misdetect any obstacle that is smaller than twice the
sensing radius. However, due to the geometrical features of the rectangular obstacle, the
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(a) d = 70 px (b) d = 100 px (c) d = 130 px (d) d = 160 px
(e) d = 190 px (f) d = 220 px (g) d = 270 px
Figure 5.14: Examples of test environments with various diameters (d) of obstacles
in pixels (px).
landmark complex will only misidentify it if a robot can observe any three corners simulta-
neously. Thus, any obstacle with diameter larger than
p
2 times the sensing radius should
be detected. As a result, the landmark complex only detects some of the obstacles with the
diameter of 100 pixels and none of the obstacles with the diameter of 70 pixels.
Exp-2: Ratio of Occupied Space
In the second setup, we fix the diameter of obstacles to 130 pixels and the sensing radius
to 80 pixels while set the ratio of occupied space to various values between 0.1 to 0.5 as
illustrated in Figure 5.16.
With low occupancy rate, there are not enough obstacles (and landmarks) for naviga-
tion and mapping, resulting in the low score in both the coverage rate and the accuracy.
As the ratio of occupied spaces increases, there are more obstacles and landmarks in the
environment, leading to a better coverage rate. Similarly, the score in the accuracy goes up
as the landmark complex gain more coverage as most of the obstacles are correctly detected
(d >
p
2r). Note that the accuracy slightly goes down for cluttered environment due to
some narrow corridors that the robots fail to discover.
Exp-3: Sensing Radius
In the last setup, we use the third set of maps from the first setup where the diameter of
obstacles is around 130 pixels and the ratio of occupied space is 0.3 and set the sensing
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(a) Performance VS Diameter of Obstacles
(b) Box plot of ⇢ (c) Box plot of Acc
Figure 5.15: The performance of the proposed method on test set 1.
radius to various values between 40 to 200 pixels.
The coverage rate increases along with the sensing radius while the accuracy sharply
drops after the sensing radius grows pass 80 pixels. As the sensing radius increases, the
obstacles become relatively small and are hence misdetected by the landmark complex.
5.4 Alternative Control Strategies in Presence of Coarse Range
Measurement
In this section, we discuss the adjustments that could address some of limitations in our
proposed method.
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(a) o = 0.1 (b) o = 0.2 (c) o = 0.3
(d) o = 0.4 (e) o = 0.5
Figure 5.16: Examples of test environments with various ratios of occupied spaces.
5.4.1 Unscaled Distance Exploration Strategy
Although the basic strategy performs reasonably well with the bearing-only controllers, there
are some downsides that can be avoided with the additional information derived from consec-
utive bearing measurements such as the minimum density of landmarks and the requirement
for global compass direction.
Unscaled Distance Estimation
The distance toward landmark i can be estimated from two consecutive bearing measure-
ments and the heading direction using the law of Sines as illustrated in Figure 5.19. By
utilizing this information, we propose a revised exploration strategy that guides a robot to
follow the sequence of line segments that are either equidistant to each pair of landmarks
or aligned with the obstacles. Coincidentally, the traversal path of the robot is similar to
the bounded Voronoi graph (BVG), a boundary of the bounded Voronoi diagram (BVD) as
illustrated in Figure 5.20. The bounded Voronoi diagram is a Voronoi diagram where the
visibility of each generator is constrained by the obstacles [35]. Before going into the details
of the exploration strategy, we first introduce the controller that guides to robot along the
equidistant line between a pair of landmarks.
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(a) Performance VS Ratio of Occupied Space
(b) Box plot of ⇢ (c) Box plot of Acc
Figure 5.17: The performance of the proposed method on test set 2.
Controller
Given La and Lb as the pair of reference landmarks, the unscaled vector toward landmark
Li is defined as
~i =
yi   x
C
, i 2 {a, b}
where yi denote the position of landmark Li, x denote the position of the robot, and C denote
the unknown scaling factor due to unknown travel distance. Note that ~i can be estimated
directly as previously described and C is constant across landmarks for each observation.
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(a) Performance VS Sensing Radius
(b) Box plot of ⇢ (c) Box plot of Acc
Figure 5.18: The performance of the proposed method on test set 3.
The control input
u0 =
~ak~ak+~bk~bk
k~ak2 + k~bk2
will drive the robot toward the center point between two landmarks as illustrated by the
plot of vector field in Figure 5.21a.
Let
ĉ =
~b  ~a
k~b  ~ak
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Figure 5.19: Assuming that a robot is moving in a straight line, an unscaled distance
toward the landmarks can be estimated from consecutive bearing measurements
using the law of Sines, i.e., d̃i = di|~v| =
sin(↵)
sin(✓̇i)
. Since the distance traveled |~v| is
unknown, we cannot calculate the exact the distance toward landmark di.
(a) The gray dashed lines represent the bisec-
tors of the overlapping regions corresponding to
the 1-simplices.
(b) The bounded Voronoi graph, a boundary
of the bounded Voronoi diagram that is con-
structed with landmarks at the corner obsta-
cles, is a subset of the bisectors of overlapping
regions in 1-simplices.
Figure 5.20: The environment can be explored by traversing a sequence of line
segments equivalent to bounded Voronoi graph and the boundary of the obstacles.
denote the unit vector from La to Lb and
ĉ? =
2
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0  1
1 0
3
75 ĉ
denote the perpendicular vector of ĉ that is aligned with the desired heading direction. By
projecting a vector u0 onto ĉ and ĉ?, we can manipulate the output to get the desired
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behavior such as the following control input
u = k(u0 · ĉ)ĉ + |u0 · ĉ
?
|ĉ?.
The first term will drive the robot toward the equidistant line between two landmarks where
k determines the convergence rate, while the second term will force the robots to move along
the line segment in the desired direction. Note that u becomes ~0 as u0 = ~0 at the midpoint
between La and Lb, which is not desirable. However, we can simply set u to be ĉ? when
u0 = ~0 to fix this issue. Additionally, a control input u can be treated as a unit directional
vector since a robot does not have any odometry information, as illustrated in Figure 5.21b.
(a) u0 = ~ak~ak+
~bk~bk
k~ak2+k~bk2
(b) Unit vector of u = k(u0 · ĉ)ĉ + |u0 · ĉ?|ĉ?
with k = 1
Figure 5.21: The plots of vector field: (a) u0 guides a robot to the center between
two landmarks ,denoted by two red starts; (b) u guides a robot toward the equidistant
line, denoted by a magenta line, while also heading toward the desired direction
(upward).
Revised Exploration Strategy
In the revised strategy, our goal is to construct our landmark complex by traversing an
bounded Voronoi graph (BVG). Hence, we assume that the corners of the obstacles will be
detected as landmarks in order to satisfy the condition for constructing BVG. We will mainly
consider the scenario where the landmarks are at the corner of the obstacles. However, the
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same strategy can handle the environment with additional landmarks in the free space as
well since adding more landmarks will increase the connectivity of the graph and generally
make it easier to traverse.
• Frontier Identification: Since our goal is to traverse the BVG, we can ignore all other
edges that are not part of the BVG using the relative distance information. Given the
pair of successive bearing measurements, we first embed the landmarks that have been
observed consecutively into a local coordinate frame and then determine whether the
current position is on the BVG. To be part of BVG, the robot, which locates at the
origin, should form an isosceles triangle with a pair of the nearest landmarks. This
condition can be relaxed to a pair of the nearby landmarks, i.e. within certain distance
ratio of the closet landmark, to allow room for error in bearing measurement. Let ~a,~b
be the vectors toward a pair of nearest landmarks in the local coordinate frame. Then
4OAB is formed by connecting ~a, ~b and ~o = ~b   ~a, where I is the angle opposite to
~i, i 2 {o, a, b}. 4OAB is an isosceles triangle if and only if A = B. Hence, we define
the evaluation function ' : R2 ⇥ R2 ! R 0 as
'(~a,~b) = exp(|A B|) +
k~ak+ k~bk
2 
  2,
where   is the distance toward the nearest landmark in the current observation. This
' function measures how close the triangle is to the ideal isosceles one. The first term
penalizes the triangle with unbalanced base angles while the second term penalizes
the pair of landmarks that are not the nearest ones. Note that the term   is used
for normalizing the unscaled distance measurement. We can then determine whether
a pair of landmarks should be explored using the threshold on '. For instance, the
color map in Figure 5.22 displays the minimal value of ' among all pairs of visible
landmarks at each location (with the upper limit at 5 in the color map). It can be
seen that the regions with minimal values form a graph similar to BVG that can be
utilized in exploring the environment.
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Figure 5.22: The color map displays the minimal value of ' among all pairs of
visible landmarks at each location.
• Control Policy: The proposed controller allows the robot to move along the bisector of
the overlapping region between two landmarks in either direction which is sufficient to
traverse the majority of the BVG as illustrated in Figure 5.20. Nevertheless, the BVG
may not be fully connected in the region with sparse landmarks such as those near the
long obstacle/wall. Hence, the robot may need to traverse along the boundary of the
obstacles to ensure that the environment is fully explored when the BVG intersects
with the obstacles. There are three scenarios where the BVG intersects with the
obstacles as illustrated in Figure 5.23. The robot needs to explore the obstacles in
the directions where the corners have not been observed yet. Additionally, during
initialization (and also exploration if the bearing measurement is too sparse), the
robot may need to reorient itself with the BVG if it only observes one landmark or
situates too far from the BVG. For instance, the robot may circle around the landmarks
outwardly if it only observes one landmark or increase the value of k in the control
input u to push the robot toward BVG if it can observe more than two landmarks.
• Navigation Graph: One of the downsides of this strategy is that the navigation graph
cannot be constructed directly from the landmark complex since it does not contain
any directional information. Additionally, some of the 1-simplices are not parted of
the BVG. Hence, the navigation graph has to be constructed iteratively during the
exploration process. Let the navigation graph be a directed graph G = (V, E), where
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(a) (b) (c)
Figure 5.23: The are three scenarios where BVG intersects with obstacles. In
scenario (a), both landmarks are the corner of the intersecting obstacle, so the
robot does not need to explore any further. In scenario (b), one of the landmark
is the corner of the intersecting obstacle, so the robot needs to explore along the
obstacle in the direction opposite to observed corner. In scenario (c), both landmarks
do not belong to the intersecting obstacle, hence the robot needs to explore in both
direction.
the vertex ,v 2 V corresponds to the junction of paths in the BVG or the intersection of
BVG with the obstacles and the edge in e 2 E corresponds to the path along the BVG
or the boundary of the obstacles, as illustrated in Figure 5.24. The navigation graph
of the BVG consists of the vertices, where the blue ones correspond to the junctions of
paths on BVG and the orange ones correspond to the intersection with obstacles, and
the edges, where the blue lines correspond to the movement along the BVG and the
orange lines correspond to the movement along the boundary of the obstacles. The
number of blue nodes and edges in the navigation graph might vary depending on
the threshold we use for '. Additionally, we can set the weight of the orange edges
to be much higher to avoid the movement along the obstacles while maintaining the
connectivity of the graph.
Discussion
Using a simple greedy algorithm, we simulate the exploration with the revised strategy. The
result shows that the robot can explore and construct the topological map of the environment
by following the paths that either belong to the BVG or the boundary of the obstacles as
illustrated in Figure 5.25.
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(a) The BVG of the environment. (b) The navigation graph of the BVG.
Figure 5.24: The navigation graph of the BVG consists of the vertices, where
the blue ones correspond to the junctions of paths on BVG and the orange ones
correspond to the intersection with obstacles, and the edges, where the blue lines
correspond to the movement along the BVG and the orange lines correspond to the
movement along the boundary of the obstacles.
(a) The paths traversed by the robot during the
exploration.
(b) The landmark complex constructed from
observations along the traversed paths.
Figure 5.25: Using the revised strategy, the robot successfully explores the envi-
ronment and constructs the right landmark complex.
There are three advantages of the revised strategy. First, it has much higher success
rate compared to the basic strategy when operating in the environment filled with sparse
landmarks since the revised strategy uses little to no random walk process during the explo-
ration. Second, there is no need for global compass direction and the bearing lookup table
since the robot can use the direction from the navigation graph with proposed controller
to navigate the environment. Additionally, the motion along the BVG is guarantee to be
collision-free. Lastly, the execution time is significantly reduced since the robot no longer
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needs to explore all possible frontiers, where some of them are very difficult to observe.
Nevertheless, the use of relative distance information for both exploration and exploitation
causes the revised strategy to be more sensitive to noise.
5.4.2 Misdetection of Holes/Obstacles
Until now, we have been focusing on addressing the limitations of the landmark-based nav-
igation. In this section, we consider an adjustment on the definition of landmark complex
to address some of its limitation.
(a) Environment (b) Landmark complex with r = 80 px
(c) Landmark complex with r = 120 px (d) Landmark complex with r = 160 px
Figure 5.26: Using the corners of the obstacle as landmarks, the landmark complex
correctly captures all the obstacles with sensing radius of 80 pixels but fails to identify
the obstacles as the sensing radius increases to 120 and 160 pixels.
In the realistic scenario, we observe that the constructed landmark complex only accu-
rately determine the topology of the environment in a very limited ranges of parameters as
illustrated in Figure 5.26. For the scenario with insufficient landmarks, the accuracy of the
landmark complex is low since it cannot cover an entire environment and thus it is the phys-
ical limitation on the sensing capability. On the other hand, for the scenario with plenty of
landmarks, the accuracy of the landmark complex still sharply fells when the obstacles be-
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come relatively small compared to the sensing radius. In Figure 5.26, the landmark complex
nicely represents the environment with the sensing radius of 80 pixels but fails to identify
most and all of them at the sensing radius of 120 and 160 pixels respectively. The issue lies
in the non-convexity of the domain of visibility of each landmark. For rectangular obstacle,
the hole, corresponding to the obstacle, will not be detected by the landmark complex if
there exists an observation that can see its antipodal corners as illustrated in Figure 5.27.
Figure 5.27: The hole, corresponding to the obstacle, will not be detected by the
landmark complex if there exists an observation that can see its antipodal corners.
According to the definition in [43], the landmark complex is the nerve of the cover of the
collection of observations that see at least one landmark. By Dowker duality, the landmark
complex is homotopy equivalent to the observation complex, which is the nerve of the cover
of the landmarks. Hence, the landmark complex is homotopy equivalent to the free-space
as long as the nerve of the cover of the landmarks is. Nevertheless, the nerve lemma, which
proves the homotopy equivalent relation, only applies to weakly convex sets in Euclidean
space.
One may consider the cover of landmark l to be the regions in the free space that can
observed l, i.e. its domain of visibility. Due to the occlusion of obstacle, the domain of
visibility at each corner of the obstacle is non-convex and hence the underlying nerve cover
may not be homotopy equivalent to the free-space.
In this section, we propose an alternative definition of the landmark. Instead of using
corners as the landmarks, we redefine the landmark to be an edge of the obstacle, where a
pair of corners that constitute the edge and the regions between them are fully visible as
shown in Figure 5.28. This is simply an edge detection, which can be done with the existing
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techniques in computer vision. With an edge of the obstacle as a landmark, the domain of
visibility for this new landmark becomes a half plane, which by itself is convex.
Figure 5.28: The domain of visibility of an edge is the intersection of the domain
of visibility of the corners which becomes a half plan for infinite sensing radius.
Nevertheless, the occlusion of other obstacles can still cause the domain of visibility to
be non-convex. As a result, some of the smaller obstacles can still be misdetected. For
instance, if there exists a location where an edge is completely visible along with another
fixed unoccluded edge (of a different obstacle) for every edge of an obstacle, then that
obstacle will not be detected. Figure 5.29 illustrates such example where 8b 2 {b1, ...b4},
there exist a location such that b is visible along with g1. Thus, g1 will cone out the blue
obstacle. Nevertheless, in practice, this limitation could actually be useful in filtering out
the small objects in the environment such as chair or table.
Using the result from data set 3, we recompute the accuracy of the landmark complex
using edges as the landmarks. The accuracy significantly improves for a larger sensing
radius, as illustrated in Figure 5.30. However, this method also increases the minimum
sensing radius as it requires a longer-range sensor to observe an entire edge.
An alternative solution would be to redefine the landmarks as the set of edges that
can be simultaneously observed and belong to different obstacles. For instance, given an
environment with two obstacles in Figure 5.29, the set of landmarks would be all unique
pairs of edges from each obstacle. The domain of visibility of this new landmark is the
intersections of all half planes without any occlusion since the occluded edge must be part
of the landmark and hence convex. However, this method can quickly become intractable
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Figure 5.29: 8b 2 {b1, ...b4}, there exist a location such that b is visible along with
g1. Thus, g1 will cone out the blue obstacle.
Figure 5.30: By replacing the corner with the edge as landmark, the accuracy
significantly improves for a larger sensing radius. However, this also increase the
minimum sensing radius as an edge requires a longer sensing range to observe.
as the sensing radius increases since the number of simplices grows exponentially with the
number of obstacles.
88
5.5 Conclusion
This chapter first presents the metric-free exploration algorithm for the swarms of limited
sensing capabilities using a topological representation of an environment. Each robot is
equipped with an omni-directional, limited range sensor that can uniquely identify land-
marks in its neighborhood and measure their bearing angles for local navigation. The
landmark complex, a simplicial complex that encapsulates the topological information of
the environment, is constructed based on the observation of identifiable landmarks. With
sufficiently dense landmarks, we demonstrate the performance of our proposed method on
three environments with different structures in simulations. Additionally, the constructed
landmark complex can be further exploited for future navigation. We then present an al-
ternative exploration strategy in the presence of coarse distance measurement. Using the
coarse distance information, the robot can follow the paths that either belong to the bounded
Voronoi graph or align with the obstacles to completely explore an environment. Lastly, we
discuss some solutions to address the misdetection of the obstacles by the landmark complex.
Although our strategies are implemented in a centralized manner, similar results can
be achieved in a decentralized implementation if all robots can maintain a communica-
tion link with each other. Since the map representation is simply a set of landmarks’ ids,
which is sparse and compact, the communication bandwidth is not an issue. Of course,
resource-constrained robots will also have limited range radios and may not be able to form
a connected graph. The study of decentralized exploration algorithms and creating the
landmark complex would be an interesting direction to explore.
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Chapter 6
Pursuit-Evasion
There are many variations of the pursuit-evasion as described in 2.3.4. This chapter ad-
dresses the pursuit-evasion where a team of coordinated pursuers needs to search a given
environment for an unknown number of evaders or targets. Pursuit-evasion formulation can
be used to represent many useful applications such as surveillance or search and rescue. For
instance, consider the problem of deploying a team of mobile sensing robots to patrol a mil-
itary base in order to detect any intruders breaking into the base, or to search for survivors
after a disaster. In such scenarios, pursuers must take into account the fact that evaders
are mobile and may avoid being detected; they may also know the location of all pursuers
at all times and may move faster than the pursuers. As a result, simply checking all areas
is not sufficient and one needs to generate sophisticated pursuit strategies. Without any
assumptions regarding the number, the speed, or the maneuverability of evaders, we design
a general algorithm for automatically computing the strategy that pursuers should follow
for detecting all evaders.
In this chapter, we propose an alternative approach for solving the worst-case adversarial
pursuit-evasion problems where multiple pursuers equipped with limited-range sensors are
used to detect and capture all possible mobile evaders in a given environment. Our main
objective is to design a general algorithm for automatically computing the strategy that
pursuers should follow for detecting all evaders. First, we demonstrate the proposed frame-
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(a) A graph representation is con-
structed for the given environment
and the pursuers’ sensor model
s1
s2
s3
s4
(b) The entire of configuration space of N = 2 pursuers is
partitioned into a set of abstraction states (purple boxes),
where subset of them are being shown s1, s2, s3, s4 above.
This abstraction is described in section 6.2. An edge oc-
curs between two abstraction states s1 and s2 because it is
possible to go in one move of a pursuer, from a concrete
member state of s1 to a concrete member state of s2.
⇡ :
t0 t1 t2 tT 2 tT 1 tT
si1 si2 sik 1 sik
(c) The hierchical planner synthesizes a strategy as a sequence of abstraction actions
(⇡S) and then refine ⇡S into a sequence of actions (⇡) that can be executed by the
pursuers for N = 2.
Figure 6.1: Illustration of the main steps for synthesize the solution strategy for
pursuit-evasion problem with our framework.
work on the metric map and then explain how to apply similar framework on the landmark
complex constructed in Chapter 5.
Part of the research contained in this chapter was originally published in [77].
Overview
Given inputs as a map of the environment and sensor models for the pursuers, we obtain a
graph representation of an environment using the Čech Complex. Even with such represen-
tations, the configuration space grows exponentially with the number of pursuers. In order
to address this challenge, we propose an abstraction framework to partition the configura-
tion space into sets of topologically similar configurations that preserve the space of possible
evader locations.
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The essence of our approach is illustrated in Figure 6.1. Our algorithm takes as input
a map representing the environment, a sensor model of the pursuers, and the number of
pursuers. Using the sensor model of the pursuers, we first construct a graph representation
of the environment as shown in Figure 6.1a. Next, we formulate the configuration space of
the pursuers using the graph representation and the number of pursuers N and partition it
into the set of abstract states (Figure 6.1b). Finally, we synthesize the strategy as a sequence
of abstract actions and then perform the refinement step to map the abstract strategy into
the solution strategy in the configuration space of the pursuers as illustrated in Figure 6.1c.
6.1 Preliminaries
6.1.1 Problem Description
We considers the problem of pursuit-evasion (PE) for worst-case adversarial targets with
N pursuers, where the number of evaders is unknown and the evader is capable of moving
arbitrary fast.
A map is defined as a free space, W , in an n-dimensional Euclidean space, where n is
typically 2 or 3. The position of the ith pursuer is specified by pi 2W, which can be applied
to the sensor model O to get the sensor footprint, a set of points in W that can be observed
from position pi, O(pi) ✓ W . An evader space E is defined as a set of points not being
observed by any pursuers,
E = W \
[
i
O(pi).
Each point in the map can be clear or contaminated. The point is contaminated if an evader
could be present in it, otherwise it is clear. The map is said to be clear when all points in
W are clear. The point can be clear by being observed by any pursuer. However, the clear
point p 2 E can become contaminated again if there exists a path in an evader space from p
to another contaminated point q 2 E , where the path from p to q is defined as a continuous
function ⌧pq : [0, T ]! E such that ⌧pq(0) = p, ⌧pq(T ) = q.
The process of clearing and contaminating the map as the pursuer move around is il-
lustrated in Figure 6.2. Initially, evader can be in any unobserved points, so they are all
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Figure 6.2: Illustration of the contaminated regions, shaded in red, and cleared
regions, shaded in green, as the pursuer moves around in the free space. Initially,
evader can be in any regions, so they are all contaminated. The pursuer then
moves forward and clear the regions along the path. However, as the pursuer moves
further and the cleared regions are connected to the contaminated ones, they become
contaminated again.
contaminated. The pursuer then moves forward and clear the points along the path. How-
ever, as the pursuer moves further and the clear points are exposed to the contaminated
ones, they become contaminated again. The objective of PE is then to compute trajectories
for each pursuer for clearing all regions in the evader space, where a trajectory of ith pursuer
is defined as a continuous function of time, pi(t) for t 2 [0, T ].
Definition 4 (Strategy on map). Let W be a free space representing a map. A strat-
egy (⇡) is a collection of trajectories for all pursuers, ⇡W : [0, T ] ! WN , i.e. ⇡W(t) =
[p1(t), p2(t), ..., pN (t)].
Definition 5 (PE problem on a map). Given the map W with N pursuers with sensor
model O, determine a strategy ⇡ that clears the map W .
Synthesizing a solution in continuous space can quickly become intractable, especially
when multiple pursuers are required. As a result, we choose to reduce PE problem on a map
to PE problem on a graph using Čech complex construction. We will first describe how to
construct a graph and then formally introduce PE problem on a graph.
One of the main step in graph construction is choosing a set of representative points
such that every point in W can be observed from at least one of the samples. Ideally,
we also want to minimize the size of the representative set. However, this is essentially a
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minimum set cover problem, one of the well-known NP-complete problems and hence we use
the sampling-based method. First, we uniformly distribute the points to cover the convex
hull of W based on the sensor model O. We then keep the sampling points that lie within
W and set aside the rest. Next, we iterate through the points in W that are not within the
sensor footprints of any chosen positions and choose the point in W closest to the nearest
samples from the discarded points.
Assuming that O is convex and the pursuer can move holonomically, we then construct
the Čech complex over the sampling points. For Čech complex, a 0-simplex exists for each
sampling point; a 1-simplex exists between two 0-simplices whose their corresponding points
have a non-empty intersected sensor footprints; and a 2-simplex exists for every 3-tuple of
points whose sensor footprints have a non-empty intersection. To assert that we attain the
hole-less coverage of the free space, we want the 2-simplices to cover all the points that are
sufficiently faraway from the obstacle. The points are sufficiently faraway if they cannot be
observed from the closest boundary of the obstacles.
Definition 6 (Graph representation). G = (V, E), where V is the set of 0-simplices and E
is the set of 1-simplices.
Similar to the map, each vertex on G can be either clear or contaminated. The vertex v
is clear when pursuer visits. However, v can be recontaminated if there exists a sequence of
unobserved vertices to another point u, i.e. (w1, ..., wk), where w1 = v, wk = u, (wi, wi+1) 2
E and all wi’s are unobserved. G is clear when all vertices are clear.
The trajectory on a graph is then defined as a sequence of vertices, (v0, v1, ..., vT ), vi 2 V
such that (vi, vi+1) 2 E. For simplicity, we will discretize the movement of pursuer into time
step of 1. In addition, we assume that multiple pursuers can occupied same vertex.
Definition 7 (Strategy on a graph). Let G = (V, E) be a graph. A strategy on graph (⇡G or
⇡) is a collection of trajectories on graph, ⇡ : {0, 1, ..., T}! V N , i.e. ⇡(t) = [vt1, vt2, ..., vtN ].
Definition 8 (PE on graph). Let G = (V, E) be a graph. Determine a strategy ⇡ that
clears G.
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Furthermore, the strategies computed on the graph can be translated back into exe-
cutable trajectories on the map. For any (u, v) 2 E, a path between u, v is defined as a
continuous function ⌧uv : [0, 1] ! W such that ⌧(0) = u and ⌧(1) = v. Additionally, to
prevent v from immediately contaminate u during execution, ⌧uv must satisfy the following
property:
\
t2[0,1]
O(⌧uv(t)) = O(u) \O(v).
Since the every path from a point in O(v) to a point in O(u) while remaining inside O(v)[
O(u) must go through O(v) \ O(u), this property ensures that the intersection is always
observed and hence no path in evader space from points in O(v) to O(u) (without going
through other vertices).
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Figure 6.3: Example of graph representation in 2D environment with holomomic
pursuer equipped with circular sensor footprint (left) and its Čech Complex (right).
The path between vertices are denoted by solid lines, which are either a straight line
or a pair of lines through an intermediate point in the presence of obstacles.
We will focus on the holonomic pursuer with sensor model of a ball with radius r.
We demonstrate the construction of graph representation using Čech complex on a map
with circular sensor model in Figure 6.3. The path between any vertices will either be a
straight line or a pair of straight lines through the point inside the intersection of their
sensor footprints due to the presence of obstacles. In both cases, these paths satisfy the
property for ⌧ that prevents the immediate contamination during execution. For instance,
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7 
8 3 
⌧3,8
Figure 6.4: A valid path exist for any edges in G. For instance, any points along
⌧3,7 and ⌧3,8 remain observing O(3) \O(7) and O(3) \O(8) respectively.
⌧3,7, a straight line from vertex 3 to 7, and ⌧3,8, a pair of straight lines from vertex 3 to 8,
always cover their corresponding intersection as shown in Figure 6.4.
6.1.2 Pursuit-Evasion on Landmark Complex
This section derives the problem of pursuit evasion on the landmark complex, constructed
in Chapter 5, as PE on graph. Since the landmark complex is identical to the Čech complex
when the landmarks are sufficiently dense, the navigation graph described in Section 5.2.2
can be used as a graph representation of the landmark complex. Thus, all evaders in the
environment will be captured by clearing the navigation graph of the landmark complex
under the following assumptions.
1. The geometric realization of the landmark complex fully covers of the environment.
This can be satisfied if the landmark is sufficiently dense and there exists landmark
at every corner of the obstacles. This assumption ensures that clearing all of the free
simplices of the landmark complex will capture all possible evaders in the environment.
2. The pursuer must maintain the visibility of all shared landmarks when transitioning
between free simplices. This assumption ensures that the transition between free
simplices won’t trigger the re-contamination.
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6.1.3 Solving PE as a Partially Observable Planning Problem
Since the positions of the evaders are unknown, we could not fully observe the state during
planning. Hence, we introduce the notion of belief state which is a unique situation that
may occur during execution.
The belief state, denoted by x, consists of the configuration/position of all pursuers,
denoted by p, and the possible positions of the evaders, which will be referred as the con-
taminated regions denoted by c. The collection of all belief states is referred as the belief
space (X) , while the configuration space (P ) is spanned by the position of the pursuers.
The span of contaminated regions will be referred as the contamination space, (C).
Thus we have that
x = (p, c) 2 X, with p 2 P, c 2 C.
On the graph representation G, the configuration space, P , is spanned by the pursuer
positions, p = {p1, ..., pN}, where pi 2 V. On the other hand, the contamination space, C,
can be defined as a set of vertices that the evaders could be present in. Hence, it is a subset
of a power of set of V , c 2 C ✓ P(V ).
The update step occurs when the pursuers take action, i.e. move along an edge in
G. With the time discretization on graph, the action can simply be written as the next
configuration of the pursuers, p0, and hence the update function can be defined as
Update(xt,p
0
) :
xt+1 = (p
0, UpdateContaminate(ct,p
0
))
UpdateContaminate updates the contaminated vertices based on the current contamination
status and next configuration of the pursuers by computing a set of reachable vertices on
G0 = (V \ p0, E \ p0) beginning at ct \ p0. In addition to all edges that contain occupied
vertices, the edge subtraction may require removing some additional edges. The additional
edge removal will be explained in section 6.2.1.
The solution strategy is then a sequence of actions in the belief space such that the
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contaminated regions becomes an empty set, i.e. ⇡ = {(p0, c0), (p1, c1), ..., (pT , ;)}, where
(p0, c0) is the initial state. Solving this as a partially observable planning problem requires
search in an intractably large space of belief states, which is exponential in the number of
joint pursuer-evader configurations. To address this challenge, we will use a novel abstraction
technique that is described in the next section.
6.2 Abstraction Framework
6.2.1 Abstraction State Space
To cope with the exponential growth of the belief space, we propose the novel method to
partition the configuration space into abstraction state space, denoted by S, by utilizing the
topological invariants of the evader space.
Although the contamination space might appear to be exponential of |V |, not all com-
binations of the contaminated regions are reachable. Since the evader can move arbitrary
fast, any adjacent regions in the evader space will both be either contaminated or cleared.
Utilizing this fact, we define the connected component (CC) function which returns the
sets of adjacent vertices in the evader space of G based on the assignment of pursuers,
p, denoted by CC(p, G) or simply CC(p) when G is obvious. The connected component
function can be computed by projecting the sensor footprints of the pursuers onto the free
space, and then reconstructing the graph representation of the evader space, E , as illustrated
in Figure 6.5.
The connected component function can also be computed by subtracting the vertices
(and their associated edges) occupied by the pursuers from G. Nevertheless, in the present
of obstacles, the evader space might remain connected in G while become disconnected in W
as illustrated in Figure 6.6. These exceptions lead to additional edges removal from G. For
2D environment, there are only two possible scenarios. The first scenario occurs when the
intersection of two sensor footprints is completely contained inside the sensor footprint of
another vertex (Figure 6.6a). The other scenario occurs when there is a 4-way intersection
of sensor footprints, resulting in edge intersection in G (Figure 6.6b).
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Figure 6.5: Illustration of an connected component function on G with pursuers at
p = h3, 3i. (a) Sensor footprint is projected onto W which then separate the evader
space into multiple connected components (b) The graph is reconstructed on the
evader space where the position of pursuers are depicted by blue-shaded vertices,
while the evader space are grouped by shaded boxes for each connected component.
CC(h3, 3i, G) = {{1, 2}, {4, 5}, {6, 7}}
2 
1 3 
(a) With pursuer at h2i, 1 and 3 remain con-
nected with removal of 2 in G but actually get
disconnected in W.
2 4 
1 3 
(b) Similarly, with pursuers at h2, 3i, 1 and 4
remain connected with removal of 2 and 3 in G
but actually get disconnected in W.
Figure 6.6: Additional edges removal is required when computing connected com-
ponent on G on these cases.
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During graph construction, we can keep track of the intersection between sensor foot-
prints to handle the first scenario, while edge intersection can be easily computed. Hence,
the CC function can be computed on G for 2D environment. For higher dimension, the CC
function can be computed on G only if all exceptions are tractable. Otherwise, completeness
is not guarantee.
Using the results of the CC function, we want to partition the configuration space into
abstract states in a way that preserves the topology of the evader space, which is equiva-
lent to the contamination status of each connected component remains unchanged. Using
abstract state S1 in Figure 6.7 as an example, h3, 3i ⇠ h3, 4i and there exists a one-to-one
mapping between CC(h3, 3i) and CC(h3, 4i) which preserves the contamination status of
each connected component. On the other hand, the edge between two abstract states de-
notes the transition that does not preserve the topology of an evader space, which could
then lead to the changes in contamination status of the evader space. For instance, the
edge between S1 and S2 represents the transition between h3, 4i and h4, 4i which is resulted
in two connected components of CC(h3, 4i) merging and could potentially changes their
contamination statuses. We first introduce a relation between two adjacent configurations
and then formally define an equivalence relation for partitioning the configuration space as
follow.
Let p ! q denotes two adjacent configurations p,q 2 P s.t. (pk, qk) 2 E, 8k 2
{1, ..., N}. Given two adjacent configurations we can define a relation, which we call transi-
tion relation, as follows.
Definition 9 (Transition Relation). Let p,q 2 P s.t. p! q. The transition relation ⇢p,q
between connected components of p and q is defined as
(ccp
i
, ccq
j
) 2 ⇢p,q , cc
p
i
\ ccq
j
6= ; ,
where ccp
i
2 CC(p), ccq
j
2 CC(q).
Given the previous definition we can now formally introduce an equivalence relation
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Figure 6.7: Simple configuration space of two pursuers is partitioned into abstrac-
tion state space using equivalence relation.
between states, which we will use to define a state abstraction.
Definition 10 (Equivalence Relation). For all p,q 2 P we say that p is equivalent to q, or
p ⇠ q, if and only if there exists a finite sequence {zi}T0 2 P T+1 with ⇢ such that
1. z0 = p, and zT = q;
2. zi ! zi+1, with i 2 {0, ..., T   1};
3. ⇢zi,zi+1 is a bijection.
Hence, the abstraction state space can be defined as S = P/⇠, where each abstraction
state si 2 S is a collection of equivalent configurations.
As a result, the contamination status of each connected component could only be changed
upon transition between abstraction states. Hence, we can synthesize the solution strategy
on the abstraction state space instead of synthesize the strategy directly in the configuration
space.
In next section, we will describe the algorithm to incrementally construct the abstraction
state space S, the function mapping P to S, denoted by ( ), and the adjacency matrix of
abstraction states, denoted by M.
6.2.2 Partition Algorithm
Algorithm 9 outlines an incrementally construction of the abstraction state space and other
components required for synthesizing a strategy. The concept is to perform a forward search
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Algorithm 9 Partition algorithm
1: S  ;,M ;
2: Q.Insert(pI) for some arbitrary pI
3: while Q 6= ; do
4: p Q.GetF irst(), mark p as visited
5:  (p) null, AdjacentS  ;
6: for p0 2 Adjacent(p) do
7: if p0 is visited then
8: if CC(p) ⇠ CC(p0) then
9: if  (p) is null then
10:  (p)  (p0)
11: else
12: Resolve conflict if needed
13: end if
14: else
15: AdjacentS .Insert( (p0))
16: end if
17: else if p0 is unvisited then
18: Q.Insert(p0), mark p0 as alive
19: end if
20: end for
21: if  (p) is null then
22: S.Insert(Abstract(p)),  (p) Abstract(p)
23: end if
24: for a 2 AdjacentS do
25: Update M( (p), a)
26: end for
27: end while
over P beginning at an arbitrary state pI and partition them into the abstraction state,
a 2 S, based on the output of CC(p).
Following standard forward search algorithm (line 2-6, 17-18), each state in P begins
as unvisited and will be marked alive or visited upon inserting to or removing from Q
respectively. The set of alive states is stored the in list Q and the search is completed when
the list Q is empty. The function Adjacent(·) in line 6 returns the set of adjacent states by
moving the pursuers along graph G. In this step, we will restrict the adjacent states to one
pursuer movement only.
The partitioning occurs between line 7-15 and 21-25, where we compare the connected
components of the current state to the visited adjacent states and either assign the current
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state to the new abstraction state or append it to the existing one.
In general, comparing the connected component between two arbitrary configurations is
nontrivial. Nevertheless, comparing those of the adjacent configurations is much simpler.
In line 8, we compute the transition relation, ⇢p,p0 , as defined in Definition ?? and check
whether it is bijective. This transition relation is also used for updating the contaminated
regions when transiting between abstraction states.
If the graph consists of cycles, a conflict might occur when two similar configurations
get assigned into two different abstraction states. This will be resolved in line 12 where two
abstraction states will be combined.
Furthermore, the adjacency matrix, M, is updated based on the connectivity of the
corresponding configuration states. In line 15, AdjacentA keeps track of the adjacent ab-
straction states which will then update M in line 25. The adjacency matrix also store the
transition relation(s) between two abstraction states and the corresponding configurations.
The transition relation might not be unique if G consists of cycles.
As a result, the computational complexity of the partition algorithm is approximately
O(dN |V |N+1), which consists of O(dN |V |N ) from the forward search algorithm over the
configuration space of size |V |N where each configuration has O(dN) adjacent states, d
denotes the average degrees of the vertices, and O(|V |) from comparison of evader space in
line 8. Although the number might seems large, it is much smaller comparing to searching
over original belief space because the partition algorithm is only exponential with respect to
the number of pursuers, which is commonly known as curse of dimensionality in multi-robot
motion planning problem. In the next section, we will explain how to use the output of the
partition algorithm to synthesize the solution strategy.
6.3 Hierarchical algorithm
To synthesize the strategy using the abstraction framework, we first search for the strategy
in the abstraction state space and then refine the strategy into the configuration space. If the
number of pursuers, N is given, planning in abstraction framework would either return the
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strategy or indicate that no solution exists for the given N . The search for strategy in the
abstraction state space can be done using existing techniques for graph-based searching such
as Dijkstra’s algorithm. We will describe the abstraction believe space for planning in the
abstraction state space in section 6.3.1, and then discuss the refinement step in section 6.3.2.
6.3.1 Planning in the abstraction state space
The abstraction believe state for the abstraction state space, denoted by xS , becomes a
pair of the abstraction state (s) and the list of contaminated regions (L), where each region
represents a set of adjacent vertices of the evader space.
xS = (s, L), L = {s
j
}.
The update step during planning will keep track of the contaminated regions using the
information stored in the adjacency matrix M. Since the transition relation ⇢ may not be
unique, the update step with input sk has to be called for each ⇢ stored in M(st, sk).
Update(xS,t, sk, ⇢) : Lt+1 = {s
j
k
| 9sit 2 Lt, (s
i
t, s
j
k
) 2 ⇢} (6.1)
xS,t+1 = (sk, Lt+1) (6.2)
The solution strategy is a sequence of abstract belief states such that the list of contami-
nated regions eventually becomes empty, denoted by ⇡S = (ai1 , {a
j
i1
}), (ai2 , {a
j
i2
}), ..., (aik , ;).
We will then describe how to map the solution strategy into the strategy on a graph with
the refinement process on the following section.
6.3.2 Refinement
The information stored in M provides the boundary configurations representing the tran-
sition between abstraction states. Nevertheless, given the sequence of abstraction states,
the entering configuration might not be adjacent to the leaving one. For instance, in Fig-
ure 6.8, the incoming and outgoing configuration of abstraction state sj are not adjacent.
Thus, the refinement step is required to find the trajectory from the incoming to outgoing
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? 
Figure 6.8: The transition between abstraction states represents the action between
boundary configurations, however, the incoming configuration need not be adjacent
to the outgoing one. Hence, the refinement step is necessary to find the trajectories
between them.
configuration such that all intermediate configurations are the member of sj .
Using mapping function  , one method for refinement is to perform the forward search
inside each abstraction state to find the trajectory from the incoming to outgoing config-
urations. Nevertheless, this method might be inefficient since we already expand the full
configuration space while executing partition algorithm.
An alternative method is to store information of the spanning trees of each abstraction
state during the partition algorithm and then search for the trajectory on the spanning trees
during refinement. The downside of this method is that the result is usually suboptimal
compared with one from forward search method.
Given the strategy ⇡A = {s0, s1, s2, ..., sk} where  (pI) = s0, the refinement then first
search for a trajectory from pI to the boundary configuration connecting to s1 while remain-
ing within s0. Then, we continue refine the solution inside s1 from the incoming configuration
from s0 to the outgoing configuration connecting to s2 while remaining within s1. The same
process continue until we reach the final abstraction state sk.
6.3.3 Minimizing the number of pursuers
The full algorithm for synthesize the solution strategy is given in algorithm 10 when the
number of pursuers, N , required is unknown. Note that incrementing N by one at each
iteration is more efficient that doing binary search because the computational complexity is
exponential with respect to N .
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Algorithm 10 Hierarchical Strategy Synthesis
1: Construct G of free space W with sensor model O(·)
2: N  1, ⇡S  [ ]
3: while ⇡S is empty do
4: Partition GN into abstraction state space S
5: ⇡S  Planning(S,pI)
6: Increment N
7: end while
8: ⇡  Refine(⇡S)
6.4 Results
The construction of graph representation is implemented in MATLAB, whereas the remain-
ing components are implemented in C++. We validate the proposed method in simulations
with environments of varying topologies and using different number of pursuers as discussed
in section 6.4.1. Then, we compare our results with the graph-based searching over the full
belief space on simple environments in section 6.4.2.
6.4.1 Simulation Results
We evaluated the performance in simulation on environments with three different topologies
as show in Figure 6.9. Each pursuer has a disc sensor footprint with a radius of one meter.
Due to various structures of the environments, we represent their dimensions with the num-
ber of vertices in the graph representation. Figure 6.9c illustrates the graph representation
of the testing environments and the sensor footprint of the pursuer. The number of pursuers
required in each environment is computed by iterating from N = 1.
Tree Structure
We evaluated on the tree structures with varying number k and width w of branches (vertical
corridors). The graph representations contain 8  48 vertices. It requires 2 pursuers to clear
the map for w = 1 and 3 pursuers to clear the map for w = 2. The execution times of each
component are illustrated in Figure 6.10.
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(a) Tree structure (b) Ladder Structure (c) Random Loops Structure
Figure 6.9: Testing Environments
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Figure 6.10: The execution time of the proposed method on tree structure with k
branches of width w using N pursuers on graph with V vertices.
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Figure 6.11: The execution time of proposed method on ladder structure with k
steps of width w using N pursuers on graph with V vertices.
Ladder Structure
We evaluated on the ladder structures with varying number k and width, w, of steps (vertical
corridors). The graph representations contain 30  52 vertices. For ladder with single loop
k = 2, it requires 2 pursuers to clear the map with w = 1 and 3 pursuers to clear the map
with w = 2. If the ladder with multiple loops k > 2, it requires 3 pursuers to clear the
map with w = 1 and 4 pursuers to clear the map with w = 2. The execution times of each
component are illustrated in Figure 6.11.
Random Loops Structure
We evaluated the proposed methods on two maps shown in 6.9c using 4 pursuers for the
top one, which consists of 46 vertices, and 5 pursuers for the bottom map, which consists of
53 vertices. The total execution times are 105.59 and 4076.32 seconds, in which abstraction
framework are accounted for 103.25 and 4074.44 seconds respectively. The intermediate
steps during the clearing process are shown in Figure 6.12 and Figure 6.12.
As explained in section 6.3.2, one the main disadvantages of refinement using spanning
tree is the lengthy strategy as indicated by a high number of iteration in both examples.
This strategy can be further improved; however, this is out the scope of this thesis.
The simulation results show that the abstraction framework is responsible for the major-
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(a) Iteration: 10 (b) Iteration: 30
(c) Iteration: 100 (d) Final Iteration (147)
Figure 6.12: Snapshots of clearing process on 3 ⇥ 4 grid map with all narrow
passages using 4 pursuers.
(a) Iteration: 30 (b) Iteration: 70
(c) Iteration: 250 (d) Final Iteration (309)
Figure 6.13: Snapshots of clearing process on curved hallway with vary passages
size using 5 pursuers.
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Map Our framework Baseline planner
Tree with 1 branch, V= 8 0.014 0.04
Tree with 2 branches, V=13 0.034 49.95
Ladder with 2 steps, V=14 0.018 1082.77
Table 6.1: Comparison of execution time (s) between our framework and baseline
planner.
ity of computation time as N increases, which conforms with our analysis on computational
complexity of the partition algorithm. Nevertheless, the abstraction framework only needs
to be executed once for each given map with the same number of pursuers. It is invariant of
the initial position and thus we can quickly synthesize the strategy again for different initial
position. This can be useful if an error occurs while executing the solution strategy and the
pursuers are deviated from the planned strategy.
6.4.2 Comparison
We compare the results of our proposed algorithm with a baseline (brute force) planner which
searches for a strategy on the full belief space, described in section 6.1.3. We used maps
with tree and ladder structures. The baseline planner can only solve the maps containing up
to 2 branches (13 vertices) for tree structure and the maps containing one loop (14 vertices).
The execution time of the baseline planner quickly grow exponential as V increases.
Additionally, the baseline planner suffers greatly from the topological invariant of the loop
structure (such as a ladder) because each configuration is mapped to a new believe state.
On the other hand, our framework reduces the configuration space of 2 pursuers with one
loop into 2 abstraction states; one for two pursuers being adjacent and other when they are
separated.
6.4.3 Discussion
In this chapter, we proposed an abstraction framework to solve a worst-case adversarial
pursuit-evasion problem where multiple pursuers with limited-range sensor coverage are
used to detect all possible mobile evaders. This method involves constructing the graph
representation of an environment using the sensor model equipped on the pursuers, par-
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titioning the configuration space of the pursuers over graph into an abstract state space,
searching for a strategy in the abstract state space, and finally refine the strategy into the
configuration space. We validate our proposed method by simulating environments with
different topologies and compare the result with a brute force searching over the full belief
space. Since the full belief space grows exponentially with N and the number of vertices in
V , the brute force search can only solve PE problems on small maps (|V | < 20) for N = 2.
In contrast, our approach reduces the complexity into exponential of N with base |V | and
can solve the PE problems with a few hundred vertices for N = 2 and up to 50 vertices for
N = 5.
Although the abstraction framework requires inspecting the full configuration space of
N pursuers, this step needs to be done only once for a given map with the same number
of pursuers. The output can be reused for different initial configurations. Furthermore, we
observe that many maps with the similar structure yield the same abstraction. This opens
up an interesting problem of how can we apply the result of one abstraction framework to the
new maps with similar structure without recomputing it. Additionally, we are interested in
converting an abstraction framework into an on-line algorithms so that we can concurrently
synthesize for the solution strategy, which may avoid exploring the entire configuration
space.
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Chapter 7
Conclusion and Future Work
7.1 Contribution
This dissertation addresses a series of problems related to coverage and mapping of an
unknown environment by a swarm of resource-constrained robots. In particular, we consider
the instantiations of problems related to sensor coverage, mapping, exploration, and pursuit-
evasion. This dissertation makes various contributions in each of these areas focusing on
the design and development of algorithms that require a minimal amount of sensing and
computational capability.
Using a swarm of robots only capable of measuring bearing angles to other robots within
their sensing region, we present algorithms for the deployment of mobile robots to attain
full sensor coverage, followed by the computation of a topological map of an unknown
environment without knowledge of any global or metric information. We then adopt a
frontier-based strategy on a landmark complex to develop an exploration strategy that does
not rely on metric information for autonomous exploration that will ultimately create a
topological map of a feature-rich environment with any number of robots. Lastly, we propose
a pursuit-evasion algorithm to detect all possible evaders and clear a known environment,
given as either a metric map or landmark complex.
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7.2 Future Work
This dissertation only begins to scratch the surface of potential applications that can be
provided by a swarm of resource-constrained robots. There are a number of interesting
directions for future work.
One immediate question is how to implement them in real-world applications. The
coverage and mapping algorithms, presented in Chapter 3 and 4, have been implemented
in a heterogeneous team of real and virtual robots. Due to the limited number of physical
robots and sensors, we only ran the experiment in a controlled space where sensing was
greatly simplified through the use of a motion capture system and simulation. From our small
experiment, which only deployed single robot per iteration, we noticed that the issue of total
execution time would have to be addressed before application to a large scale system. Hence,
the proposed method should be extended to handle multiple deployments per iteration as
well as asynchronous execution between each deployment.
For the landmark-based exploration, presented in Chapter 5, one of the main challenges
was the detection of landmarks, especially in terms of consistency and uniqueness. There
are many potential representations of landmarks from visual inputs such as image features
(SIFT [65] or ORB [85]) or object classes with Deep Learning techniques [44, 79]. Generally,
the environment is rich with features/objects that can be used as landmarks. Hence, the
key question here is how to find a set of unique landmarks that could correctly capture
all the geometric properties of an environment. A potential solution is to use a persistent
homology to filter out the common landmarks that occur frequently. Nevertheless, the
problem of determining the uniqueness of features (such as landmarks) is a challenging task,
even in the area of computer vision [96]. An object detector yields a classification confidence
which seems useful, while it does not differentiate between two objects of the same class.
Another interesting direction would be to extend the landmark-based exploration al-
gorithm to higher dimension. The landmark complex is already well-defined for 3D en-
vironment, while the stochastic different equation (SDE) model could be utilized to drive
the robots in frontier-based exploration of 3D environment [51, 88]. Additionally, it would
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be worth testing the relative bearing-only controllers proposed in [6, 9], despite the lack
of evidence for global convergence, to relax the assumption of global compass direction
in Chapter 5.
The next question is related to the use of topological maps for other tasks. In Chapter 6,
we discussed the assumptions of the landmark complex, in which the proposed framework
could solve the multi-pursuers and multi-evaders planning problem on the landmark com-
plex. Those assumptions could potentially be further generalized or relaxed to solve a PE
problem on a broader range of landmark complexes. Additionally, the topological map could
also be utilized in other multi-robot applications where the objective is to find a feasible
solution instead of the optimal one, such as patrolling or a multi-vehicle routing task.
Regarding the constraint on resources, our focus has been on sensing capabilities. How-
ever, there are other avenues for future research such as limited communication range or
the deployment of the proposed strategies in a distributed system. Although our algorithms
have been designed to require as minimal exchange of information as possible, we assume
that information sharing has neither delay nor range limitation. The limited communication
range would not only make information unavailable to/from disconnected robots but also
introduce delays when propagating information across the swarm, which is likely to cause
some of the proposed algorithms to fail. The issue with delays could be addressed by adding
timestamps into the shared information, while the issue with disconnected swarms require
each robot to model and predict the states of other robots to rendezvous and exchange
information. Additionally, as the number of the robots in the swarm increases, the system
should move toward being fully distributed by designing policies allowing each individual
robot to compute with local information only without propagating information across entire
swarms.
Finally, the coordination strategies in this dissertation are all designed based on greedy
methods that, although a sensible choice in many combinatorial problems, can yield sub-
optimal solutions, as it occurs in vehicle routing problems [10, 12, 57]. Thus, it would be
an interesting direction to apply the techniques from the vehicle routing literature such as
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auction-based multi-robot routing algorithms or divide and conquer policies [12, 57] to the
coordination strategies of the robot swarms.
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