ABSTRACT
Introduction
Throughout we denote the complex matrix space by . The symbols and m n  
where M and are given matrices. For instance, Cvetković-Ilić [1] and Peng et al. [2] have given the necessary and sufficient conditions for the existence and the expressions of the reflexive solutions for the matrix Equation (1) by using the structure properties of matrices in required subset of and the generalized singular value decomposition (GSVD); Different from [1, 2] , Ref. [3] has considered generalized reflexive solutions of the matrix Equation (1); in addition, Herrero and Thome [4] have found the reflexive (with respect to a generalized -reflection matrix ) solutions of the matrix Equation (1) by the (GSVD) and the lifting technique combined with the Kronecker product.
The Reflexive Least Squares Solutions to Matrix Equation (1)
We begin this section with the following lemma, which can be deduced from [5] . 
with the same row partitioning, and g i j t
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are arbitrary matrices. Theorem 2. Given . Then the reflexive least squares solutions to the matrix Equation (1) can be expressed as 
