This paper investigates the stability properties of a class of dynamic linear systems possessing several linear time-invariant parameterizations or configurations which conform a linear timevarying polytopic dynamic system with a finite number of time-varying time-differentiable point delays. The parameterizations may be timevarying and with bounded discontinuities and they can be subject to mixed regular plus impulsive controls within a sequence of time instants of zero measure. The polytopic parameterization for the dynamics associated with each delay is specific, so that q 1 polytopic parameterizations are considered for a system with q delays being also subject to delay-free dynamics. The considered general dynamic system includes, as particular cases, a wide class of switched linear systems whose individual parameterizations are timeinvariant which are governed by a switching rule. However, the dynamic system under consideration is viewed as much more general since it is time-varying with timevarying delays and the bounded discontinuous changes of active parameterizations are generated by impulsive controls in the dynamics and, at the same time, there is not a prescribed set of candidate potential parameterizations.
Introduction
The stabilization of dynamic systems is a very important question since it is the first requirement for most of applications. Powerful techniques for studying the stability of dynamic systems are Lyapunov stability theory and fixed point theory which can be easily extended from the linear time-invariant case to the time-varying one as well as to functional differential equations, as those arising, for instance, from the presence of internal delays, and to certain classes of nonlinear systems, 1, 2 . Dynamic systems which are of increasing interest are the so-called switched systems which consist of a set of individual parameterizations and a switching law which selects along time, which parameterization is active. Switched systems are essentially timevarying by nature even if all the individual parameterizations are timeinvariant. The interest of such systems arises from the fact that some existing systems in the real world modify their parameterizations to better adapt to their environments. Another important interest of some of such systems relies on the fact that changes of parameterizations through time can lead to benefits in certain applications, 3-13 . The natural way of modelling these situations lies in the definition of appropriate switched dynamic systems. For instance, the asymptotic stability of Liénard-type equations with Markovian switching is investigated in 4, 5 . Also, time-delay dynamic systems are very important in the real life for appropriate modelling of certain biological and ecology systems and they are present in physical processes implying diffusion, transmission, teleoperation, population dynamics, war and peace models, and so forth. see, e.g., 1, 2, 12-18 . Linear switched dynamic systems are a very particular case of the dynamic system proposed in this paper. Switched systems are very important in practical applications since their parameterizations are not constant. A switched system can result, for instance, from the use of a multimodel scheme, a multicontroller scheme, a buffer system or a multiestimation scheme. For instance, a nonexhaustive list of papers deal with some of these questions related to switched systems follow 9 A general theory with discussed examples concerning dynamic switched systems is provided in 3 .
10 Some concerns of time-delay impulsive models are of increasing interest in the areas of stabilization, neural networks, and Biological models with particular interest in positive dynamic systems. See, for instance, 29-40 and references therein.
The dynamic system under investigation is a linear polytopic system subject to internal point delays and feedback state-dependent impulsive controls. Both parameters and delays are assumed to be timevarying in the most general case. The control impulses can occur as separate events from possible continuous-time or bounded-jump type parametrical variations. Furthermore, each delayed dynamics is potentially parameterized in its own polytope. Those are the main novelties of this paper since it combines a time-varying parametrical polytopic nature with individual polytopes for the delay-free dynamics with time-varying parameters which are unnecessarily smooth for all time with a potential presence of delayed dynamics with point time-varying delays. The case of switching between parameterizations at certain time instants, what is commonly known as a switched system, 3, 17, [20] [21] [22] [23] [24] [25] [26] [27] [28] , is also included in the developed formalism as a particular case as being equivalent to define the whole systems as a particular parameterization of the polytopic system at one of its vertices. The delays are assumed to be time differentiable of bounded time-derivative for some of the presented stability results but just bounded for the rest of results. An important key point is that if the system is stabilizable, then it can be stabilized via impulsive controls without requiring the delay-free dynamics of the system as it is then shown in some of the given examples. Usually, for a given interimpulse time interval, the impulsive amplitudes are larger as the instability degree becomes larger, and the signs of the control components also should be appropriate, in order to compensate it by the stabilization procedure. Such a property also will hold for nonpolytopic parameterizations. The design philosophy adopted in the paper is that stabilization might be achieved through appropriate impulsive controls at certain impulsive time instants without requiring the design of a standard regular controller. The paper is organized as follows. Section 2 discusses the various evolution operators valid to build the state-trajectory solutions in the presence of impulsive feedback state-dependent controls. Analytic expressions are given to define such operators. In particular, an important operator defined and discussed in this paper is the so-called impulsive evolution operator. Such an evolution operator is sufficiently smooth within open time intervals between each two consecutive impulsive times, but it also depends on impulses at time instants with hose ones happen. Section 3 discusses new global stability and global asymptotic stability issues based on Krasovsky-Lyapunov functionals taking account of the feedback state-dependent control impulses. The relevance of the impulsive controls towards stabilization is investigated in the sense that the most general results do not require stability properties of the impulsefree system i.e., that resulting as a particular case of the general one in the absence of impulsive controls . Some included very conservative stability results follow directly from the structures of the state-trajectory solution and the evolution operators of Section 2 without invoking Lyapunov stability theory. It is proven that stabilization is achievable if impulses occur at certain intervals and with the appropriate amplitudes. Finally, two application examples are given in Section 4. Notation 1.1. Z, R, and C are the sets of integer, real, and complex numbers, respectively.
Z and R denote the positive subsets of Z, respectively, and C denotes the subset of C of complex numbers with positive real part, and n : {1, 2, . . . , n} ⊂ Z , for all n ∈ Z .
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Z − and R − denote the negative subsets of Z, respectively, and C − denotes the subset of C of complex numbers with negative real part.
Given some linear space X usually R or C , then C i R 0 , X denotes the set of functions of class C i . Also, BPC i R 0 , X and PC i R 0 , X denote the set of functions in C i−1 R 0 , X which, furthermore, possess bounded piecewise continuous or, respectively, piecewise continuous ith derivative on X.
L X denotes the set of linear operators from X to X. In particular, the linear space denoted by X denotes the state space of the dynamic system with controls in the linear space U.
I n denotes the nth identity matrix. λ max M and λ min M stand for the maximum and minimum eigenvalues of a definite square real matrix M m ij . A finite or infinite strictly ordered sequence of impulsive time instants is defined by Imp : {t i ∈ R 0 : t i 1 > t i }, where an impulsive control u t i δ t − t i occurs with δ · being the Dirac delta of the Dirac distribution.
The Dynamic System Subject to Time Delays and Impulsive Controls
Consider the following polytopic linear time-differential system of state vector and control of respective dimensions n and m and being subject to q time-varying point delays:
where the incommensurate time-varying delays are h 0 t 0 for all t ∈ R 0 , h i ∈ PC 1 R 0 , R 0 , for all i ∈ q : {1, 2, . . . , q} i.e., the delays are continuous time differentiable of bounded time derivative , and
are vector functions from R 0 to R q 1 N , R q 1 Nn and R q 1 Nm , respectively, and i x : R 0 ∪ −h, 0 → X ⊂ R n is the state vector, which is almost everywhere time differentiable on R 0 satisfying 2.1 , subject to bounded piecewise continuous initial conditions on −h, 0 ,that is, x ϕ ∈ BPC 0 −h, 0 , R n , where h h 0 max i∈q sup h i 0 ≤ h : max i∈ q sup t∈ R 0 h t , and u ij : R 0 → U ⊂ R m are the control vectors for all i ∈ q ∪ {0} for all j ∈ N and A ij ∈ BPC 0 R 0 , R n×n and B ij ∈ BPC 0 R 0 , R n×m parameterize the dynamic system.
ii λ ij ∈ BPC 0 R 0 , R 0 , subject to the constraint
are the weighting scalar functions defining the polytopic system in the various delayed dynamics and parameterizations which are not all simultaneously zero at any time for some given lower-bound and upper-bound scalars ε 1 and ε 2 . Note that there exist two summations in 2.1 related to these scalar functions, one them referring to the contribution of delayed dynamics for the various delays and the second one related to the system parameterization within the polytopic structure. It will be not assumed through the paper that the delay-free auxiliary system is stable. Note that the dynamic system can be seen as a convex polytopic dynamic systeṁ
formed with subsystems of the formẋ ij t A ij t x t − h i t B ij t u ij t . The controls u ij : R 0 → U ⊂ R m are generated from the state-feedback impulsive controller as follow:
where the strictly ordered Imp: {t i ∈ R 0 : t i 1 > t i , i ∈ Z } is the so-called sequence of impulsive time instants where the control impulses occur whose elements form a monotonically increasing sequence; that is, for any well posed test function f : R → R,
where δ t is the Dirac distribution at time t 0 with the following notational convention being used: g t lim ε → 0 g t ε / g t lim ε → 0 g t − ε either if t ∈ Imp or if g is bounded having left and right limits at a discontinuity point t ∈ R 0 , and g t g t if R 0 t / ∈ Imp since the functions used are all left-continuous functions. Partial sequences of impulsive time instants are denoted by specifying the time intervals they refer to, as for instance, Imp T 1 , T 2 {t ∈ Imp : t ∈ T 1 , T 2 } and Imp T 1 , T 2 {t ∈ Imp : t ∈ T 1 , T 2 }. Note that Imp Imp 0, ∞ . The regular and impulsive controller gain matrices are, respectively, for all t / ∈ Imp and also at the left limits for all t ∈ Imp, and x t − x t N j 1 λ 0j t B 0j t K 0j t x t , which is zero if t / ∈ Imp, witḣ
for the right limits of all t ∈ Imp. Define D : Imp ∪ D p , where
is the total set of discontinuities on 
2.11
subject to x t ϕ t , for all t ∈ −h, 0 , where 
2 Imp t 0 , t : {t k ∈ R 0 : t 0 ≤ t k ∈ Imp < t} ⊂ Imp is the strictly ordered sequence of impulsive time instants with input impulses occurred on t 0 , t for any t 0 ∈ R . Also, Imp t 0 , t : {t k ∈ Imp : t 0 < t k < t} ⊂ Imp; Imp t 0 , t : {t k ∈ Imp : t 0 < t k ≤ t} ⊂ Imp are defined in a closed way.
The solution 2.11 is identically defined by
2.12
where Z t ∈ C 0 R 0 , R n×n is an almost everywhere differentiable matrix function on R , with unnecessarily continuous time derivatives, which satisfies 2.8 on R with Z 0 I n , Z t 0 for all t ∈ R − . Defining the matrix function Z s ·, · :
Mathematical Problems in Engineering Z s t, τ Z t Z −1 τ for all t ≥ τ, one has from 2.12 for t ∈ t k , t k 1 for any two consecutive given t k , t k 1 ∈ Imp as follow:
2.13
which becomes for t t k 1 as follow:
2.14 where δ t, t k 1 1 if t t k 1 and zero otherwise is the Kronecker delta. In view of 2.12 , the state-trajectory solution can be defined by the impulsive evolution operator {T t, t k : t ∈ t k , t k 1 , for all t k ∈ Imp}, associated with {Z t : t ∈ R 0 } where T ·, · : { t k , t k 1 : t k ∈ Imp∪{0} } → L X , which is represented by x t T t, t k x t k ; for all t ∈ t k , t k 1 , for all t k ∈ Imp so that:
for all t ∈ t k , t k 1 , for all t k ∈ Imp, where x t and x t denote the strings of state solution trajectory and {x τ : τ ∈ t − h, t } and {x τ : τ ∈ t − h, t }, respectively. The subsequent result follows directly for the state-trajectory solution from 2.11 for any initial conditions
Theorem 2.3. The following properties hold.
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i The state-trajectory solution satisfies the following equations on any interval ζ, t ⊂ R 0 for any ϕ ∈ BPC 0 −h, 0 , R n : 
is, if the sequence of impulsive time instants is finite with the last impulsive time instant being t k 1 . Equation 2.21 has to be modified by replacing t k 1 → t and then by premultiplying it by T t, t k 1 .
ii Assume that
for all t k 1 > ζ ∈ Imp, for all ζ ∈ R 0 , and for all t ≥ t c imp provided that c imp :
Proof. i It follows directly for the state-trajectory solution from 2.11 , 2.14 , and 2.15 for any time interval ζ − h, ζ of initial conditions ϕ ∈ BPC 0 −h, 0 , R n . ii The first part follows from the definition of the impulsive evolution operator. If, in addition, M T < 1, then it follows from the following given constraints:
from the uniform boundedness principle . Now, note that the operator Γ : Dom Γ ≡ X → L p R , X is closed and then bounded from the closed graph theorem, so that the proof of Property ii is complete.
Remark 2.4.
Stabilization by impulsive controls may be combined with the design of regular stabilization controllers or used as the sole stabilization tool. Some advantages related to the use of impulsive control for stabilization of stabilizable systems arise in the cases when the classical regular controller are of high design and maintenance costs.
Stability
The global asymptotic stability of the controlled system is now investigated. Firstly, a conservative stability result follows from Theorem 2.3 2.16 -2.21 , which does not take into account possible compensations of the impulsive controls for stabilization purposes. Theorem 3.1. Assume that the sequence Imp is infinite, Ψ s t, τ ≤ k Ψ e −ρ ψ t−τ , for all t ≥ τ t 0 , some finite t 0 > 0, some R k Ψ > 0, and some ρ ψ ∈ R as follow: 
Proof. The basic equation to build the stability proof is x t − x t N j 1 λ 0j t B 0j t K 0j t x t , for all t ∈ Imp and any sequence of impulsive time instants Imp. Consider prefixed real constants
The proof of global stability is now made by complete induction. Assume that some finite or infinite t ∈ R exists such that
some k ∈ n, some K 3 ∈ R with an existing perhaps empty partial sequence of impulsive time instants Imp 0, t until time t. Such a time t always exists from the boundedness and almost everywhere continuity of the state-trajectory solution. Then, t ∈ Imp so that Imp 0, t Imp 0, t ∪ {t} is fixed as the first impulsive time instant and
where the entry notation M M ij for a matrix M is used, provided that the impulsive controller gain K 0jik t is chosen so that the following constraint holds:
3.3
Note by direct inspection of 3.3 that such a controller gain always exists. As a result,
By continuity of the state-trajectory solution, there exists a finite
gain is chosen at time t T t by replacing t → t T t in 3.3 and Imp 0, t T t
Imp 0, t T t ∪ {t T t } with Imp 0, t T t Imp 0, t . It has been proven that x k τ ∈ K 1 , K 2 , for all τ ∈ 0, t for any given t ∈ R 0 , for all k ∈ n then x k τ ∈ K 1 , K 2 , for all τ ∈ 0, t T t , for some T t ∈ R , and for all k ∈ n so that the result holds by complete induction for for all t ∈ R 0 with a bounded sequence of impulsive controller gains at some appropriate sequence of impulsive time instants Imp: {t i ∈ R 0 }. 
2 such a sequence of impulsive controller gains is chosen arbitrarily for the sequence Imp \ Imp * .
Proof. Consider the following Lyapunov functional candidate V : R 0 × R n → R 0 , 17 :
where R n×n P P T 0 and S i ∈ BPC 0 R 0 , R n×n fulfils S i t 0, for all t ∈ R 0 , for all i ∈ q. One gets by taking time-derivatives in 3.4 using 2.6 as follow:
where
3.7
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so that the following cases arise:
2 if t ∈ D \ Imp, then 3.8 still holds to the left of any t ∈ R 0 . Similar equations as 3.9 stand for t by replacing t → t in all the matrix functions entries which become modified only if the time instant t is a discontinuity point of the corresponding matrix function entry, 3 if t ∈ Imp, then the left-hand-side limit of Q t is defined with block matrices as follow:
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and the right-hand-side limits are defined with block matrices as follow:
since from Assumption 2.1, the scalar functions λ ij t and the matrix functions B 0j t , for all i ∈ q ∪ {0}, for all j ∈ N cannot be discontinuous at the sequence Imp. As in 3.11 , a matrix function entry at t is more distinct than its left-hand-side limit at t only if it has a discontinuity at the time instant t. Thus,
3.12
Furthermore, in view of 3.5 ,
If, in addition, t / ∈ D p , that is, if t ∈ Imp ∩ D p , and since Q t Q t , 3.13 becomeṡ
3.15
4 which results to be zero for t / ∈ Imp . Now, for any k ∈ Z 0 and some p k ∈ Z , consider a sequence of consecutive impulsive time 
which holds with an existing Imp t k * t k p k ∈ t k , t k p k for each t k i ∈ Imp for all i ∈ p k ∪ {0} with impulsive control gains K 0j t k * Λ 0j t k * B T 0j t k * P of the jth parameterization of the polytopic system, where R n×n
3.20
where t k * : max i∈p k t k i ∈ Imp :
The existence of t k * ∈ t k, t k p k has been proven for time instants t k i ∈ Imp for all i ∈ p k ∪ {0} , and some p k ∈ Z 0 such that
In particular, if Λ 0j t k * ν t k * I m / 0 with ν t k * ∈ R \ {0} being a scalar common for the impulses injected at all the parameterizations of the polytopic system, then the condition in 3.19 becomes in particular, M ϕk * , respectively. This implies that 3.21 may be fulfiled with −∞ < ν t k * < ∞, also, since 1 the state-trajectory solution of the closed-loop system is continuous and almost everywhere time differentiable except at second-class discontinuity points on a set of zero measure, and 2 the state-trajectory solution of the closed-loop system is bounded on the subsequence Imp * . Thus, it cannot beunbounded on Imp \ Imp * since, otherwise, it could not be an almost everywhere smooth state-trajectory solution.
As a result, it exist C C T * , Imp ∈ R and C C T * , Imp ∈ R such that x t k ≤ CM ϕ and x t k ≤ C M ϕ , for all t k ∈ Imp and the candidate 3.4 is a Lyapunov functional. The result has been proven.
The proof of the global asymptotic stability of the system requires to extend Theorem 3.4 by guaranteeing that the state-trajectory solution converges asymptotically to zero as time tends to infinity. This requires also stabilizability-type conditions on the nonimpulsive part of the closed-loop solution. The following result holds. for all j ∈ N, for all i ∈ q ∪ {0} are chosen so that the following matrix inequalities hold for some R n×n P P T 0 and S i ∈ BPC 0 R 0 , R n×n which fulfils S i t 0, for all t ∈ R 0 , for all i ∈ q as follow: Remark 3.6. Theorem 3.5 can be tested directly from 3.9 -3.11 with direct algebraic tests. However, it is very restrictive since it does not provide with conditions guaranteeing a cooperative achievement of global asymptotic stability among the non-impulsive and impulsive parts. Note that necessary conditions for the fulfilment of Theorem 3.5 are from 3.9 -3.11 : Q 11 t ≺ 0, Q 11 t ≺ 0 i.e., the Lyapunov matrix inequality holds for for all t ∈ R 0 \ D, and for the left and right limits of all t ∈ D , and Q 11 t ≺ Q 11 t ≺ 0, for all t ∈ Imp.
Remark 3.7. Note that 3.22 -3.23 imply that 
almost everywhere in R 0 ,
3.31
almost everywhere in R 0 , and
where Q ij t Q ij t if Q ij t is not impulsive and Q ij t Q ij t , otherwise.
Proof. Equations 3.30 -3.31 follow from Theorem 3.5 by expanding Q 11 t ≺ 0,
11 t Q T 12 t ≺ 0 from 3.8 -3.9 and 3.25 -3.26 on R 0 excepting time instants of bounded isolated discontinuities. Equation 3.32 follow from 3.24 , for all t ∈ Imp also excluding bounded discontinuities at the time-derivative of the Lyapunov functional since they are irrelevant for analysis since they do not generate bounded jumps at the Lyapunov functional.
Corollary 3.8 holds in terms of more restrictive but it is easier to test conditions given in the subsequent result.
Corollary 3.9. Corollary 3.8 holds if
almost everywhere in R 0 for some q ∈ BPC 0 R 0 , R which satisfies
provided that
3.35
almost everywhere in R 0 , and 3.32 holds for all t ∈ Imp.
The following result states that stabilization is achievable under impulsive control impulses which respect a maximum separation time interval and exceed an upper bound of the maximum delay provided that it is bounded. 
Thus, there is always a globally stabilizing impulsive control law by appropriate design of one of the impulsive controller gains and choice of the interval sequences of impulsive instants as follow:
for each time interval jT, j 1 T , for all j ≥ j 0 ∈ Z 0 and some given arbitrary finite j 0 ∈ Z 0 .
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Proof. One has from 3.4 that
which equalizes zero at t / ∈ Imp, since
since the discontinuities of the state vector at t ∈ Imp are bounded. Thus, one has for any arbitrary T ∈ R that
3.39
Define
as the last impulsive sampling instant in t, t T , where the state vector is nonzero. Thus,
from 3.6 . Since the interval t, t T is finite, it follows that the Lyapunov functional candidate is bounded on the interval, provided that it is bounded at a single point. The result follows by applying the above upper-bounding constraint recursively for t jT, for all j ≥ j 0 and appropriate choice of the impulsive sequence Imp jT, j 1 T since the state vector cannot be identically zero on jT, j 1 T for ∞ > T ≥ T ≥ sup t∈R 0 h t except for the trivial state-trajectory solution.
Remark 3.11. Corollary 3.10 may be directly reformulated under weaker but easier to deal with conditions by usinġ
3.42
3.43
Examples
Example for Scalar Systemṡ
x t ax t a 0 t x t − h t k ∈Imp 0,t K t k x t k δ t − t k for some constant delay h ≥ 0. Its solution satisfies for T k t k 1 − t k , for all θ ∈ 0, T k with U t being the unit step Heaviside function,
4.1
Note that
and also
Mathematical Problems in Engineering 25
for all θ ∈ 0, T k 1 , so that
for all θ ∈ 0, p i 1 T k i and any finite p ∈ Z . Thus, there exist Ω θ t k 1 − h, t k ∈ 1, ∞ ∩ R , which might be computed with direct simple calculations via 4.3 , which equalizes max i∈p k 1 C θ t k i with p k 1 being a positive integer accounting for a subsequence of consecutive impulsive time instants {t k i : i ∈ p k 1 }. Thus, it follows from 4.5 that max sup
4.6
It follows directly from 4.6 into 4.1 and complete induction that if
for all t k ∈ Imp t 0 , ∞ for some finite t 0 ∈ R 0 then the system is globally uniformly stable for any admissible function of initial conditions ϕ ∈ BPC 0 −h, 0 , R with
with x t ϕ t , for all t ∈ −h, 0 . If the inequality in 4.7 is strict, then the system is globally asymptotically stable for any ϕ ∈ BPC 0 −h, 0 , R . Note that if, furthermore, t k 1 > t k h, for all t k , t k 1 ∈ Imp, then Ω θ t k 1 − h, t k 1, for all t k , t k 1 ∈ Imp so that 4.7 holds if the subsequent constraints hold for some real constant γ ∈ 0, 1 ∩ R 0 as follow:
26
Mathematical Problems in Engineering which may be fulfiled without requiring neither a ≤ 0 global stability of the auxiliary system with no delayed dynamics nor a |a 0 t | ≤ 0 global stability independent of the delay size by using appropriate impulses of appropriate signs so that the above inequalities hold. A similar consideration applies for global asymptotic stability one of the inequalities in 4.9 being well posed and strict without requiring neither a < 0 global asymptotic stability of the auxiliary system with no delayed dynamics nor a |a 0 t | < 0 global asymptotic stability independent of the delay size . Note also that these above results are particular results of Theorem 3.1 for a scalar system 2.1 -2.4 with a single parameterization with the nonimpulsive controller being identically zero and the control parameter b being unity. If the scalar dynamic system is of polytopic type 3d bẏ
provided that N j 1 λ 0j t 1, λ 0j t ∈ R 0 , a 0j t a 0j t − a, a ij t a ij t , for all i ∈ q, for all j ∈ N, for all t ∈ R 0 and any arbitrary constant a ∈ R so that,
4.11
Thus, the first inequality of 4.1 becomes,
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for all θ ∈ 0, T k , where h t max i∈q sup h i t . Thus, 4.7 is modified as follows:
which guarantees global stability from Theorem 3.1 and if the above inequality is strict, then global asymptotic stability is guaranteed.
Example 4.1. This example refers to the stability of the impulsive closed-loop system 2.8 , subject to 2.7 and 2.9 , by application of Corollary 3.10 to Theorems 3.4-3.5 and Remark 3.11. Assume that the non impulsive controller gains K ij t are identically zero for all time so that A * ij t A ij t , for all i ∈ q ∪ {0}, for all j ∈ N and 3.7 -3.12 are stated for this particular case. Then, the system is controlled by the impulsive controller gains which are nonzero only at set of zero measure defined by all the sequence of impulsive time instants. Note from Remark 3.11 that ΔV t, x t 0 if t / ∈ Imp. Note also that if there only one Imp t i ∈ t, t T at which x t i / 0 so that for the controller gain choice
where t Q 0d t ⇒ c t i ≤ 0 except possibly on a set of zero measure implying c t i ≤ 0. Then, global stability is not guaranteed without impulsive controls since the candidate is not a Lyapunov functional. However, the choice ν 0 t i ∈ 0, b t i b 2 t i − 4a t i |c t i | /2a t i and a sufficiently small T t ∈ R containing each impulsive time instant ensuring that
also guarantees global stability even although the impulsive-free system is not stable.
t Q 0d t ⇒ c t i > 0 on a connected subset of R 0 of infinite measure in order to guarantee the global asymptotic convergence to zero of the state-trajectory solution. That means that asymptotic stability is guaranteed under the last conditions for finite time intervals but, after some finite time, the conditions 4.17 are fulfilled. Note that it has not been assumed that the polytope of vertices A * ij t A ij t , for all i ∈ q ∪ {0}, for all j ∈ N is a stability matrix at any time. where the various parameters are positive, where the last left-hand side term is related to stiffness, α is the standard dumping coefficient excluding delay effects, and β is the dumping coefficient produced by pumping which has a delay when the dump becomes overworked in not overworked normal operation points, the delay h 0 and the dumping coefficient is α β . If the open-loop control action is modified using feedback to improve the original dynamics as follows: where U t 1 t is the unit step Heaviside function. In Minorsky's problem u 0 t ≡ a sin ω t which is not a positive control for all time. Now, consider the stability problem rather than the positivity one under a polytopic parameterization numbered by "1" and "2" one being stable while the other being unstable. Consider the case where switches occur between both vertices of the polytope. The polytope model is adopted to deal wit the uncertainty in the parameter k ω − ω 2 0 which is known to be close zero, but its sign is unknown if, for instance, it is slightly time varying around zero.
1 Assume that the uncontrolled parameterization 1 is stable independent of the delay under the following constraints: The two first constraints ensure that A 01 is a stability matrix while the third one ensures stability independent of the delay of the uncontrolled system or under any control guaranteeing that the modified closed-loop matrices A i1 i 1, 2 satisfy similar stability constraints. There are several possibilities to stabilize the system by choosing to generate impulsive controls at certain switching time instants in between parameterizations. Two of them are the following.
(1) Stabilizing Law 1 via Impulse-Free Switching between Parameterizations with Minimum Residence Time at the Stable Parameterization 1
Choose u 0 ≡ 0. Let Imp≡ Ξ : {t i ∈ R 0 } i∈Z 0 be the sequence of switching time instants inbetween the parameterizations 1 and 2 and vice-versa. Prefix a designer's choice of indexing index integer i ∈ Z 0 which might be sufficiently large but finite. Thus, for any Z 0 i even ≥ i the active 2-parameterization is unstable on t i , t i 1 with switching to parameterization 1 at t t i 1 . Proceed as follows. Choose t i 2 > t i 1 with sufficiently large residence time interval T i 1 : t i 2 −t i at the active stable parameterization 1 so that the subsequent stability constraint holds Ψ t i 2 , t i 1 2 Ψ t i 1 , t i 2 ≤ σ t i 2 , t i 1 ≤ 1, 4.26
with the prefixed real sequence Θ : {σ t i 2 , t i 1 ≤ 1} i ≥ i ∈Z 0 for any t i 1 > t i . The above switching law between parameterizations generates a stable polytopic system with switches at the polytope vertices. This simple law has to direct immediate extensions. a The use of an impulsive-free stabilizing control law which makes the parameterization 1 stable with a greater stability degree that its associate open-loop counterpart. b To guarantee the stability constraint by considering strips including some finite number of consecutive switches inbetween parameterizations 1-2 by guaranteeing a sufficiently large residence time at the
