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Abstract
The usage of a spot volatility estimate based on a volatility decomposition in a time-changed
price-model according to the trading times is investigated. In this model clock-time volatil-
ity splits up into the product of tick-time volatility and trading intensity, which both can be
estimated from data and contain valuable information. By inspecting these two curves indi-
vidually we gain more insight into the cause and structure of volatility. Several examples are
provided where the tick-time volatility curve is much smoother than the clock-time volatility
curve meaning that the major part of fluctuations in clock-time volatility is due to fluctua-
tions of the trading intensity. Since microstructure noise only influences the estimation of the
(smooth) tick-time volatility curve, the findings lead to an improved pre-averaging estimator
of spot volatility. This is reflected by a better rate of convergence of the estimator. The
asymptotic properties of the estimators are derived by an infill asymptotic approach.
Keywords: Time-changed Brownian motion, tick-time volatility, high-frequency transaction data,
market microstructure noise, pre-averaging method.
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1. INTRODUCTION
The estimation of volatility for high-frequency data under microstructure noise has been extensively
studied during recent years - see Aı¨t-Sahalia and Jacod (2014) for an overview. The majority of
this work has been carried out in the framework of diffusion models. In this paper we focus on the
estimation of spot volatility, and, contrary to the majority of previous research, on a time-changed
price-model based on trading times. In this model volatility splits up into the product of two
identifiable curves, namely tick-time volatility and trading intensity. The main methodological and
theoretical contributions of this paper are the introduction and the theoretical investigation of a
volatility estimate based on this volatility decomposition, and the proof that this estimator can
outperform the classical (diffusion model based) estimators in terms of the rate of convergence.
For the estimation of tick-time volatility under microstructure noise we have to adapt an es-
timator from diffusion models to our situation which can cope successfully with microstructure
noise in a high-frequency situation. Many noise-robust estimators have been introduced in the
literature. In Zhang et al. (2005) the combination of two different timescales is used to construct a
consistent estimator for the integrated volatility. This idea is extended later to the multi-timescale
estimator that archives the optimal rate of convergence n−1/4 - cf. Zhang (2006). Barndorff-Nielsen
et al. (2008) suggest a flat-top kernel-type estimator, called realized kernel, which combines different
lags of autocovariances to eliminate the effect of microstructure noise. Recently, an estimator pre-
sented by Reiß (2011) and Bibinger and Reiß (2014) has received attention since their estimator is
asymptotically efficient. In this work, we apply the pre-averaging technique, which was introduced
by Podolskij and Vetter (2009) and later extended by Jacod et al. (2009), in order to construct a
noise-robust estimate for the tick-time volatility in our time-changed model. However, it is also
possible to adapt most of the other methods to the model of this paper. An estimator based on
particle filtering in a nonlinear microstructure noise model has been discussed in Dahlhaus and
Neddermeyer (2013).
Time-changed price-models were first investigated in Clark (1973) in connection with finance.
In his work, the volume of trades is suggested to be a subordinator of a Brownian motion in order to
recover the normality of the distribution of cotton future prices. Afterwards a relationship between
asset returns, price fluctuation, and market activities measured by trading volume and numbers of
transactions is extensively discussed. Ane´ and Geman (2000) conclude that the number of trades
explains the volatility change better than their volume, so they recover the normality of asset
returns through this stochastic time change in high-frequency data; see also Jones et al. (1994),
Plerou et al. (2001) and Gabaix et al. (2003) for more detailed discussions of this correlation. Due
to various mathematical tools, the time-changed Brownian motion is attractive and tractable to
study arbitrage-free asset returns, which are shown to be semimartingales (see e.g. Delbaen and
Schachermayer 1994). Indeed, having a class of time-changed Brownian motion is satisfactory since
it is as large as a class of semimartingale; see Monroe (1978). In recent years, other time change
models have been extensively studied, especially a time-changed Le´vy process which allows for a
more complex structure in the price models coping with some stylized-effect emerging in the real
market; for details refer to Carr et al. (2003) and Carr and Wu (2004), and to Belomestny (2011)
for a statistical treatment of this kind of models.
The article is organized as follows. Section 2 contains an introduction to the model, the volatility
decomposition, and the estimates with a discussion of the implications for applications. Here, the
volatility decomposition is proven under a general setup. In Section 3 we investigate the asymptotic
properties of the estimates by means of an infill asymptotic approach constructed by time-rescaling.
The asymptotic results are compared in Table 1 which shows the advantage of using the volatility
decomposition. In particular the results show that the rate of convergence of classical estimators
can be outperformed within the model of this paper. Section 4 contains some concluding remarks.
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The details of the data analysis and the proofs can be found in the Appendix. If not otherwise
stated, all equalities and inequalities of random expressions are in an almost sure sense.
2. THE VOLATILITY DECOMPOSITION
As motivated in the introduction we use instead of the classical semimartingale model a diffusion
model subordinated by transaction time, for example the time-changed Brownian motion
dXt = σt dWNt for t ∈ [0, T ] (1)
with Nt being a point process with intensity λt reflecting the accumulated number of transactions
up to time t. In it’s simplest form σt and λt are deterministic and W (·) and N· are independent.
In a more general model σt and λt are stochastic processes depending on the past of Xt and Nt,
the independence of W (·) and N· may be replaced by some martingale-structure, and W (·) may be
non-Gaussian. We include microstructure noise into our considerations - for example the asymptotic
properties of our estimates are derived under the assumption of additive i.i.d. noise
Yti = Xti + εi for i = 1, ..., NT , (2)
where ti are the trading times.
The focus of this paper is the estimation of spot volatility for financial transactions which is
not the function σ2t from the above model. Even more the meaning of σ
2
t is different from the
meaning of σ2clock(t) in the classical “clock-time” diffusion model (say dXt = σclock(t) dWt). We
therefore start with a model-independent definition of spot volatility and clarify the relation to σt
in the different models. Let (Ft)t≥0 be an increasing sequence of σ-algebras; roughly speaking, it
represents the information available up to and including time t. We define
vola2t := lim
∆t→0
E
[
(X(t + ∆t)−X(t))2∣∣Ft]
∆t
.
In the classical diffusion model, vola2t does not depend on the point process and we have under
the assumption that σclock(t) is a right-continuous process with left-limits adapted to Ft: vola2t =
σ2clock(t). Therefore, we use σclock(t) in this paper as a synonym for vola t, i.e. we define
σ2clock(t) := vola
2
t.
In the transaction-time model of this paper we prove below that σ2clock(t) = σ
2
t · λt. We first set
down the assumptions for this result. To understand our assumptions, note that in (1) we do not
use the whole process W (·) but only the increments Ui := W (Nti)−W (Nti−1) which we now assume
to be a martingale difference sequence.
2.1 Assumption The Xti at observation times ti follow the model Xti = Xti−1 + σtiUi where the
ti are the arrival times of a point process Nt. We assume that there exists a filtered probability
space (Ω,F , (Ft)t≥0,P), where F0 includes all null sets and the filtration (Ft)t≥0 is right-continuous,
such that
i) Nt is a point process admitting an Ft -intensity λt (as in Definition D7 of Bre´maud 1981); in
particular λt is an Ft -progressive process and Nt is adapted to Ft;
ii) σ2t is a non-negative Ft -predictable process; in particular σ2t is Ft− -measurable;
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iii) Ui is Fti -measurable, for each i, with
E
[
Ui
∣∣∣ Fti−] = 0 and E [U2i ∣∣∣ Fti−] = 1.
Note that no other condition on the distribution of Ui is required. Examples for processes which
fulfill these assumptions are given at the end of this chapter. The smallest filtration which satisfies
the above conditions is
Ft = σ ({Ns : s ≤ t} , {λs : s ≤ t} , {σs : s ≤ t} , {UNs : s ≤ t}) .
2.2 Proposition Suppose Assumption 2.1 holds. If σt and λt are continuous processes we have
σ2clock(t) = σ
2
t · λt. (3)
The proof can be found in Appendix A.2.
Thus, in the transaction-time model, the volatility can be decomposed into the product of two
curves which both can be identified from the data. There exists an intuitive interpretation of this
decomposition in that the formula reflects the change of time unit. Note that σ2t can be seen as the
volatility per transaction and σ2clock(t) as the volatility per calendar time unit. The formula then
says that “volatility per time unit is equal to volatility per transaction multiplied by the average
number of transactions per time unit”.
Both curves σ2t and λt can be estimated by various estimates σ̂
2(t) and λ̂(t). We use these
estimates in two ways:
(i) to construct an alternative estimator of σ2clock(t) via
σ˜2clock(t) := σ̂
2(t) · λ̂(t);
(ii) to look at the two curves individually in order to gain more insight about the cause
and the structure of volatility.
In this paper we use a kernel estimate for λt (with
∫
R K(x)dx = 1 and K(x) = 0 for |x| ≥ 1 - the
same for the kernels k and K from below)
λ̂(t0) :=
1
M
NT∑
i=1
K
(
ti − t0
M
)
(4)
where t0 ∈ (0, T ), and in order to handle microstructure noise, the pre-averaging technique of
Podolskij and Vetter (2009), extended by Jacod et al. (2009), for the estimation of σ2t (adapted to
the present model)
σ̂2pavg(t0) :=
1
mH
1
g2
i0+m∑
i=i0−m
k
(
i− i0
m
)(4Y ti)2
− 1
2mH
∑H−1
l=1 h
2( lH)
g2
i0+m∑
i=i0−m
k
(
i− i0
m
)(
Yti − Yti−1
)2
where i0 := inf {i : ti ≥ t0},
4Y ti :=
H−1∑
l=1
g
(
l
H
)(
Yti+l − Yti+l−1
)
4
Figure 1: Volatility of MSFT on April 1, 2014 based
on 25,198 transactions, M=200: clock-time volatility(a),
transaction-time volatility(b), trading intensity(c).
Figure 2: Volatility of GM on April 1, 2014 based on 31,044
transactions, M=200: clock-time volatility(a), transaction-
time volatility(b), trading intensity(c).
Figure 3: Volatility of HON on April 1, 2014 based on 4,162
transactions, M=300: clock-time volatility(a), transaction-
time volatility(b), trading intensity(c).
Figure 4: Volatility of NKE on April 1, 2014 based on 4,341
transactions, M=300: clock-time volatility(a), transaction-
time volatility(b), trading intensity(c).
Figure 1–Figure 4: The first row in each plot shows the log of clock-time volatility log σ̂2clock,pavg(t) (red) and
log σ˜2clock,pavg(t) (blue), the second row in each plot shows the log of tick-time volatility log σ̂
2
pavg(t) (blue) and log
̂̂σ2(t)
(green), and the third row the log trading intensity log λ̂(t) (blue). The blue estimators from row (b) and (c) sum up to
the blue estimator in (a).
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and h(l/H) := g((l+ 1)/H)− g(l/H). H is the smoothing parameter in the pre-averaging step (for
more details see Section 3). This leads to the new alternative clock-time estimator based on the
volatility decomposition (3)
σ˜2clock,pavg(t0) := σ̂
2
pavg(t0) · λ̂(t0) (5)
while the “classical” pre-averaging clock-time volatility estimator is
σ̂2clock,pavg(t0) =
1
MH
1
g2
NT∑
i=1
K
(
ti − t0
M
)(4Y ti)2
− 1
2MH
∑H−1
l=1 h
2(l/H)
g2
NT∑
i=1
K
(
ti − t0
M
)(
Yti − Yti−1
)2
.
In Figures 1–4 we have applied both estimates to high-frequency data, approximately 4,000–
30,000 transactions per day, from the NASDAQ stock exchange (MSFT = Microsoft, GM = General
Motors, HON = Honeywell, NKE = Nike) - more details about the data can be found in Ap-
pendix A.1. The first row always shows the logarithm log σ̂2clock,pavg(t) (red) and log σ˜
2
clock,pavg(t)
(blue), the second row log σ̂2pavg(t) (blue) and another tick-time volatility estimator log
̂̂σ2(t) (green)
from Dahlhaus and Neddermeyer (2013) - see the discussion below, and the third row the log trad-
ing intensity log λ̂(t) (blue). More details about the estimators can also be found in Appendix A.1.
Due to the additive relation
log σ˜2clock,pavg(t) = log σ̂
2
pavg(t) + log λ̂(t),
the blue curves in the second and third row sums up to the blue estimator in the first row. From
the figures it can be seen that
(i) row (a) shows that the new estimator of this paper based on relation (3) (blue curve) nicely
coincides with the classical clock-time estimator (red). This blue estimator is the sum of the blue
estimators in row (b) and (c) (in log scale);
(ii) the tick-time volatility estimator log σ̂2pavg(t) in row (b) is in general smoother than the clock-
time estimator in row (a) and log λ̂(t) in row (c) - i.e. the fluctuation of trading intensity in row (c)
is the major source of fluctuation of clock-time volatility in row (a). This effect is quite clear for
the high-liquid stocks MSFT and GM in Figures 1–2 respectively (where M = 200; m = 215 and
m = 265 respectively - see Section A.1). For the less liquid stocks HON and NKE in Figures 3–
4 (where M = 300; m = 53 and m = 55) the effect is less visible - in our opinion due to the
considerably lower tick time bandwidth m.
(iii) the decomposition allows to a certain extent to determine the source of volatility changes: for
example the peak in 4(a) at time 13.7 is due to a peak of tick-time volatility (i.e. most likely due to
some company related news) while the peak in 2(a) at time 15.1 is mainly due to a peak of trading
intensity (i.e. most likely due to some general - not company related - news). Similarly the decrease
of volatility in 3(a) after 14.1 is company related;
(iv) in particular the curves in 1(a) and 2(a) exhibit the typical U-shape over the trading day. It
is notable that this U-shape is mainly a feature of the trading intensity in row (c). In Fig. 3 and
4 the U-shape in (c) is compensated by a decrease of tick-time volatility in (b) at the end of the
trading day.
In most of our examples tick-time volatility in row (b) is considerably smoother than trading
intensity in row (c). Beyond interpretation this has also an important consequence for estimation:
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microstructure noise only affects the smoother curve (b) and not (c), i.e. coping with microstructure
noise becomes easier since we may choose a larger bandwidth with effectively more data than with
the classical estimator (red curve in (a)). Mathematically this is reflected in a higher rate of
convergence of the estimate (see Section 3 and in particular Table 1) - in particular we may even
outperform the lower bound in diffusion models (provided that the time-rescaled model of this
paper is correct).
There is an open issue about the quality of the pre-averaging estimator in (b) (a detailed
investigation of this problem is beyond the scope of this paper - we just mention it briefly): The
green estimator in (b) permanently is even smoother than the blue pre-averaging estimator. This
estimator is completely different: it uses a nonlinear microstructure noise model with particle
filtering and adaptive bandwidth selection - see Dahlhaus and Neddermeyer (2013) for details.
We have studied the behavior of both estimators by a simulation in the case where (i) the true
tick-time volatility is constant (Figure 5) - emulating the case where the true curve is similar to
the green estimate in 1(b), and in the case where (ii) the true tick-time volatility is oscillating
(Figure 6) - emulating the case where the true curve is similar to the blue estimate in 3(b). As the
microstructure noise model we have chosen in the simulations additive noise plus rounding. The
plots in Figures 5 and 6 indicate that the green estimator resembles in particular a constant curve
in a better way, and is not close to constant if the true curve is not constant, meaning that the
true unknown tick-time volatility-curve in Figures 1(b)–4(b) is likely to be closer to the green curve
than to the blue curve. In particular this confirms that tick-time volatility is usually smoother than
clock-time volatility and trading intensity.
Figure 5: Tick-time volatility estimates log σ̂2pavg(t) (blue) and log ̂̂σ2(t) (green) for simulated transactions with true
constant volatility (black)
Figure 6: Tick-time volatility estimates log σ̂2pavg(t) (blue) and log ̂̂σ2(t) (green) for simulated transactions with true
oscillating volatility (black)
We investigate the properties of the alternative clock-time estimator σ˜2clock(t) := σ̂
2(t) · λ̂(t) in
the next section. At the end of this section we give some examples where Assumption 2.1 is fulfilled.
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2.3 Example (i) The simplest case is the model in (1) where σt and λt are deterministic and W (·)
and N· are independent. Even in this case the derivation of asymptotic results for the estimates
is non-standard since the classical asymptotic setting cannot be applied. We therefore introduce a
type of infill asymptotics for this setup in the next section.
(ii) The more general model allowing for stochastic parameters is dXt = σtdLt, where Lt is a
pure jump process of the form
∑Nt
i=1 Ui. The point process Nt and the sequence of innovations
Ui need to satisfy the conditions given in Assumption 2.1, i.e. Nt has an Ft-intensity λt and Ui
has a martingale difference structure. Thus, Lt can be seen as a generalization of a Le´vy process
without a diffusion part. The leverage effect between all processes can be constructed, for example,
by setting λt := α
2
t with
dαt = atdBt + a
′
tdB
′
t and dσt = btdBt + b
′′
t dB
′′
t ,
where Bt, B
′
t, and B
′′
t are three different Ft-Brownian motions; at, a′t, bt and b′′t are Ft- adapted
processes. The dependence between the price process and the intensity (also the tick-time volatility)
lies in the process at (also in a
′
t, bt and b
′
t). For instance, we could model at by dat+ = a
∗
t dXt
where a∗t is an adapted predictable process.
(iii) It is interesting that GARCH-models “almost” fit into this framework: For example let Nt be
a doubly stochastic Poisson process with right-continuous λt and
σ2s := a0 + a
{
Xtj(s) −Xtj(s)−1
}2
+ bσ2tj(s) ∈ Fs−,
where j(s) := max {j : tj < s} and a0, a, b are positive constants. Clearly, this volatility function
σ2t is a left-continuous Ft-adapted step function. Since it is not right continuous we obtain instead
of (3) with the same proof
σ2clock(t+) = σ
2
t+ · λt
(note that (Ft)t≥0 is right-continuous).
(iv) In the spirit of the last example we may construct more complex examples where λt is also a
left-continuous Ft-adapted depending both on past arrival times of N(t) (e.g. via a similar structure
as in Hawkes-models) and on past log-prices. σt may in addition to the GARCH-structure from
above also depend on the intensity of the point process. In that way we may explicitly model the
dependence between the price process and the trading intensity.
3. INFILL ASYMPTOTICS
For asymptotic investigations of the estimators (e.g. of σ˜2clock,pavg(t0) in (5)) we need a setup where
the number of trading times increases in the neighborhood of t0. A first idea would be to use a
point process with intensity nλ(t) where n→∞ (cf. Bibinger et al. 2016, eq. (1.2)). Instead we use
here an infill asymptotic approach similar to nonparametric regression or locally stationary time
series (Dahlhaus 1997). The reason for doing so is explained in Remark 3.2 below.
We assume that the asset log-price process is of the form
dXt,T = σ
(
t
T
)
1√
T
dWNt,T , for t ∈ [0, T ]. (6)
W· is a standard Brownian motion and Nt,T is a nonhomogeneous Poisson process (NHPP) with
a continuous non-negative real-valued intensity function λ(t/T ); WNt,T is therefore a time-changed
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Brownian motion. In this model σ2(·) is a real-valued deterministic continuous function called
tick-time volatility, since it responds to price variation from one trade to the next. By ti,T :=
inf {t : Nt,T ≥ i} we denote the arrival times of the point process. In order to not complicate the
notation we often avoid the double subscript, i.e. we set ti := ti,T and NT := NT,T . We include
microstructure noise into our model (cf. Zhang et al. 2005; Bandi and Russell 2008); for simplicity
we assume that the observations follow the linear model
Yti,T = Xti,T + εi for i = 1, ..., NT , (7)
where εi is assumed to be i.i.d. and independent of Xt,T with
E[εi] = 0, Var[εi] = ω2 <∞ and Var[ε2i ] = θω4, for θ ∈ R+.
In fact, it has been empirically shown that the assumption about the independence of the noise is
justifiable for high-frequency intraday data with transaction sampling, but not for other sampling
schemes such as quotation sampling, business-time sampling, 1-minute sampling, etc. (Hansen and
Lunde 2006; Griffin and Oomen 2008). Throughout this section we will work under the following
conditions.
3.1 Assumption i) The processes N·,T and W· are independent;
ii) σ2(·) is deterministic, lies in the Ho¨lder class Cm,γ [0, 1], for m = 0, 1, 2 and 0 < γ < 1, and is
bounded away from zero uniformly in u;
iii) λ(·) is deterministic, lies also in the Ho¨lder class Cm′,γ′ [0, 1], for m′ = 0, 1, 2 and 0 < γ′ < 1,
and is bounded away from zero uniformly in u.
To recall the definition of the Ho¨lder class, f ∈ Cm,γ [0, 1] for 0 < γ < 1 and m ≥ 0, if
|f (m)(x+ δ)− f (m)(x)| ≤ C · |δ|γ , for |δ| → 0 and a constant C.
For model (6), the variance of the price increment over [to, to + bT ] is given by
E [Xto+bT,T −Xto,T ]2 =
∫ uo+b
uo
σ2(u)λ(u) du,
where uo := to/T . This implies
σ2clock(uo) := lim
b→0
1
b
E [Xto+bT,T −Xto,T ]2 = σ2(uo) · λ(uo), (8)
i.e. we obtain the same volatility decomposition as in Proposition 2.2 also in the rescaled model.
Many common parametric volatility models in the literature, such as the Heston, GARCH, CIR,
etc., are stochastic processes driven by a Brownian motion. Hence their realizations, being non-
differentiable, lie in this class with m = 0 and γ < 1/2. In our setting the volatility curve σ2clock(·)
acts like the one that is driven by a Brownian motion whenever either of the components of (8) lies
in the Ho¨lder class C0,γ with γ < 1/2, while the other component is allowed to be smoother (as a
consequence, one may choose larger bandwidth for estimating this curve - see below).
Recently other parametric volatility models relying on a fractional Brownian motion have also
been applied in price modeling. In fact, almost-all trajectories of this process with Hurst index
H ∈ (0, 1) lie in the Ho¨lder class with m = 0 and γ < H. From this viewpoint the Ho¨lder
smoothness class seems to be an appropriate choice of smoothness class for our parameter curves.
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3.2 Remark i) As mentioned above, an alternative model to (6) seems to be a non-rescaled
price model with intensity nλ(t) where n → ∞. Both approaches however are similar: In
this alternative model a segment about to of length b (bandwidth of kernel estimators) would
contain in the average b × nλ(to) data points while in the rescaled model of this paper a
segment about uo := to/T of length b would contain in the average bT × λ(uo) data points.
Therefore, we conjecture that the two asymptotic approaches are equivalent for n = T . The
reason for choosing the rescaled infill asymptotic model is that this approach seems to be more
flexible towards future generalizations where also dependence between the price process and
the trading intensity is included (which seems to be difficult if the trading intensity converges
to infinity).
ii) Another aspect which looks strange at first sight is the factor 1/
√
T in the price model (6)
meaning that the ‘true tick-time volatility’ is not σ2(t/T ) but σ2(t/T )/T . Similarly the ‘true
clock-time volatility is σ2clock(uo)/T , i.e. the decomposition formula still holds regardless of
this rescaling. The main reason for introducing this factor is that then the influence of mi-
crostructure noise is asymptotically the same as in the classical case:
To be more precise, consider for example the simple realized volatility estimate vˆ := 1b
∑
ti∈I [Yti−
Yti−1 ]
2 on a segment I of length b in a model with constant σ(·) ≡ σ, and trading times ti
from an independent Poisson process with time-constant λ(·) ≡ λ. We then have:
- in the classical diffusion model dXt = σ dWt with I := [to, to + b], trading times ti = i/T ,
or alternatively trading times ti generated from a Poisson process with intensity λ = T :
E [vˆ] = E
1
b
∑
ti∈I
[
σ2(ti − ti−1) + 2ω2
] ≈ σ2 + 2Tω2 ;
- in the tick-time model (6) with factor 1/
√
T and I := [to/T, to/T + b], λ = 1,
E [vˆ] = E
1
b
∑
ti/T∈I
[
σ2/T + 2ω2
] ≈ 1
b
σ2bλ+ 2λT ω2 = σ2 + 2Tω2 ;
- in the tick-time model (6) without factor 1/
√
T and I := [to/T, to/T + b], λ = 1,
E [vˆ] = E
1
b
∑
ti/T∈I
[
σ2 + 2ω2
] ≈ σ2λT + 2λT ω2 = σ2T + 2T ω2 ,
meaning that we had to replace vˆ by vˆ/T leading to Evˆ ≈ σ2λ+2λω2, i.e. the microstructure
noise term were asymptotically of a lower order than in the classical case.
Thus we need the factor 1/
√
T in model (6) in order to make the microstructure noise problem
comparable to the classical case.
iii) The independence between N·,T and W· enables us to make arguments conditional on the
entire process N·,T which greatly simplifies the proofs. In particular, for consecutive arrival
times tj−1 and tj we have
Xtj ,T −Xtj−1,T law= σ
(
tj
T
)
1√
T
Uj ,
since WNt,T has the same law as
∑Nt,T
i=1 Ui, where Ui are i.i.d. normally distributed variables
with zero mean and unit variance and independent of N·,T .
10
A leverage effect between W· and N·,T could be allowed for in order to explain the correla-
tion between market activities and price processes; see the formation of general models in
Assumptions 2.1. A thoroughly asymptotic investigation of this complex transaction-time
model under those assumptions is beyond the scope of this paper.
We now investigate the properties of the estimates of Section 2. For the sake of clarity we
redefine them in the new infill asymptotic approach. The transaction intensity λ(·) is estimated by
λ̂(uo) :=
1
bT
NT∑
i=1
K
(
ti − uoT
bT
)
=
1
bT
∫ T
0
K
(
t− uoT
bT
)
dNt,T , (9)
where the bandwidth b = b(T ) → 0 and bT → ∞ as T → ∞. The kernel function K (and also K
and k given below) satisfies the following conditions:
Condition (K) The kernel function K : R → R+ is a continuous, symmetric function such that
K(x) = 0 for |x| ≥ 1 and ∫R K(x)dx = 1.
3.3 Theorem Let Assumption 3.1 holds, then λ̂(uo)
P−→ λ(uo) and
√
bT
(
λ̂(uo)− Eλ̂(uo)
) D−→ N (0, λ(uo)∫
R
K2(x)dx
)
as T →∞, for uo ∈ (0, 1). Moreover, if b2(m′+γ′)+1T = o(1), then
√
bT
(
Eλ̂(uo)− λ(uo)− b
2
2
λ(2)(uo)
∫
R
x2K(x)dx · I{m′=2}
)
= op(1),
particularly
√
bT
(
λ̂(uo)− λ(uo)− b
2
2
λ(2)(uo)
∫
R
x2K(x)dx · I{m′=2}
)
D−→ N
(
0, λ(uo)
∫
R
K2(x)dx
)
.
As discussed in Section 2 we compare a classical pre-averaging estimator for σ2clock(uo) with a new
estimator based on the decomposition formula (8). The classical estimator in the infill-framework
is defined by
σ̂2clock,pavg(uo) :=
1
bH
1
g2
NT∑
i=1
K
(
ti − uoT
bT
)(4Y ti,T )2
− 1
2bH
∑H−1
l=1 h
2(l/H)
g2
NT∑
i=1
K
(
ti − uoT
bT
)(
Yti,T − Yti−1,T
)2
, (10)
with pre-averaging steps 4Y ti,T given by
4Y ti,T :=
H−1∑
l=1
g
(
l
H
)(
Yti+l,T − Yti+l−1,T
)
= −
H−1∑
l=1
h
(
l
H
)
Yti+l,T .
We define h(l/H) := g((l+1)/H)−g(l/H), where g is another differentiable weight function defined
on [0, 1] with g(0) = g(1) = 0 and which has piecewise Lipschitz continuous derivatives g(1). The
kernel function K and the bandwidth b are similar to those of the intensity estimate, i.e. K satisfies
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condition (K) and b depends on the time span T such that b→ 0 and bT →∞ as T →∞. Moreover
the pre-averaging block size H = H(b) also depends on T such that H → ∞ and H/bT → 0 as
T → ∞. We assume that the limits ∑H−1l=1 g(l/H)n/H and ∑H−1l=1 g(1)(l/H)n/H exist and equal
gn :=
∫ 1
0
g(x)ndx and g′n :=
∫ 1
0
g(1)(x)ndx respectively, for n ∈ N.
The subscript pavg stands for the name of the procedure, pre-averaging. As its name suggests,
we first calculate the average of log returns weighted by a function g over each block of size H and
then apply a local sum of squares of these averages (similar to the filtering of realized volatility) to
construct a spot volatility estimate. By doing this, the variance of the noise is reduced by a factor
of 1/H, as can be seen in our proof (see also Jacod et al. 2009). In particular, this block size H
will play a crucial role in this setting along with the main bandwidth size b. Finally, a bias term
induced by the additional measurement error will be corrected by the second term of (10).
3.4 Theorem Suppose that Assumption 3.1 is fulfilled. Let K have bounded first derivatives and
let the block size H = δ · T 1/2 for δ ∈ (0,∞) and b2α+1T 1/2 = o(1) with α = min {m+ γ,m′ + γ′}.
Then √
bT 1/2
{
σ̂2clock,pavg(uo)− σ2clock(uo)−BIAS
} D−→ N (0, δη2A + 1δ η2B + 1δ3 η2C
)
as T →∞, for uo ∈ (0, 1), where
η2A = 2σ
4(uo)λ(uo)
∫
R
K2(x)dx, η2B = 4ω
2σ2(uo)λ(uo)(g
′
2/g2)
∫
R
K2(x)dx,
η2C = 2ω
4λ(uo)(g
′
2/g2)
2
∫
R
K2(x)dx, BIAS =
1
2
(
σ2(uo)λ(uo)
)(2)
b2
∫
R
x2K(x)dx · I{m=m′=2}.
We see that our result based on the transaction-time model is different from the classical result
based on the standard diffusion model in the way that the asymptotic bias and variance rely on the
transaction intensity. The consistency of this estimate has been implicitly proven, leading to many
consistent estimators for functionals of spot volatility (including the integrated volatility) by using
continuous-mapping theorem. For example, the unknown component in the asymptotic variance
σ4(uo)λ(uo) can be estimated by the square of σ̂
2
clock,pavg(uo) divided by λ̂(uo). Alternatively
one could construct another consistent estimator for the asymptotic variance by applying the pre-
averaging technique (Jacod et al. 2009, eq. (3.7)).
Due to the concept of volatility decomposition, we now formulate an alternative estimator for
the clock-time volatility with the following product
σ˜2clock,pavg(uo) := σ̂
2
pavg(uo) · λ̂(uo). (11)
For this product, the intensity estimate (9) is used and the tick-time volatility estimator is given by
σ̂2pavg(uo) :=
T
NH
1
g2
io+N∑
i=io−N
k
(
i− io
N
)(4Y ti,T )2
− T
2NH
∑H−1
l=1 h
2(l/H)
g2
io+N∑
i=io−N
k
(
i− io
N
)(
Yti,T − Yti−1,T
)2
, (12)
where io := inf {i : ti ≥ uoT}, i.e. tio is the first arrival time after or at the time point of interest to.
The kernel function k and the segment length N satisfy Condition (K) and N = N(T ) → ∞ and
N/T → 0 as T →∞. In fact, this estimator also relies on the pre-averaging approach, and therefore
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the same conditions for g and h are taken from the preceding clock-time volatility estimator with
the block size H = H(N) satisfying H → ∞ and H/N → 0 as T → ∞. Note that we have used
the same letters g, h, and H for both estimators in order to not complicate the notation.
At first sight, both estimates σ̂2clock,pavg(·) and σ̂2pavg(·) look very similar, as they are based on
the filtering of pre-averaging estimators. However, there is a distinction between these two: one
is based on tick time and the other is based on clock time. More precisely, in (12) the (exactly)
N -nearest observed pre-averaged terms from both sides of the considered time point uo = to/T
are taken into account so that the influence of the arrival rate is removed, while K in (10) uses
all pre-averaged terms inside the interval [to − bT, to + bT ]. As a matter of fact, the number of
transactions/pre-averaged terms over this interval is random and depends on the trading intensity.
3.5 Theorem Under Assumption 3.1, the pre-filtering block size H = δ · T 1/2 for δ ∈ (0,∞), and
k has bounded first derivatives, we obtain√
N
T 1/2
{
σ̂2pavg(uo)− σ2(uo)
} D−→ N (0, δξ2A + 1δ ξ2B + 1δ3 ξ2C
)
where
ξ2A = 2σ
4(uo)
∫
R
k2(x)dx, ξ2B = 4ω
2σ2(uo)
g′2
g2
∫
R
k2(x)dx and ξ2C = 2ω
4
(
g′2
g2
)2 ∫
R
k2(x)dx,
under the segment conditions
N1+2γ/T 1/2+2γ → 0 for m = 0, N3+γ∗/T 5/2+γ∗ → 0 for m = 1 and m′ = 0,
N3+γ/T 5/2+γ → 0 for m = 1 and m′ = 1, 2, N3+γ′/T 5/2+γ′ → 0 for m = 2 and m′ = 0,
N4/T 7/2 → 0 for m = 2 and m′ = 1, 2, (13)
with γ∗ = min {γ, γ′} as T →∞.
It is remarkable that the bias derivation for this estimate is much more complicated than that
of σ̂2clock,pavg(·) in the case of higher orders of smoothness (min(m,m′) ≥ 1). In particular, the
explicit bias term BIAS in Theorem 3.4 cannot be stated, even though the kernel function is
symmetric and the parameter functions are twice differentiable (m,m′ = 2). This weakness leads
to a reduction in the rate of convergence in many cases, particularly when min(m,m′) ≥ 1 (more
precisely, (I4,2,1) and (I4,2,2) in the proof of Theorem 3.5 only vanish if N
4/(HT 3)→ 0). The above
segment conditions are given to enable us to neglect some asymptotic bias terms.
From (11), the alternative estimator is clearly consistent, since it is the product of two consistent
estimators. The limit distribution is given below, where the rate of convergence will depend on the
convergence rate bT and N/T 1/2 in Theorems 3.3 and 3.5 respectively. For example, if N/T 1/2 =
o(bT ), we have√
N
T 1/2
{
σ˜2clock,pavg(uo)− σ2clock(uo)
}
= λ̂(uo)
√
N
T 1/2
{
σ̂2pavg(uo)− σ2(uo)
}
+ σ2(uo)
√
N
T 1/2
1√
bT
·
√
bT
{
λ̂(uo)− λ(uo)−BIASλ
}
+ σ2(uo)
√
N
T 1/2
·BIASλ
= λ̂(uo)
√
N
T 1/2
{
σ̂2pavg(uo)− σ2(uo)
}
+ o(1) + σ2(uo)
√
N
T 1/2
·BIASλ
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Thereby, the resulting limit distribution is dominated by the limit of σ̂2pavg(·) given in the last
theorem, not that of λ̂(·).
3.6 Theorem Let all assumptions be satisfied and suppose that the bandwidth b and the segment
length N fulfill the conditions given in Theorem 3.3 and 3.5 respectively. For uo ∈ (0, 1) we obtain√
N
T 1/2
{
σ˜2clock,pavg(uo)− σ2clock(uo)
} D−→ N (0, V 2)
with
V 2 = λ2(uo)
{
δξ2A +
1
δ
ξ2B +
1
δ3
ξ2C
}
I{
m=m′=0,γ′> γ
2γ+2
or m=1,m′=0,γ′> γ
∗+2
2γ∗+8 or m=2,m
′=0,γ′>
√
65−7
4
or m′=1,2
},
and √
bT
{
σ˜2clock,pavg(uo)− σ2clock(uo)
} D−→ N (0,W 2)
with
W 2 = σ4(uo)λ(uo)
∫
R
K2(x)dxI{
m=m′=0,γ′≤ γ
2γ+2
or m=1,m′=0,γ′≤ γ∗+2
2γ∗+8 or m=2,m
′=0,γ′≤
√
65−7
4
}
+ c1λ
2(uo)
{
δξ2A +
1
δ
ξ2B +
1
δ3
ξ2C
}
I{
m=m′=0,γ′= γ
2γ+2
or m=1,m′=0,γ′= γ
∗+2
2γ∗+8 or m=2,m
′=0,γ′=
√
65−7
4
},
where c1 := bT/(N/T
1/2) if bT and N/T 1/2 are of the same order.
3.7 Remark i) For the pre-averaging steps, the block size H in (10) may differ from H in (12)
(both are related to T ). For this theoretical investigation, we select H = O(T 1/2) to balance
the rate of convergence of the limit distributions (I), (II), and (III) (see the beginning of the
proofs of Theorems 3.4 and 3.5 in section A.3) in order to obtain those asymptotic normality
results.
ii) From a practical point of view, all of the unknown components in the asymptotic variances
can be estimated by using the existing statistics presented in this section. The variance
ω2 of the microstructure noise can be estimated by σ̂2clock(u)/(2T λ̂(u)), where σ̂
2
clock(u) :=∑NT
i=1
1
bK
(
ti−uT
bT
) (
Yti,T − Yti−1,T
)2
is a filtered realized volatility, since σ̂2clock(u) = 2Tω
2λ(u)+
op(1). The data-adaptive choice of the smoothing parameters b, b, N , H(b), and H(N) re-
mains to be solved.
It is well-known that the presence of microstructure noise causes a reduction in the rate of
convergence of volatility estimation. The advantage of our decomposable estimator with respect
to microstructure noise is, that the noise does not disturb the transaction-times but only the
transaction-prices. In Section 2, our empirical analysis suggests that the tick-time volatility curve
is in general less fluctuating than the intensity curve. Therefore coping with microstructure noise
becomes easier, as we may choose a larger window for σ̂2pavg(·) with effectively more data than with
σ̂2pavg,clock(·), which is as rough as the intensity curve. Mathematically, this leads to a higher rate
of convergence of the volatility estimator (in some cases even better than the lower bound of the
estimation for spot volatility in the standard noisy model - see below).
From this point of view, we now compare the performance of the estimates σ̂2clock,pavg(·) (based
on the classical pre-averaging method) and σ˜2clock,pavg(·) (based on the volatility decomposition).
The same kernel functions K, k, and K and weighting function g are used in both estimates. Before
discussing the comparison which is summarized in Table 1, we explicitly demonstrate one of those
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Table 1: Comparison of rates of convergence and asymptotic variances between spot volatility estimators
Case Conditions Rate(σ˜2clock,pavg) vs. Var
[
σ˜2clock,pavg
]
vs.
Rate(σ̂2clock,pavg) Var
[
σ̂2clock,pavg
]
c1 m = 0, m′ = 0 γ > γ′
c2 m = 1, m′ = 0 -
c3 m = 1, m′ = 1 2γ′ < γ faster
c4 m = 2, m′ = 0 -
c5 m = 2, m′ = 1 γ′ < 1/2
c6 m = 0, m′ = 0 γ ≤ γ′
c7 m = 0, m′ = 1 - same smaller, if λ(·) < 1;
c8 m = 0, m′ = 2 - larger, otherwise.
c9 m = 1, m′ = 1 γ ≤ 2γ′
c10 m = 1, m′ = 2 - unknown
c11 m = 2, m′ = 1 γ′ ≥ 1/2
c12 m = 2, m′ = 2 -
cases in detail (the other cases can be done similarly). Let m = m′ = 0 and γ′ ≤ γ/2(γ + 1).
According to Theorems 3.6 and 3.4 we have
√
bT
{
σ˜2clock,pavg(uo)− σ2clock(uo)
} D−→ N (0,W 2)
under the bandwidth condition b2γ
′+1T → 0, and√
bT 1/2
{
σ̂2clock,pavg(uo)− σ2clock(uo)
} D−→ N (0, δη2A + 1δ η2B + 1δ3 η2C)
under b2γ
′+1T 1/2 → 0. These constraints imply
bT = o
(
T
2γ′
2γ′+1
)
and bT 1/2 = o
(
T
γ′
2γ′+1
)
,
meaning that the rate of convergence of σ˜2clock,pavg(·) is much faster than that of σ̂2clock,pavg(·).
Moreover, in the standard diffusion model with the presence of noise, a lower bound for spot
volatility estimation is derived in a minimax sense with respect to the L2-loss function. This
equals n
−α
2α+1 , given a Ho¨lder-exponent of α for the spot volatility function, where n is the number
of subdivisions (Munk and Schmidt-Hieber 2010). Our estimate σ˜2clock,pavg(·) is better than that
bound in this particular case and in many other cases, see Table 1. Thus, the approach based on
volatility decomposition of transaction-time models outperforms previous approaches applied to the
standard model in these cases (provided that the time-rescaled model of this paper is correct).
Table 1 compares the performance of σ̂2clock,pavg(·) and σ˜2clock,pavg(·) in terms of their rates of
convergence and asymptotic variances. We see that the alternative volatility estimator outperforms
the standard estimator in the sense that its rate of convergence is improved, see c1–c5. In these cases,
the smoothness order of the tick-time volatility is higher than that of the clock-time volatility and
intensity (this is clear from above, as we can choose larger window for estimating tick-time volatility
than for estimating clock-time volatility). In fact, in the empirical examples in Section 2 the tick-
time volatility curve is smoother than the transaction intensity curve. Thus, we can significantly
improve volatility estimation by considering the volatility decomposition. In c6–c8, both estimators
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possess the same rate of convergence, but the asymptotic variance of σ˜2clock,pavg(·) turns out to be
smaller if the intensity is less than 1; otherwise σ̂2clock,pavg(·) yields better results. Lastly, in cases
c9–c12 the situation is unknown since it is very difficult to derive the bias of σ̂2pavg(·) explicitly in
this situation when min(m,m′) ≥ 1. The conditions needed to show that the bias is of lower order
indicate however, that the alternative estimator has a slower rate of convergence than the classical
one.
4. CONCLUSION
In this paper we have advocated the use of a spot volatility estimate based on a volatility decom-
position in a time-changed price-model according to the trading times. In this model clock-time
volatility splits up into the product of two curves, namely tick-time volatility and trading intensity.
Both curves can be identified and we have argued that both curves contain valuable information
about the original volatility curve. For example U-shape and the increase of volatility at the end of
the trading day are in our opinion solely features of trading intensity while the influence of company
related news mainly hits tick-time volatility or both curves.
An important finding in our view is that the tick-time volatility curve is often much smoother
than the clock-time volatility curve of high-liquid equities. This means that the major part of
fluctuations in clock-time volatility is due to fluctuations of the trading intensity.
There is an important consequence of these findings also for statistical inference: microstructure
noise does not influence the estimate of trading intensity but only the estimator of tick-time volatil-
ity. Since this usually is the smoother curve we may choose a larger bandwidth with the benefit
of a faster rate of convergence and a better coping of microstructure noise. In particular, one may
outperform the rate of convergence of the optimal estimator in the classical diffusion model.
For the mathematical investigation of this model we have introduced an infill asymptotic ap-
proach, and derived the asymptotic properties of the new estimator in the case of a deterministic
volatility curve and a deterministic intensity curve of a point process. If both curves are replaced
by stochastic processes one may use ideas along the lines of the work by Koo and Linton (2012)
on locally stationary diffusion models in combination with similar models for the point process of
transaction times such as in Roueff et al. (2016). A comprehensive treatment of this situation
seems challenging and beyond the scope of this paper.
From an applied point of view it is also of high interest to find proper models where the trading
intensity depends on past log-prices, and where the volatility has some GARCH-type structure -
possibly depending in addition on the past intensity of the point process.
APPENDIX
A.1 Details of the Data Analysis
In our empirical study we use tick-resolution trading history provided by the data vendor Quant-
Quote TickView. We analyze intraday transaction data from the NASDAQ stock exchange.
In general we clean raw data before analyzing it in the following main steps: i) deleting all pre-
and after-market data, i.e. only transactions between 09:30 AM–04:00 PM are considered; ii) filtering
raw data from the outliers, such as price errors, and deleting entries with abnormal sale conditions.
Although the accuracy of transaction time is down to milliseconds, the resolution of timestamps is
limited to only one second, which leads to the possibility of having multiple consecutive transactions
occurring at the same time. Nevertheless, the order of the trades is correctly placed. In the case
of multiple trades, which is often the case for liquidly traded equities, these time points will be
separated into equally-spaced times, for example t10, t11 and t12 occurring at time 34210 (= 09:30:10
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AM) are adjusted to t10 = 34210, t11 = 34210.33 t12 = 34210.67. We note that there are 6.5 market
hours in a trading day, which is equal to T = 23, 400 seconds.
Figures 1–4 show the analysis of transaction data on April 1, 2014; MSFT = Microsoft (25,198
transactions), GM = General Motors (31,044 transactions), HON = Honeywell (4,162 transactions)
and NKE = Nike (4,341 transactions) with the estimators described in Section 2 (remember that
these estimators differ from the estimators from Section 3 by the factor 1/T ). For the investigation
of the high-liquid stocks in Figures 1–2 we chose the time-bandwidth M = 200 (the estimate
uses 2M = 400), the tick-bandwidth m = b200 · {# of trades} /T c (resulting in m = 215 for
MSFT; m = 265 for GM) and H = 15, i.e. M and m were chosen to cover the same range (for
σ̂2clock,pavg(to), all observed pre-averaged terms 4Y ti inside the interval (to−M, to+M ] contribute
to the estimator at time to, whereas exactly m observed pre-averaged terms from the left- and the
right-hand side of to contribute to the estimator σ̂
2
pavg(to); therefore it does not depend on the
transaction intensity). For the less liquid stocks HON and NKE in Figures 3–4 we chose M = 300,
m = b300 · {# of trades} /T c (resulting in m = 53 for HON; m = 55 for NKE) and H = 15. The
weighting functions K(x), K(x), and k(x) applied here are Epanechnikov kernels 34
(
1− x2) I{|x|≤1}
and the weighting function g(x) in the pre-averaging steps is g(x) = x(1− x)I{0≤x≤1}.
The bandwidth for the green estimator in Figures 1–6 is chosen adaptively as described in
Dahlhaus and Neddermeyer (2013). This (recursive) estimator is equivalent to a kernel estimator
with a one-sided kernel which results in an additional bias. This bias has been corrected in the
above plots by a time-shift.
For the simulation in Figures 5–6 we have used additive noise with rounding, namely
Yti = log (b100 · (exp(Xti) + εi)c/100)
with εi ∼ N (0, 0.0012). The tick-time volatility is chosen to be σ2(t) = exp(−18) in Figure 5 and
σ2(t) = exp(−18 + cos(10pit/T )) in Figure 6 to mimic the shape of the empirical volatility per tick
as in MSFT and NKE respectively. Furthermore, the transaction arrivals used here are taken from
a real stock - CSCO on April 1, 2014, in order to mimic a real trading intensity.
A.2 Proof of the Volatility Decomposition
Proof of Proposition 2.2. For δ > 0 and t ∈ (0, T ), we obtain with
til := inf{ti : ti > t} and tiu := sup{ti : ti ≤ t+ δ}
E
[
(Xt+δ −Xt)2
∣∣∣ Ft] = E
 ∑
t<ti≤t+δ
σtiUi
2 ∣∣∣ Ft

(∗)
= E
 ∑
t<ti<tiu
σtiUi
2 ∣∣∣ Ft
+ E
2
 ∑
t<ti<tiu
σtiUi
E [σtiuUiu ∣∣∣ Ftiu−] ∣∣∣ Ft

+ E
[
E
[
σ2tiuU
2
iu
∣∣∣ Ftiu−] ∣∣∣ Ft]
= E
 ∑
t<ti<tiu
σtiUi
2 ∣∣∣ Ft
+ E [σ2tiu ∣∣∣ Ft]
= · · · = E
[
σ2tiu + σ
2
tiu−1 + . . .+ σ
2
til
∣∣∣ Ft]
= E
[∫ t+δ
t
σ2s dNs
∣∣∣ Ft] = E [∫ t+δ
t
σ2s · λs ds
∣∣∣ Ft]
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which implies the assertion due to the dominated convergence theorem as the processes σt and λt are
continuous over [0, T ]. The last equality holds by the martingale property of
∫ t
0
σsdMs, since Mt :=
Nt−
∫ t
0
λsds is a martingale and therefore the stochastic integral with Mt as integrator is also a martingale.
In (∗) we can take σtiu out of the conditional expectation, since we have assumed that σt is Ft-predictable,
so σti is Fti− -measurable. 
A.3 Proofs for the Rescaled Model
In what follows, some steps of the proofs are related to martingale theory. In fact, the same results can
be obtained without using it, however the calculations could be long and cumbersome. Another benefit of
using this theory in our framework is that we can extend the proofs more easily to a more general case of
stochastic intensity models where martingale dynamics are needed. We define Mt,T :=Nt,T −
∫ t
0
λ(s/T )ds,
which is clearly a martingale. Then, it is possible to define a stochastic integral
∫ t
0
cs,T dMs,T , where ct,T
is a predictable process. We can show that
E
[∫ t
0
cs,T dMs,T
]2
= E
[∫ t
0
cs,Tλ(s/T ) ds
]
(A.1)
(e.g. Kuo 2006, chap. 6). Throughout the proofs, C is used as a generic constant.
Proof of Theorem 3.3. By the isometry (A.1) we have
E
[
λ̂(uo)− 1
bT
∫ T
0
K
(
t− uoT
bT
)
λ
(
t
T
)
dt
]2
=
1
b2T 2
E
[∫ T
0
K
(
t− uoT
bT
)
dMt,T
]2
=
1
b2T 2
∫ T
0
K2
(
t− uoT
bT
)
λ
(
t
T
)
dt → 0
for b ≤ uo ≤ 1− b with 0 < b ≤ 1/2. A usual bias calculation gives
1
bT
∫ T
0
K
(
t− uoT
bT
)
λ
(
t
T
)
dt− λ(uo) =
∫
R
K(x) {λ(uo + xb)− λ(uo)} dx,
which implies the consistency of the intensity estimate, since λ(·) is bounded continuous. To show the
asymptotic normality we use the limit theorem for triangular arrays. First we divide [0, T ] into MT equidis-
tant subintervals of a fixed length 4, i.e. MT = bT/4c → ∞, as T → ∞. For j = 0, 1, ...,MT we define
4j := j4 and rewrite
λ̂(uo) =
MT∑
i=1
∫ 4i
4i−1
1
bT
K
(
t− uoT
bT
)
dNt,T +
∫ T
4MT
1
bT
K
(
t− uoT
bT
)
dNt,T ,
which gives
√
bT
(
λ̂(uo)− 1
bT
∫ T
0
K
(
t− uoT
bT
)
λ
(
t
T
)
dt
)
=
MT∑
i=1
∫ 4i
4i−1
1√
bT
K
(
t− uoT
bT
)
dMt,T +R
=:
MT∑
i=1
Zi,T +R. (A.2)
Owing to independent increments of Nt,T , the random variables Zi,T , i = 1, ...,MT , are independent with
E[Zi,T ] = 0. We can show that (i)
V 2MT :=
MT∑
i=1
E[Z2i,T ]→ λ(uo)
∫
R
K2(x)dx =: V 2;
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and (ii) (Lindeberg’s condition) for all ε > 0,
1
V 2MT
MT∑
i=1
E
[
Z2i,T I{|Zi,T |≥ε·VMT }
]
=
1
V 2MT
MT∑
i=1
E
[
Z2i,T I{∣∣∣∣∫4i4i−1 K( t−uoTbT )dMt,T
∣∣∣∣≥√bT ·ε·VMT
}
]
→ 0
by the dominated convergence theorem, since E
[
Z2i,T
]
< ∞. Thus ∑MTi=1 Zi,T D−→ N (0, V 2) which implies
that (A.2)
D→ N (0, V 2), since the rest term R is asymptotically negligible. Similarly,
E
[
λ̂(uo)
]
− λ(uo) = 1
2
λ(2)(uo)
∫
R
b2x2K(x)dx · I{m′=2} +O
(∫
R
K(x)|xb|m′+γ′dx
)
,
since λ(·) lies in Cm′,γ′ . The assertion is then verified by the condition b2(m′+γ′)+1T = o(1). 
Proof of Theorem 3.4. First we will focus on the asymptotic normality of the statistic
σ̂2clock,pre(uo) :=
1
b
1
g2
MT−1∑
i=0
K
(
tiH − uoT
bT
)(4Y tiH ,T )2
− 1
2bH
∑H−1
l=1 h
2(l/H)
g2
NT∑
i=1
K
(
ti − uoT
bT
)(
Yti,T − Yti−1,T
)2
with MT := bNT /Hc being the random number of blocks. The first term consists of non-overlapping blocks
of data so that, conditionally on N·,T , a central limit theorem for independent triangular arrays can be
applied. The second term of σ̂2clock,pre(·) remains the same as that of σ̂2clock,pavg(·) and plays no role in the
limit distribution (it corrects the bias caused by the additive microstructure noise). In the end of the proof,
we will show that the distinction between the two estimators σ̂2clock,pre(·) and σ̂2clock,pavg(·) is asymptotically
negligible so that both have the same limit distribution.
We divide the proof into the following parts. Parts (I) − (III) concern the limit distribution, where
the rate of convergence will be balanced by the choice of the block size H. Parts (IV )− (V ) are related to
biases; especially (V ) deals with the bias caused by the additional noise.
(I)
√
bT
H
(
1
b
1
g2
MT−1∑
i=0
K
(
tiH − uoT
bT
)((4XtiH ,T )2 − E [(4XtiH ,T )2 ∣∣∣ N·,T ]
))
D−→ N (0, η2A),
(II)
√
bH
(
1
b
2
g2
MT−1∑
i=0
K
(
tiH − uoT
bT
)(4XtiH ,T ) (4εiH)
)
D−→ N (0, η2B), and
(III)
√
bH3
T
(
1
b
1
g2
MT−1∑
i=0
K
(
tiH − uoT
bT
)((4εiH)2 − E [(4εiH)2]
))
D−→ N (0, η2C).
Furthermore, under the condition H = δ · T 1/2 for δ ∈ (0,∞) and the condition b2α+1T 1/2 → 0 with
α = min {m+ γ,m′ + γ′}, the biases are negligible in the limit, i.e.
(IV )
√
bT 1/2
(
1
b
1
g2
MT−1∑
i=0
K
(
tiH − uoT
bT
)
E
[(4XtiH ,T )2 ∣∣∣ N·,T ]− σ2(uo)λ(uo)−BIAS
)
= op(1),
(V )
√
bT 1/2
(
1
b
1
g2
MT−1∑
i=0
K
(
tiH − uoT
bT
)
E
[(4εiH)2]
− 1
2bH
∑H−1
l=1 h
2(l/H)
g2
NT∑
i=1
K
(
ti − uoT
bT
)(
Yti,T − Yti−1,T
)2)
= op(1).
We set the left-hand side of (I) to be
∑MT−1
i=0 Ai,T where
Ai,T =
√
bT
H
1
b
1
g2
K
(
tiH − uoT
bT
)((4XtiH ,T )2 − E [(4XtiH ,T )2 ∣∣∣ N·,T ]
)
.
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We see that conditional on N·,T , {Ai,T }i=0,...,MT−1 is an independent sequence, so it is sufficient to show
that (Hall and Heyde 1980, cor. 3.1)
(a)
MT−1∑
i=0
E
[
A2i,T
∣∣∣ N·,T ] P−→ η2A and (b) MT−1∑
i=0
E
[
A4i,T
∣∣∣ N·,T ] P−→ 0.
Corresponding to independent increments of X·,T , it gives
MT−1∑
i=0
E
[
A2i,T
∣∣∣ N·,T ]
=
MT−1∑
i=0
T
bH
1
g22
K2
(
tiH − uoT
bT
){
E
[(4XtiH ,T )4 ∣∣∣ N·,T ]− (E [(4XtiH ,T )2 ∣∣∣ N·,T ])2}
=
MT−1∑
i=0
2
H
1
bT
1
g22
K2
(
tiH − uoT
bT
)
H−1∑
l=1
g4
(
l
H
)
σ4
(
tiH+l
T
)
+
(
H−1∑
l=1
g2
(
l
H
)
σ2
(
tiH+l
T
))2
(see (A.3) and (A.4) below)
=
NT∑
i=1
2
H2
1
bT
1
g22
K2
(
ti − uoT
bT
)
σ4
(
ti
T
)
H−1∑
l=1
g4
(
l
H
)
+
(
H−1∑
l=1
g2
(
l
H
))2 + op(1)
(see (A.5) below)
=
2
H2
(
∑
g2(l/H))2
g22
NT∑
i=1
1
bT
K2
(
ti − uoT
bT
)
σ4
(
ti
T
)
+ op(1)
P−→ 2σ4(uo)λ(uo)
∫
R
K2(x)dx.
By independent increments of X·,T ,
E
[
(4XtiH ,T )
4
∣∣∣ N·,T ] = 2H−1∑
l=1
g4
(
l
H
)
σ4
(
tiH+l
T
)
1
T 2
+ 3
(
H−1∑
l=1
g2
(
l
H
)
σ2
(
tiH+l
T
)
1
T
)2
; (A.3)
(
E
[
(4XtiH ,T )
2
∣∣∣ N·,T ])2 = (H−1∑
l=1
g2
(
l
H
)
σ2
(
tiH+l
T
)
1
T
)2
. (A.4)
As K has bounded first derivatives and σ(·) ∈ Cm,γ ,
H ·
MT−1∑
i=0
1
H
1
bT
1
g22
K2
(
tiH − uoT
bT
)H−1∑
l=1
g4
(
l
H
)
σ4
(
tiH+l
T
)
−
NT∑
j=1
1
H
1
bT
1
g22
K2
(
tj − uoT
bT
)H−1∑
l=1
g4
(
l
H
)
σ4
(
tbj/Hc·H+l
T
)
+
NT∑
j=1
1
H
1
bT
1
g22
K2
(
tj − uoT
bT
)H−1∑
l=1
g4
(
l
H
)
σ4
(
tbj/Hc·H+l
T
)
−
NT∑
j=1
1
H
1
bT
1
g22
K2
(
tj − uoT
bT
)H−1∑
l=1
g4
(
l
H
)
σ4
(
tj
T
)
= O
(
H
bT
)
+Op
(∣∣∣∣HT
∣∣∣∣γ) = op(1), (A.5)
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since H/bT → 0. We now turn to condition (b):
MT−1∑
i=0
E
[
A4i,T
∣∣∣ N·,T ]
≤ C · T
2
b2H2
MT−1∑
i=0
K4
(
tiH − uoT
bT
)
E
[{(4XtiH ,T )2 − E [(4XtiH ,T )2 ∣∣∣ N·,T ]}4 ∣∣∣ N·,T ]
≤ C · T
2
b2H2
MT−1∑
i=0
K4
(
tiH − uoT
bT
)(H−1∑
l=1
g2
(
l
H
))4
1
T 4
= op(1),
since H/bT → 0 and E
[(4XtiH ,T )8 ∣∣∣ N·,T ] ≤ C · {∑H−1l=1 g2 ( lH )σ2 ( tiH+lT )}4 1T4 holds. In order to
derive the limit distribution in (II) we set
√
bH
(
1
b
2
g2
MT−1∑
i=0
K
(
tiH − uoT
bT
)(4XtiH ,T ) (4εiH)
)
=:
MT−1∑
i=0
Bi,T .
Likewise we show that (conditional on N·,T )
(c)
MT−1∑
i=0
E
[
B2i,T
∣∣∣ N·,T ] P−→ η2B and (d) MT−1∑
i=0
E
[
B4i,T
∣∣∣ N·,T ] P−→ 0.
Since
E
[(4εiH)2] = E
(H−1∑
l=1
h
(
l
H
)
εiH+l
)2 = ω2 H−1∑
l=1
h2
(
l
H
)
,
it implies that (see (A.4))
E
[
B2i,T
∣∣∣ N·,T ] = H
b
4
g22
K2
(
tiH − uoT
bT
)
E
[(4XtiH ,T )2 ∣∣∣ N·,T ] · E [(4εiH)2 ∣∣∣ N·,T ]
=
H
b
4
g22
K2
(
tiH − uoT
bT
)(H−1∑
l=1
g2
(
l
H
)
σ2
(
tiH+l
T
)
1
T
)(
ω2
H−1∑
l=1
h2
(
l
H
))
.
Hence (similar to (A.5))
MT−1∑
i=0
E
[
B2i,T
∣∣∣ N·,T ] P−→ 4ω2σ2(uo)λ(uo)g′2
g2
∫
R
K2(x)dx,
since
∑H−1
l=1 h
2
(
l
H
)
=
∑H−1
l=1
{
g(1)
(
l
H
)
1
H
+ o
(
1
H
)}2
. Similarly,
MT−1∑
i=0
E
[
B4i,T
∣∣∣ N·,T ] = MT−1∑
i=0
H2
b2
16
g42
K4
(
tiH − uoT
bT
)
E
[(4XtiH ,T )4 ∣∣∣ N·,T ] · E [(4εiH)4 ∣∣∣ N·,T ]
≤ C ·
MT−1∑
i=0
H2
b2
K4
(
tiH − uoT
bT
)(H−1∑
l=1
g2
(
l
H
)
1
T
)2(H−1∑
l=1
h2
(
l
H
))2
P−→ 0.
We proceed analogously to show (III). We denote its left-hand side by
∑MT−1
i=0 Ci,T and show that
(e)
MT−1∑
i=0
E
[
C2i,T
∣∣∣ N·,T ] P−→ η2C and (f)MT−1∑
i=0
E
[
C4i,T
∣∣∣ N·,T ] P−→ 0.
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On account of the assumption E
[
ε4i
]
= θω4, θ ∈ R+, we have
E
[
(4εiH)4
]
= (θ − 1)
H−1∑
l=1
h4
(
l
H
)
ω4 + 3
(
H−1∑
l=1
h2
(
l
H
))2
ω4,
thus
MT−1∑
i=0
E
[
C2i,T
∣∣∣ N·,T ] = MT−1∑
i=0
H3
bT
ω4
g22
K2
(
tiH − uoT
bT
)(θ − 1)
H−1∑
l=1
h4
(
l
H
)
+ 2
(
H−1∑
l=1
h2
(
l
H
))2
=
1
H
·H
MT−1∑
i=0
1
bT
K2
(
tiH − uoT
bT
)
(θ − 1)ω4
g22
{
H−1∑
l=1
(
g′
(
l
H
))4
1
H
+ o
(
1
H
)}
+
2ω4
g22
·H
MT−1∑
i=0
1
bT
K2
(
tiH − uoT
bT
){H−1∑
l=1
(
g′
(
l
H
))2
1
H
+ o
(
1
H
)}2
P−→ 2ω4λ(uo)(g′2/g2)2
∫
R
K2(x)dx,
which leads to (e). In fact, (f) can be established in the same manner as before, therefore omitted. To
build the joint distribution of (I), (II) and (III) it suffices to show that
MT−1∑
i=0
a
√
δAi,T + b
1√
δ
Bi,T + c
1√
δ3
Ci,T
D−→ a
√
δA+ b
1√
δ
B + c
1√
δ3
C
by Cramer-Wold’s theorem, for all a, b, c ∈ R, where A,B and C are the limits of (I), (II) and (III)
respectively. Indeed, this joint limit is a direct consequence of a) − f) where now the pre-averaging block
size H is chosen to equal δ · T 1/2. To sum up, we have shown the first main part of the limit distribution,
i.e.
√
bT 1/2
(
MT−1∑
i=0
1
b
1
g2
K
(
tiH − uoT
bT
){(4Y tiH ,T )2 − E [(4XtiH ,T )2 ∣∣∣ N·,T ]− E [(4εiH)2]}
)
D−→ N
(
0, δη2A +
1
δ
η2B +
1
δ3
η2C
)
,
since
(4Y tiH ,T ) = (4XtiH ,T )+ (4εtiH ,T ).
We carry out the proof by showing the asymptotic biases in (IV ) and (V ). In order to derive (IV ) we
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see that
√
bT 1/2
(
1
b
1
g2
MT−1∑
i=0
K
(
tiH − uoT
bT
)
E
[(4XtiH ,T )2 ∣∣∣ N·,T ]− σ2(uo)λ(uo)−BIAS
)
=
√
bT 1/2
1
H
1
g2
·
(
H
MT−1∑
i=0
1
bT
K
(
tiH − uoT
bT
)H−1∑
l=1
g2
(
l
H
)
σ2
(
tiH+l
T
)
−
NT∑
j=1
1
bT
K
(
tj − uoT
bT
)H−1∑
l=1
g2
(
l
H
)
σ2
(
tbj/Hc·H+l
T
))
+
√
bT 1/2
1
H
1
g2
NT∑
j=1
1
bT
K
(
tj − uoT
bT
)(H−1∑
l=1
g2
(
l
H
)
σ2
(
tbj/Hc·H+l
T
)
− σ2
(
tj
T
)H−1∑
l=1
g2
(
l
H
))
+
√
bT 1/2
(
1
H
1
g2
NT∑
j=1
1
bT
K
(
tj − uoT
bT
)
σ2
(
tj
T
)H−1∑
l=1
g2
(
l
H
)
− σ2(uo)λ(uo)− 1
2
(
σ2(uo)λ(uo)
)(2)
b2
∫
R
x2K(x)dxI{m=m′=2}
)
= O
(√
bT 1/2 · H
bT
)
+Op
(√
bT 1/2
∣∣∣∣HT
∣∣∣∣γ)+ (iv) = op(1), (A.6)
since K has first bounded derivatives and σ(·) ∈ Cm,γ (see also (A.5)) and
(iv) =
√
bT 1/2
(
1
H
1
g2
NT∑
j=1
1
bT
K
(
tj − uoT
bT
)
σ2
(
tj
T
)H−1∑
l=1
g2
(
l
H
)
− E
[
1
H
1
g2
NT∑
j=1
1
bT
K
(
tj − uoT
bT
)
σ2
(
tj
T
)H−1∑
l=1
g2
(
l
H
)])
+
√
bT 1/2
(
E
[
1
H
1
g2
NT∑
j=1
1
bT
K
(
tj − uoT
bT
)
σ2
(
tj
T
)H−1∑
l=1
g2
(
l
H
)]
−
{
σ2(uo)λ(uo) +
1
2
(
σ2(uo)λ(uo)
)(2)
b2
∫
R
x2K(x)dx · I{m=m′=2}
})
=
√
bT 1/2
(∫ T
0
1
bT
K
(
t− uoT
bT
)
σ2
(
t
T
)
dMt,T
) 1
H
∑
g2(l/H)
g2
+O
(√
bT 1/2bmin(γ,γ
′)
)
= op(1).
The last equality in (A.6) is satisfied by the bandwidth condition b2α+1T 1/2 → 0. Finally, we separate (V )
into two summands
√
bT 1/2
(
1
b
1
g2
MT−1∑
i=0
K
(
tiH − uoT
bT
)
E
[(4εiH)2]− TH λ(u0)g2
H−1∑
l=1
h2
(
l
H
)
ω2
)
+
√
bT 1/2
(
T
H
λ(u0)
g2
H−1∑
l=1
h2
(
l
H
)
ω2 − T
2H
∑H−1
l=1 h
2(l/H)
g2
· 1
bT
NT∑
l=1
K
(
ti − uoT
bT
)(
Yti,T − Yti−1,T
)2)
=: (v1) + (v2).
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Since E
[(4εiH)2] = ∑H−1l=1 h2 ( lH )ω2, direct calculations yield
E
[
(v1)
2] ≤ C · bT 1/2(H−1∑
l=1
h2
(
l
H
))2
E
[
1
b
MT−1∑
i=0
K
(
tiH − uoT
bT
)
− T
H
λ(uo)
]2
≤ C · bT 1/2 T
2
H2
(
H−1∑
l=1
h2
(
l
H
))2(
E
[
H
bT
MT−1∑
i=0
K
(
tiH − uoT
bT
)
− E
[
H
bT
MT−1∑
i=0
K
(
tiH − uoT
bT
)] ]2
+
(
E
[
H
bT
MT−1∑
i=0
K
(
tiH − uoT
bT
)]
− λ(uo)
)2)
= O
(
bT 1/2
T 2
H2
1
H2
1
bT
)
+O
(
bT 1/2
T 2
H2
1
H2
b2γ
′
)
= o(1).
The last term (v2) is divided again into the sum of (v2,1) and (v2,2), where
(v2,1) :=
√
bT 1/2
[
T
H
λ(u0)
g2
H−1∑
l=1
h2
(
l
H
)
ω2 − T
2H
∑H−1
l=1 h
2(l/H)
g2
1
bT
NT∑
l=1
K
(
ti − uoT
bT
)
(εi − εi−1)2
]
and
(v2,2) := −
√
bT 1/2
[
T
2H
∑H−1
l=1 h
2(l/H)
g2
1
bT
NT∑
l=1
K
(
ti − uoT
bT
)
×
×
((
Xti,T −Xti−1,T
)2
+ 2
(
Xti,T −Xti−1,T
)
(εi − εi−1)
)]
.
It is easy to show that E
[
(v2,1)
2
]
= o(1) and E [ |(v2,2)| ] = o(1) hold, therefore (V ) = op(1). In summary,
we have shown the asymptotic normality for σ̂2clock,pre(uo).
To complete the proof, the difference between σ̂2clock,pavg(uo) and σ̂
2
clock,pre(uo) needs to be determined;
in particular we show that
√
bT 1/2
{
σ̂2clock,pre(uo)− σ̂2clock,pavg(uo)
}
= op(1).
Since the derivative of K is bounded, it is enough to verify that (see also (A.5))
√
bT 1/2
1
bH
1
g2
NT∑
i=1
K
(
ti − uoT
bT
){(
4Y tbi/Hc·H ,T
)2
− (4Y ti,T )2}
=
√
bT 1/2
1
bH
1
g2
NT∑
i=1
K
(
ti − uoT
bT
)( {(
4Xtbi/Hc·H ,T
)2
− (4Xti,T )2}+{(4εbi/Hc·H)2 − (4εi)2}
+ 2
{(
4Xtbi/Hc·H ,T
)(
4εbi/Hc·H
)
− (4Xti,T ) (4εi)}
)
=: (T1) + (T2) + (T3) = op(1). (A.7)
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We perform only the proof of the first term (T1). We will show below that E
[
(T1)
2
∣∣∣ N·,T ] = op(1).
E
[
(T1)
2
∣∣∣ N·,T ] = T 1/2
bH2
1
g22
NT∑
i,j=1
K
(
ti − uoT
bT
)
K
(
tj − uoT
bT
)
×
×
(
E
[(
4Xtbi/Hc·H ,T
)2 (
4Xtbj/Hc·H ,T
)2 ∣∣∣ N·,T ]− E [(4Xtbi/Hc·H ,T)2 (4Xtj ,T)2 ∣∣∣ N·,T ]
− E
[(4Xti,T )2 (4Xtbj/Hc·H ,T)2 ∣∣∣ N·,T ]+ E [(4Xti,T )2 (4Xtj ,T)2 ∣∣∣ N·,T ]
)
=: (41)− (42)− (43) + (44).
The first term is split up into three small terms:
(41) = T
1/2
bH2
1
g22
∑
i=j
K2
(
ti − uoT
bT
)
E
[(
4Xtbi/Hc·H ,T
)2 ∣∣∣ N·,T ]
+
T 1/2
bH2
1
g22
∑
|i−j|≥H
K
(
ti − uoT
bT
)
K
(
tj − uoT
bT
)
E
[(
4Xtbi/Hc·H ,T
)2 ∣∣∣ N·,T ] · E [(4Xtbj/Hc·H ,T)2 ∣∣∣ N·,T ]
(since both terms are independent.)
+
T 1/2
bH2
1
g22
∑
0<|i−j|<H
K
(
ti − uoT
bT
)
K
(
tj − uoT
bT
)
E
[(
4Xtbi/Hc·H ,T
)2 (
4Xtbj/Hc·H ,T
)2 ∣∣∣ N·,T ]
=: (41,1) + (41,2) + (41,3).
Likewise, we expand (42) = (42,1) + (42,2) + (42,3). It is clear that (41,1) and (42,1) are of smaller
order, therefore neglected. Since (41,2) is equal to (42,2), they cancel out. Lastly,
(41,3) − (42,3)
=
T 1/2
bH2
1
g22
∑
0<|i−j|<H
K
(
ti − uoT
bT
)
K
(
tj − uoT
bT
)
×
× E
[(
4Xtbi/Hc·H ,T
)2{(
4Xtbj/Hc·H ,T
)2
−
(
4Xtj ,T
)2} ∣∣∣ N·,T ]
=
2T 1/2
bH2
1
g22
NT∑
i=1
H−1∑
α=1
K
(
ti − uoT
bT
)
K
(
ti+α − uoT
bT
)
E
[(
4Xtbi/Hc·H ,T
)2
×
×
{(
4Xtb(i+α)/Hc·H ,T
)2
−
(
4Xti+α,T
)2} ∣∣∣ N·,T]
=
2T 1/2
bH2
1
g22
NT∑
i=1
K2
(
ti − uoT
bT
)
E
[(
4Xtbi/Hc·H ,T
)2
×
×
H−1∑
α=1
{(
4Xtb(i+α)/Hc·H ,T
)2
−
(
4Xti+α,T
)2}
︸ ︷︷ ︸
(♣)
∣∣∣ N·,T]+ o(1)
=
2T 1/2
bH2
1
g22
NT∑
i=1
K2
(
ti − uoT
bT
)
o
(
H3
T 2
)
+ o(1) = op(1),
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since g is differentiable, g(1) is Lipschitz’s continuous, and
(♣) =
H−1∑
α=1
(
4Xtb(i+α)/Hc·H ,T −4Xti+α,T
)(
4Xtb(i+α)/Hc·H ,T +4Xti+α,T
)
=
H−1∑
α=1
H−(j mod H)∑
l,l′=1
{
h
(
l + (j mod H)
H
)
− h
(
l
H
)}{
h
(
l′ + (j mod H)
H
)
− h
(
l′
H
)}
×
× (Xtα+l,T −Xtα+l−1,T ) (Xtα+l′,T −Xtα+l′−1,T ) .
Thus, we get (41) − (42) = op(1). Analogously, (44) − (43) = op(1) and hence (T1) = op(1). The
rest terms (T2) and (T3) can be done in the same manner by employing 4εi = −
∑H−1
l=1 h(l/H)εi+l (also
compare with (II) and (III)). Therefore we conclude that (A.7) = op(1). 
For the bias derivation of the tick-time volatility estimate σ̂2pavg(·) we will need the following results -
Lemma 1 and Corollary 1. In fact, these results are investigated under a general setting for point processes
allowing for stochastic intensity. More precisely, given a filtered probability space
(
Ω,F , (Ft,T )t∈[0,T ] ,P
)
a point process Nt,T has an Ft,T -intensity λ(t/T ) if the conditions in Definition D7 Bre´maud (1981) holds.
For a stopping time τ we define Fτ,T as consisting of sets A ∈ F for which A ∩ {τ ≤ t} ∈ Ft,T .
Lemma 1 Suppose the intensity process λ(u) is bounded continuous and bounded away from zero uniformly
in u ∈ [0, 1], with probability 1. Then for j ≥ 0 and 0 < l ≤ 4, it implies that
(i) E
[∫ ti+j
ti
λ(s/T )ds
∣∣∣ Fti,T ] = j, (ii) E
[(∫ ti+j
ti
λ(s/T )ds
)2 ∣∣∣ Fti,T
]
= j2 + j and
(iii) E
[
(ti+j − ti)l
∣∣∣ Fti,T ] = O(jl).
Proof. Since Mt,T = Nt,T −
∫ t
0
λ(s/T )ds is a martingale and the arrival times ti are stopping times, we
get
j = E
[
Nti+j ,T −Nti,T
∣∣∣ Fti,T ] = E [∫ ti+j
ti
λ(s/T )ds
∣∣∣ Fti,T ]
by the optional sampling theorem. Moreover, it is clear that M˜t,T := M
2
t,T −
∫ t
0
λ(s/T )ds is another
martingale, thus
0 = E
[
M˜ti+j ,T − M˜ti,T
∣∣∣ Fti,T ] = E
[(
j −
∫ ti+j
ti
λ(l/T )dl
)2 ∣∣∣ Fti,T
]
− j,
i.e. E
[(∫ ti+j
ti
λ(s/T )ds
)2 ∣∣∣ Fti,T ] = j2 + j. Therefore we have shown (i) and (ii). Burkholder-Davis-
Gundy’s inequality (Jacod and Protter 2012, p. 39) yields
E
[∣∣Mti+j ,T −Mti,T ∣∣4 ∣∣∣ Fti,T ] ≤ C · E
[(∫ ti+j
ti
λ(s/T )ds
)2 ∣∣∣ Fti,T
]
= O(j2).
By applying Ho¨lder’s inequality, E
[∣∣Mti+j ,T −Mti,T ∣∣3 ∣∣∣ Fti,T ] = O(j3/2). Hence
E
[
(ti+j − ti)4
∣∣∣ Fti,T ] ≤ C · E
[(∫ ti+j
ti
λ(s/T )ds
)4 ∣∣∣ Fti,T
]
= C · E
[(
Mti,T −Mti+j ,T + j
)4 ∣∣∣ Fti,T ] = O(j4).
The rest can be then easily justified by employing Ho¨lder’s inequality. 
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Corollary 1 Let paths of λ(·) lie in Cm′,γ′ [0, 1] and satisfy Assumption 3.1 iii). For j ∈ N,
(i) E
[
ti+j − ti
∣∣∣ Fti,T ] = jλ(ti/T ) − 12 λ(1)(ti/T )λ2(ti/T ) j2T I{m′ 6=0} +O
(
j1+m
′+γ′
Tm′+γ′
I{m′ 6=2}
)
+O
(
j3
T 2
I{m′=2}
)
,
(ii) E
[
(ti+j − ti)2
∣∣∣ Fti,T ] = j2 + jλ2(ti/T ) + O
(
j2+γ
′
T γ′
I{m′=0} +
j3
T
I{m′ 6=0}
)
.
Proof. By Lemma 1 we get
E
[
λ(ti/T )(ti+j − ti)
∣∣∣ Fti,T ] = E [∫ ti+j
ti
{λ(ti/T )− λ(l/T )} dl
∣∣∣ Fti,T ]︸ ︷︷ ︸
=:(Λ)
+ j.
Therefore, the first statement (i) is verified by considering the following cases: (for ω ∈ Ω)
(a) for λ(·)(ω) ∈ C0,γ′ ,
(Λ) ≤ C ·
[∫ ti+j
ti
(
l − ti
T
)γ′
dl
∣∣∣ Fti,T
]
≤ C · j
1+γ′
T γ′
;
(b) for λ(·)(ω) ∈ C1,γ′ ,
(Λ) = −λ(1)
(
ti
T
)
E
[∫ ti+j
ti
(
l − ti
T
)
dl
∣∣∣ Fti,T ]+O
(
E
[∫ ti+j
ti
(
l − ti
T
)1+γ′
dl
∣∣∣ Fti,T
])
= −1
2
λ(1)
(
ti
T
)
E
[
(ti+j − ti)2
T
∣∣∣ Fti,T ]+O
(
E
[
(ti+j − ti)2+γ′
T 1+γ′
∣∣∣ Fti,T
])
(∗)
= −1
2
λ(1)(ti/T )
λ2(ti/T )
j2
T
+O
(
j2+γ
′
T 1+γ′
)
;
(c) for λ(·)(ω) ∈ C2,γ′ ,
(Λ) = −λ(1)
(
ti
T
)
E
[∫ ti+j
ti
(
l − ti
T
)
dl
∣∣∣ Fti,T ]+O
(
E
[∫ ti+j
ti
(
l − ti
T
)2
dl
∣∣∣ Fti,T
])
= −1
2
λ(1)
(
ti
T
)
E
[
(ti+j − ti)2
T
∣∣∣ Fti,T ]+O(E [ (ti+j − ti)3T 2 ∣∣∣ Fti,T
])
(∗)
= −1
2
λ(1)(ti/T )
λ2(ti/T )
j2
T
+O
(
j3
T 2
)
.
To show (∗) in (b) and (c), we have to apply the result (ii) beforehand. Without doing this we can
approximate them to only the order O(j2/T ); this order is, however, enough to show the assertion (ii).
More precisely, similar to (a) - (c) without (∗) we get
E
[(∫ ti+j
ti
λ(ti/T )dl
)2
−
(∫ ti+j
ti
λ(l/T )dl
)2 ∣∣∣ Fti,T
]
= E
[∫ ti+j
ti
{λ(ti/T )− λ(l/T )} dl︸ ︷︷ ︸
see i) without (∗)
·
∫ ti+j
ti
{λ(ti/T ) + λ(l/T )} dl︸ ︷︷ ︸
=O(ti+j−ti)
∣∣∣ Fti,T
]
= O
(
j2+γ
′
T γ′
I{m′=0} +
j3
T
I{m′ 6=0}
)
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by Lemma 1. In particular,
E
[
λ2(ti/T )(ti+j − ti)2
∣∣∣ Fti,T ] = j2 + j +O
(
j2+γ
′
T γ′
I{m′=0} +
j3
T
I{m′ 6=0}
)
.

Proof of Theorem 3.5. This proof is analogous to that of Theorem 3.4 with an exception of the bias
term (IV ), which is non-trivial in this case. Therefore, we have omitted its details and give only the outline
of the proof. Let
σ̂2pre(uo) :=
T
N
1
g2
M∑
j=−M
k
(
j
M
)(
4Y tio+jH ,T
)2
− T
2NH
∑H−1
l=1 h
2(l/H)
g2
N∑
i=−N
k
(
i
N
)(
Ytio+i,T − Ytio+i−1,T
)2
,
where M = M(T ) = bN/Hc (we might assume that M = N/H is an integer). Similar to the previous theo-
rem, we point out that the difference between the two statistics - σ̂2pre(uo) and σ̂
2
pavg(uo) - is asymptotically
negligible, i.e. √
N/T 1/2
{
σ̂2pre(uo)− σ̂2pavg(uo)
}
= op(1).
This means seeking the limit distribution of σ̂2pre(uo) is sufficient to infer the limit of σ̂
2
pavg(uo). Likewise,
we must show the following statements:
(I) :
√
N
H
(
T
N
1
g2
M∑
j=−M
k
(
j
M
){(
4Xtio+jH ,T
)2
− E
[(
4Xtio+jH ,T
)2 ∣∣∣ N·,T ]}) D−→ N (0, ξ2A),
(II) :
√
NH
T
(
T
N
2
g2
M∑
j=−M
k
(
j
M
)(
4Xtio+jH ,T
) (4εio+jH)
)
D−→ N (0, ξ2B),
(III) :
√
NH3
T 2
(
T
N
1
g2
M∑
j=−M
k
(
j
M
){(4εio+jH)2 − E (4εio+jH)2}
)
D−→ N (0, ξ2C),
and the asymptotic biases
(IV ) :
√
N
H
(
T
N
1
g2
M∑
j=−M
k
(
j
M
)
E
[(
4Xtio+jH ,T
)2 ∣∣∣ N·,T ]− σ2(uo)) = op(1), and
(V ) :
√
NH3
T 2
(
T
N
1
g2
M∑
j=−M
k
(
j
M
)
E
[(4εio+jH)2]
− T
2NH
∑H−1
l=1 h
2(l/H)
g2
N∑
i=−N
k
(
i
N
)(
Ytio+i,T − Ytio+i−1,T
)2)
= op(1).
As was pointed out, one of the most difficult parts in this proof is the derivation of (IV ), which is not
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obvious in the tick-time volatility estimation. More precisely, we have√
N
H
{
T
N
1
g2
M∑
j=−M
k
(
j
M
)
E
[(
4Xtio+jH ,T
)2 ∣∣∣ N·,T ]− σ2(uo)}
=
√
N
H
T
N
1
g2
1
H
N∑
j=−N
{
k
(bj/Hc
M
)
− k
(
j
N
)}
E
[(
4Xtio+bj/Hc·H ,T
)2 ∣∣∣ N·,T ]
+
√
N
H
{
T
N
1
g2
1
H
N∑
j=−N
k
(
j
N
)
E
[(
4Xtio+bj/Hc·H ,T
)2 ∣∣∣ N·,T ] − σ2(uo)}
=: (i) + (ii),
where
(i) ≤ C ·
√
N
H
T
N
1
H
N∑
j=−N
k(1)(...)
∣∣∣∣bj/HcM − jN
∣∣∣∣ · H−1∑
l=1
g2
(
l
H
)
1
T
= O
(√
H
N
)
= o(1)
by the boundedness of derivatives k′(·), and
(ii) =
√
N
H
(
1
NHg2
N∑
j=−N
k
(
j
N
)H−1∑
l=1
g2
(
l
H
)
σ2
(
tio+bj/Hc·H+l
T
)
− σ2(uo)
)
= O
(√
N
H
·
∣∣∣∣HT
∣∣∣∣γ
)
+
√
N
H
1
N
N∑
j=−N
k
(
j
N
){
σ2
(
tio+j
T
)
− σ2(uo)
}
︸ ︷︷ ︸
(♣)
= o(1) + op(1),
as the segment condition holds. To obtain (♣) = op(1), we need to apply Corollary 1 many times. Here
we demonstrate (♣) only for the case m,m′ = 2 to simplify notation (other cases are analogous). For
σ(·) ∈ C2,γ and λ(·) ∈ C2,γ′ we can expand√
N
H
(
1
N
N∑
j=−N
k
(
j
N
){
σ2
(
tio−j
T
)
− σ2
(
to
T
)})
=
√
N
H
1
N
N∑
j=−N
k
(
j
N
)(
(σ2(uo))
(1)
(
tio−j
T
− to
T
)
+
(σ2(uo))
(2)
2
(
tio−j
T
− to
T
)2
+O
(∣∣∣∣ tio−jT − toT
∣∣∣∣2+γ
))
=: (A) + (B) + (C).
It is easy to see that
(A) =
√
N
H
1
N
(σ2(uo))
(1)
N∑
j=−N
k
(
j
N
)(
tio−j
T
− tio
T
)
+ op(1) =: (A1) + op(1)
We will show that E
[
(A1)
2
]
= o(1), which results that (A1) is op(1). By the symmetry of k we can rewrite
(A1) =
√
N
H
1
N
(σ2(uo))
(1)
N∑
j=1
k
(
j
N
){(
tio−j
T
− tio
T
)
+
(
tio+j
T
− tio
T
)}
,
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thus (setting σ′ := (σ2(uo))(1), σ′′ := (σ2(uo))(2), λ′ := (λ(uo))(1) and λ := λ(uo))
E
[
(A1)
2] = N
H
1
N2
σ′2
N∑
i,j=1
k
(
i
N
)
k
(
j
N
)
×
×
(
E
[(
tio−i
T
− tio
T
)(
tio−j
T
− tio
T
)]
+ E
[(
tio−i
T
− tio
T
)(
tio+j
T
− tio
T
)]
+ E
[(
tio+i
T
− tio
T
)(
tio−j
T
− tio
T
)]
+ E
[(
tio+i
T
− tio
T
)(
tio+j
T
− tio
T
)])
=: (I1) + (I2) + (I3) + (I4).
Since N·,T has independent increments, the non-overlapping interarrival times are independent, particularly
E [(ti − tj)(tk − tl)] = E [ti − tj ]E [tk − tl] for l < k ≤ j < i. Therefore, by Corollary 1
(I2) =
N
H
1
N2
σ′2
N∑
i,j=1
k
(
i
N
)
k
(
j
N
)
E
[
tio−i
T
− tio
T
]
E
[
tio+j
T
− tio
T
]
=
N
H
1
N2T 2
σ′2
N∑
i,j=1
k
(
i
N
)
k
(
j
N
){−i
λ
− 1
2
λ′
λ2
i2
T
+O
(
i3
T 2
)}{
j
λ
− 1
2
λ′
λ2
j2
T
+O
(
j3
T 2
)}
=: (I2,1) + ...+ (I2,9)
with
(I2,1) =− N
3
HT 2
· σ
′2
λ2
(
1
N
N∑
i=1
k
(
i
N
)
i
N
)2
,
(I2,2) =
N4
HT 3
· σ
′2
2
λ′
λ3
(
1
N
N∑
i=1
k
(
i
N
)
i
N
)(
1
N
N∑
j=1
k
(
j
N
)
j2
N2
)
, (I2,3) = O
(
N5
HT 4
)
,
(I2,4) =− N
4
HT 3
· σ
′2
2
λ′
λ3
(
1
N
N∑
j=1
k
(
j
N
)
j
N
)(
1
N
N∑
i=1
k
(
i
N
)
i2
N2
)
, ( (I2,2) cancels out (I2,4))
(I2,5) = O
(
N5
HT 4
)
, (I2,6) = O
(
N6
HT 5
)
,
(I2,7) = O
(
N5
HT 4
)
, (I2,8) = O
(
N6
HT 5
)
and (I2,9) = O
(
N7
HT 6
)
.
In particular, we obtain (I2) = (I2,1)+o(1) if N
5/(HT 4)→ 0 (which is satisfied by our segment conditions).
We will see later that (I2,1) is eliminated so that (I2) = o(1). Let us continue to (I4).
(I4) =
N
HT 2
· σ′2 1
N2
N∑
i=1
k2
(
i
N
)
E
[
(tio+i − tio)2
]
+
N
HT 2
· σ′2 1
N2
∑
i 6=j,j<i
k
(
i
N
)
k
(
j
N
)
E [(tio+i − tio)(tio+j − tio)]
+
N
HT 2
· σ′2 1
N2
∑
i 6=j,j>i
k
(
i
N
)
k
(
j
N
)
E [(tio+i − tio)(tio+j − tio)]
=: (I4,1) + (I4,2) + (I4,3),
where
(I4,1) =
N
HT 2
· σ′2 1
N2
N∑
i=1
k2
(
i
N
){
i2 + i
λ2
+O
(
i3
T
)}
→ 0 (by Corollary 1)
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and
(I4,2) =
N
HT 2
· σ′2 1
N2
∑
i 6=j,j<i
k
(
i
N
)
k
(
j
N
)
E
[
(tio+i − tio+j)(tio+j − tio) + (tio+j − tio)2
]
=: (I4,2,1) + (I4,2,2).
Again by the independence of interarrival times and Corollary 1 we get
(I4,2,1) =
N
HT 2
σ′2
1
N2
∑
i 6=j,j<i
k
(
i
N
)
k
(
j
N
){
E [tio+i − tio ]E [tio+j − tio ]− (E [tio+j − tio ])2
}
=
N3
HT 2
σ′2
λ2
1
N2
∑
i 6=j,j<i
k
(
i
N
)
k
(
j
N
)
i
N
j
N
− N
3
T 2
σ′2
λ2
1
N2
∑
i 6=j,j<i
k
(
i
N
)
k
(
j
N
)
j2
N
+ o(1)
=: (I4,2,1,1) + (I4,2,1,2) + o(1)
as N4/(HT 3)→ 0 (in the same way as in the derivation of (I2)). The next term
(I4,2,2) =
N
HT 2
· σ′2 1
N2
∑
i 6=j,j<i
k
(
i
N
)
k
(
j
N
){
j2 + j
λ2.
+O
(
j3
T
)}
=
N
HT 2
· σ
′2
λ2
∑
i6=j,j<i
k
(
i
N
)
k
(
j
N
)
j2
N2
+ o(1)
as N4/(HT 3) → 0. Evidently, the first term of (I4,2,2) wipes out (I4,2,1,2). Furthermore, by changing
the role of i and j the same result can be derived for (I4,3), therefore (I4) = (I4,2,1,1) + (I4,3,1,1) + o(1).
Fortunately we see that the sum of (I4,2,1,1) and (I4,3,1,1) is exactly the negative of (I2,1), thus
(I2) + (I4) = o(1).
Analogously, we can show that (I1) + (I3) = o(1), so we can conclude that (A1) is op(1). Finally, the
negligiblities of (B) and (C) is verified by E |(B)| = o(1) and E |(C)| = o(1). 
Proof of Theorem 3.6. In the case of m,m′ = 0, it is necessary to restrict the the bandwidth size b and
the segment length N according to Theorems 3.3 and 3.5 respectively, i.e.
N/T 1/2 = o
(
T
γ
1+2γ
)
and bT = o
(
T
2γ′
1+2γ′
)
in order to obtain those limit distributions. We analyze it by looking at the following situations:
(a) If γ′ = γ
2γ+2
then N/T 1/2 = O(bT ). This gives
√
bT
{
σ̂2pavg(uo)λ̂(uo)− σ2(uo)λ(uo)
}
= σ̂2pavg(uo)︸ ︷︷ ︸
P−→σ2(uo)
·
√
bT
{
λ̂(uo)− λ(uo)
}
+ λ(uo)
√
bT√
N/T 1/2︸ ︷︷ ︸
=
√
c1
·
√
N/T 1/2
{
σ̂2pavg(uo)− σ2(uo)
}
D−→ N
(
0, σ4(uo)λ(uo)
∫
R
K2(x)dx+ c1λ
2(uo)
{
δξ2A +
1
δ
ξ2B +
1
δ3
ξ2C
})
,
since the limits of the first and second terms are independent.
(b) If γ′ > γ
2γ+2
then N/T 1/2 = o(bT ). This leads to√
N/T 1/2
{
σ̂2pavg(uo)λ̂(uo)− σ2(uo)λ(uo)
}
= λ̂(uo) ·
√
N/T 1/2
{
σ̂2pavg(uo)− σ2(uo)
}
D−→ N
(
0, λ2(uo)
{
δξ2A +
1
δ
ξ2B +
1
δ3
ξ2C
})
.
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(c) If γ′ < γ
2γ+2
then bT = o(N/T 1/2), which implies that
√
bT
{
σ̂2pavg(uo)λ̂(uo)− σ2(uo)λ(uo)
} D−→ N (0, σ4(uo)λ(uo)∫
R
K2(x)dx
)
.
Other cases (m = 0 together with m′ = 1, 2; or m = 1, 2) can be verified by the same arguments with the
corresponding restrictions on b and N . 
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