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Abstract- -We give a mathematical n~dysls of a simplified model to calculate an equilibrium density 
matrix of electrons. Under the assumption of Boltzmann statistics, the Bloch equation is coupled to 
the Poisson equation. Existence and uniqueness of a solution of the resulting non-linear parabolic 
equation is proven. 
1. INTRODUCTION 
A thermal equilibrium density matrix or its Fourier transform, the Wigner function, can be used as 
an initial condition for modelling time dependent quantum mechanics. Relevant numerical results 
of a self-consistent study of the resonant tunneling semiconductor diode [1] used a relaxation- 
time ansatz for the scattering term. The equilibrium density matrix is most naturally calculated 
as a weighted sum over the steady states of the Schr6dinger equation. Under the condition 
that Boltzmann statistics apply (a criterion is given in [2D, one may alternatively calculate the 
density matrix directly via the Bloch equation [1],[2], thus avoiding the eigenvalue problem. The 
efficiency of this method has been practically investigated in studying quantum size effects in 
MOSFET-Iike devices [2], where the equilibrium Wigner function has been calculated by solving 
Poisson's equation and the Bloch equation simultaneously (cp. [4]). We present and analyze the 
mathematical problem arising from this model. 
2. THE MODEL 
We consider a system of electrons in thermal equilibrium at temperature T (fl - 1/kT). 
Assuming a Boltzrnann distribution function for the (discrete) energy states, the density matrix 
~(z, z I,/~) is the solution of the following system of equations: 
1 oo 
~(x, x', ~) = z -~ ~ e-~E'C~)~'(~' )¢'(~" ~) (2.1) 
OO 
z(~) = ~ e-~E'<~'), I1~'/(', fl)ll = 1, i c ~, (2.2) 
i----1 
h ~ 02 
H¢/(x,/3)-'E/(13)~/(x,/3), H= 2mOx~+qV(x , /3)  (2.3) 
q 
V~,(z,/3) = -~ (n(z, ~) - C(z)) (2.4) 
n(~, ~) = ~(x, ~, ~) (2.5) 
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where q is the electron charge, d the permittivity and C(z) the doping profile. The charge density 
is normalized: Jn(at,p)dz = 1, which is equivalently guaranteed by using an unnormalized 
density matrix Q(Z, t’, p) and 
(2.7) 
instead of (2.1) and (2.5). The numerical solution of this “Schradinger-Poisson”problem is rather 
tedious (An analysis for the case of Fermi-Dirac statistics is given in [5]). In a simplified approach 
we “partially” neglect the @-dependence of the Hamilton operator, so that the unnormalized 
density matrix is subject to the Bloch equation [2], [3]: 
$(x, X’J) = -&6?(~, x’, PI> 
@(X, x’, p = 0) = 6(x - 2’). (2.8) 
The Hamiltonian Hz = -&& + V(z,p) acts on x only. Any solution of (2.8) satisfies the 
stationary von Neumann equation (H, - &)~(x,z’,~) = 0. The charge density is again given 
by (2.7). 
The electrons’ influence on the potential is taken into account by a coupling to the Poisson 
equation via (2.4). It must be stressed that the use of the Bloch equation in a self-consistent, 
nonlinear problem is an ad hoc ansatz which cannot strictly be justified due to the /9- dependence 
of the potential. The important simplification in comparison to the exact Schrijdinger-Poisson 
problem, however, makes this model valuable for practical calculations [2]. 
In the sequel we study the Bloch-Poisson problem on a bounded interval. A possible application 
is the confinement of electrons in the quantum well in a heterostructure semiconductor device. 
3. ANALYSIS 
We pose the problem on (0,l) and choose homogenous Dirichlet boundary conditions for con- 
venience. Further, we fix the potential at 2 = 0 and t = 1. We omit the constants in (2.8), (2.4) 
which are irrelevant for our analysis. 
Thus we regard the following semilinear initial value problem for Q(z,z’,/~), z E (0, l), ,0 2 0, 
where t’ E [0, l] plays the role of a parameter: 
y = em + f(m), P > 0, 
e(P = 0) = &Jo; Q(X = 0, I’, p) = Q(X = 1, t’, P) = 0, P > 09 (3.1) 
and the nonlinearity f is given by: 
fW = -Wx)(o, w,, = -(n(x) - C(x)), x E (O,l), 
W(0) = vo, W(1) = Vl, 
n(z) = (P(x, 2) 
J; V(Y, $6 
(3.2) 
(3.1) (3.2) is an evolution problem in the Banach space X = C([O, l]=t + H-‘(O,l)o) with the 
initial datum ~0 = 6(z - t’). 
For proving the unique solvability of (3.1), (3.2) by means of Banach’s fixed point theorem we 
need some auxiliary results: 
LEMMA 1. 6(z - 6’) E C([O, lJzl -+ H-‘(0, l),) = X. 
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LEMMA 2. Let n(z, ~) • L°°((0, B)# --* Lt(0, 1)~), O(z) • L~(O, 1), and V==(z, ~) = - (n (z , /3 ) -  
C(z)); V(z = O, ~) - Vo, V(z -- 1, 3) - Vx. 
Then V(z,/~) • L°°((0, B)~ ---, WI,°°(0, 1)~) and the multiplication with V(.,/~) is a Lipschitz 
continous operator in H -~ (0, 1)~. 
0 ~ LEMMA 3. b'~ with homogenous Dirichlet boundary conditions generates a C0-semigroup T(~) 
of contractions on H-~(0, 1)~. 
LEMMA 4. Let ~(x,z~,~3) be a (mild) solution of 
o~ = o~ - v(x, Z)o, Z > o, 
.o(:r = o) -- .o(x = 1) -- o; Q(,8 -- o) = 6(z  - z'); x' • [o, 1], (3.3) 
where V _< V(z,/3) < V, z • [0, 1], /3 >_ 0. 
a) Then _~(z,z',/~) < Q(z,z',fl) < ~(z,z',~), with _~(~) solving ~_~ = ~--r~ - ~'g (~g = 
~ - V~) with the same boundary condition as in (3.3). 
1 
b) 0 < e -(~+¢2)~ < f~_(z,z,~3)dz,/3 > 0 for _~ defined as in a). 
0 
C) H~O(',X/,~)HC([O,1]) <: KHO(.,z',#)IIHt(o,x) <_ h(llVll~o,#), /3 > O, where h(llylloo,#) 
L1o¢([0, c¢)) is independent of z' • (0, 1) (we abbreviate IIVIl~--((0,1)×(0,oo)) by IIVIIoo). 
PROOF. 
a) Application of a maximum principle for w(z, z',/3) := (0 - g_)e v-z. 
b) Set 
_~(z, z',/3) = ~(z, z', ~)e -~ with ~ solving 
~=~x~,  x•(0 ,1 ) ,  ~>0 
~(x = 0) = ~(~ = 1) = 0; ~(~ = 0) = 6(~ - x'); x' • [0,11. 
(3.4) 
The well known series representation 
oo 
~(x, x', ~) = 2 ~ e -=%2a sin(n~rx) sin(n~rx'), 
n----1 
~>0 (3.5) 
1 n3 
gives f 0(z ,z ,~)dx - En°° l  (e -~''/~) > e-~l  $ , ~ ~> 0 
0 
c) First we consider (3.4) (for a fixed parameter x' e [0, 1]) with the initial condition 
d ~ 
~(z,/~ = 0) = ~0(x) = --dx~ vo", v'o e L2(0, 1), m e ~qo. 
The unique solution ~ = ~(z,/3) satisfies (cf. (3.5)) 
k E~Io, 
with An = lr~n 2 and ~n(x) = V~sin(nTrz), n E l~l. The set {~m}, n E 1~, with @n m := 
(nlr)-mdm/dxm(~o,) is an ONS in L~(0, 1) for any m E lqo. 
Using A~e -2Anz _< Ck/~ k with Ck independent of n and j3 > 0 we estimate 
oo 
E k+m-2~,,,~ Ct+m ~ 2 
n----1 )in e 1( ¢0, ~)o12 < ~ Ilvol[L=(O,1) 
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Hence, 
• IIt'ollL,(O,~), ~ > O; ~'£z~ T(/~) Q° L'<o,1) 9 -~  
Applying this result with (k, m) - (0, 1) to the mild solution 
k, ra • ~/o. (3.6) 
Q(~) = T(/~)8o - /T ( /~-  s)V(s)Q(s)ds 
o 
of (3.3) and considering 116(~ - ")l lM-'(o.,).  < IIH(x - ")llL,(o,,). < 1, ~' • [0, 1] (H denotes 
the Heavyside-function) gives: 
f lid', ~',~)11~,(o,,) < ~ + IlVll~ II~(',£,')][L,(o,~)d*. 
, 0 
Gronwall's inequality for lie(', ~',,)IIL,(o,~)vT then implies 
Ile(',~',/~)llL.(o,,) < --~ e211vll'~, /~ > O, (3.7) 
where K is independent of z' 6 [0, I]. Setting (k, m) = (1, 1) in (3.6) yields 
L'(O,1), - "-ff + T(~ -- 8 )V($)0(8  ) L'(0,1)= 
o 
~>o. 
We use again (3.6) for the integ~and, with (k, m) = (1,0): 
__ll~xT(/~-s)V(s)Q(s) La(0,1)= U < -'~__--;IIV(")O(*)IIL,(O,~). 
K < ~,V2;-:~_ ,2-11Vll~ e21w"~, 0<s</3. 
Thus, 
~o( . ,x  ,~) L,(o,~). - 7 + K211Vll~e2"v"~' ~ > o, (3.s) 
where K1, It'2 are independent of x' • [0, 1]. Applying the interpolation result (see e.g., [7], p.63) 
II~llM~m) < Cll~ll~,m)" II~ll~H,m), 
with C independent of ~o • HI(~),  to (3.7) and (3.8) yields Lemma 4.c. | 
LEMMA 5. Let v/~ = vxx-a(z , l~)v+f(z ,~) ,  a(z, fl) >_ 0, v(z = 0) = v(z = 1) = 0, v(/~ = 0) = 0. 
Then Iv(z,/~)l _< f [V(',8)llz--(o,x)ds. 
0 
P 
PROOF. Define z :--- v - w, w := f II/(',s)llL'~(0,1)ds, t (z)  := z,,  - a(x, ~)z. An application 
0 
of the maximum principle gives z ~_ 0. | 
Let XB := L°°((O,B) --+ L*(O, 1)), IlnllXB = sup~e(0,V)]["(',~)IIL*(0,1)" Then 
Ys,B := {- • xB i ll-llx. _< s} 
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is a closed subset of XB. We define the iteration R : n --* V[n] --, ~[V] ~ h: V[n] satisfies 
the Poisson equation of Lemma 2 with z E (0, 1),/~ E (0, B). ~[V] is the solution of the linear 
evolution problem 
Q(z, x',/~ = 0) = 5(z - z'), x E (0, 1), z' E [0, 1] (3.9) 
~(z = o, x', ~) = ~(x = 1, x',/~) = 0, ~' e [0,1],/~ e (o, B), 
and h = h(x,/~) is defined by 
e(x ,~,~)  • e (0,1), ~ e (0,B)  
~(~, ~) = f0 ~ ~(y, ~, ~)~y' 
THEOREM 1. R is a self map of Ys, B for S > 1. 
PROOF. 
Let n E YS,B. Lemma 2 ensures that -V[n](x,/~) is bounded perturbation of a2/~z 2 in 
H - I (o ,  1).. g(/~,Lo) :---- -V[n](~)~o : (O,B / x H-I(O, 1)= --~ H-1(0,1)~. Since g e L°°(O,B) for 
fixed g and g is Lipschitz eontinous on H- l (0 ,  1)~, uniformly for/~ E (0, B), we obtain from [8], 
§6, Th.l.2 and Lemma 3 that the problem (3.9 / has a unique solution ~(., x', .) E C([0, B] ---, 
H- l (0,11z) ,  z ~ E [0,1]. Lemma 1 implies that z ~ --* ~(.,x~, .) is C([0,1]~ --, C([0, B] --* 
H- l (0 ,1)z ) )  and so Q[V] E C([0,B] x [0,1]~, ~ H- l (0 ,  1)~). Our regularization result of 
Lemma 4.e) yields ~[V] E Hi(0, 11. Using ~0 = d~o/dz, with ~70(x) = H(x - Xl) - H(z  - z2) in 
(3.6 / we easily find Q(V)(., .,/~) E C([0, 1]x, --*/-/01(0, 1)z) and hence ~[V](., .,/~) E C([0, 1]~), 0 < 
/~ _< B. Since Lemma 4.b) yields 0 < f~o ~(Y, Y, ~)dy, fi(z,/~) is well defined, lift(.,/~)11~(0,1) = 1, 
0 </~ _< B and thus h E Ys,s. | 
THEOREM 2. R is a contraction on Ys,B for B sufficiently small. 
PROOF. Let nl,n~ E YS,B, ~f~ = R(nl),~f~ - R(n2). We easily get the estimate 
1 
I1(,~ - ,r~)(.,~)ll~,(o,~) _< j~ o~(~,~,~)d~ I(o~ - o~)(~,~,~)ld~. (3.101 
o 
If we define w(~, x', ~) := (0~(~, z', ~) - O~(x, z', ~))e ~ with A such that I/1 - A _> O, we obtain 
w~ = w~, - (I,'~ - A)w - (V~ - V~)eX~o~ and Lemma 5 applies. Hence, 
Iw(z, ~', :~)1 _< / I I (V~ - g~)(., .)11~.-(o,~). Ile~(', ~', s)ll~-(o,1)= e~'d~. 
o 
Applying Lemma 2 to the first and Lemma 4.c) to the second factor of the integrand yields 
Iw(,, x t , ~)1 
o 
where []Vu[[oo depends only on S. Hence , 
1 
f l(ax - ez)(Y, ~)[dY ~(~)llnl - n~llx., ~ e (0,.], Y, _< 
0 
with a E C[0, B],a(0) = 0. From (3.10) and Lemma 4.b) applied to #~ we conclude 
For B sufficiently small R : n ---* h is therefore a contraction. | 
The extension from a local to a global solution follows from a standard argument (e.g., [8], 
§6, Th.l.4): If [0,/~,n~ < or) is the maximal interval of existence of # then 
lim II~(',',~)ll~®(0,x)~ -- ~.  
But since IIn(',#)llz,(0,1) = 1 for 0 < # < ~ma~, Lemma 4.a) implies that this limit is finite and 
~rnaz = ~ follows. 
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