A new iterative method is described for the solution of the generalised nonlinear least squares problem: where the model may be nonlinear in its parameters and in the independent variable(s) and all variables are subject to error. The method is described for the case of two arbitrarily related variables; does not require the analytic calculation of derivatives; leads to exceptionally close satisfaction of the least squares conditions; and exhibits especially rapid convergence arising from the use of somewhat unconventional numerical approximations for partial derivatives. Examples are given which compare the results of the method of those of other existing techniques.
A new iterative method is described for the solution of the generalised nonlinear least squares problem: where the model may be nonlinear in its parameters and in the independent variable(s) and all variables are subject to error. The method is described for the case of two arbitrarily related variables; does not require the analytic calculation of derivatives; leads to exceptionally close satisfaction of the least squares conditions; and exhibits especially rapid convergence arising from the use of somewhat unconventional numerical approximations for partial derivatives. Examples are given which compare the results of the method of those of other existing techniques. (Received October 1970 , Revised October 1971 It is frequently the object of an experiment to find , prove, and/ or document some causal relation between experimental variables. Such a relationship may be called a model for the phenomenon investigated. Since a model generally establishes only a small and finite number of connections between several variables and a limited number of parameters, it is always an idealisation of even an isolated part of nature. Once a model has been selected as 'best' by some (preferably) objective criterion from the finite set of ones thought possible for the situation involved, the problem arises of finding the most appropriate values, or estimates, for the parameters involved in the model. Both model selection and parameter determination are often carried out using the method of least squares.
In ordinary least squares analysis it is customary to consider one 'dependent' variable y and I 'independent' variables, Xj' where j = 1,2, ..., I. The model is then generally written as y = f(x, IX); the components of the vector IX are the tY. k para meters; and k = 1,2, ..., m. Conventionally, dependent and independent variables are more often distinguished not strictly by dependence and independence but by the assumption of no, or negligible, errors in experimental values of the Xj' denoted Xji' and the expected presence of such errors in experimental values of y, denoted Y ;. Here i = 1, 2, .. ., 11, and 11 is the number of (Yi> Xji) experimentally determined (l + I)-tuple values. Both because it is still the most common case and for simplicity, the rest of this paper will deal only with two vari ables, y and x, thus taking I = 1. Our results may be readily generalised for arbitrary I, however, by well-known methods (Deming, 1943; Wolberg, 1967) . Although there are experimental situations where errors in X are negligible compared to those in Y, only when a variable is intrinsically discrete (because of quantum-mechanical or whole number reasons) is there a possibility of obtaining exact values of it from experiment. Further, there are many measurement areas where not only are unavoidable random errors present in both Y and X, but those in X are too large to neglect in the usual way. Ordinary least squares, even with weighting of the Y observations, is then inadequate and can lead to bias in esti mated parameter and variance values (Macdonald, 1969; Macdonald and Powell, 1971) .
Clearly then, a least squares procedure which takes proper account of errors in both variables is frequently needed. Note that such a procedure will be useful whether or not one variable, say X, is 'controlled' (by being set as closely as possible to a given value) or not (Macdonald, 1969) . Deming (1943) long ago gave an approximate solution of the problem which has been too little known and used . It has, however, been employed by Wentworth (1965) and, more recently, has been described
and extensively applied (Wolberg, 1967; Macdonald, 1969) . Southwell (1969) has recently stated, 'There has thus far been no satisfactory solution to the general case of fitting data with errors in both co-ordinates to nonlinear functions .' He then goes on to present what he believes to be such a solution. By 'nonlinear functions ' Southwell means functions which are not linear in one or more of the tY.k' s. Now Deming's solution does apply to functions nonlinear in the parameters involved and has been used for them (Wentworth, 1965; Wolberg, 1967; Macdonald, 1969 (1966) , among others, have pointed out that least squares solutions applied to models involving parameters nonlinearly (hereinafter to be termed 'nonlinear models') lead to bias in the usual statistical estimates (see also Macdonald, 1969; Mac donald and Powell, 1971) . Finally, perhaps a minor point, but one beloved of the statisticians: Southwell generally ignores the distinction between estimated and exact values and claims to give (nonasymptotic) formulae for exact parameters as well as exact variances. Evidently, Southwell has not tried out his iterative solution on many nonlinear models (he presents quantitative results only for straight line fitting); had he done so, he would have found that even with exceptionally good initial estimates of the parameter values his procedure would not have converged to the least squares solution and often would not have converged at all. The situation appears to us to be as follows . Notwithstanding Southwell's work and claims, up to the present there seems to be available no least squares procedure which will converge to a true least squares solution when applied to a general non linear model involving weighting of both Y and X. Further, there has been no complete assessment made yet of the ade quacy of Deming's solution for such a problem. In the present work, we present a solution to the above general problem which exhibits exceptional convergence characteristics. While we do not claim invariable convergence for any conceivable model, we do claim, and demonstrate, a least squares solution when con-I vergence is achieved. Although the problem of bias in estimates I obtained from arbitrary nonlinear least squares solutions is. difficult and has not been totally resolved, Box (1971) weighting creates model nonlinearity (Macdonald, 1969) . Thus,
(m > 2) become nonlinear in the parameters with x-weighting.
Besides the common case of weighting of both variables, x-weighting alone is frequently important for models nonlinear .in their variables. Suppose that the Y/s are known so precisely (that they may be approximated as exact but that there is uncertainty present in the X/so Further, suppose that (2) and (3) iteratively, we now define
where akO and XiO are starting estimates. We assume ba k and bXi to be small and, following O'Neill et al., expand (2) and (3) using Taylor's series to first order, obtaining
Here the zero subscript denotes derivative evaluation at (x iO' akO 
with 1 < k, s :::; m and 1 :::; i, j :::; n.
We can write (6) and (7) in the form of a partitioned matrix,
The solution is then given by
where G is the partitioned matrix involving A, B, and C. It is theoretically possible to calculate all the derivatives in (8), invert the matrix G, calculate the solution vector from (10), adjust the guesses, and repeat the procedure until convergence. There are several drawbacks in this approach, however. For one thing, the model might be such that obtaining explicit formulae for the derivatives in (8) would be quite difficult. As a matter of fact, the model would not have to be too complex before writing out the second partials without at least one error would be unlikely. Even if the derivatives were obtained numerically, we would not have avoided the second, and usu ally more serious, objection to the procedure: the inversion of a matrix of order (m + n). As O'Neill et al. point out, it is not unusual to have hundreds of data points. To approach these computational problems, we first note that B i j =°if i =/= j, (11) so that B is a diagonal matrix. Now, if the model were always a linear (in IX) combination of orthogonal functions, as in the orthogonal polynomial case, then (12) and A would also be a diagonal matrix. In our general case, however, no such simplification is possible . We do follow O'Neill et al. in making the assumption that the elements of the matrix C, involving mixed partial derivatives with respect to Xi and IX k, have negligible effects. This assump tion allows us to solve (10) and obtain
(13)
Using the expression for S, we find, after some algebra, that
where
, and the primes denote differentiation with respect to x . This result is formally the same as that given by O'Neill et al., but our actual use of it is different from theirs, as will be seen.
The algorithm
In designing an algorithm, several important factors must be considered and balanced against one another. It seems to us that ease of use is very often as important as conservation of machine time. This was the principal guideline for the develop ment of our algorithm. Two fundamental requirements seem called for under such a guideline. First, the allowable models should be completely general instead of polynomials. Second, the derivatives should be numerically estimated using uniquely appropriate difference formulae. Further, the computer program and its execution should involve enough accuracy that all except the most extremely pathological cases will converge to the least squares solution without significant round-off or truncation errors. It would be fairly straightforward to generalise the O'Neill et al. method and replace all derivatives by simple difference formulae, but such an approach does not exploit an oppor tunity to accelerate convergence dramatically. After some numerical experimentation, we found that one can compensate for the omission of the mixed partials C k j in G to a significant degree by unconventional substitutions for the derivatives in g(1) and A. By using analytical derivatives, O'Neill et al. fail to gain this advantage. In our later examples, we will demonstrate that our general iterative method converges rapidly even with five parameters to be determined. Our procedure needs both first and second partials to obtain the elements of s'" and A, and to evaluate (14) . We use the following conventional formulae each time (14) is employed in the iteration described below :
where hiD == L1 x Xio' and L1 x is a suitably small input constant,] usually in the range of 10-4 to 10-6 • For utmost accuracy, we generally pick a final value of L1 x (and the similar L1 a defined below) in the middle of a region of L1 values which all yield x essentially the same intermediate and final iterative results. As is well known (Kopal, 1955) , increments used in numerical differentiation must be neither too large nor too small in order to balance optimally the effects of truncation and round-off errors. Now, to complete one step in the iteration, i.e. to obtain the desired increments oa and ox from (13) 
where the increments in x are denoted by the earlier con vention. We now embed the x-variation in the differences by the follow ing approximations:
The above partial derivative expressions are all overtly standard (see Davis and Polonsky, 1964) except for the last one, which is a simple generalisation for unequal increments of the usual seven-point mixed partial formula. It may be readily verified by Taylor series expansion. Nevertheless, these expressions are used unconventionally in a most important respect. They have been written as partials for convenience ; actually, however, the above description of our procedure: .
shows
(n -m) space but, implicitly, all at different points in x space as well. , The new x is, of course, more compatible with the altered para where <d) is the mean value of the composite weighted resi meter value and is thus superior to the usual unaltered x . The duals (Macdonald 1969 
I uafio P problems , many of which involve quite stro ngly nonlinear iand (19) models. Also, in order to test the power of the method, we have tried a number of the same cases considered by O' Neill et al.
One of these cases wa s also used as a n example by Southwell. in Table 1 . The weights used are due to York (1966) and are , need be eva luated only once.) presented in Table 2 . We show in Table 3 the results (to four or We now have all the elements of s'" and A in (8). Hence, five significa nt figures) of the curve fit using the general iter inversion of A and multiplication by -g(1) will produce the ative method for both single precision and double precision desired oa. The corresponding ox is found as a by-product of calculation". It is clear from the initial logarithmic partial the calculation of S(O, 0) above. (It is ox* for q = r = 0.)
The method described above for numerically calculating the ·We carried out our calculations on a CDC 6400 computer with a maximum of 14 significant digits in single precision and a maximum of 29 significant digits in double precision.
Vol um e 15 Num ber 2 Table 4 indicates the number of 'iterations' used by various procedures to achieve the least squares solution. We place the word 'iteration' in quotes as a caution in the examination of Table 4 , since each separate method uses a different iteration scheme. The table gives only a subjective comparison of con vergence speeds. Southwell's iterative method does not con verge at all in this case because his formula for [)x was derived without the use of the necessary second partials. He does obtain the correct solution in his own work, however, when he eliminates X i from (I) by solving 00 S = 0 exactly. This can be Xi done only when one has a model which is linear in the indepen- (Macdonald, 1964) af every five steps produced convergence with only 10 iteration Our present method does not need accelerative techniques sin convergence typically occurs very rapidly. Table 4 shows not only that the present general algorithm exhibits exceptionally rapid convergence but also that when is used with exact analytical derivatives rather than with t special approximations of equations (17), it requires exac the same large number of iterations as does the O'Neill et method. Further, even when conventional approxima derivatives (without the x incrementation implicit in our use equations (17)) are used in the general method, one finds tb for a judicious choice of Ax = A a, again 148 iterations are required for convergence. These results make it clear tb indeed the gain in convergence speed in the general method arises completely from our unconventional derivative approxi mations. A full theoretical analysis and justification our approach has recently been carried out (Jones), whi completely supports our present claims. As already stated, the exploration of (x, oc) space in the present method compared,
The Computer Journ
: Number at az
(3) Estimates of the standard deviations 
Estimates of standard deviations:
only ~ space in all other approaches, leads to a compensation of most of the error (which is not actually negligible, in general, Table 8 Results of general method using P-V data and M £1 model (Macdonald, 1969; Macdonald and Powell, 1971) 
·General Method method (direct plu s Aitken). The present method with exact or conventional approximate derivat ives required 142 iterations instead of th e two or three required with unconventional deri vati ve approximations. Table 6 , a quintic model, indicates that although the sum of square s, S, may stabilise quickly, occasionally it takes several more iterations to produce stability in the parameters. For this model, however, ISa,/a21 ~ 2 and similar ratios for k > 2 are even much higher. Thus, here only one parameter is significant, and a quintic model is an extremely poor choice. The increase in Sa from 0·284 for the cubic model to 0·336 for the present quintic is further confirmation of this conclusion. Although a quintic would not be an acceptable model for the data used , the results are included to demonstrate convergence. In Table 8 , we present the results of assuming a three-para meter nonl inear model and using the data of Table 7 with four different weightings. Here all three parameter estimat es appear to be highl y significant. We have presented them to consider ably more figure s than the Sak'S warrant to show how the iter ations proceed. Again the Aak' s are insignificant, but we see that different weighting can result in very significant changes in parameter estimate s.
Summary and conclusions
Curve fitt ing using data with errors in several measured variables frequently mu st be performed, often with strongly nonlinear models. We have presented a computer-oriented general iterative method designed to find least squares solutions without the necessity of user-supplied derivatives. In practice, we find extremely rapid convergence whenever ordinary non linear least sq uares (using , for example, the Marquardt algorithm) converges. As always in nonlinear situations, it is necessary sometimes to use starting guesses for parameters which are so far removed from the least-squares results that either convergence is not ob served or it goes to a local minimum of the response surface. We recommend that in difficult cases the problem first be solved by ordinary nonlinear least squares (with W X 1 == 0 and w)'l arbitrary or unity), then the resulting estimated parameter values be used as starting guesses in tho Deming algorithm (with W x , and w n specified from the experi
...
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mental data), and finally the Deming results be used as starting sum of squares, guaranteed to be at least a relative rrum ,guesses for the present algorithm, Further, in some experiments mum when our convergence criteria are satisfied. Even though with synthetic, highly accurate data, we found that the values the bias of nonlinear equation estimates may not always . of Ax and zl, in the calculation of derivatives had to be chosen be negligible, we still feel that such reduction is useful. Whether extremely small (e.g. ~ 10-1°) to obtain convergence. Existence, convergence, and error estimates for multivalue methods ; , 11, Special methods for special problems (mainly stiff equations); ~ 12, Choosing a method.
The treatment is in general good especially in the more practical < Chapters 5, 6, 11 and 12. Complete FORTRAN routines are described and given for fourth order Runge Kutta with automatic ~ step-length control, and for a variable order, variable step-length multivalue method with optional provision for stiff equations. A I FORTRAN version of Bulirsch and Steer's ALGOL procedure is also given. These large programs are photographically reproduced from computer printout. Smaller programs are type-set and much easier to read. The discussion of one-step methods is shorter than that of Henrici (1962) , but all the essential theoretical points are covered. Multistep methods are treated from the less familiar multi value point of view (Gear, 1967) , although this is scarcely used in Chapters 6 and 7. These lllultivalue methods are exemplified by the finite difference and Nordsieck forms which are equivalent to the Adams 1 Bashforth-Moulton method. The stored quantities at each step are \ linear combinations of the usual Yr andj(j», t r) but the same approxi mating polynomial is used for all equivalent methods. Possible
Volume 15 Number 2 advantages are economy of arithmetic, especially when changing step length, and that the method may depend on a smaller number of previous steps, since the k stored values may approximate Yr and Jt», tr ) for 0 ~ r ~ ((k -1)/2). Methods investigated include those using a fixed number of corrector iterations, as well as iter ation to convergence. The only particular multistep or multivalue methods discussed are those of Milne and Adams-Bashforth Moulton.
Chapter 10 includes a host of theorems relating the root condition, stability, consistency, convergence and asymptotic error form. The Dahlquist theory on the maximal order of stable multistep methods is also given. I did not find this theory easy to understand, partly because the author treats systems of pth order equations involving (p -q) other derivatives, necessitating norms involving these two suffices, and partly because he does not always make clear exactly how the steps in the proof follow from the given hypotheses.
Rather than the usual one used by Gear, I prefer the (to me) more obvious definition of consistency of order r, for a pth order equation:
}} cu z(tn-i)/h P -}; {3i f (z(ln-i) In-i) 
= Z(p) (Tn) -!(Z(l n ) , t n ) + O(h r
) .
The requirement that .E{3i = 1 and the index of the order h term are then automatic, Very many stability concepts-asymptotic stability, absolute and relative stability regions, stiff A stability, and several others-are introduced and clearly explained. Figures 11.2 and 11 .3 illustrate the difficulty of solving stiff equations, and the advantage of the back ward Euler method very well.
I noticed rather more than the usual number of misprints; and in
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