Abstract. The goal of this paper is to find a low rank approximation for a given tensor. Specifically, we also give a computable strategy on calculating the rank of a given tensor, based on approximating the solution of a NP-hard problem. In this paper, we formulate a sparse optimization via l 1 -regularization to find low rank approximation of tensors. To solve this sparse optimization problem, we propose a rescaling algorithm of proximal alternating minimization and study the theoretical convergence of this algorithm. Furthermore, we discuss the probabilistic consistency of the sparsity result and suggest a way to choose the regularization parameter for practical computation. In the simulation experiment, the performance of our algorithm supports that our method provides an efficient approximation of the rank-one component number in tensors. Moreover, this algorithm can be also applied to surveillance video for extracting background information.
1. Introduction. Tensors or multiway arrays, as natural representation for multidimensional data, have attracted interest from different fields of science in recent years. Numerous applications of tensors are involved in signal processing [5, 18, 19] , computer vision [9, 15, 17, 21] , neuroscience [1, 16] etc. A lot of these applications rely on algorithm which decomposes a tensor data into a sum of rank-one tensors. This tensor decomposition is called the canonical polyadic (CP) decomposition. Although several techniques [7, 12] can handle this decomposition, most of them need a priori tensor rank estimates. Our proposed algorithm addresses two difficult problems for the CP decomposition: (a) one is that finding the rank of tensors is a NP-hard problem [10] , and (b) the other is that tensors can be ill-posed [6] and failed to have their best low rank approximations.
Consider a low rank approximation problem of tensors:
(1.1) min B rank(B) s.t. A − B 2 F ≤ ε for a given tensor A and a nonnegative regularization parameter ε. We will see in Section 3, this approximation problem is actually a sparse recovery problem with an l 0 -norm term. Inspired by the techniques in compressive sensing [8] , we replace the original l 0 -minimization by an l 1 -regularization problem. There are two advantages to apply this regularization to low rank approximation of tensors. First, we can detect the rank of a given tensor because of the potential sparsity and tractability for this regularization, though apparently in some instances, there might be a small loss of precision. Second, the ill-posedness of the best low rank approximation of tensors can be ameliorated since the l 1 -regularization term provides a restriction on the boundedness of variables.
Though the problem (1.1) itself is also NP-hard, we suggest an alternative multiblock constraint optimization problem (3.3) for tractable computation. In addition, we propose an algorithm to solve this problem with a nonsmooth term for low rank approximation of tensors. Our algorithm is a rescaling version of the proximal alternating minimization technique [4] , which is similarly discussed in [21] for studying the regularized block multiconvex optimization. In most proximal scheme, the minimization of the sum of a smooth term f and a nonsmooth term g can be considered by approximating the smooth function f at a given point x k :
(1.2) x k+1 = arg min
To apply this scheme to tensor structure data, we use an iterative technique to update a block of variables at a time even when the objective function includes a nonsmooth l 1 -regularization term. We also give some theoretical results on the convergence of our algorithm. By following sufficient decrease property and subdifferential lower bound described in [4] , we show that under the Jump Assumption in Section 4.2, every limit point of the sequence generated by algorithm is a critical point of the objective function satisfying the normalization constraint, and the objective function takes finite constant on every limit point of the sequence. When considering the computation in practice, we hope to choose a suitable regularization parameter directly from the data. Basing on a classical statistical model,
where θ * is a sparse signal, B is a design matrix and ε is a vector of independent noise entries, we study the probabilistic consistency of the sparsity in the model, which can be referred to the consistency of Lasso [20, 22] . We show that to find the true sparsity structure with a high probability, the regularization parameter λ relies on two intrinsic parameters σ 2 and γ of models, where σ 2 represents the variance of noise variables in statistical models, and γ is also called as an incoherence parameter [20] on design matrix. The relationship between λ and intrinsic parameters actually provides us a suggestion on how to choose a reasonable regularization parameter for practical computation.
To illustrate the performance of this low rank approximation method, our experiment consists of three parts. In the first part, we show the trend relationship between the regularization parameter and the estimated rank. In the second part, we estimate the number of rank-one components for given tensors by adaptively selecting the regularization parameter λ. In the third part, we handle the real surveillance video data, and show that our method can be applied to this data for extracting the background information with a tensor of low rank structure.
Our paper is organized as follows. In Section 2, we give notations and terminologies used throughout this paper. In Section 3, we introduce the l 1 -regularization optimization to the low rank approximation of tensors. In Section 4, we propose an algorithm to solve this l 1 -regularization optimization by using a rescaling version of the proximal alternating minimization technique. In Section 5 we discuss the probabilistic consistency of the sparsity of optimal solution, and give a suggestion on how to choose the regularization parameter. The experiments of simulated and real data are presented in Section 6. Finally, our conclusion and future work are given in Section 7.
2. Notation. We denote a vector by a bold lower-case letter a. The bold uppercase letter A represents a matrix and the symbol of tensor is a calligraphic letter A. Throughout this paper, we focus on third-order tensors A = (a ijk ) ∈ R I×J×K of three indices 1 ≤ i ≤ I, 1 ≤ j ≤ J and 1 ≤ k ≤ K, but all the methods proposed here can be also applied to tensors of arbitrary high order.
A third-order tensor A has column, row and tube fibers, which are defined by fixing every index but one and denoted by a :jk , a i:k and a ij: respectively. Correspondingly, we can obtain three kinds A (1) , A (2) and A (3) of matricization of A according to respectively arranging the column, row, and tube fibers to be columns of matrices. We can also consider the vectorization for A to obtain a row vector a such the elements of A are arranged according to k varying faster than j and j varying faster than i, i.e., a = (
The outer product x • y • z ∈ R I×J×K of three nonzero vectors x, y and z is called a rank-one tensor with elements x i y j z k for all the indices. A canonical polyadic (CP) decomposition of A ∈ R I×J×K expresses A as a sum of rank-one outer products:
Every outer product x r • y r • z r is called as a rank-one component, and the number R is called as the rank-one component number of tensor A. The minimal rank-one component number R such that the decomposition (2.1) holds is called the rank of tensor A, and is denoted by rank(A). For any tensor A ∈ R I×J×K , rank(A) has a upper bound min{IJ, JK, IK} [13] . The CP decomposition (2.1) can be also written as:
where α r ∈ R is a rescaling coefficient of rank-one tensor x r • y r • z r for r = 1, · · · , R. For convenience, we denote the row vector (α 1 , · · · , α R ) ∈ R R as α, and rewrite the sum
K×R are called the factor matrices of tensor A. It is often useful to constrain the columns of factor matrices normalized to length one [12] . We denote this constraint by N(X, Y, Z) = 1, and call it as normalization constraint.
The Khatri-Rao product of two matrices X ∈ R I×R and Y ∈ R J×R is defined as
where the symbol "⊗" denotes the Kronecker product:
Using this Khatri-Rao product, the decomposition (2.2) can be written in three matricization forms of tensor A:
where the matrix D is diagonal with elements of α.
3. Low rank approximation with sparsity. The goal of this study is to find a tensor of low rank to efficiently approximate the original tensor. So we build a basic optimization framework as shown in (1.1), and hope to find a solution of this optimization problem. For any given error ε, the minimal rank of B such that A − B 2 F ≤ ε is no larger than rank(A). The optimal solutionB to problem (1.1) is a low rank approximation of A with error ε.
We represent the tensor B as 
The problem (3.1) is equivalent to that of finding the rank of tensors when ε = 0, whose decision version is NP-hard [10] . To avoid this intractable problem, inspired by the theory of compressive sensing [8] , we turn to the following optimization problem with l 1 -norm:
Furthermore, we switch (3.2) into an l 1 -regularization optimization problem:
There is no simple manner to compute this relationship between ε and λ without already knowing the optimal solutions of formulations (3.2) and (3.3). Even for the corresponding matrix version on Basis Pursuit:
it is not known about the exact relationship between ε and λ as discussed in [2, 11] . In this work, our algorithm is tailored for solving the problem (3.3).
We denote the objective function in (3.3) as
the approximation term
and the regularized penalty term λ α 1 as g(α).
. There are four blocks X, Y, Z, α of variables in the function Ψ(•), and it is convex on one block for any fixed three blocks. For a point It is well known that the problem of finding a best rank-R approximation for tensors of order 3 or higher has no solution in general, due to the ill-posedness [6, 14] of the best low rank approximation of tensors. However, after introducing the l 1 penalty term λ α 1 to the low rank approximation term f (•), it is always attainable for the minimization of the objective function in (3.3). Thus we have the following theorem to show the existence of the global optimal solution of problem (3.3).
Theorem 3.1. The global optimal solution of problem (3.3) exists. Proof. For any tensor A ∈ R I×J×K , the objective function
Notice that all the columns of X, Y, Z in problem (3.3) are constrained to have length one. We define the d−dimensional unit sphere as
Since this function Ψ(•) is continuous on S, to prove Theorem 3.1, we only need to show that there is a point s ∈ S such that Ψ(s) = inf{Ψ(x)|x ∈ S}, i.e., the minimization of low rank approximation with l 1 penalty is attainable.
For a scalar ξ > inf{Ψ(x)|x ∈ S}, we will show that the level set L = {x ∈ S|Ψ(x) ≤ ξ} is compact. Since Ψ(•) is continuous on S, the set L is closed and we only need to prove that L is bounded. Actually, it is guaranteed by the l 1 penalty term λ α 1 of Ψ(•). Otherwise, unbounded points will let the penalty term go to infinity contrary to the boundedness of Ψ(•) on L. From the compactness of the level set L, we have that there exists a point s ∈ S such that Ψ(s) = inf{Ψ(x)|x ∈ S}. Thus we complete the proof of Theorem 3.1. Three kinds of matricization forms of tensor B = [α; X, Y, Z] R can be written by using Khatri-Rao products as
We introduce three matrices for updating computation in Algorithm 1:
Thus B (1) = XU, B (2) = YV and B (3) = ZW. So the function f (X, Y, Z,α) can be written as three forms
F . Using the vectorization of tensors, we can vectorize every rank-one tensor of outer product x r • y r • z r into a row vector q r for 1 ≤ r ≤ R, and denote a matrix consisting of all q r for 1 ≤ r ≤ R by
Algorithm 1 Low Rank Approximation of Tensor (LRAT)
Input: A third order tensor A, a upper bound R of rank(A), a penalty parameter λ and a scale s > 1; Output: A tensorB and a estimated rankR;
1: Give an initial tensor
a. Update matrices X, Y, Z:
to one, and obtain updated matrices
F . For all the indices i of α k+1 , use the soft shrinkage: Thus the function f (X, Y, Z,α) can be also written as
, where a is a vectorization for tensor A.
Our algorithm starts from (X
and iteratively update variables X, Y, Z and then α in each loop. Inspired by the equation (1.2), the update of X, Y, Z is based on the following optimization problems:
Notice that the penalty term g(•) vanishes in equations (4.3) since it is a function only relying on α.
Since the function f (X, Y, Z, α) can be written as three forms
F , we have the following gradient equations:
By combining (4.3) and (4.4), the solutions of (4.3) have the update forms for X, Y, Z as shown in Algorithm 1.
with unit columns, we consider to update α by using the equation (1.2)
Since the function f (X, Y, Z,α) can be written as
So we can obtain the update form for α in Algorithm 1 by using the separate soft shrinkage S(y) = sgn(y) max{|y| − λ, 0}. Although the regularization parameter λ is fixed in Algorithm 1, we can adaptively choose it for practical computation, which will be shown in the Section 5.
Convergence of algorithm.
In this subsection, we illustrate the convergence mechanism of the LRAT algorithm, which is a rescaling version of the proximal alternating linear minimization algorithm [4] . Here we will give all the proof details related to the convergence of our algorithm for the completeness of this paper.
Lemma 4.1. Let f (ω) be the approximation term
F where ω = (X, Y, Z, α). We have that the gradient function ∇f is Lipschitz continuous on bounded subsets of
Moreover, for any fixed X ∈ R I×R , Y ∈ R J×R , Z ∈ R K×R , α ∈ R R , there exist four constants c, d, e, η > 0 such that:
Proof. Since the function f (•) is twice continuously differentiable, the first conclusion holds from the mean value theorem. The last four inequalities can be obtained directly from three gradient forms of f (•) in (4.4).
Lemma 4.2. (Descent Lemma [3] ) Let h : R n → R be a continuously differentiable, and let x and y be two vectors in R n . Suppose that the gradient ∇h is Lipschitz continuous, i.e., there exists a constant L such that ∇h(
Proof. Let ϕ(t) = h(y + t(x − y)) where t ∈ [0, 1]. So ϕ(0) = h(y) and ϕ(1) = h(x). Then we have that 
Proof. From the Decent Lemma, we have that
From the updating mechanism of X,
Furthermore, we have that
F ≤ 0 where zero is from choosing X = X k . So we get the first inequality
The other inequalities also hold similarly.
As shown Lemma 4.3, the decent inequalities in (4.6), (4,7) and (4.8) hold for the approximation function f (•). Furthermore, since α k is fixed in (4.6), (4,7), (4.8) and Φ(•) = f (•) + g(α), these inequalities also hold for the objective function Φ(•).
In every loop of our algorithm, the updating process is as follows:
and the other is that
for updating α. We denote a lower bound of the total decreasing amount in the first process from (
where 
Though we have two decreasing processes in every loop, after the normalization on columns of
We need the following assumption on this jump, which will be used in the proof of the convergence of our algorithm. We say that the Jump Assumption holds in the k-th loop if the jump from Ψ(
is no more than the decent gap in the k-th loop, i.e., the difference Ψ(
We will show in the following lemma that the Jump Assumption allows the value of Ψ(•) to be monotonically decreasing on the sequence (ω k ) k∈N , which is generated by our algorithm.
Lemma 4.4. If the Jump Assumption holds in every loop in Algorithm 1, then (i) the sequence {Ψ(ω k )} k∈N is nonincreasing and for any k ∈ N, there is a scalar
Proof. Since the Jump Assumption holds in every loop, we can obtain that for any k ∈ N,
2 (s − 1)η k }, and we can obtain the first conclusion (i). The second conclusion (ii) holds from the first one because the sum
If the sequence {ω k } k∈N is unbounded, it means that {α k } k∈N is unbounded since columns of X k , Y k , Z k are constrained to have length one. So the sequence {Ψ(ω k )} k∈N is unbounded since Ψ(X, Y, Z,α) ≥ λ α 1 . From the conclusion (i), Ψ(ω k ) is nonincreasing. Since Ψ(•) has a lower bound, {Ψ(ω k )} k∈N is not unbounded. This is a contradiction. So the sequence {ω k } k∈N must be bounded. Furthermore, {X 
be the sequence generated by algorithm. There exist four positive scales L 1 , L 2 , L 3 and L 4 such that the following inequalities hold for any k ∈ N.
Since the update mechanism in (4.3), we have that
Thus we obtain the first inequality
To get the second inequality, let us consider
Since the mechanism in (4. 
F . We can also get the last inequality from Lemma 4.1 and the boundness of {ω k } k∈N .
Theorem 4.6. Let {ω k } k∈N be a sequence generated by algorithm from a starting point ω 0 . Denote the set of all the limit points of {ω k } k∈N as S(ω 0 ). If the Jump Assumption holds in every loop in Algorithm 1., then we have that:
where C Ψ is the set of critical points of Ψ(•). (ii)
The objective function Ψ(•) is finite and constant on S(ω 0 ). Proof. Since the boundedness of {ω k } k∈N from Lemma 4.4 (iii), the set S(ω 0 ) = ∅. For any pointω ∈ S(ω 0 ), there is a subsequence {ω kn } n∈N such that ω kn →ω as n → ∞. We have that 
as n → ∞. is finite and constant on S(ω 0 ). Under the Jump Assumption, Theorem 4.6 shows that every limit point of {ω k } k∈N is a critical point, and the objective function takes the same value on every limit point. All these properties of limit points are similar as those in [4] , which are standard results of Proximal Alternating Linearized Minimization. But in this paper, we actually consider a constraint l 1 -regularization optimization problem with constraint condition N(X, Y, Z) = 1, which is satisfied for X k+1 , Y k+1 , Z k+1 by rescaling the columns of
in every loop of our algorithm. The following theorem shows that even if the Jump Assumption is violated in finite loops, we can still have that any limit point of the generated sequence is a critical point of the objective function.
Theorem 4.7. If the Jump Assumption is only violated in finite loops, every limit point of the sequence generated by LRAT is a critical point
Proof. If the Jump Assumption is only violated in finite loops, we can choose a sufficient large integer K > 0 such that the Jump Assumption holds in the k-th loop when k ≥ K. The conclusion can be still obtained from the normalization in Algorithm 1 and Theorem 4.6.
5. Probabilistic consistency of the sparsity. In this section, we will discuss the probabilistic consistency of the sparsity of the optimal solution to problem (3.3). We will see that under a suitable choice on the regularization parameter, the optimal solution can recover the true sparsity in a statistical model with a high probability.
For a given regularization parameter λ > 0, an optimal solution to problem (3.3) is denoted by (X,Ŷ,Ẑ,α) = arg min
As shown in Section 4.1, we can construct a R×(I * J * K) matrixQ = (q
T from (4.2), and vectorize tensor A into a row vector a. For convenience, we introduce new notations b, θ, B for a T , α T ,Q T respectively. Thus b and θ are column vectors with dimension I * J * K and R, and B is a (I * J * K) × R matrix. Furthermore, we have the following equality
The optimal solutionα T for tensor approximation problem (3.3) is also an optimal solutionθ of a standard l 1 -regularized least square problem
Assume that b and B have a sparse representation structure as
where θ * is a sparse signal with k non-zero entries (k < R) and ε is a vector with independent subgaussian entries of mean zero and parameter σ 2 . We will show in Theorem 5.1 that the optimal solutionθ, which is also theα T , of problem (5.2) may become a suitable approximation for the real sparse signal θ * from the consistency theory of LASSO [20, 22] .
Denote a subgradient vector in ∂ θ 1 as β = (β 1 , · · · , β R ) T . The entries of β satisfy that for any 1 ≤ i ≤ R, β i = sgn(θ i ) if θ i = 0 and β i ∈ [−1, 1] if θ i = 0. As shown in the Lemma 1 of [20] ,θ is an optimal solution to problem (5.2) if and only if there exists a subgradient vectorβ ∈ ∂ θ 1 such that
if and only if there exists a subgradient vectorβ ∈ ∂ θ 1 such that
Assume that B is a full column rank matrix. Then the objective function in problem (5.2) is strictly convex, and the optimal solutionθ to problem (5.2) is unique and exactα T . Denote S andŜ as the index set of non-zero entries in θ * andθ respectively. So the sparse signal θ * can be rewritten as (θ * S T , 0 T ) T and the cardinality of S is k. According to the unknown set S, we can separate columns of the design matrix B as two parts (B S , B S C ), where S C is the complement of S. Moreover, since B S also have full column rank, there exists a unique solutionθ S by solving the restricted Lasso problem:
T is the unique optimal solutionθ to problem (5.2) since B has full column rank. Moreover, we also obtain that the index setŜ ⊆ S. From (5.5), ifθ S satisfies two equations:
Actually, sinceθ S minimizes the problem (5.6), there existsβ S ∈ ∂ θ S 1 such that the equation (5.7) holds. So if it happens with a high probability that the equation (5.8) holds and β S C ∞ < 1, thus the event Γ = {(θ
T is the unique optimal solutionθ to problem(5.2)} happens with a high probability. Furthermore, the event {Ŝ ⊆ S} also happens with a high probability. We are going to show these in the the following part of this section.
From equations (5.7) and (5.8), we have that:
For any j ∈ S C , we have that
We assume that there exists an incoherence parameter γ ∈ (0, 1] such that B 
Thus ω j is a subgaussian distribution with zero mean and parameter
2 ), where k is the cardinality of S. By choosing t = 1 2 γ, we have that P r(max
2 ). Thus we have that
Now let us consider about the upper bound of δ S :
∞ has a fixed value, we only need to consider the first term. For any i ∈ S, we have that v i = e P r(max
By combining (5.11) and (5.12), we have the probability inequality P r({max
2 ). Thus the probability inequality on the complementary set is that P r({max
where
T is the unique optimal solutionθ to problem (5.2)}. From the above discussion, we obtain the following Theorem 5.1, which illustrates the probabilistic consistency of the optimal solutionθ to problem (5.2).
Theorem 5.1. Suppose that the sparse structure (5.3) exists, the sparse signal θ * = (θ * S T , 0 T ) T and B has full column rank. If there exist some 0 < γ < 1 and some
whereŜ is the index set of non-zero entries inθ, and δ S =θ S − θ * S andθ S is the optimal solution of (5.6). Furthermore, if the lower bound of the absolute values of elements in θ * S is larger than λ(
Proof. In terms of (5.13), the first inequality (5.14) follows from {Ŝ ⊆ S} ⊇ Γ,
T is the unique optimal solutionθ to problem (5.2)}.
∞ and the lower bound of the absolute values of elements in θ * S is larger than
∞ , it can be checked that the entries inθ S and θ * S of the same index have the same sign. From (5.13), we can obtain the second inequality (5.15).
Theorem 5.1 tells us that if we want to recover the sparsity in (5.3) with a probability p, we should choose a λ such that 1 − 2R exp(−
2 ) > p when we know the intrinsic parameters γ and σ 2 . So to adaptively give a regularization parameter λ based on the data A, we need to give two guesses on the intrinsic parameters γ and σ 2 . We set λ to zero in the Algorithm 1, and compute a estimated tensor B = [α;X,Ŷ,Ẑ] R from the tensor data A. The parameter σ 2 is estimated by using the varianceσ 2 of all the entries in the difference A −B, and the parameter γ is set asγ = 1 − max{| B i , B j ||i = j}, where B i is the i-th column in B = (X ⊙Ŷ) ⊙Ẑ. With regularization parameterλ = 2 γ 2σ 2 log(200R), the result of our algorithm is shown by using the simulated and real data in the next Section 6.2 and 6.3.
6. Simulation Study. In this section, we do three kinds of numerical experiments for testing the performance of our algorithm. Codes of the first two experiments are written in Matlab for simulated data. The third one is executed in C++ with opencv for surveillance video data. All these experiments run on a laptop computer with Intel i3 CPU 2.27GHz and 3G memory.
6.1. Trend for the estimated rank. We randomly create one tensor A ∈ R 10×10×10 with 5 rank-one components, and then use the LRAT to estimate the rank of A along with the increment of the regularization parameter. The upper bound R of rank(A) is fixed to 10 in the algorithm, and the regularization parameter λ varies from 0 to 0.1 by step 0.001.
As shown in Figure 1 , the estimated rankR has a decreasing trend as the increasing of the parameter λ. The reason for this lies that to minimize the objective function in (3.3) , an increase in λ reduce the value of α 1 and then the estimated rankR which is the number of nonzero entries inα.
6.2. Accuracy of the estimated rank. We randomly generate three kinds of tensors with various dimensions and various rank-one component numbers as shown in Table 1 . The estimated rankR is calculated with the regularization parameter λ = Table 1 , when the rank-one component number cn = 2, the average estimation difference ofR − cn is 0.05.
Similarly, for each component number cn = 2, 3, 4, 5, 8, we randomly generate 100 tensors in R 10×10×10 , and for cn = 2, 3, 4, 5, 8, 10, 15, we randomly generate 100 tensors in R 20×20×20 . The upper bound R is set to I = 10, 20. The average differences ofR − cn are shown in the last two rows of Table 1. 6.3. Application in surveillance video. Grayscale video data is a natural candidate for third-order tensors. Due to the correlation between subsequent frames of video, there exists some potential low-rank mechanism in the data. In this subsection, we apply our algorithm LRAT to two surveillance videos 1 on Fountain and Lobby. As shown in Figure 2 and 3, our method can extract the low-rank mechanism and model the background information from video data. The regularization parameterλ is set to 2 γ 2σ 2 log(200R), whereσ 2 andγ are computed as discussed in Section 5. The upper bound R of rank is set to min{I, J, K}, where I is the number of rows in one frame, J is the number of columns in one frame, and K is the number of frames in the video.
The first video of 220 frames is on a fountain, and every frame has a resolution 128 × 160. Thus I = 128, J = 160 and K = 220. The upper bound R is set to Figure 2 shows one frame in the original video data A, in the estimated low rank tensorB and in the residual tensor A −B. As shown in Figure 2 (b), the low rank tensorB captures the background of the original video. The number of rank-one components inB is 95. The representation ofB with three factor matrices only needs (128 + 160 + 220) × 95 elements while original tensor A needs 128 × 160 × 220 pixels. The second video is on a lobby, and the corresponding tensor is also in R 128×160×220 . The low rank approximation result is shown in Figure 3 (b) . The number of rank-one components inB is 125. So we need (128 + 160 + 220) × 125 elements in three factor matrices to characterize the background information of this video data.
7. Conclusion and future work. We propose an algorithm based on the proximal alternating minimization to detect the rank of tensors. This algorithm comes from the understanding of the low rank approximation of tensors from sparse optimization. We also provide some theoretical guarantees on the convergence of this algorithm and probabilistic consistency of the approximation result. Moreover, we suggest a way to choose a regularization parameter for practical computation. The simulation studies suggested that our algorithm can be used to detect the number of rank-one components in tensors, and the low rank approximation can model the background information of surveillance video.
Ideas presented in this paper have potential applications and extensions, especially in video processing and latent component number estimation. The ongoing work is to apply this low rank approximation method to moving object detection and video data compression.
