Differentiated Services (DiffServ) is a promising architecture for the next generation Internet due to its highly flexible, scalable and interoperable design. In DiffServ, scheduling disciplines play an important role in achieving service differentiation. In this paper, we extend the average delay analysis of the Probabilistic Priority (PP) scheduling discipline first proposed in [8] to the multi-class case. The PP discipline is based on the Strict Priority (SP) discipline with the difference that each priority queue is assigned a parameter p i ∈ [0, 1] which determines the probability that the queue is served when the queue is polled by the server. We derive the relationship between the average queueing delay for each class and these parameters, as well as the upper and lower bounds of the average queueing delay for each class. This relationship shows that PP can provide different Quality of Service (QoS) to different priority classes in a controllable way and is also able to provide relative and proportional differentiated services [14, 15] . Simulation results of multi-class PP are presented here. In addition, we implemented multi-class PP on a DiffServ testbed and experimental results from this will also be discussed.
Introduction
The current Internet offers best-effort service to all kinds of traffic. But as the number of users and diversity of applications increase dramatically, this "one-size-fits-all" service cannot satisfy users' requirements [1] . Different kinds of applications and users require different qualities of service and their network usage can also be charged at different rates. To this end, the Internet Engineering Task Force (IETF) has considered a number of architectural extensions to the current Internet. Among these efforts, Differentiated Services (DiffServ or DS) has emerged as one of the more promising architectures for the next generation Internet.
In the DiffServ architecture [2] , packets are classified into several behavior aggregates according to their diverse Quality of Service (QoS) requirements, such as delay, delay jitter and drop precedence. This is done by marking packets with the appropriate DiffServ codepoint (DSCP) at the edge of the network. Within the core of the network, the interior routers simply forward packets based on the Per-Hop-Behavior (PHB) associated with the DSCP. By pushing most of the state and forwarding complexity to the network edges, this architecture has a highly scalable design. DiffServ is also a flexible framework under which a variety of services may be implemented by defining different PHBs. Three kinds of forwarding service have been defined and are widely accepted: they are Expedited Forwarding (EF) [3] , Assured Forwarding (AF) [4] and Best-Effort forwarding (BE). EF, also known as Premium Service, can be used to build a low loss, low latency, low jitter assured bandwidth and end-to-end service. AF does not provide end-to-end service, but assigns each of the three levels in the four classes a different level of drop precedence. BE provides the same service as that in the current Internet.
In DiffServ-enabled networks, the three PHBs, EF, AF and BE, are handled in a descending priority order. Packet scheduling is a crucial technique for performing resource allocation and bring about service differentiation [5] . Recently, the QoS research community has started considering the concept of relative and proportional differentiated services [14, 15] , which are simpler to implement compared to absolute differentiated services. Among the many available scheduling disciplines that can be implemented in the routers of a DiffServ network, the Strict Priority (SP) [6] discipline is perhaps the simplest and most commonly used discipline. With the SP scheduler, packets with the highest priority will always be selected first. Only when the queues of higher priority are empty can packets of lower priority be served. The SP discipline is able to provide preferential treatment to the higher priority classes at the expense of service degradation of the lower priority classes. Thus, in a heavily loaded network with the SP discipline, packets with lower priority may be kept waiting indefinitely in their corresponding queues, giving rise to large packet delays and even starvation. Moreover, the behaviour of the SP discipline cannot be adjusted when the network condition changes.
In [8] , we proposed a Probabilistic Priority (PP) scheduling discipline. The PP discipline is based on the SP discipline with the difference that a parameter p i ∈ [0, 1] is assigned to each of the different priority queues. The parameter p i determines the probability with which the corresponding queue is served when it is polled by the server. By adjusting the p i parameters, the average queueing times of packets in different priority classes and their average throughput in a congested network will be affected. Through the proper setting of p i values, the lower priority classes can get a share of the link bandwidth even in a heavily loaded network, thus avoiding the the problems of the SP discipline mentioned above.
We have shown in [8] and [10] that the PP scheduling discipline offers fairness and protection, delay bounds and delay differentiation between classes of flows, and its performance in these aspects is comparable to well-known scheduling disciplines such as Weighted Fair Queueing (WFQ) and Weighted Round Robin (WRR). The PP discipline is also considerably simpler to implement compared to WFQ since timestamping is not required, there is no virtual and finish time computation and it does not need a sorted priority queue. However, we are not advocating the PP scheduling discipline to be a replacement for other disciplines like WFQ or WRR, but simply as an alternative with its own strengths and weaknesses. This paper extends the average delay analysis of the PP scheduling discipline in [9] to the multi-class case and verifies the analytical results through simulation and implementation on a real DiffServ testbed. The implementation on the DiffServ testbed provides a proof of concept of the applicability of the PP discipline in real networks. The ability to control the average queueing delays and throughput using the p i parameters provides a flexible way for higher level control agents, such as policy servers [11] or Bandwidth Brokers in the Internet2 QBone architecture [12] , to manage service differentiation in dynamic networks.
The rest of the paper is organized as follows. Section 2 describes the model of the PP scheduling discipline and Section 3 summarizes the results of a twoclass system derived in previous work [9] . In Section 4, we analyze the relationship between the assigned p i parameters and the average queueing delays in a multi-class system. Simulation results and experimental results from a DiffServ testbed will be presented and discussed in Sections 5 and 6 respectively. The procedure for using the PP scheduling discipline to implement different DiffServ PHBs is also presented. In Section 7, the average and worst case performance of the PP discipline is compared to other well-known scheduling disciplines like WFQ and WRR. Finally, Section 8 gives the conclusion. Consider a single-server system in which there are N (≥ 2) classes of packets as shown in Figure 1 . We define that a class with a smaller class number has a higher (non-preemptive) priority than a class with a larger class number. Each class of packets has its own service queue and the buffer size of the queue is infinite. Packets of the same class are served in First-Come-FirstServed (FCFS) fashion.
In the system described above, the Probabilistic Priority (PP) discipline is applied in the following manner. Each queue is assigned a parameter
. . , N − 1) and p N = 1. When the server is available, it serves the queues in order of their priority:
(1) the server always polls the class i = 1 queue first (2) if queue i (< N ) is empty when it is polled, it will not be served and the server will poll the next queue i + 1 (3) if queue i is not empty and all the queues that have lower priority than queue i are empty, the first packet of queue i will be served and transmitted (with probability 1) (4) if queue i is not empty and at least one of the queues that have lower priority than queue i is not empty, the packet at the head of queue i will be served with probabilityp i and the server polls the next non-empty queue with probability (1 −p i ) (5) only when all the N queues are empty, can the server be in an idle state, i.e. PP is a work-conserving discipline This completes a service cycle in which only one packet is served and the server returns to poll the class i = 1 queue after that.
To determinep i , let us first consider the relative weight of class i, denoted by r i and given by:
Letr i denote the normalized relative weight for a non-empty queue which also represents the probability that in a service cycle, the packet at the head of queue i is served when that queue is not empty and at least one of the queues that have lower priority than i is non-empty:
where Ω is the set of non-empty queues. Thus, the probabilityp i of serving a packet at the head of non-empty queue i when that queue is polled is:
When all the N queues are non-empty,r i = r i , and it can be verified that j=1,...,N r j = 1 and j=1,...,Nrj = 1. However, note that the p j andp j values do not sum to unity. If p i = 1 for i = 0, 1, 2, ..., N , the PP discipline reduces to the SP discipline, while if p i = 0 for i = 0, 1, 2, ..., N − 1 (p N = 1), the inverse SP discipline in which a larger class number has a higher priority over a smaller class number is obtained. In a two-class PP system shown in Figure 2 , p 1 ∈ [0, 1] and p 2 = 1. Note that if p 1 = 1, PP is the same as the SP discipline; while if p 1 = 0, it becomes the inverse SP discipline. The operational procedure of the PP scheduling discipline is simple as when both queues are non-empty, i.e.r 1 = p 1 and r 2 = 1 − p 1 , and no other calculations are required.
The detailed analysis of the two-class PP system can be found in [9] . Only the key concepts and results will be presented here. The queueing delay of a packet of class i (i=1,2) can be decomposed into three parts:
(1) the average residual time that the packet encounters due to another packet found in service upon its arrival (2) the delay it experiences due to packets in front of it in the same queue (3) the delay due to packets from the other queue which are served before it upon its arrival.
We assume that packets arrive at the corresponding queues according to independent Poisson processes with rates λ i (i = 1, 2, . . . , N ). The service times of class i packets are independent, identically distributed, stochastic variables, and can have a general distribution with finite first and second moments s i and s (2) i .
For further analysis, we define the following terms:
ρ i the traffic intensity of class i which equals λ i s i ρ the the total traffic intensity of the system which equals Hence, the average queueing delay of class i can be expressed as:
whereī refers to the class other than i, N i is the average queue length of class i, and nī is the average number of classī packets that are served before the class i packet. It can be shown that W 0 depends on ρ i and ρī and nī depends onr i .
In [9] , we studied the behavior and derived expressions for the average queueing delay W i for class i and its upper and lower bounds in a two-class PP system. Here, we provide a summary of those results: 
where γ i and γī represents the probability that a class i and class i packet, respectively, is served given that there is a waiting packet in class i and i, respectively.
Further details including the expressions for W 0 , γ i and γī are presented in [9] .
Analysis of Average Queueing Delay in a Multi-class PP System
In an
. . , N −1 and p N = 1. As mentioned in Section 2, when p i = 1 (i = 1, 2, . . . , N − 1), the PP discipline is the same as SP, while when
The analytical procedure of the PP scheduling discipline in the multi-class case is more complicated than that in the two-class case. Fortunately, we can leverage on the results from the two-class case. In this section, we first analyze the relationship between W i and the parameters p 1 , . . . , p N . Subsequently, we derive upper and lower bounds for W i . Since the PP discipline can affect the performance of different classes (when compared to the SP discipline) only when there is competition for resources between the classes, the following analysis is based on the condition that there are always at least two queues that are non-empty.
Relationship between W i and p i
Once ther i values are obtained, there is no further need to consider the priority relationships between the different queues. Furthermore, the arrival processes are Poisson and independent of each other. Thus, when class i (1 ≤ i ≤ N ) is non-empty, we can combine all the other N − 1 classes into a single big class, referred to as classī with λī = j =i λ j and ρī = j =i ρ j = ρ − ρ i . The N -class system is now reformulated as a two-class system as shown in Figure 3 . In such a two-class system,rī = 1 −r i . Using the results for a two-class PP system shown in Section 3, the average queueing delay of class i can be expressed as:
The value ofr i is difficult to determine since it varies under different network conditions, i.e. the empty and non-empty status of all the other N − 1 queues. Let W ik denote average queueing delay of class i in network condition k and P ik denote the probability that this network condition appears, then
where the total number of possible network conditions M =
Ifr ik is the normalized relative weight of class i in condition k, W ik is obtained by
As mentioned in Section 3, W ik would be a continuous and monotonically decreasing function forr ik ∈ [0, 1].
Suppose that under network condition k, Ω k denotes the set of all non-empty queues. The probability that the packet at the head of class i is served in a service cycle is:
To find the relationship between parameter p j and W i , this equation is rewritten in the following way:
where Ω jk1 = {m ∈ Ω jk and m < j} and Ω jk2 = {n ∈ Ω jk and n > j}.
Due to the different priority relationships between class j and class i, there are three cases that need to be considered :
(1) j < i By dividing the numerator and denominator on the right side of Equation (10) with (1 − p j ), we obtain: 
The treatment for this case is similar to case 1 above, but now we use p i as the divisor. Equation (10) is thus rewritten as: 
and
In general, j∈Ω r j ≤ 1, but when all the queues are non-empty, we obtain j∈Ω r j = 1 and r i reaches its minimum value:
Since r j ≥ 0 and we have the condition that at least two queues are non-empty, the maximum value ofr i is:
Hence, in an N -class system with PP, the upper and lower bounds of W i (i = 1, 2, . . . , N ) are given by
Asr imax andr imin are the largest and smallest possible normalized relative weight of class i in all the service cycles, the difference between these values and the average value ofr i may be large, and the upper and lower bounds of W i given by Equations (13) and (14) may be loose.
Simulation study of Probabilistic Priority scheme
In this section, simulation results that demonstrate the average queueing delay of the PP discipline will be presented.
In all the simulations, a four-class system is considered. For each class, the packet arrival processes are independent and identically distributed Poisson processes. The lengths of packets in each class follow the same exponential distribution. The mean packet service time is taken to be the unit of time and the run time of each simulation is 10 6 units of time. The buffer size of each queue is assumed to be infinite and the service discipline within the same class is FCFS. In the results shown in this section, the four classes have the same traffic load, i.e. ρ i = ρ/4. Figure 4 shows the simulation results of the average queueing delay of each class and the corresponding calculated upper and lower delay bounds at different traffic loads with p 1 = p 2 = p 3 = 0.8 and p 4 = 1. The horizontal axis indicates the network utilization factor ρ (denoted as rho in Figure 4 ).
From Figure 4 , it can be seen that the average queueing delays of all the four classes increases with ρ. When the traffic load is light (ρ ≤ 0.3), network resources are sufficient such that when a packet enters its corresponding queue, it almost always finds the other three queues empty. In this case, the delay performance of the four classes are nearly the same. However, as ρ increases, the probability that packets of different queues must compete for the server also increases, and the difference in performance between the different classes becomes more significant. Since the parameters p i (i = 1, 2, 3) have been set to favor the higher priority classes, classes with higher priority have better performance than classes with lower priority. These results show that the PP discipline can effectively provide different levels of service to different classes, which results in the performance in each of the classes, in terms of average queueing delay, to be different.
The upper and lower bounds of the average queueing delay of each class shown in Figure 4 are calculated using Equations (13) and (14) . All the simulation results of average queueing delay fall within their corresponding upper and lower bounds. Although the differences between the average queueing delay and the upper or lower bounds are quite large when ρ is high, these computed bounds are useful for estimating the network performance under high load conditions.
To verify the analysis of the relationship between the parameter p i and the average queueing delay, another set of simulations were conducted. Under heavily loaded network conditions where ρ 1 = ρ 2 = ρ 3 = ρ 4 = 0.225, the results of the average queueing delays of each class and the corresponding calculated upper and lower delay bounds at different values of p 1 with p 2 = p 3 = 0.8 and p 4 = 1 are shown in Figure 5 . It can be seen that as p 1 changes from 0 to 1, the average queueing delay of class 1 decreases monotonically while the average queueing delays of the other three classes change in the opposite sense, i.e. increases monotonically. All the simulation results of average queueing delay are still bounded by the upper and lower bounds. Figure 6 (a), it can be seen that as the value of p 2 changes from 0 to 1, the average queueing delay of class 2 is monotonically decreasing while the delays of the other two classes are monotonically increasing. The values of the average queueing delay of class 1 are almost constant. Figure 6(b) , it can be seen that when p 3 increases and all the other parameters are kept unchanged, the average queueing delay of class 3 is monotonically decreasing and that of class 4 is monotonically increasing, while the delays of the two classes with the highest priorities are almost constant.
The results in the previous three figures show that when p i (i = 1, 2, 3) increases from 0 to 1 while all the other parameters are constant, the average queueing delay of class i is monotonically decreasing; the average queueing delay of the class that has a lower priority than class i is monotonically increasing; the average queueing delay of the class that has a higher priority than class i is almost constant. These results are in full agreement with the analysis in Section 4.
Probabilistic Priority in a Differentiated Services Network
We have seen in the previous sections of this paper that the PP discipline can achieve service differentiation in a controllable manner in a multi-class environment. Hence, the PP discipline can be used in the packet scheduler within routers that make up the core infrastructure of DiffServ networks. In the experiments described below, the resulting PP scheduler was implemented on a DiffServ testbed. The implementation of the PP scheduler is fairly simple and does not require any state information to be maintained in the core of the network. The topology of the DiffServ testbed is shown in Figure 7 .
DiffServ Testbed
The testbed is a self-contained network with 5 PCs which act as three sources, a router and a destination. The three sources send out independent traffic flows to the destination. The router in the middle of Figure 7 is DiffServenabled and acts as both edge router and interior router. We implemented the PP scheduling discipline by extending the DiffServ on Linux version 6 [13] package which runs on PCs with the Linux version 2.2.12 operating system. The DiffServ router has three Ethernet cards which connect to the sources and destination with a capacity of 10 Mbps on each link. The traffic control procedure performed at the router is shown in detail in Figure 8 . There are four parts in the traffic control procedure: classifier, marker, meter and the PP scheduler. First, packets from each of the three sources are classified into three classes at the incoming interface (eth1 or eth2). Following the convention adopted in the earlier sections of this paper, we define that a class with a smaller class number has a higher priority than that with a larger class number. The procedure dsmark is applied as the marker and packets of the three classes are marked with DSCP 0xb8, 0x48 and 0x00 2 respectively before entering their respective queues. The meter measures the offered load at each ingress interface, the queueing delay in the PP scheduler and the throughput of the different queues at the egress interface. These measurements will be shown in the graphs that will be presented in the next few sub-sections.
Traffic Control and Measurement
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Algorithm for Implementing the PP Scheduler
According to the model of the PP discipline described in Section 2, the PP scheduler is implemented in the following way:
(1) For a series of values of (p 1 , p 2 , . . . , p N ),r i (defined in Equation (2) When any of the p i parameters changes, ther i values are recalculated and the look-up table is updated. In any service cycle, the value ofr i is obtained from the table, thus reducing the amount of computation required in every service cycle. As mentioned in Section 1, the implementation of the PP scheduling discipline is significantly simpler than WFQ.
Experimental Results
In the experiments described in this section, three UDP flows were sent from the sources to the destination independently. The three flows are independent and identical Poisson processes with exponentially distributed packet lengths and having the same mean sending rate and mean packet size. classes at different offered loads with p 1 = p 2 = 0.8 and p 3 = 1 are shown in Figure 9 . The horizontal axis indicates the offered load to each of the three classes. As ρ increases, the difference in the average queueing delay of the three classes becomes more pronounced. Note that the queueing delay values are measured by the meter within the DiffServ router mentioned above -thus, the different delays shown here for the different classes are due solely to the PP mechanism and not congestion and collision on the Ethernet links. By setting the p i values to favor the higher priority classes, the packets belonging to higher priority classes receive better service (in medium to high load conditions), or at least no worse (in low load conditions) than the packets of lower priority classes. Thus, the PP scheme is able to provide relative differentiated services [14] . Figure 10 (a) but with the difference that p 1 = 0.8 and p 2 changes from 0 to 1 (p 3 = 1). The curves in these two figures show that the properties of the PP scheduler in a real network are similar to those observed in the simulations described in Section 5, and are consistent with the analysis in Section 4.
Proportional Differentiated Services
Let m denote the class that has higher priority than class i and n denote the class that has lower priority than class i. For p i ∈ [0, 1], since W m is constant, W i is monotonically decreasing and W n is monotonically increasing, we can make the following propositions: These propositions imply that with different values of p i , the ratios of the average queueing delays of different pairs of classes can be different. For a particular desired ratio, appropriate values of p i can be obtained. Thus, the PP discipline can be used to implement the proportional differentiated services framework [15] which requires that the basic performance measures for packet forwarding at each hop, such as queueing delay, are ratioed proportionally to class differentiation parameters set by the network operator.
To illustrate the proportional relationship between the average queueing delays of different classes at different values of p 1 , the results in Figure 10 (a) are replotted and shown in Figure 11 (note that this is the m = 1, i = 2, n = 3 case). Hence, the PP scheduler effectively provides proportional differentiated services in which the spacings or proportions of the average queueing delays of different priority classes can be adjusted by adjusting the values of p i .
Implementation of DiffServ Per Hop Behaviors (PHBs)
The queues in the PP scheduler can be arranged in groups with the last queue in each group having a p i parameter value of 1. This gives rise to the group segregation property [10] in which a higher group has strict priority over the lower groups.
To implement the Expedited Forwarding (EF) service using the PP discipline, the queue corresponding to the aggregated EF traffic should be implemented as the first queue, i.e. i = 1, with p 1 = 1 so that the PP discipline will provide strict priority preferential treatment to EF traffic over other traffic.
For Assured Forwarding (AF) classes, the queues corresponding to different classes can be allocated different amounts of service by setting appropriate values between 0 and 1 for the p i parameters. Since there is no drop differentiation mechanism in the PP framework, the PP scheme needs to work together with buffer management techniques such as Random Early Discard (RED) to achieve a different level of drop precedence in each AF class.
Finally, the Best Effort (BE) class should use the lowest priority queue, i.e. the i = N th queue. It is worth pointing out that under the PP discipline, the BE class will not encounter starvation even when steady streams of EF and AF traffic are present.
Comparison of PP with WFQ and WRR
It can be seen in Section 6.3 that the computational complexity of the PP algorithm is significantly less than the WFQ scheduling discipline which requires timestamping, the computation of tags and a sorted priority queue.
In [8] and [10] , the average delay behavior of the PP scheduling discipline was studied in detail and compared with well-known scheduling disciplines such as WFQ and WRR in terms of throughput differentiation, fairness and delay differentiation.
The PP discipline is able to achieve throughput differentiation and fairness comparable to WFQ and WRR, but over slightly longer timescales. PP and WFQ can both approximate the SP discipline and provide maximum delay differentiation between classes, whereas WRR is unable to do so satisfactorily.
Reference [10] also considers the worst case delay of PP relative to WFQ and WRR. The delay bound for WFQ does not depend on traffic in other classes, while the delay bounds of PP and WRR do. Although PP may have a large packet delay variation or jitter for queues with small values of the p i parameter due to its probabilistic nature, this problem does not arise in high priority queues with larger values of p i close to 1.
Conclusion
Differentiated Services networks aim to provide different levels of service to different users and applications. To this end, the scheduling discipline at each router plays an important role in achieving service differentiation.
In this paper, we extended the average delay analysis of the PP scheduling discipline to the multi-class case and implemented it in a real DiffServ network. Specifically, we analyzed the relationship between the average queueing delay in a multi-class system and the parameters of the PP discipline and derived upper and and lower bounds for this delay. Both simulation and experimental results have verified the validity of the analysis and show that, in addition to the advantages mentioned above, the PP scheduler can achieve relative and proportional differentiated services, thus providing a simple and flexible way to manage performance and QoS in DiffServ networks. Last but not least, we discussed the average and worst case performance of the PP scheduling discipline compared to well-known disciplines such as WFQ and WRR.
