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Detecting traveling photons is an essential prim-
itive for many quantum information processing
tasks. We introduce a single-photon detector de-
sign operating in the microwave domain, based on
a weakly nonlinear metamaterial where the nonlin-
earity is provided by a large number of Josephson
junctions. The combination of weak nonlinearity
and large spatial extent circumvents well-known
obstacles limiting approaches based on a localized
Kerr medium. Using numerical many-body simu-
lations we show that the single-photon detection
fidelity increases with the length of the metama-
terial to approach one at experimentally realistic
lengths. A remarkable feature of the detector is
that the metamaterial approach allows for a large
detection bandwidth. In stark contrast to conven-
tional photon detectors operating in the optical
domain, the photon is not destroyed by the de-
tection and the photon wavepacket is minimally
disturbed. The detector design we introduce of-
fers new possibilities for quantum information pro-
cessing, quantum optics and metrology in the mi-
crowave frequency domain.
Introduction
In contrast to infrared, optical and ultraviolet frequencies
where single-photon detectors are a cornerstone of experi-
mental quantum optics, the realization of a detector with
similar performance at microwave frequencies is far more
challenging [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. The
interest in realizing such a detector is intimately linked
to the emergence of engineered quantum systems whose
natural domain of operations is in the microwaves, includ-
ing superconducting quantum circuits [14], spin ensem-
bles [15], and semiconductor quantum dots [16]. The con-
tinuing improvement in coherence and control over these
quantum systems offers a wide range of new applications
for microwave single-photon detection, such as photon-
based quantum computing [17], modular quantum com-
puting architectures [18], high-precision sensing [19], and
∗Corresponding author. Email: arne.grimsmo@sydney.edu.au
the detection of dark matter axions [20].
A number of theoretical proposals and experimental
demonstrations of microwave single-photon detectors have
emerged recently. These schemes can broadly be divided
into two categories: Time-gated schemes where accurate
information about the photon’s arrival time is needed a
priori [2, 6, 7, 10, 11, 13], and detectors that operate con-
tinuously in time and attempt to accurately record the
photon arrival time [1, 3, 4, 5, 8, 9, 12, 13]. In this work,
we are concerned with the last category, which is simul-
taneously the most challenging to realize and finds the
widest range of applications.
Depending on the intended application, there are sev-
eral metrics characterizing the usefulness of single-photon
detectors. Not only is high single-photon detection fi-
delity required for many quantum information applica-
tions, but large bandwidth, fast detection and short dead
times are also desirable [21]. Moreover, nondestructive
photon counting is of fundamental interest and offers new
possibilities for quantum measurement and control. In
this article, we introduce the Josephson Traveling-Wave
Photodetector (JTWPD), a non-destructive single-photon
detector which we predict to have remarkably high perfor-
mance across the mentioned metrics. In particular, this
detector can have detection fidelities approaching unity
without sacrificing detector bandwidth.
The JTWPD exploits a weakly nonlinear, one-
dimensional metamaterial, designed to respond to the
presence of a single photon. The nonlinearity is provided
by a large number of Josephson junctions, inspired by the
Josephson traveling wave parametric amplifier [22]. Be-
cause the detector response does not rely on any resonant
interaction, the detector bandwidth can be designed to
range from tens of MHz to the GHz range. The detec-
tion and reset times are predicted to be in the range of
tens of µs for typical parameters. Moreover, the signal-
to-noise ratio (SNR) grows linearly with the length of the
metamaterial which can be made large, leading to single-
photon detection fidelities approaching unity. By interro-
gating the nonlinear medium with a “giant probe” [23]—a
probe system that couples to the medium over a spatial
extent that is large compared to the length of the signal
photons—this approach bypasses previous no-go results
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Figure 1: a) Sketch of the JTWPD. Standard trans-
mission lines (black) are coupled to both ends of a one-
dimensional metamaterial (orange) of length z and linear
dispersion relation, ω = vk. A cross-Kerr interaction χ be-
tween the metamaterial and the giant probe mode (blue)
leads to a phase shift in the strong measurement tone
(yellow) while the signal photon (red) travels through the
metamaterial. b) Phase space picture of the probe mode.
With respect to the idle coherent state |α〉, the presence of
a signal photon displaces the states by gz/v, with g = χα.
for photon counting based on localized cross-Kerr interac-
tions [24, 25, 26, 27].
Results
Many proposals for itinerant microwave photon detection
rely on capturing the incoming photon in a localized ab-
sorber mode that is interrogated using heterodyne de-
tection [1, 3, 4, 5, 12, 13]. A first challenge associated
with this approach is linked to a version of the quantum
Zeno-effect: continuously and strongly monitoring the ab-
sorber will prevent the incoming photon from being ab-
sorbed [1, 12], limiting the detector’s quantum efficiency.
Another difficulty concerns the tradeoff between efficiency
and bandwidth. A large detector response to a single pho-
ton requires a sufficiently long interaction time with the
photon. In principle, this can be achieved by making the
absorber mode long-lived. However, as the mode linewidth
is inversely proportional to the photon lifetime, this im-
poses a serious constraint on the detector bandwidth.
Our solution to overcome these obstacles is illustrated
schematically in Fig. 1: In place of a localized absorber, we
use a long and weakly nonlinear metamaterial. Backscat-
tering is avoided by using a nonlinearity that is locally
weak, yet a large response is made possible by having a
long photon time-of-flight through the metamaterial. The
presence of a photon is recorded using a continuously mon-
itored probe mode that is coupled to the metamaterial
along the full extent of its length. Thanks to a nonlinear
cross-Kerr coupling, in the presence of the measurement
tone aˆin(t), a single photon in the metamaterial induces a
displacement of the output field aˆout(t) relative to its idle
state. While the interaction between the metamaterial
and the probe mode is locally too weak to cause any no-
ticeable change in aˆout(t), the displacement accumulates
as the photon travels through the metamaterial leading
to a large enough signal to be recorded using homodyne
detection.
JTWPD design and working principle As illus-
trated in Fig. 2, the backbone of the metamaterial is a
waveguide of length z (orange) realized as a linear chain
of coupled LC oscillators, in a configuration known as
composite right/left handed (CRLH) metamaterial [28].
The LC oscillators are coupled via an array of nonlinear
couplers (inset) to a readout resonator acting as a giant
probe (blue). With the metamaterial coupled at x = ±z/2
to impedance matched linear transmission lines, the inter-
action time between the photon and the giant probe is
τ = z/v where v is the speed of light in the metamaterial.
As an alternative to this transmission mode, the interac-
tion time can be doubled by terminating the metamaterial
at x = +z/2 with an open where the photon wavepacket is
reflected. To simplify the analysis, we consider the trans-
mission mode in most of the treatment below, but return
to a discussion of reflection mode when discussing poten-
tial experimental implementation and parameters.
The full detector Hamiltonian can be expressed as Hˆ =
Hˆ0 + Hˆr + Hˆint, where Hˆ0 contains the linear part of the
waveguide including the metamaterial as well as the input
and output linear waveguides, Hˆr is the probe resonator
Hamiltonian and Hˆint describes the nonlinear coupling be-
tween the probe and the metamaterial. As shown in the
Supplementary Materials, in the continuum limit where
the size a of a unit cell of the metamaterial is small with
respect to the extent of the photon wavepacket, Hˆ0 takes
the form
Hˆ0 =
∑
ν=±
∫
Ω
dω~ωbˆ†νω bˆνω. (1)
In this expression, bˆ†±ω creates a delocalized right/left-
moving photon with energy ~ω and satisfies the canoni-
cal commutation relation [bˆνω, bˆ
†
µω′ ] = δνµδ(ω − ω′). The
subscript Ω in Eq. (1) is used to indicate that we only
consider a band of frequencies around which the metama-
terial’s dispersion relation is approximately linear. The
probe resonator Hamiltonian Hˆr can be written in a dis-
placed and rotating frame with respect to the coherent
drive field as
Hˆ ′r =
~K
2
aˆ†2aˆ2, (2)
where K is a self-Kerr nonlinearity induced by the nonlin-
ear couplers (see Methods).
The coupling elements also lead to cross-Kerr interac-
tion between the array of oscillators and the probe mode.
As mentioned above, this coupling is chosen to be locally
weak such that the nonlinearity is only activated by the
presence of a strong coherent drive aˆin(t) on the probe. In
this limit, the nonlinear interaction Hamiltonian Hˆint is in
the same rotating and displaced frame given by
Hˆ ′int = ~
∑
νµ
∫ z/2
−z/2
dxχ(x)bˆ†ν(x)bˆµ(x)
(
aˆ†aˆ+ α2
)
+ ~
∑
νµ
∫ z/2
−z/2
dxg(x)bˆ†ν(x)bˆµ(x)
(
aˆ† + aˆ
)
,
(3)
where we have defined the x-dependent photon annihila-
tion operators
bˆν(x) =
√
ω¯
2piv
∫
Ω
dω√
ω
bˆνωe
νiωx/v, (4)
with ω¯ a nominal center frequency for the incoming photon
and which is introduced here for later convenience. The
parameter χ(x) is a dispersive shift per unit length given
2
aFigure 2: Schematic representation of the JTWPD. The probe resonator with ground plane on top and the center
conductor below (blue), as well as a readout port on the right, acts as a giant probe. The light blue arrows illustrate the
fundamental mode function of a λ/2 resonator. This probe is coupled via a position dependent cross-Kerr interaction
χ(x), mediated by an array non-linear couplers (inset), to a metamaterial waveguide (orange). The metamaterial is
coupled to impedance matched input/output transmission lines at x = −z/2 and x = z/2 (grey). An incoming photon
of Gaussian shape ξ(x, t) is illustrated (red).
in Eq. (22), while g(x) = αχ(x) with α the displacement of
the probe resonator field under the strong drive aˆin. The
expression for α, which we take to be real without loss of
generality, can be found in Eq. (20) of the Methods.
As can be seen from the second term of Eq. (3) which
dominates for small χ(x) and large α, the combined effect
of the cross-Kerr coupling and the strong drive results in
a longitudinal-like interaction between the metamaterial
and the probe mode [29]. This corresponds to a photon-
number dependent displacement of the probe field rela-
tive to the idle state displacement α, which accumulates
when a photon travels along the metamaterial. By contin-
uously monitoring the output field of the probe mode, a
photon is registered when the integrated homodyne signal
exceeds a predetermined threshold. This approach shares
similarities with the photodetector design introduced in
Ref. [12], with the important distinction that here the pho-
ton is probed in-flight as it travels through the metamate-
rial rather than after interaction with a localized absorber
mode. This distinction is the key to achieving large detec-
tion fidelities without sacrificing bandwidth.
An important feature of this detector design is that al-
though the detection bandwidth is large, the CRLH meta-
material can be engineered such as to have frequency cut-
offs [28]. The low-frequency cutoff avoids the detector
from being overwhelmed by low-frequency thermal pho-
tons. Decay of the probe mode via the metamaterial to
the input and output waveguides is minimized by choosing
the probe mode resonance frequency to be outside of the
metamaterial’s bandwidth. In this situation, the metame-
terial effectively acts as a Purcell filter for the probe mode,
thereby avoiding degradation of the probe mode quality
factor. Hybridization of the probe resonator and the meta-
material is further minimized by using a nonlinear coupler,
illustrated in the inset of Fig. 2. As discussed in Methods,
the coupler is operated at a point where the quadratic cou-
pling vanishes leaving a quartic potential of strength EQ
as the dominant contribution.
Backaction and detector noise In the JTWPD, back-
action on the incoming photon’s wavevector, and therefore
photon backscattering, is minimized by working with a gi-
ant probe which, optimally, does not acquire information
about the photon’s position. Focusing first on the ideal
case where the probe mode self-Kerr nonlinearity K and
the dispersive shift χ(x) can be neglected compared to
g(x) = αχ(x), we clarify the dominant noise process for
the probe resonator and the associated backaction on the
photon by deriving a perturbative master equation. In
the subsequent section, we turn to full numerical analysis
including the effect of the nonlinearities K and χ(x).
Considering the ideal case for the moment and ignoring
the spatial dependence of g(x), the interaction Hamilto-
nian takes the simple longitudinal-coupling form
Hˆideal = ~g
∑
νµ
∫ z/2
−z/2
dxbˆ†ν(x)bˆµ(x)
(
aˆ† + aˆ
)
. (5)
We model the incoming photon by an emitter system with
annihilation operator cˆ, [cˆ, cˆ†] = 1, located at x0 < −z/2
and initialized in Fock state |1〉. The decay rate κc(t)
of the emitter to the transmission line is chosen such as
to have a Gaussian wavepacket with center frequency ω¯
and full width at half maximum (FWHM) γ propagating
towards the detector [see Eq. (23) of Methods]. Using
Keldysh path integrals, we trace out the waveguide to find
a perturbative master equation for the joint emitter-probe
system. As discussed in the Methods, to second order in
the interaction, this master equation takes a remarkably
simple form
˙ˆρ = − i [gndet(t)(aˆ+ aˆ†), ρˆc]+ Γ(t)D[aˆ+ aˆ†]ρˆc
+ κc(t)D[cˆ]ρˆ+ κaD[aˆ]ρˆ.
(6)
In this expression, D[oˆ]• = oˆ• oˆ†−1/2{oˆ†oˆ, •} is the usual
Lindblad-form dissipator and we have defined ρˆc(t) =
cˆρˆ(t)cˆ†/〈cˆ†cˆ〉(t),
ndet(t) =
1
v
∫ z/2
−z/2
dx |ξ (x, t)|2 , (7)
Γ(t) =
4g2
κav
∫ z/2
−z/2
dx
[
1− e−κa2v (x+ z2 )
]
|ξ (x, t)|2 , (8)
3
with ξ(x, t) = ξ(t − x/v) the incoming photon envelop
and ndet(t) the fraction of the photon that is in the meta-
material at time t. A term of order g/ω¯ describing back-
scattering of the photon into the left-moving field has been
dropped from Eq. (6). With ω¯ the carrier frequency of the
incoming photon, this contribution is negligible.
In Eq. (6), ρˆc is the state of the system conditioned on a
photon having been emitted. The first term of Eq. (6) con-
sequently has an intuitive interpretation that is consistent
with the form of Hˆideal: The probe resonator is condition-
ally displaced by a drive equal to the longitudinal coupling
amplitude times the photon fraction in the metamaterial,
g × ndet(t). Indeed, while the x-quadrature of the probe,
xˆ = (aˆ† + aˆ)/
√
2, is a constant of motion under Eq. (6),
the y-quadrature, yˆ = i(aˆ† − aˆ)/√2, is displaced.
The second term of Eq. (6), proportional to the rate
Γ(t), is the dominant process contributing to noise also
along the y-quadrature. The origin of the noise term can
be understood as follows. When the photon first enters
the detector and is only partially inside the metamaterial,
the probe mode field evolves to a superposition of being
displaced to different average values of yˆ, leading to en-
hanced fluctuations in this quadrature. This effect can
be seen clearly in the numerical results of Fig. 3, which
are described in more detail below. Finally, the last line
of Eq. (6) describes the usual decay of the emitter and
probe at respective rates κc(t) and κa.
As the increased fluctuations in the y-quadrature arise
due to uncertainty in the photon’s position, a spatially
longer photon is expected to lead to larger fluctuations.
A measurement of the probe’s y-quadrature will collapse
the superposition of displaced states and thus lead to a
backaction effect localizing the photon and randomizing
its wavevector. This effect can be minimized by decreasing
the interaction strength g while keeping gz/v constant by
increasing z. In other words, backaction can be minimized
by increasing the detector length relative to the spatial
extent of the photon. This intuitive reasoning is confirmed
by numerical results in the next section.
Numerical Matrix Product State simulations We
now turn to numerical simulations of the JTWPD includ-
ing the self- and cross-Kerr nonlinearities K and χ that
were dropped from the above discussion. To go beyond the
perturbative results of Eq. (6), it is no longer possible to
integrate out the waveguide degrees of freedom. A brute-
force numerical integration of the dynamics is, however,
intractable, as the JTWPD is an open quantum many-
body system with thousands of modes. We overcome this
obstacle by using a numerical approach where the systems
is represented as a stochastically evolving Matrix Product
State (MPS) conditioned on the homodyne measurement
record of the probe output field.
Our approach is based on trotterizing the time evolu-
tion and discretizing the photon waveguide, including the
nonlinear metamaterial, along the x axis. Building upon
and extending recent developments of MPS in the con-
text of waveguide QED [30, 31], this leads to a picture
where the waveguide is represented by a “conveyor belt”
of harmonic oscillators (referred to as MPS sites below)
interacting with the probe resonator (see Methods). Mea-
surement backaction under continuous homodyne detec-
tion of the probe resonator is included by representing the
0 100 200 300 400 500 600
MPS site
.0025
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Figure 3: The top panel shows snapshots of the photon
number population along the MPS sites at three different
times t1 (red) < t2 (green) < t3 (blue). The white re-
gion corresponds to the linear waveguide and the orange
region to the metamaterial with its coupling to the probe
resonator. The lower three panels show the Wigner func-
tion W (x, y) of the intracavity probe field at the three
respective times. When the photon is only partially in-
side the metamaterial, the probe is in a superposition
of displaced states (middle lower panel). Parameters are
κa = χ(x) = K = 0, gτ = 2 and γτ = 2.
state as a quantum trajectory conditioned on the mea-
surement record [32]. With our approach this is simu-
lated using a stochastic MPS algorithm. Further details
on this numerical technique can be found in Methods and
the Supplementary Materials.
As in the previous section, we consider a Gaussian pho-
ton wavepacket with FWHM γ propagating towards the
detector by an emitter initialized in the state |1〉 local-
ized to the left of the detector. The interaction strength is
quantified by the dimensionless quantity gτ where τ = z/v
is the interaction time as before, and the photon width by
the dimensionless quantity γτ . Example snapshots of the
photon number distribution along the MPS sites at three
different times t1 < t2 < t3 are shown in Fig. 3, along
with the corresponding Wigner functions of the probe
mode field. Because of the impedance match and negli-
gible backaction, the photon wavepacket travels without
deformation along the waveguide.
We start by comparing numerical results from MPS
simulations to the perturbative master equation obtained
in Eq. (6). To help in directly comparing the simula-
tion results, we first consider the idealized situation where
χ(x) = K = 0. In Fig. 4, we show the average probe res-
onator displacement 〈yˆ〉 whose integrated value is linked
to the detector signal and the noise 〈∆yˆ2〉 as a function
of time. To verify the prediction that fluctuations in yˆ
increase for spatially longer photons, we compare Gaus-
sian wavepackets of different spectral widths γ. Recall
that a smaller γτ implies a longer photon relative to the
detector length. The solid lines in Fig. 4 are obtained us-
ing MPS simulations with γτ = 2 (blue), 4 (orange), 6
(green) and 10 (bright purple). The dotted lines are ob-
tained from Eq. (6) for the same parameters. The agree-
ment between the approximate analytical results and the
full non-perturbative MPS results is remarkable.
In panels (c, d) of Fig. 4 we use a spatially varying g(x),
and we consequently only show MPS results in these pan-
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Figure 4: Time evolution of the intra-cavity probe dis-
placement 〈yˆ〉 [(a, c, e)] and fluctuations 〈∆yˆ2〉 [(b, d, f)],
in the idealized case χ(x) = K = 0. Top row: κa = 0 and
gτ = 2. Middle row: κa = 0 and spatially varying g(x)
with average value g¯τ = 2. Bottom row: κaτ = 1.0 and
gτ = 2. The solid lines correspond to MPS simulations
with different photon widths γτ = 2 (blue), 4 (orange), 6
(green) and 10 (bright purple), while the dotted lines are
from integrating Eq. (6).
els. In practice, the probe will be realized from a resonator
whose vacuum fluctuations vary in space. To confirm the
robustness of the detector to this variation, Fig. 4 (b, c)
shows 〈yˆ〉 and 〈∆yˆ2〉 versus time as obtained from MPS
simulations for g(x) = 2g¯ cos2(2pix/z) + µ(x). The cosine
models the dependence on the mode function of a λ/2 res-
onator while µ(x) is added to take into account potential
random variations in the coupling strength which we take
here to be as large as 10%. Moreover, to show the effect
of a non-uniform g(x) more clearly, we use γτ = 10 cor-
responding to spatially shorter photons than in the other
panels. Although additional structures can now be seen,
the long-time average displacement remains unchanged
confirming that the detector is robust against spatial vari-
ations of the metamaterial-probe coupling.
Panels (e, f) of Fig. 4 show results fo κa > 0. In this sit-
uation the MPS evolves stochastically with each trajectory
resulting in a measured current Jhom(t) =
√
κa〈yˆ〉traj +
ξ(t), where ξ(t) = dWt/dt with dWt a Wiener process
representing white noise [32]. We compare 〈yˆ〉 and 〈∆yˆ2〉
averaged over one thousand stochastic trajectories to the
results obtained by integrating the Keldysh master equa-
tion Eq. (6). The agreement is excellent for large γτ , but
small deviations are observed when this parameter is de-
creased. We attribute this to terms of higher than second
order in the interaction Hamiltonian, which are neglected
in Eq. (6). The exponential decay of 〈yˆ〉 at long time ob-
served in panel (e) simply results from the finite damping
rate κa. Indeed, the photon-induced displacement stops
once the photon has travelled past the metamaterial at
which point the probe mode relaxes back to its idle state.
For a given trajectory, we infer that a photon is detected
if the homodyne current convolved with a filter [4]
J¯hom(t) =
∫ τm
0
dt′Jhom(t′)f(t′ − t). (9)
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Figure 5: (a) 75 filtered homodyne currents (arbitrary
units) for gτ = 3, κaτ = 1.0, |K|/κa = 10−2 and g/χ = 5.
Red traces are obtained with an incoming Gaussian pho-
ton of unitless width γτ = 6, and blue traces for vacuum.
The horizontal gray line is the threshold chosen to max-
imize the assignment fidelity. (b) Infidelity versus gτ for
γτ = 2 (blue), 4 (orange), and 6 (green), found by aver-
aging over Ntraj = 2000 trajectories. Other parameters
as in (a). The shaded regions indicate the standard error
defined as ±√F(1−F)/Ntraj.
is larger than a threshold ythr, i.e. maxt J¯hom(t) > ythr.
The filter f(t) ∝ 〈yˆ(t)〉 is obtained from averaging over
a large number of trajectories and is chosen such as to
give more weight to times where the signal is on average
larger. We maximize t over the time window [−τm, τm]
and chose the threshold to optimize between quantum ef-
ficiency and dark counts. The quantum efficiency η is de-
fined as the probability of detecting a photon given that
one was present. From the above procedure, it can be es-
timated as η = Nclick|1/Ntraj|1, with Nclick|1 the number
of reported “clicks” and Ntraj|1 the number of simulated
trajectories with a photon. On the other hand, the dark
count probability is estimated similarly as the fraction of
reported clicks pD = Nclick|0/Ntraj|0 in a simulation with
no incoming photon. In these simulations, the dark count
rate is set by the threshold and the vacuum fluctuations
of the probe resonator. A number that incorporates both
η and pD, and is thus a good measure of the performance
of a photodetector, is the assignment fidelity [4]
F = 1
2
(η + 1− pD) . (10)
In practice, if the arrival time of the photon is known to lie
within some time window, one can optimize t in Eq. (9)
over this window in a post-processing step [12]. In our
numerical simulations, the arrival time is known such that
this optimization is not necessary and we can therefore
simply evaluate J¯hom(t) at t = 0.
Fig. 5 shows 75 typical filtered output records, J¯hom(t =
0), as a function of the measurement window τm. These
results are obtained from stochastic MPS simulations with
γτ = 6, gτ = 3, κaτ = 1.0, and include self- and cross-
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Kerr couplings with |K|/κa = 10−2 and g/χ = 5. The
red traces correspond to simulations where a photon was
present, while the blue traces are for incoming vacuum.
The horizontal gray line is the threshold chosen to opti-
mize the assignment fidelity. At τm/τ & 3, most traces
are correctly identified. Panel (b) shows the assignment
fidelity for γτ = 2 (blue), 4 (orange) and 6 (green) as as
function of gτ but fixed g/χ = 5. The measurement time
τm is chosen sufficiently large to maximize F . As expected
from Fig. 4, the fidelity is reduced for smaller γτ because
spatially longer photons (smaller γτ) lead to more noise
in the measurement.
A remarkable feature of Fig. 5 is the clear trend of the
assignment fidelity approaching unity with increasing gτ .
This number can be increased at fixed interaction strength
g by increasing the detector length. In the next section we
show that values of gτ in the range 1–3 used in Fig. 5 are
within reach for experimentally realistic parameters and
metamaterial lengths.
Towards experimental realization The JTWPD
shares similarities with the Josephson Traveling Wave
Parametric Amplifier (JTWPA) [22, 33, 34]. State of the
art JTWPAs consists of a metamaterial with up to tens of
thousands of unit cells, each comprised of a large Joseph-
son junction and a shunt capacitance to ground. In addi-
tion, LC oscillators used to engineer the dispersion rela-
tion are placed every few unit cells. We envision a JTWPD
with a similar number of unit cells, albeit with an increase
in complexity for each unit cell. A significant design dif-
ference is that in the JTWPD every unit cell is coupled to
the same probe resonator. In practice, this resonator can
be a coplanar waveguide resonator or a 3D cavity.
As shown in the Supplementary Materials, the number
of unit cells necessary to reach a given value of gτ can be
approximated by
Ncells ' 1
2
(
gτ
α
RK
8piZtml
)2
ω¯2
KQEQ/~
. (11)
where we neglect spatial dependence of the parameters for
simplicity. In contrast to the simulation results presented
above, we assume here that the detector is operated in
reflection mode, effectively halving the number of unit cells
needed for a given value of τ . In this expression, α is
the displacement of the probe resonator as before, RK =
h/e2 is the quantum of resistance, Ztml the characteristic
impedance of the metamaterial at the center frequency
ω¯, and EQ the nonlinear energy of the coupling elements,
discussed in more detail in Methods.
The parameter KQ appearing in Eq. (11) is the self-
Kerr nonlinearity of the resonator [see Eq. (14)] due to
the nonlinear couplers in Fig. 2. An interesting feature
of the the coupling element we make use of is that the
self-Kerr is always positive KQ > 0, in contrast to a more
conventional Josephson junction element [35]. The total
Kerr non-linearity of the resonator can be adjusted by in-
troducing another nonlinear element such as one or more
Josephson junctions galvanically or capacitively coupled
to the resonator. We can then write the total Kerr non-
linearity as K = KQ+KJ , where KQ > 0 is the contribu-
tion from the couplers in Fig. 2, and KJ < 0 comes from
one or more Josephson junctions. The latter elements can
moreover be made tunable, allowing an in-situ tuning of
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Figure 6: Number of unit cells needed to reach gτ in the
range 1–3 as a function of self-Kerr non-linearity KQ, for
α = 5, ω¯/(2pi) = 5 GHz, Is = EQ/ϕ0 = 1.1µA and
Ztml = 50 Ω. The total Kerr non-linearity of the resonator
K = KQ + KJ can be tuned close to zero by introducing
another non-linearity with KJ < 0.
KJ < 0. Following this approach, we can allow for a de-
tector with a larger KQ contributing to reducing Ncells,
yet still have a total Kerr nonlinearity K ' 0 to avoid
nonlinear response of the probe mode. Similar ideas have
recently been used to cancel unwanted cross-Kerr nonlin-
earities [36].
Fig. 6 shows Ncells as a function of the self-Kerr KQ
to reach gτ in the range 1–3, for a photon center fre-
quency of ω¯/(2pi) = 5 GHz. In these plots we use a
nonlinearity Is = EQ/ϕ0 = 1.1µA for the coupling ele-
ment, c.f. Methods, and the other parameters are α = 5
and Ztml = 50 Ω. Crucially, it is possible to reach gτ in
the range 1–3, as in our numerical simulations above, us-
ing a few thousand unit cells without an excessively large
KQ. Alternatively, the same value of gτ can be reached
for a smaller KQ by increasing the transmission line char-
acteristic impedance, Ztml, as is clear from Eq. (11). As
discussed in more detail in the Supplementary Materials,
KQ can be tuned by varying the coupling capacitance be-
tween the junctions and the probe resonator, or by tuning
the characteristic impedance of the coupler mode.
The CRLH metamaterial has a frequency-independent
characteristic impdeance Ztml =
√
Ln/Cg given that√
Ln/Cg =
√
Lg/Cn, referred to as a balanced
CRLH [28]. Close to the center of the CLRH fre-
quency band, the dispersion relation is approximately lin-
ear, with a speed of light given by v = 1/
√
4LnCg.
For typical parameters, discussed in more detail in the
Supplementary Materials, we expect detection times in
the range τ = 1–10µs. To have κaτ = 1 as in the sim-
ulations above, this then suggests a probe decay rate in
the range κa/2pi ' 0.015–0.15 MHz. Larger values of κaτ
might be preferable in practice, but we found this regime
too demanding for numerical simulations due to the pro-
hibitively small time steps needed. A larger κa relaxes the
constraint on reducing the total self-Kerr nonlinearity |K|.
Based on the numerical results in the previous section,
the detection time is of the order τm ' 3τ , and thus ex-
pected to be in the µs to tens of µs range for the above
value of τ . The detector reset time is naturally of the
order 1/κa, but can likely be made faster using active re-
set protocols. To avoid significant backaction effects, the
photon’s spectral width must not be too small as we have
shown in the preceding sections. A value for the dimen-
sionless photon width of γτ = 2 corresponds to a FWHM
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of γ/(2pi) = 0.25 MHz, for the value τ = 1µs. We empha-
size that the detection fidelity increases with increasing γ,
and from our numerical results we thus expect photons of
spectral width in the MHz range or larger to be detectable
with very high fidelity.
The bandwidth of the detector is set by appropriately
choosing the parameters of the CRLH metamaterial. In
the Supplementary Materials we show example parameter
sets with bandwidths ranging from several GHz to 100s of
MHz. For some applications that require very low dark
count rates, lowering the bandwidth might be desirable.
In principle the CLRH bandwidth can be made arbitrar-
ily small, but the circuit parameters required might be-
come challenging to realize. Another option is to replace
the coupling element shown in the inset of Fig. 2 by a
floating coupler, such that the bandwidth is controlled by
a coupling capacitance. All of these various options are
discussed in more detail in the Supplementary Materials.
Discussion
Previous work have questioned whether cross-Kerr inter-
action can be used for high-fidelity single photon count-
ing [27], seemingly in contradiction with our results. There
is, however, a fundamental difference between our proposal
and the approach of Ref. [27]. There, a number of non-
linear absorbers independently couple to a traveling con-
trol field. This is similar to an alternative version of our
proposal where each unit cell of the metematerial couples
to an independent probe resonator. More generally, we
can consider a situation where we partition the Ncells unit
cells of the detector into M blocks, with each block cou-
pled to an independent readout probe resonator. With
M = Ncells we have a setup similar to Ref. [27], while
M = 1 corresponds to the JTWPD. However, as shown
in Methods, such a setup gives a
√
M reduction in the
probe resonator’s displacement. Our proposal thus has an√
Ncells improvement in the SNR scaling. This improve-
ment comes from using what we referred to in the intro-
duction as a giant probe, i.e. a probe resonator that has a
significant length compared to the photon. This contrasts
with conventional circuit QED-based photodectors relying
on point-like probe systems. Such a setup does not have
any obvious analog in the optical domain, demonstrating
the potential of using metamaterials based on supercon-
ducting quantum circuits to explore fundamentally new
domains of quantum optics.
In summary, we have introduced the JTWPD, a mi-
crowave single-photon detector based on a weakly nonlin-
ear metamaterial coupled to a giant probe. This detector
is unconditional in the sense that no apriori information
about the photon arrival time or detailed knowledge of
the photon shape is needed for its operation. Detection fi-
delities approaching unity are predicted for metamaterial
length that are compatible with state-of-the-art experi-
ments. Moreover, because the JTWPD does not rely on
absorption in a resonant mode, large detection bandwidths
are possible.
A remarkable feature of the JTWPD, which distin-
guishes this detector from photodetectors operating in the
optical regime, is the nondestructive nature of the in-
teraction. Our numerical simulations clearly show that
the shape of the photon population wavepacket is min-
imally disturbed by the detection. Together with the
large bandwith and high detection fidelity, this opens new
possibilities for single-photon measurement and control,
including feedback of photons after measurement, weak
single-photon measurement, and cascading photon detec-
tion with other measurement schemes or coherent interac-
tions.
Methods
Nonlinear coupling element We make use of a circuit
identical to the SNAIL element introduced in Ref. [37], but
used at a different operating point. The coupler consists
of a loop of ns large junctions with Josephson energy EJ
and a single smaller junction with energy βEJ , leading to
a nonlinear potential
UˆQ(ϕˆ) = −βEJ cos(ϕˆ− ϕx)− nsEJ cos
(
ϕˆ
ns
)
, (12)
where ϕx is the dimensionless flux encircled by the loop.
The coupler is operated at the point ϕx = pi and β = 1/ns
where the potential becomes
UˆQ(ϕˆ) =
EQ
24
ϕˆ4 + . . . , (13)
and we have introduced EQ = EJ(n
2
s − 1)/n3s. Here we
have expanded the nonlinear potential around ϕˆ ' 0,
which is valid based on the fact that each end of the ele-
ment is coupled to harmonic modes with small zero-point
flux fluctuations. The crucial property of this coupler is
that it provides a purely nonlinear quartic potential while
the quadratic contribution cancels out. This minimizes
hybridization between the metamaterial and the probe
resonator in the JTWPD, and is a very useful tool for
generating non-linear interaction in general [38]. In prac-
tice there will be small deviations from the ideal opera-
tion point φx = pi, β = 1/ns, but as we shown in the
Supplementary Materials, the JTWPD is robust to such
imperfections.
The positive quartic potential in Eq. (13) leads
to positive self- and cross-Kerr nonlinearities for the
probe-metamaterial system, in contrast to more con-
ventional Josephson junction nonlinearities. In the
Supplementary Materials we use a black-box quantization
approach [35] to estimate the Kerr nonlinearities. In par-
ticular, the self-Kerr nonlinearity of the probe mode in-
duced by Ncells coupler elements takes the form
~KQ =
Ncells∑
n=0
EQ,n|ϕr(xn)|4, (14)
with EQ,n the energy of the nth nonlinear coupler and
ϕr(xn) the dimensionless zero-point flux fluctuations of
the probe mode biasing the nth coupling element.
Dynamics of the probe resonator The probe res-
onator Hamiltonian can be written as
Hˆr = ~ωraˆ†aˆ+
~K
2
aˆ†2aˆ2 + ~
(
iεe−iωdtaˆ† + H.c.
)
, (15)
with aˆ the annihilation operator for the probe mode sat-
isfying [aˆ, aˆ†] = 1. The resonator frequency ωr includes
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significant frequency shifts due to the nonlinear couplers.
Moreover, the Kerr-nonlinearity K = KQ + KJ includes
both a contributionKQ > 0 coming from theNcells coupler
elements and a contribution KJ < 0 which can be used to
cancel out K ' 0, as discussed in the main text. The last
term of Hˆr describes a resonator drive with amplitude ε
and frequency ωd. Taking damping of the probe resonator
into account, the dynamics of the system is described by
the master equation
ρ˙ = − i
~
[Hˆ, ρ] + κaD[aˆ]ρ. (16)
Moving to a frame rotating at the drive frequency and
then displacing the field such that aˆ → aˆ + α, Hˆr takes
the form
Hˆ ′r/~ = (δ + 2K|α|2)aˆ†aˆ+
K
2
aˆ†2aˆ2, (17)
where δ = ωr − ωd and with α chosen such as to satisfy
the steady-state equation
(δ +K|α|2)α− iκa
2
α+ iε = 0. (18)
To drive the probe mode on resonance despite the Kerr
nonlinearity, we chose ωd such that δ = −2K|α|2. With
this choice, the transformed probe Hamiltonian reduces to
Hˆ ′r = ~K/2aˆ†2aˆ2 (19)
while the nonlinear equation for α becomes
K|α|2α+ iκa
2
α = iε. (20)
For |Kα|2  κa, the solution is approximately α = 2ε/κa
and the steady-state of the resonator is to a good approx-
imation the coherent state |α〉. As discussed further in
the Supplementary Materials, in the opposite limit, the
steady-state becomes non-Gaussian something which can
reduce the signal-to-noise ratio of the detector. To remain
in the linear regime for sizeable α, we require |K|/κa to
be small.
Metamaterial-probe cross-Kerr coupling In the
laboratory frame, the cross-Kerr interaction between the
probe resonator and the waveguide takes the form
Hˆint = ~
∑
νµ
∫ z/2
−z/2
dxχ(x)bˆ†ν(x)bˆµ(x)aˆ
†aˆ, (21)
to fourth order in the Josephson nonlinear poten-
tials Eq. (13) and where ν = ± refers to the direction
of propagation of the photon. In this expression, we have
defined the dispersive shift per unit length
~χ(xn) =
vEQ,n
a
4piZtml
RK ω¯
|ϕr(xn)|2 (22)
with ω¯ the photon center frequency, Ztml the characteristic
impedance of the transmission line at frequency ω¯, and we
recall that a is the unit cell length. Because we are only
interested in small photon number in the waveguide, we
have safely dropped fast-rotating terms and higher-order
terms in bˆνω from Eq. (21). Moving to the rotating and
displaced frame introduced for the probe resonator above,
Eq. (21) leads to Eq. (3) where g(x) = αχ(x) with α given
by Eq. (20) and where we take α to be real without loss
of generality.
The integral in Hˆint should be interpreted as a Riemann
sum, and the continuum limit is valid as long as all rele-
vant wavelengths are much longer than a. Moreover, the
expression for bˆν(x) in Eq. (4) and χ(x) in Eq. (22) are
derived under the assumption that dispersion is negligible
over a relevant frequency band around ω¯, where the pho-
ton number is non-zero. In other words, we are working
under the assumption that the incoming photon is suffi-
ciently narrow. Nevertheless, we expect that photons with
large spread of frequency components compared to previ-
ous proposals can be detected.
Effective Keldysh master equation We describe the
main steps of the derivation leading to Eq. (6) and refer
the reader to the Supplementary Materials for more de-
tails. We model the incoming photon using an emitter
located at position x0 to the left of the metamaterial and
of annihilation operator cˆ. After initializing the emitter in
the state |1〉, the emitter decay rate, κc(t), is chosen such
as to model the desired single-photon wavepacket. Here,
we choose a Gaussian wavepacket ξ(t) of variance σ2
ξ(t) =
(
2σ2
pi
)1/4
e−iω¯te−σ
2(t+x0/v)
2
, (23)
by using [39]
κc(t) =
√
8σ2
pi
e−2σ
2t2
1− erf[√2σt] , (24)
with erf(x) the error function. The FWHM γ used in the
main text is related to the variance as γ = 2
√
2 ln 2σ.
The ideal Hamiltonian for the detector, emitter, and
waveguide is given by
Hˆ = Hˆ0 + Hˆideal + Hˆc,
Hˆ0 =
∑
ν
∫
Ω
dω ~ωbˆ†ν,ω bˆν,ω,
Hˆideal = ~g
∑
νµ
∫ z/2
−z/2
dx bˆ†ν(x)bˆµ(x)(aˆ
† + aˆ),
Hˆc = ω¯cˆ
†cˆ+
√
κc(t)v
[
bˆ†+(x0)cˆ+ H.c.
]
.
(25)
Using this Hamiltonian and adding decay of the
probe resonator, we write the corresponding Keldysh
action following Ref. [40]. As explained in the
Supplementary Materials, to do this we take advantage
of the fact that the action is quadratic in the fields bˆ±(x)
and integrate out the waveguide degrees of freedom. The
result is then expanded in a Taylor series in the interac-
tion strength, which yields an effective Keldysh action for
the emitter-resonator system. Finally, from that effective
action, we find the equivalent master equation Eq. (6).
Detector response neglecting backaction
To help build intuition for the detector’s response to a
single photon, it is useful to neglect backaction effects and
any correlations between the emitter and detector. Un-
der these approximations, upon tracing out the emitter
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from Eq. (6), we can replace the term trC
[
cˆρˆcˆ†
]
by the
approximate expression 〈cˆ†cˆ〉⊗ ρˆA, where trC• is a partial
trace over the emitter and ρˆA is the reduced state of the
probe resonator. In this way, the reduced master equation
for the probe resonator takes the form
˙ˆρA ' −i
[
gndet(t)(aˆ+ aˆ
†), ρˆA
]
+ κaD[aˆ]ρˆA. (26)
The associated quantum Langevin equation is
˙ˆa ' −igndet(t)− κa
2
aˆ+
√
κaaˆin(t), (27)
with aˆin(t) the input field which is in the vacuum state in
the displaced frame, i.e. 〈aˆin(t)〉 = 0. The solution for the
expectation value 〈aˆ(t)〉 is then given by
〈aˆ(t)〉 ' −ig
∫ t
t0
dt′e−κa(t−t
′)/2ndet(t). (28)
As expected, the number of photon in the metamaterial,
ndet(t), leads to a displacement of the probe field. We have
confirmed that for the parameters used in Fig. 4, the above
approximate expression is indistinguishable from the solu-
tion found from the full Keldysh master equation [dotted
lines in Fig. 4 (a, e)].
Detectors in series
We can generalize the above discussion to a situation
where the metamaterial is divided into M equal subsec-
tions, individually coupled to a set of M independent and
identical probe resonators. The interaction Hamiltonian
then takes the form
Hˆideal = ~g
M−1∑
m=0
∑
νµ
∫ xm+∆x/2
xm−∆x/2
dx
× bˆ†ν(x)bˆµ(x)
(
aˆ†m + aˆm
)
,
(29)
with xm = −z/2 +
(
m+ 12
)
∆x, ∆x = z/M , and
[aˆm, aˆ
†
n] = δmn. Defining the collective mode
aˆΣ =
1√
M
M−1∑
m=0
aˆm, (30)
satisfying [aˆΣ, aˆ
†
Σ] = 1, and assuming that each probe res-
onator labeled by m couples identically with rate κ to a
common input-output waveguide, leads to the quantum
Langevin equation for the collective mode
˙ˆaΣ =
i
~
[Hˆideal, aˆΣ]− κΣ
2
aˆΣ +
√
κΣaˆin(t), (31)
where κΣ = Mκ and where we have taken the resonator
frequencies to be identical. Under a similar set of approx-
imations as above, we find
˙ˆaΣ ' − ig√
M
ndet(t)− κΣ
2
aˆΣ +
√
κΣaˆin(t), (32)
Comparing to Eq. (27) which was obtained for M = 1,
we find a
√
M reduction in the displacement. To com-
pensate one could increase g → g√M , but this leads to a
breakdown of the assumption of negligible backaction. In
summary the JTWPD limit M = 1 is ideal.
Matrix Product State simulations The JTWPD is
an open quantum many-body system with nonlocal in-
teractions, and numerically simulating its time evolu-
tion poses a significant challenge. Recently, approaches
based on Matrix Product States (MPS) have been devel-
oped to simulate point-like scatterers interacting with one-
dimensional waveguides [30, 31]. Applying these ideas to
the JTWPD, however, requires nontrivial extensions of the
techniques in order to deal with the nonlocal interaction
and the stochastic nature of the evolution in the presence
of continuous homodyne detection. We outline here the
main ideas behind the method we have developed, leaving
further details to the Supplementary Materials.
To represent the system as an MPS, we discretize both
time and space. In the following we only consider the
right moving field in the waveguide. As long as the dif-
ferent parts of the waveguide are impedance matched and
g/ω¯  1, back scattering into the left-moving field is neg-
ligible and it can safely be dropped. Following [30, 31], we
trotterize the time evolution operator
U(T ) = T e−i
∫ T
0
dtHˆ(t) = lim
Nt→∞
UˆNt−1 . . . Uˆ1Uˆ0, (33)
where Hˆ(t) is the Hamiltonian in the interaction picture,
and Uˆi evolves the system for a small time ti to ti + ∆t.
We moreover similarly discretize the spatial integral for
each Uˆi
Uˆi = lim
Nx→∞
Uˆi,Nx−1 . . . Uˆi,1Uˆi,0, (34)
where
Uˆi,n = e
− i~
∫ ti+∆t
ti
dt
∫ xn+∆x
xn
dxHˆint(x,t)− i~∆tHˆr/Nx , (35)
and ∆x = v∆t. We next make the approximations∫ ti+∆t
ti
dt
∫ xn+∆x
xn
dxbˆ†+(x− vt)bˆ+(x− vt)Aˆ(x)
'
∫ ti+∆t
ti
dtbˆ†+(xn − vt)
∫ xn+∆x
xn
dxbˆ+(x− vti)Aˆ(xn)
=−∆tbˆn−ibˆn−iAˆ(xn),
(36)
with Aˆ(x) = χ(x)
(
aˆ†aˆ+ α2
)
+ g(x)
(
aˆ† + aˆ
)
and where,
in the last line, we have defined
bˆn =
1√
∆x
∫ xn+∆x
xn
dxbˆ+(x). (37)
For a photon that is not too broad in frequency, we can
extend the integration limits in Eq. (4) and approximate
bˆ+(x) '
√
1
2piv
∫ ∞
−∞
dωbˆ+ωe
iωx/v. (38)
Since [bˆ+ω, bˆ
†
+ω′ ] = δ(ω − ω′) this leads to [bˆn, bˆ†m] ' δnm,
such that these discrete modes can be interpreted as har-
monic oscillators.
As illustrated in Fig. 7, Eq. (35) suggests the following
picture: In the ith time step, the probe resonator interacts
with waveguide modes bˆj with −i ≤ j < Nx − i. In the
next time step, the waveguide modes are shifted one unit
cell to the right relative to the probe, such that interaction
is now with −i− 1 ≤ j < Nx− i− 1, and so on. To model
an incoming photon, we also include an emitter decaying
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Figure 7: At the ith time step, the probe resonator (aˆ)
interacts with oscillators labeled −i ≤ j < Nx − i, as
indicated by the dashed box. An emitter (cˆ) decays with
rate σ far to the left of the detector.
at rate κc(ti) into the waveguide at site l0 − i with l0 < 0
to the left of the detector.
This discretized system can be evolved using meth-
ods described in Ref. [31], with two important changes:
1) Within each time step the probe resonator interacts
with multiple waveguide oscillators, represented by the
blue region in Fig. 7. We therefore perform a single time
step by swapping [41] the MPS site corresponding to the
probe resonator along the MPS, letting it interact with
the waveguide modes one by one. 2) For κa > 0, the
probe resonator is coupled to an additional bath describ-
ing the input-output fields aˆin/out(t), with aˆout(t) being
continuously monitored by homodyne detection. To avoid
representing these bath degrees of freedom explicitly, we
replace the unitary evolution e−iHˆr∆t with a stochastic
Schro¨dinger equation for the MPS integrated from ti to
ti + ∆t. For this, we use the usual stochastic Schro¨dinger
equation for homodyne detection which can be integrated
using standard numerical solvers for stochastic differential
equations [42]. Note that only a single site of the MPS is
changed during this step. Further details are given in the
Supplementary Materials.
Data Availability
All relevant data to support the conclusions are within
the paper and its Supplementary Materials. Raw data
and numerical code generated during the current study
are available from the corresponding author on reasonable
request.
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1 Composite right/left handed (CRLH) metamaterial
1.1 Characteristic impedance and dispersion relation
Before considering the nonlinear coupling of the metamaterial to the probe resonator, it is useful to
consider the properties of the metamaterial by itself, as illustrated in Fig. S1. This type of meta-
material is referred to as a composite right/left-handed (CRLH) transmission line metamaterial
and is attractive due to its potential for dispersion and band-structure engineering [1, 2].
1
aFigure S1: Array of identical LC resonators with series inductive and capacitive nearest neighbor
couplings. For wavelengths large compared to the unit cell distance a, the metamaterial behaves
as a transmission line. The transmission line in general has both a right-handed and a left-handed
frequency band, and is referred to as a composite right/left-handed (CRLH) metamaterial. Right
(left)-handed here means that the wavevector and group velocity have the same (oppsite) sign.
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Figure S2: Characteristics of a CRLH transmission line metamaterial. (a, b) Two positive solutions
to Eq. (1) (solid) and small ka approximation (dotted), (c, d) group velocity vg = ∂ω/∂k, (e, f)
time of flight through metamaterial τ = 2z/vg, for N = 2000 unit cells and ωg/(2pi) = 7.5 GHz,
(g, h) Characteristic impedance Ztml(ω). Top row: cl = 0.9. Bottom row: cl = 1.
2
As shown in Refs. [1, 2], the dispersion relation for waves propagating through the metamaterial
is given by
cos(ka) = 1 +
Zcell(ω)Ycell(ω)
2
= 1− 1
2
(
ωLn − 1
ωCn
)(
ωCg − 1
ωLg
)
, (1)
where a is the unit cell distance, k is the wavevector and
Zcell(ω) = i
(
ωLn − 1
ωCn
)
, (2)
Ycell(ω) = i
(
ωCg − 1
ωLg
)
, (3)
are, respectively, the series impedance and parallel admittance to ground for a unit cell, as illus-
trated in Fig. S1. In the limit of small ka, which corresponds to a long wavelength limit relative
to the unit cell distance, the dispersion relation is approximately given by
ka = −i
√
Zcell(ω)Ycell(ω) (|ka|  1). (4)
Eq. (1) has two positive solutions for ω
ω↑↓(ka) =
1√
LnCn
√
x(ka)±√x(ka)2 − 4cl
2
, (5)
where x(ka) = 1 + cl + 2c[1 − cos(ka)], with c = Cn/Cg, l = Ln/Lg. Examples solutions for ω↑
(orange) and ω↓ (purple) are shown in Fig. S2 (a) and (b), together with the small ka approxima-
tions.
Note that for the lower frequency band, the group velocity and the wave vector k have opposite
signs, such that the metamaterial behaves as a left-handed transmission line in this frequency
range, while it behaves as a right-handed transmission line in the upper band [1]. The upper
(lower) band has a minimum (maximum) at ka = 0, where
ω↑(ka = 0) = max(ωg, ωn), (6)
ω↓(ka = 0) = min(ωg, ωn). (7)
where ωg = 1/
√
CgLg and ωn = 1/
√
CnLn. Unless ωg = ωn (cl = 1) there is a bandgap between
these two frequencies. In general the upper (lower) band has a high (low) frequency cut-off at
ΩH/L ≡ ω↑↓(ka = pi) = ωn
√
1 + cl + 4c±√(1 + cl + 4c)2 − 4cl
2
. (8)
The characteristic impedance of the metamaterial transmision line can be found by relating the
current through a unit cell to the voltage to ground [2]. Consider the voltage across a single unit
cell as illustrated in the following figure:
We have that the current across the cell is In = (Vn−1−Vn)/Zcell. Assuming a traveling wave form
for the voltage Vn = V (ω)e
−ikan we have that In = I(ω)e−ikan with I(ω) = eika/22i sin
(
ka
2
) V (ω)
Zcell(ω)
.
We define the characteristic impedance to be [2]
Ztml(ω) =
∣∣∣∣V (ω)I(ω)
∣∣∣∣ = ∣∣∣∣ Zcell(ω)2i sin(ka/2)
∣∣∣∣ =
√
Zcell(ω)
Ycell(ω)
, (9)
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where in the last equality we used | sin(x/2)| = √[1− cos(x)]/2 and Eq. (1). Of particular interest
is the so-called balanced case ωg = ωn (cl = 1) [1], for which the bandgap closes, ω↑(ka = 0) =
ω↓(ka = 0), and the characteristic impedance becomes independent of frequency
Ztml = Zbal =
√
Lg
Cn
=
√
Ln
Cg
(ωg = ωn). (10)
This fact has been exploited to impedance match CRLH metamaterials to conventional 50 Ω
microwave transmission lines over many GHz of bandwidth [1]. If ωg ' ωn is only approximately
satisfied, there will be small bandgap between these frequencies where Ztml diverges, while Ztml is
weakly frequency dependent away from the bandgap.
Targeting a balanced CRLH metamaterial, for which cl = 1, the frequency cutoffs ΩH/L can
be controlled by varying c/l, since for c→ 0 we have that ΩL → ΩH , i.e., the bandwidth vanishes,
while for l→ 0, ΩL → 0 and ΩH →∞.
1.2 Quantum treatment of a CRLH metamaterial
Based on the above classical arguments leading to analytical expressions for the wavevector and
characteristic impedance, we expect that the quantized flux field along the metamaterial can be
written in the standard form in a long wavelength approximation [3]
φˆ(x) =
∑
ν=±
∫
Ω
φ(ω)eνik(ω)xbˆν(ω) + H.c., (11)
where [bˆν(ω), bˆ
†
µ(ω
′)] = δνµδ(ω − ω′), the range of integration Ω refers to the frequency band
supporting traveling waves in the metamaterial, and
φ(ω) =
√
~Ztml(ω)
4piω
. (12)
quantify the magnitude of the flux field zero-point fluctuations. We here confirm this expectation
by a quantized circuit treatment of the CRLH metamaterial illustrated in Fig. S1.
We start by defining two flux node variables {θn, φn} for each unit cell, as illustrated in the
following figure:
Following the standard circuit node approach [4], the Lagrangian for a CRLH metamaterial with
N unit cells is
L =
N−1∑
n=0
1
2
~˙φTnC
~˙φn − 1
2
~φTnL
−1
1
~φn +
1
2
~φTnL
−1
2
~φn−1 +
1
2
~φTn (L
−1
2 )
T ~φn+1, (13)
where we have defined a vector ~φn = [θn, φn]
T as well as capacitance and inductance matrices
C =
(
Cn −Cn
−Cn Cg + Cn
)
, L−11 =
(
1
Ln
0
0 1Lg +
1
Ln
)
, L−12 =
(
0 1Ln
0 0
)
. (14)
It is convenient to introduce new rescaled variables ~φn = C
−1/2 ~ψn such that the Lagrangian can
be written
L =
N−1∑
n=0
1
2
~˙ψTn
~˙ψn − 1
2
~ψTnM1
~ψn +
1
2
~ψTnM2
~ψn−1 +
1
2
~ψTnM
T
2
~ψn+1, (15)
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where Mi = C
−1/2L−1i C
−1/2. Assuming periodic boundary conditions, we introduce a Fourier
transform
~ψn =
1√
N
N−1∑
l=0
~ψle
iklxn + c.c., (16)
where we have defined kl = 2pil/Na and xn = na. This leads to
L =
N−1∑
l=0
[
~˙ψ†l ~˙ψl − ~ψ†lM(kla)~ψl
]
, (17)
with
M(ka) = M1 −M2e−ika −MT2 eika. (18)
The matrix M(ka) is Hermitian and can thus be diagonalized by a unitary: U(ka)†M(ka)U(ka) =
Ω2(ka) = diag[ω2↑(ka), ω
2
↓(ka)]. Defining new variables via ψl = U(kla)ξl then leads to
L =
N−1∑
l=0
[
~˙ξ†l ~˙ξl − ~ξ†l Ω2l ~ξl
]
, (19)
with Ωl = Ω(kla). Transforming to a Hamiltonian is also straight forward
H =
N−1∑
l=0
[
~q†l ~ql + ~ξ
†
l Ω
2
l
~ξl
]
, (20)
where ~q =
[
∂L
∂ξ1
, ∂L∂ξ2
]T
is a vector of canonical momenta corresponding to ~ξ. We next promote the
classical variables to operators
~ξl =
 √ ~2ω↑(kla) cˆl√
~
2ω↓(kla)
aˆl
 , (21)
~ql = i
 √~ω↑(kla)2 cˆ†l√
~ω↓(kla)
2 aˆ
†
l
 , (22)
where [aˆl, aˆ
†
l ] = [cˆl, cˆ
†
l ] = 1. This immediately gives
H =
N−1∑
l=0
~ω↓(kla)aˆ†l aˆl + ~ω↑(kla)cˆ
†
l cˆl. (23)
Since M(ka) is a two-by-two matrix, the frequencies can be found analytically. We have confirmed
that the result for ω↑↓(ka) agrees with that give in Eq. (5). The annihilation operators aˆl thus refer
to the lower, left-handed band, and the annihilation operators cˆl refer to the upper, right-handed
band.
We can now furthermore express the original position dependent variables in terms of the
normal mode annihilation and creation operators:
~φn =
[
θˆn
φˆn
]
=
N−1∑
l=0
T (kla)
 √ ~2ω↑(kla) cˆl√
~
2ω↓(kla)
aˆl
 eiklxn + c.c. (24)
where T (kla) ≡ C−1/2U(kla)/
√
N . Let us focus specifically on the φˆn component. Here k is a
Bloch vector such that ka can be identified with ka+ pi, and it is therefore convenient to write
φˆn =
∑
ν=±
N/2−1∑
l=0
∆ka
[
φ↓(kla)
aˆνl√
∆ka
eνiklxn + φ↑(kla)
cˆνl√
∆ka
eνiklxn
]
+ H.c., (25)
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where ∆ka = 2pi/N , and
φ↓(ka) =
√
1
∆ka
√
~|T10(ka)|2
2ω↓(ka)
, (26a)
φ↑(ka) =
√
1
∆ka
√
~|T10(ka)|2
2ω↑(ka)
, (26b)
where Tij(ka) with i, j ∈ {0, 1} refers to the matrix elements of T (ka), and we made use of a slight
abuse of notation based on the fact that any complex phase for Tij(ka) can be absorbed into a
redefinition of the annihilation operators. We have also dropped any dependence on ν = ± in the
functions φ↑↓(ka) since, based on symmetry arguments, the magnitude of zero-point fluctuations
as quantifies by φ↑↓(ka) must be equal for the left- and right moving fields.
In the limit N →∞, we have ∆ka→ 0 and kla becomes a real variable in the range [0, pi) for
l = 0, . . . , N/2− 1. The above sum thus approaches an integral
φˆn =
∑
ν=±
∫ pi
0
d(ka)
[
φ↓(ka)aˆν(ka)eνi(ka)n + φ↑(ka)cˆν(ka)eνi(ka)n
]
+ H.c., (27)
where we have defined operators bˆν(kla) = bˆνl/
√
∆ka for bˆ = aˆ, cˆ, which in the N → ∞ limit
satisfy [bˆν(ka), bˆ
†
µ(k
′a)] = δµνδ(ka− k′a). Finally, changing to an integral over frequency we find
φˆn =
∑
ν=±
∫
Ω↓
dω φ↓(ω)aˆν(ω)eνik(ω)xn +
∫
Ω↑
dω φ↑(ω)cˆν(ω)eνik(ω)xn + H.c., (28)
where
Ω↓ = [ω↓(ka = pi), ω↓(ka = 0)], (29)
Ω↑ = [ω↑(ka = 0), ω↑(ka = pi)], (30)
refers to the lower and upper frequency bands, respectively. We have moreover introduced bˆν(ω) =
bˆν(ka)/
√
vg(ω) for bˆ = aˆ, cˆ and φ↑↓(ω) = φ↑↓(ka)/
√
vg(ω), with the group velocity
vg(ω) =
∣∣∣∣ dkdω
∣∣∣∣−1 . (31)
By introducing a density of left/right moving modes
ρ±(ω) =
ρ(ω)
2
=
Na
2pivg(ω)
, (32)
we can write
φ↓(ω) =
√
~|T10[k(ω)a]|2ρ(ω)
4ω
, (33a)
φ↑(ω) =
√
~|T10[k(ω)a]|2ρ(ω)
4ω
, (33b)
Analytical expressions for φ↑↓(ω) are in principle straight forward to find. However, the ex-
pressions are cumbersome and we have not been able to simplify them to a form that is useful
to display. Instead we numerically compare φ↑↓(ω) to the expected expression Eq. (12). We have
verified that φ↑↓(ω) approaches Eq. (12) for small |ka|, corresponding to the center of the band
Ω↓ ∪ Ω↑. An example is shown in Fig. S3 for a choice of parameters corresponding to a balanced
CRLH metamaterial (ωn = ωg). We thus formally recover the form Eq. (11) by defining φˆ(xn) = φˆn
and taking the continuum limit a → 0. In Eq. (11) then, Ω = Ω↓ ∪ Ω↑ and bˆν(ω) refers to aˆν(ω)
or cˆν(ω), depending on the frequency band. Note that ν = + refers to left-movers in the lower
frequency band Ω↓ and right-movers in the upper band Ω↑, and vice versa for ν = −.
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Figure S3: Comparison of φ2↓(ω) (purple) and φ
2
↑(ω) (orange) to φ
2(ω) ∼ Ztml(ω) in Eq. (12), for
c = Cn/Cg = 0.1, l = Ln/Lg = 10. The center of the band ω ' ωg corresponds to long wavelengths
where |ka|  1.
Figure S4: Simplified representation of the JTWPD where the transmission line resonator is repre-
sented by a telegrapher model with a finite number of unit cells. For clarity, the CRLH transmission
line is shown in orange and the probe resonator in blue. In the numerics periodic boundary con-
ditions are used for the CRLH transmission line.
2 CRLH coupled to a resonator
2.1 Nonlinear coupler element
The basis for our nonlinear coupler is a circuit which is identical to a flux qubit or a Superconducting
Nonlinear Asymmetric Inductive eLement (SNAIL) [5], but used at a different operating point than
these two devices. The nonlinear coupler is used to couple the CRLH metamaterial to a probe
resonator. The resonator could be a 2D co-planar waveguide resonator or a 3D cavity, although we
will focus mostly on a 2D architecture in the following. The setup is illustrated in Fig. S4, where
the resonator is represented by a lumped element telegrapher model (blue).
The main original motivation for introducing the SNAIL in Ref. [5] was to realize a three-
wave mixing element. The desired properties of our coupling element is rather different. The
main feature we want is a purely nonlinear quartic interaction, with no (or minimal) quadratic
contribution to the potential. The basic element of the coupler consists of a loop of ns large
Josephson junctions with Josephson energy EJ and a single smaller junction with energy βEJ ,
encircling an external flux Φx, as illustrated in the following circuit diagram:
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Figure S5: (a) Nonlinear coupler where φn, ψn refer to the CRLH metamaterial and transmission
line resonator node flux at position xn, respectively. (b) Linearized version of the coupler element,
where Cx and Lx represent stray capacitance and inductance, respectively.
When EJ/EC  1 for each of the ns large junctions with EC the charging energy of a single
junction due to the junction capacitance, we can assume that the phase drop ϕˆ across the entire
chain is equally distributed across each junction, leading to a simplified expression for the potential
energy [5]
Uˆ(ϕˆ) = −βEJ cos(ϕˆ− ϕx)− nsEJ cos
(
ϕˆ
ns
)
, (34)
where ϕx = 2piΦx/Φ0. We focus on the choice ϕx = pi such that the two cosine terms in the
previous equation have opposite signs. This can be used to cancel out the quadratic contribution
to the potential. By expanding Uˆ(ϕˆ) around ϕˆ = 0 we find
Uˆ(ϕˆ) = −EJ
2
(
β − 1
ns
)
ϕˆ2 +
EJ
24
(
β − 1
n2s
)
ϕˆ4 + . . . , for φx = pi, (35)
where the ellipses refer to higher order terms in ϕˆ and we neglect a constant term. In particular,
with the choice β = 1/ns (and ns > 1) the quadratic term cancels out exactly leading to
Uˆ(ϕˆ) =
EQ
24
ϕˆ4 + . . . , φx = pi, β =
1
n
, (36)
where for notational convenience we have defined
EQ = EJ
n2s − 1
n3s
. (37)
To construct a non-linear coupler element between the CRLH metamaterial and the resonator,
we use the circuit illustrated in Fig. S5 (a), where φn, ψn refer to the CRLH metamaterial and
transmission line resonator node flux at position xn, respectively, while φs,n is a coupler mode
which will typically remain in its ground state. The coupling capacitance Cc,n is used to control
the coupling to the resonator, while the shunt inductance Ls,n and capacitance Cs,n is used to
control the frequency and characteristic impedance of the coupler mode φs,n.
This coupling element has several advantageous features. The capacitance Cc,n is used to control
the participation of the resonator mode in the non-linear potential of the coupler. On the other
hand, the CRLH metamaterial is galvanically coupled to the coupler. This allows us to maximize
the cross-Kerr coupling between the two systems while minimizing the self-Kerr interaction of
the resonator. Moreover, the use of a non-linear coupler without any quadratic coupling terms,
c.f. Eq. (36), minimizes hybridization between the two systems.
Of course, in any realistic device, deviations from the ideal operating point for the nonlinear
coupler, ϕx = pi and β = 1/ns, will lead to some stray inductive coupling. In addition, the junction
capacitances is another source of unwanted coupling between the two systems. We therefore
investigate the robustness of the system to such stray linear couplings in the next section.
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2.2 Eigenmodes of the linearized JTWPD
In this section we consider how the presence of the coupler elements influences the eigenmodes of the
CRLH metamaterial and the probe resonator. To do this, we first consider a linearized version of the
coupler element, as illustrated in Fig. S5 (b). In this circuit, Lx represents stray inductive coupling
between the resonator and the metamatrial due to deviations from the ideal operating point φx = pi
and β = 1/ns described in the previous section, and Cx similarly represent stray capacitive coupling
due to, e.g., junction capacitances. We for simplicity take all the coupler elements to be identical
in the numerical results in this section, but this is not a necessary requirement as the detector is
in fact highly robust to disorder.
The full circuit we consider in this section is illustrated in Fig. S4 (with the understanding
that the couplers are replaced by their linearized versions). We use a lumped element telegrapher
model to represent the probe resonator, with a finite number of unit cells with capacitance Cr and
inductance Lr, as illustrated in the figure. For simplicity, we use the same number of N unit cells
for both the transmission line resonator (blue) and the CRLH transmission line (orange), while we
use periodic boundary conditions for the CRLH transmission line and open boundary conditions
for the probe resonator.
With the couplers in Fig. S4 replaced by their linearized versions shown in Fig. S5 (b), the
Lagrangian for the full system can be written in the form
Llin =
1
2
~˙φC ~˙φ− 1
2
~φL−1~φ, (38)
where ~φ = [φ0, φ1, . . . , φ3N+1] is a vector of node fluxes, and the capacitance matrix C and induc-
tance matrix L−1 can be found using the standard circuit node approach [4]. There are in total
4N nodes in the circuit. We label the nodes such that the n = 0, . . . , 2N − 1 corresponds to the
N unit cells of the CRLH metamaterial (two nodes per unit cell), n = 2N, . . . , 3N − 1 are coupler
nodes and the last 3N, . . . , 4N − 1 nodes are for the probe resonator.
Next, introduce normal modes via ~φ = C−1/2P~ξ, with P an orthogonal matrix that diagonalizes
M ≡ C−1/2L−1C−1/2, i.e., PTMP = diag[ω20 , ω21 , . . . , ω24N ]. In terms of these normal modes, the
Lagrangian becomes
Llin =
4N−1∑
l=0
ξ˙2l
2
− 1
2
ω2l ξ
2
l , (39)
and the Hamiltonian is easily found
Hlin =
4N−1∑
l=0
q2ξl
2
+
1
2
ω2l ξ
2
l , (40)
where qξl = ∂Llin/∂ξ˙l.
The normal mode frequencies ωl are found by numerical diagonalization. In Fig. S6 we show
the numerically computed normal modes ωl for metamaterial parameters given in table S1. We
are restricted from using too many unit cells due to the correspondingly large size of the matrices
involved in the diagonalization. We use a total of N = 1000 unit cells in the numerics, for
illustration, but note that much larger numbers up to tens of thousands might be feasible in
experiments.
2.3 Density of modes
The density of modes ρ(ω) in the CRLH band (orange in Fig. S6) can be approximated by binning
the normal mode frequencies and using
ρ(ω∗i ) '
ni
δωi
, (41)
with {ωi} a partition of the frequency band, δi = ωi−ωi−1, ω∗i = (ωi+ωi−1)/2 and ni the number
of modes found in the ith interval. We can compare this to the density of modes in the continuum
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Set I II III IV
(high Ztml ideal) (high Ztml non-ideal) (low Ztml ideal) (low Ztml non-ideal)
CRLH
Cg 1.59 pF 1.59 pF 6.37 pF 6.37 pF
Cn 15.9 fF 15.9 fF 63.7 fF 63.7 fF
Lg 0.637 nH 0.637 nH 0.159 nH 0.159 nH
Ln 63.7 nH 63.7 nH 15.9 nH 15.9 nH
resonator
ω0/(2pi) 7.14 GHz 7.14 GHz 7.14 GHz 7.14 GHz
Zr 7.0 Ω 7.0 Ω 7.0 Ω 7.0 Ω
couplers
Cc 10 fF 10 fF 10 fF 10 fF
ωs/(2pi) 7 GHz 7 GHz 7 GHz 7 GHz
Zs 50 Ω 50 Ω 200 Ω 200 Ω
Is 1.1 µA 1.1 µA 1.1 µA 1.1 µA
Cx 0 1 fF 0 1 fF
Lx ∞ 2.0 nH ∞ 2.0 nH
derived params
Ztml 200 Ω 200 Ω 50 Ω 50 Ω
ωg/(2pi) 5 GHz 5 GHz 5 GHz 5 GHz
ωn/(2pi) 5 GHz 5 GHz 5 GHz 5 GHz
ΩL/(2pi) 4.52 GHz 4.52 GHz 4.52 GHz 4.52 GHz
ΩH/(2pi) 5.52 GHz 5.52 GHz 5.52 GHz 5.52 GHz
Table S1: Example JTWPD parameter sets used in the numerics with N = 1000 unit cells. For
the resonator, ω0 = pi/
√
LΣCΣ and Zr =
√
LΣ/CΣ are the bare frequency and impedance of the
fundamental mode, with LΣ = NLr and CΣ = N(Cr + Cc). For the couplers ωs = 1/
√
LsCs and
Zs =
√
Ls/Cs, and Is = EQ/ϕ0, with EQ the effective nonlinearity of the coupler Eq. (37).
10
0 1000 2000 3000
5.0
7.5
ω
l
[2
pi
G
H
z]
0 1000 2000
4.5
5.0
5.5
4.5 5.0 5.5
0.0
0.5
1.0
ρ
(ω
)
×10−6
0 1000 2000 3000
5.0
7.5
ω
l
[2
pi
G
H
z]
0 1000 2000
4.5
5.0
5.5
4.5 5.0 5.5
0.0
0.5
1.0
ρ
(ω
)
×10−6
0 1000 2000 3000
5.0
7.5
ω
l
[2
pi
G
H
z]
0 1000 2000
4.5
5.0
5.5
4.5 5.0 5.5
0.0
0.5
1.0
ρ
(ω
)
×10−6
0 1000 2000 3000
mode no. l
5.0
7.5
ω
l
[2
pi
G
H
z]
0 1000 2000
mode no. l
4.5
5.0
5.5
4.5 5.0 5.5
ω [2piGHz]
0.0
0.5
1.0
ρ
(ω
)
×10−6
Figure S6: Normal modes of the JTWPD found by numerical diagonalization with N = 1000
unit cells, for the parameter sets in table S1. Left column: Normal modes in the CRLH band
Itml (orange), coupler modes Icoupl (black) and the lowest resonator mode Ir (blue). Middle
column: Normal modes in the CRLH band (orange) compared to the analytical expression for
the uncoupled case Eq. (1) (black dotted). Right column: Density of modes ρ(ω) computed
by numerically binning frequencies, Eq. (41) (orange), compared to the expected continuum limit
form Eq. (42) (gray).
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Figure S7: JTWPD nonlinearities for the parameter sets in table S1. Left column: Numeri-
cally computed cross-Kerr nonlinearity χll0 =
∑
n χ
(n)
ll0 , Eq. (53), between the fundamental res-
onator mode and all other modes. Middle column: Resonator mode self-Kerr nonlinearities Km,
Eq. (52). Right column: JTWPD coupling strength gτ/α in the narrow photon approximation,
Eq. (75), computed using Eq. (41) (orange) and Eq. (42) (gray) for ρ(ω). The dashed line shows
the approximation Eq. (80), which neglects the frequency dependence of the density of modes in
the CRLH metamaterial and the spatial dependence of the resonator mode.
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limit for the uncoupled CRLH metamaterial, given in Eq. (32),
ρ(ω) ' 2× N
2pi
∣∣∣∣d(ka)dω
∣∣∣∣ , (42)
with ka found from Eq. (1). The two estimates Eqs. (41) and (42) are compared in Fig. S6 for the
parameter sets in table S1.
2.4 Self- and cross-Kerr nonlinearities
Having diagonalized the linear Hamiltonian Hlin, the non-linear contribution due to the couplers
in Fig. S5 is approximated to fourth order as [6]
Hnl '
N−1∑
n=0
EQ,n
ϕ4J,n
24
, (43)
where ϕJ,n = φJ,n/φ0 is the dimensionless branch flux across the nth coupler. If we denote the
corresponding node fluxes by φn and φ
′
n such that φJ,n = φn − φ′n then
ϕJ,n =
1
φ0
(φn − φ′n) =
1
φ0
∑
k
(Rn,k −Rn′,k)ξk. (44)
Here we have related bare modes to the normal modes through
~φ = R~ξ, (45)
where R = C−1/2P , with C the capacitance matrix and P the orthogonal matrix found in Sect. 2.2,
as before.
Quantization follows by promoting the normal modes to operators
ξˆl =
√
~
2ωl
(aˆ†l + aˆl), (46a)
qˆξl = i
√
~ωl
2
(aˆ†l − aˆl), (46b)
such that
ϕˆJ,n =
∑
k
ϕn,k(aˆk + aˆ
†
k). (47)
with ϕn,k =
√
4pi
RKωk
(Rn1,k −Rn2,k), RK = h/e2 the quantum of resistance. Using this in Eq. (43)
we find
Hˆnl '
N−1∑
n=0
EQ,n
24
∑
klpq
ϕn,kϕn,lϕn,pϕn,q(aˆk + aˆ
†
k)(aˆl + aˆ
†
l )(aˆp + aˆ
†
p)(aˆq + aˆ
†
q)
'
N−1∑
n=0
EQ,n
4
∑
klpq
ϕn,kϕn,lϕn,pϕn,qaˆ
†
kaˆ
†
l aˆpaˆq + 2
∑
klp
ϕn,kϕn,lϕ
2
n,paˆ
†
kaˆl
 , (48)
where in the last line we have dropped all terms that do not conserve the overall excitation number
as well as a constant term.
In analyzing the above Hamiltonian we can qualitatively distinguish between three sets of
modes: dressed metamaterial modes indexed by the set Itml, primiarly localized in the CRLH meta-
material with dressed frequences in a dense band (orange in Fig. S6), dressed coupler modes indexed
by Icoupl at frequencies near the coupler resonance frequency ωs = 1/
√
CsLs (black in Fig. S6), and
dressed resonator modes indexed by Ir (blue in Fig. S6). The coupler modes are far off resonance
from both the resonator and the metamaterial modes, and are thus only virtually populated. We
therefore assume these modes to be in the vacuum state and drop them from the Hamiltonian.
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Moreover, as the population of any metamaterial mode is much smaller than one for a single incom-
ing photon (or even a few incoming photons), we can neglect any cross and self-Kerr interaction
between them. With these approximations we can write
Hˆnl '
∑
m∈Ir
(
~∆maˆ†maˆm +
~Km
2
aˆ†2m aˆ
2
m
)
+
∑
kl∈Itml
~∆klaˆ†kaˆl
+
∑
m>m′∈Ir
~χmm′ aˆ†maˆmaˆ
†
m′ aˆm′
+
N−1∑
n=0
∑
m∈Ir
∑
kl∈Itml
χ
(n)
klmaˆ
†
kaˆlaˆ
†
maˆm,
(49)
where we drop a constant term as well as any term that does not conserve the photon number of
each resonator mode m ∈ Ir. The latter approximation is based on the assumption that all the
resonator modes are well separated in frequency. We have moreover defined
~∆kl =
1
2
N−1∑
n=0
∑
p
EQ,nϕn,kϕn,lϕ
2
n,p, (50)
~χmm′ =
∑
n
EQ,nϕ
2
n,mϕ
2
n,m′ , (51)
~Km =
1
2
N−1∑
n=0
EQ,nϕ
4
n,m =
χmm
2
, (52)
~χ(n)klm = EQ,nϕn,kϕn,lϕ
2
n,m = ~
√
χ
(n)
kkm
√
χ
(n)
llm, (53)
and ∆m = ∆mm.
The terms proportional to ∆kl can be absorbed into the linear part of the Hamiltonian Hlin
which can be diagonalized again with a new unitary transformation of the modes. However, for
the parameter regimes we are interested in ∆kl is very small, and we therefore drop this linear
term for simplicity. The full Hamiltonian can then be written
Hˆ = Hˆlin + Hˆnl ' Hˆ0 + Hˆr + Hˆint, (54)
where
Hˆ0 =
∑
l∈Itml
~ωlaˆ†l aˆl, (55)
Hˆr =
∑
m∈Ir
~ωmaˆ†maˆm +
~Km
2
aˆ†2m aˆ
2
m, (56)
Hˆint =
N−1∑
n=0
∑
m∈Ir
∑
kl∈Itml
χ
(n)
klmaˆ
†
kaˆlaˆ
†
maˆm. (57)
For notational simplicity we have here absorbed the frequency shift ∆m into a redefinition of
ωm, i.e., ωm + ∆m → ωm, such that ωm now refers to the measurable dressed frequencies of the
resonator, including shifts due to the non-linear part of the couplers. We show cross- and self-Kerr
non-linearities estimated from Eqs. (52) and (53) in Fig. S7 for the parameter sets in table S1.
Following similar steps as in Sect. 1.2 we can consider a large N limit where the CRLH frequency
band becomes dense. As N →∞, the sums over Itml in the above expressions approach integrals,
leading to
Hˆ0 =
∑
ν=±
∫
Ω
dω~ωbˆ†νω bˆνω, (58)
Hˆint =
N−1∑
n=0
∑
ν,µ=±
∑
m∈Ir
∫
Ω
dωdω′χ(n)νµm(ω, ω
′)bˆ†ν(ω)bˆµ(ω
′)aˆ†maˆm, (59)
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where, as in Sect. 1.2, the range of integration Ω is the band of CRLH normal modes, we have
introduced left- and right movers index by ν = ±, and defined
χ(n)νµm(ωk, ωl) = EQ,n
√
ρµ(ωk)ρν(ωl)ϕ
∗
n,µkϕn,νlϕ
2
n,m, (60)
with ρµ(ω) = ρ(ω)/2 the density of left/right moving modes. Finally taking a large wavelength
limit where a→ 0 the sum over n approaches an integral over space
Hˆint =
∑
ν,µ=±
∑
m∈Ir
∫ z
0
dx
∫
Ω
dωdω′χνµm(x;ω, ω′)bˆ†ν(ω)bˆµ(ω
′)aˆ†maˆm, (61)
where χνµm(xn;ω, ω
′) = χ(n)νµm(ω, ω′)/a is a dispersive shift per unit cell. We postpone a discussion
of numerically estimating the non-linear coupling between the resonator and the metamaterial
until Sect. 2.7.
2.5 Blackbox quantization for a general geometry
In this section, we outline a blackbox quantization approach [6] for an arbitrary geometry, gener-
alizing the results from the preceding sections. The JTWPD design illustrated in Fig. S8 is one
possible realization of this device. Other realizations, such as using a 3D cavity, are also possible.
In the following we outline a general formalism leading to the JTWPD Hamiltonian used in the
main paper.
To find a Hamiltonian for the metamaterial, we divide the Hamiltonian into a linear and a
non-linear contribution, as in the previous section
Hˆ = Hˆlin + Hˆnl, (62)
where Hˆlin is the Hamiltonian of the linearized system which includes the junction’s electromagnetic
environment as well as the capacitances and linear inductance of the junctions themselves [6]. On
the other hand, Hˆnl describes the non-linear contribution of the couplers, which to lowest order
can be expressed as in Eq. (43).
Whether we are considering a 2D or 3D setup, the Hamiltonian Hˆlin can be diagonalized using
of a set of eigenmodes with, in general, both discrete modes and continuous bands [7]
Hˆlin =
∑
m
~ωmaˆ†maˆm +
∑
ν
∫
Ω
dω~ω bˆ†ν(ω)bˆν(ω), (63)
where Ω refers to the continuous part of the spectrum. The index ν is used to label degenerate
modes, in particular left- and right-movers, as before. A generic eigenspectrum is illustrated
in Fig. S9. In the case of interest, the continuum modes are associated to the metamaterial
waveguide at the bottom of Fig. S8, treated here in the continuum limit, and the discrete spectrum
is associated to the probe resonator.
In the lumped element limit, we separate the nth coupler element into capacitive, linear induc-
tive and non-linear inductive elements as illustrated in Fig. S10, where the spider symbol is used
to represent the purely non-linear potential of the coupler, while Cx,n and Lx,n represent any stray
linear capacitance and inductance [6]. Note that in contrast to a conventional Josephson junction,
the quartic nonlinearity represented by the spider symbol has a positive prefactor, Eq. (36).
To express the non-linear part of the Hamiltonian we first need to find the dimensionless flux
across the nth nonlinear element located at xn, defined as ϕˆs,n(t) = (1/φ0)
∫ t
−∞ dt
′Vn(t′) with
Vn(t) the branch voltage across the nth element, Vn(t) =
∫ x′n
xn
dl · Eˆ(x), with {xn,x′n} as indicated
in Fig. S10. Here E(x) is the electric field in space [4]. Since E(x) can be expressed in a set of
mode functions and bosonic creation and annihilation operators [7], it follows that the flux across
the nth nonlinear element has the general form
ϕˆs,n =
∑
m
[ϕn,maˆm + H.c.] +
∑
ν
∫
Ω
dω
[
ϕn,ν(ω)bˆν(ω) + H.c.
]
, (64)
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Figure S8: The detector consists of three parts. 1) A CRLH metamaterial transmission line forms
the backbone of the detector, and serves effectively as a linear waveguide over some frequency range
(orange). 2) A probe resonator, here shown as a transmission line resonator (blue). 3) The probe
(resonator) is coupled to the waveguide (CRLH metamaterial) via an array of nonlinear couplers
(black).
Figure S9: Schematic illustration of generic spectrum consisting of both discrete and continuum
modes.
Figure S10: Representation of the coupler element in terms of capacitive, linear inductive, and
and non-linear inductive elements. In this figure, the spider symbol represent the purely non-
linear quartic potential, Eq. (36), and Cx,n, Lx,n represent stray capacitance and inductance. The
coordinates xn and x
′
n marks the physical location in space of the superconducting islands on the
two respective sides of the purely nonlinear element.
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where ϕn,m and ϕn,ν(ω) are zero-point fluctuations for discrete and continuum mode flux biases
across the nth nonlinear element, respectively.
Using Eq. (64) we can express Hˆnl in terms of boson operators aˆm, bˆν(ω). With the same set
of approximations argued for in Eq. (49), we arrive at the general result
Hˆnl '
∑
m
[
~∆maˆ†maˆm +
~K
2
aˆ†2m aˆ
2
m
]
+
∑
m>n
~χmnaˆ†maˆmaˆ†naˆn + Hˆint, (65)
where
Hˆint =
N−1∑
n=0
∑
m
∑
νµ
∫
dωdω′~χ(n)νµm(ω, ω′)bˆ†ν(ω)bˆµ(ω′)aˆ†maˆm, (66)
∆m =
1
2
∑
m′ χmm′ +
1
2
∑
n
∑
ν
∫
dωχ
(n)
ννm(ω, ω), Km = χmm/2 and
~χmm′ =
∑
n
EQ,n|ϕn,m|2|ϕn,m′ |2, (67)
~χ(n)νµm(ω, ω′) = EQ,nϕ∗n,ν(ω)ϕn,µ(ω′)|ϕn,m|2. (68)
In Eq. (65), we have dropped terms that do not conserve the overall excitation number, fast-
rotating terms for the discrete modes based on the assumption that they are well separated in
frequency, and non-linear self- and cross-Kerr couplings between continuum modes. We have also
ignored a linear term mixing different continuum modes. As argued for in Sect. 2.4, this term can
be absorbed into Hˆlin, which can be re-diagonalized in a second step. This will lead to shifts of
the parameters in Eq. (65), but preserves the general form.
2.6 Narrow photon approximations
At frequencies supporting traveling waves we assume a spatial dependence
ϕn,ν(ω) = |ϕn(ω)|eνikωxn+iθνω , (69)
for the flux field. The position-independent phase factor θνω can be absorbed into a redefinition of
the annihilation operators bˆν(ω), and can therefore be ignored. A simplified expression for Hˆint can
be derived in the situation where the photon number distribution of the continuum is zero except
in a reasonably narrow range of frequencies, as one would typically expect for a single incoming
photon. We can then Taylor expand the wavevector around the center frequency ω¯
kω ' kω¯ + 1
vg
(ω − ω¯), (70)
where vg = vg(ω¯) =
∣∣ ∂kω
∂ω
∣∣
ω¯
∣∣−1. Moreover, it is reasonable to assume that |ϕn,ν(ω)| ' |ϕn,ν(ω¯)| =
|ϕn(ω¯)| can be taken to be approximately independent of frequency (and ν) over the relevant range.
With these approximations in mind, it is convenient to introduce position-dependent annihilation
operators
bˆν(x) =
√
1
2pivg
∫
Ω
dωeνiωx/vg bˆν(ω), (71)
such that we can write in a continuum limit where a→ 0
Hˆint =
∑
m
∑
νµ
∫ z
0
dx~χm(xn)bˆ†ν(x)bˆµ(x)aˆ†maˆm, (72)
where we have defined
~χm(xn) =
2pivg
a
EQ,n|ϕn(ω¯)|2|ϕm(xn)|2 (73)
Finally, the Hamiltonian used in the main paper is found from Eqs. (65) and (72) by taking a
single-mode approximation for the probe resonator, including only one term from the sum over m,
and adding a drive term for this resonator mode.
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2.7 Dimensionless JTWPD coupling strength gτ
As discussed in the main paper, a key figure of merit for the JTWPD is the dimensionless number
gτ ≡ 2α
vg
×
∫ z
0
dxχm(x) ' 2αχmz
vg
, (74)
where α is the displacement of the probe resonator, m labels the resonator mode used as a probe,
and the last approximation is for the simplification used in the main paper where the spatial
dependence of χm(x) is neglected. Here we are assuming that the detector is used in reflection
mode, effectively doubling τ . Using Eq. (73) we can approximate
gτ
α
=
2
vg
∫ z
0
dxχm(x) = 4pi
N−1∑
n=0
EQ,n
~
ρ(ωk)
2
|ϕn,k|2|ϕn,m|2, (75)
with ω¯ = ωk and ρ(ω) = 2ρ±(ω) the density of modes (counting both left- and right-movers), as
before. To estimate this quantity numerically using the circuit model illustrated in Fig. S4, we use
the approach in Sect. 2.2 to compute ϕn,k and ωk. The density of modes ρ(ω) can be approximated
by binning the normal mode frequencies in the CRLH band and using Eq. (41) or Eq. (42) with ka
found from Eq. (1). The last column of Fig. S7 shows the estimated gτ from Eq. (75) as a function
of frequency for the parameter sets in table S1.
We can also find a simplified expression for gτ if we neglect any spatial dependence in EQ,n ≡
EQ, ϕn,k ≡ ϕ(ω¯)/
√
ρ(ωk) and ϕm(xn) ≡ ϕm. This gives
gτ
α
' 4pi × |ϕ(ω¯)|2 × NEQ
~
|ϕm|2. (76)
Next using, from Eq. (67) that the resonator’s Kerr nonlinearity is within this approximation given
by
KQ ' NEQ
2~
|ϕm|4, (77)
we can write
gτ
α
' 4pi × |ϕ(ω¯)|2 ×
√
NEQ/~
√
2KQ. (78)
In the last two expressions we have dropped the subscript m for the resonator mode, for notational
simplicity. Assuming the continuum density of modes of an uncoupled CRLH, we can moreover
approximate [c.f. Eq. (12)]
ϕ(ω¯) ' 1
φ0
√
~Ztml
4piω¯
=
√
2Ztml
RK ω¯
, (79)
We thus get the result
gτ
α
' 8pi × Ztml
RK ω¯
×
√
NEQ/~
√
2KQ. (80)
This approximation is shown as dotted black lines in Fig. S7 where the fundamental resonator
mode is used as the probe mode.
Inverting this we find an expression for the number of unit cells
N ' 1
2
(
gτ
α
× RK
8piZtml
)2
ω¯2
KQEQ/~
. (81)
This expression can be used to ball-park the number of unit cells needed to reach a certain value
of gτ . It also shows the inverse relation between N and KQ, such that by using a larger number
of unit cells one can reduce the self-Kerr nonlinearity. In Fig. S11 we plot Eq. (81) as a function
of KQ for representative choices of parameters.
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Figure S11: Estimated number of unit cells using Eq. (81) with coupler parameters Ic = 5 nA
ns = 3, drive strength α = 5, and center frequency ω¯/(2pi) = 5.0 GHz for three different gτ = 1, 2, 3
and varying resonator self-Kerr nonlinearity KQ. On the left Ztml = 200 Ω and on the right
Ztml = 50 Ω.
3 JTWPD characteristics
3.1 Controlling the coupling strength gτ
As is clear from Eq. (80) the JTWPD coupling g grows with
√
NEQ. At a fixed N and EQ, the
coupling can be increased by increasing Ztml and/or the resonator self-Kerr non-linearity KQ. The
latter is in turn controllable in two distinct ways. First, it depends on the coupling capacitance
Cc relative to the detuning of the resonator mode and the coupler modes. Second, at fixed Cc and
detuning, the self-Kerr can be increased or decreased by increasing or decreasing the characteristic
impedance Zs of the coupler modes, respectively.
Since since KQ ∼ Z2sZ2r [6], we in fact see that
g ∼ ZtmlZsZr. (82)
It is generally more practical to increase Zs than Zr, in particular since the additional coupling
capacitances Cc,n will tend to decrease the impedance of the resonator. For this reason we have
used a low Zr = 7 Ω in our numerical examples above, c.f. table S1. Eq. (82) moreover explains
why the results for Set I and Set III (Set II and Set VI) in Fig. S7 are practically identical, since
the product Ztml × Zs = 50× 200 Ω2 is the same in both cases.
There are thus two options for increasing g at fixed N , EQ, Cc and Zr: Increasing Ztml
or increasing Zs. For many applications it is desirable to have Ztml = 50 Ω, but impedance
transformers can also be used, and some applications do not require a 50 Ω environment. On the
other hand, the only downside to increasing Zs is that it increases KQ, the self-Kerr non-linearity
of the resonator. As exemplified in Fig. S7, we expect KQ/(2pi) in the 10–100 kHz range for
Zs = 50 Ω and in the MHz range for Zs = 200 Ω. In the numerical results in the main paper
we assumed K/κa = 10
−2 for K the total Kerr nonlinearity of the probe mode. As discussed in
more detail below, this will likely necessitate canceling the positive self-Kerr KQ arising from the
nonlinear couplers by a negative self-Kerr.
3.2 The Kerr non-linear resonator
Adding a drive term and keeping only a single mode, the resonator Hamiltonian is
Hˆr/~ = ωraˆ†aˆ+
K
2
(
aˆ†
)2
aˆ2 +
(
iεe−iωdtaˆ† + H.c.
)
, (83)
where ε is the drive strength and ωd the drive frequency. Here K now refers to the total Kerr
non-linearity of the resonator, which might have contributions from other sources than KQ, the
Kerr nonlinearity due to the metamaterial. Damping at a rate κa is taken into account through
the master equation
ρ˙ = − i
~
[Hˆ, ρ] + κaD[aˆ]ρ, (84)
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Figure S12: Displacement of a Kerr non-linear resonator driven at the shifted resonance ωd =
ω0 + 2K|α|2 as a function of drive strength, for three different values of K/κa.
where D[aˆ]ρ ≡ aˆρaˆ† − 12 aˆ†aˆρ − 12ρaˆ†aˆ. Moving first to a frame rotating at the drive frequency
ωd and subsequently doing a displacement transformation aˆ→ aˆ+ α we can write Hˆr in the new
frame
Hˆ ′r/~ ≈ (δ + 2K|α|2)aˆ†aˆ+
K
2
(
aˆ†
)2
aˆ2, (85)
where δ = ωr − ωd, and we neglect fast rotating terms. The master equation retains its original
form and α is chosen to satisfy
(δ +K|α|2)α− iκa
2
α+ iε = 0. (86)
We wish to drive the resonator on resonance, taking the dynamic frequency shift due to the Kerr
non-linearity into account, and consequently choose ωd such that δ = −2K|α|2. Hˆ ′r then reduces
to
Hˆ ′r =
~K
2
(
aˆ†
)2
aˆ2, (87)
while the non-linear equation for α becomes
K|α|2α+ iκa
2
α = iε. (88)
For K|α|2  κa the solution is approximately α = 2ε/κa and the steady state of the resonator is
to a good approximation the coherent state |α〉. In the opposite limit, however, the solution goes
as |α| ∼ (ε/K)1/3, and the steady state is highly non-Gaussian due to the non-linear Hamiltonian
Hˆ ′r. The solution for |α| for different values of K/κa is shown in Fig. S12.
3.2.1 Cancelling the Kerr non-linearity
Due to the large number of non-linear couplers in the JTWPD, the Kerr non-linearity of the
resonator can be large and thus might reduce the fidelity of the detector. This effect can be
mitigated by noting that the Kerr non-linearity KQ is always positive for the coupler in Fig. S5
[c.f. Eq. (67)]. One can therefore balance it out by introducing an additional negative Kerr non-
linearity. This is straight forwardly achieved by galvanically or capacitively coupling the resonator
to a Josephson junction, since the quartic potential of a Josephson junction
UJ(ϕˆ) = −EJ cos ϕˆ ' −EJ + EJ
2
ϕˆ2 − EJ
24
ϕˆ4 + . . . , (89)
will give rise to a negative Kerr non-linearity, KJ < 0. The magnitude |KJ | can easily be made
large by galvanic coupling, or alternatively by using several junctions capacitively coupled along
resonator (less than one per JTWPD unit cell is needed, since a stronger non-linearity can be
used). Moreover, by using a flux-tunable EJ realized using two junctions enclosing an external
flux [8], the total self-Kerr can be tuned to zero in situ, K = KQ +KJ ' 0.
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Figure S13: A modification of the coupler element where the detector bandwidth can be controlled
via a coupling capacitance Cc2 , with a center frequency around ωs2 = 1/
√
Ls2Cs2 . Maximizing
the tradeoff between cross-Kerr coupling and resonator self-Kerr can be done by having a larger
Zs2 =
√
Ls2/Cs2 and smaller Zs1 =
√
Ls1/Cs1
3.3 Controlling detector bandwidth
The large bandwidth distinguishes the JTWPD from other single-photon detector proposals in
the microwave domain. The origin of this large bandwidth is the galvanic coupling of the coupler
elements to the metamaterial, which ensures that all modes in the metamaterial frequency band
couples strongly to the detector.
However, if the bandwidth is too large, thermal photons will dominate the detector count. De-
pending on application, limiting the bandwidth is therefore desirable. The use of a CRLH meta-
material is here practical, because the bandwidth can be adjusted by varying c/l = CnLg/CgLn.
As discussed in Sect. 1.1, the bandwidth vanishes in the limit c/l → 0. In the parameter sets
in table S1 a value of c/l = 10−2 was used, giving GHz bandwidths. In table S2 we show two
alternative parameter sets , similar to Set III, where the center frequency is higher (sets V, VI)
and c/l = 10−3 (set VI), to alleviate thermal photon counts.
Another way to reduce the detector bandwidth, which might be simpler than realizing a CRLH
with small c/l, is to change the coupler element. Changing from galvanic to capacitive coupling to
the metamaterial as illustrated in Fig. S13 leads to a bandwidth that can tuned via the coupling
capacitance Cc2 . The detector response will be maximal close to the frequency ωs2 = 1/
√
Cs2Ls2
of the coupler mode at the bottom of the circuit in Fig. S13 (given that this frequency lies in the
metamaterial frequency band), and falls off away from this frequency with a bandwidth set by Cc2 .
The price to pay is that the coupling to the metamaterial is in general weaker, but this can be
compensated for by using a large impedance Zs2 =
√
Ls2/Cs2 . On the other hand, the impedance
Zs1 =
√
Ls1/Cs1 of the mode on the top side of the coupler in Fig. S13 should be kept lower to
reduce the self-Kerr nonlinearity of the resonator mode. In analogy with Eq. (80), we can write
an approximate form for the JTWPD coupling strength gτ in this case as
gτ
α
' 8pi × η(ω¯)Zs2
RK ω¯
×
√
NEQ/~
√
2K, (90)
where η(ω) < 1 is a parameter describing the bias of the nonlinear coupler due to the metamaterial
field at frequency ω. With this approach, the CRLH could also be replaced with a more standard
lumped element telegrapher model transmission line, as used e.g. in JTWPAs [9] (the telegrapher
model can be seen as a limit of a CRLH where Cn, Lg → ∞). Such a realization does not have
frequency cutoffs for the metamaterial, and it might therefore be necessary to use Purcell filters to
avoid decay of resonator photons via the metamaterial.
3.4 Estimation of thermal noise
The response of the detector to a single incoming photon is in general non-Markovian and treated
in Sect. 4 using a Keldysh path integral approach, and in Sect. 5 using Matrix Product States.
The case of incoming thermal noise, however, can be treated as approximately Markovian. We
follow the derivation of Carmichael, Chapter 2.2.4 in Ref. [10].
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Set V VI
CRLH
Cg 4.24 pF 13.4 pF
Cn 42.4 fF 13.4 fF
Lg 0.106 nH 33.6 pH
Ln 10.6 nH 33.6 nH
resonator
ω0/(2pi) 9.43 GHz 9.43 GHz
Zr 5.3 Ω 5.3 Ω
couplers
Cc 10 fF 10 fF
ωs/(2pi) 9.2 GHz 9.2 GHz
Zs 300 Ω 300 Ω
Ic 5 µA 5 µA
Cx 0 0
Lx ∞ ∞
derived params
Ztml 50 Ω 50 Ω
ωg/(2pi) 7.5 GHz 7.5 GHz
ωn/(2pi) 7.5 GHz 7.5 GHz
ΩL/(2pi) 6.79 GHz 7.27 GHz
ΩH/(2pi) 8.29 GHz 7.74 GHz
Table S2: Example JTWPD parameter sets similar to Set III in table S1 but with higher CRLH
center frequency ωg = ωn. Set VI furthermore have a smaller value of c/l giving a smaller CRLH
frequency band.
The starting point is the interaction Hamiltonian
Hˆint =
∑
kl
χklbˆ
†
k bˆlaˆ
†aˆ (91)
where
χkl =
N−1∑
n=0
χ
(n)
kl , (92)
is the total cross-Kerr coupling due to all N nonlinear couplers between metamaterial modes k, l
and the probe mode. We assume that each metamaterial mode is in a thermal state. Following
Carmichael, we first move the average displacement
δp =
∑
k
χkkn¯k, (93)
with n¯k = 〈bˆ†k bˆk〉 into the resonator Hamiltonian
Hr = (ωr + δp)aˆ
†aˆ+
~K
2
aˆ†2aˆ2 + (iεe−iωdta† + H.c.), (94)
such that the interaction becomes
Hˆint =
∑
kl
χkl(bˆ
†
k bˆl − δkln¯k)aˆ†aˆ. (95)
Moving to a rotating frame with respect to the metamaterial Hamiltonian Hˆ0 and a rotating and
displaced frame for the resonator as defined in Sect. 3.2 we have
Hˆint = Bˆ(t)Aˆ, (96)
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where
Bˆ(t) =
∑
kl
χkl(bˆ
†
k bˆl − δkln¯i)ei(ωk−ωl)t, (97)
Aˆ = aˆ†aˆ+ α(aˆ+ aˆ†) + α2. (98)
The derivation from here on follows that by Carmichael [10], leading to a Master equation for the
resonator in the lab frame
ρ˙r = −i[Hˆr + ∆pAˆ, ρr] + κaD[aˆ]ρr + ΓthD[Aˆ]ρr, (99)
where we have added the usual resonator decay term. The influence of the resonator self-Kerr
interaction K on the dissipative terms is neglected in this equation. The frequency shift δp and
noise rate Γth are given by [10]
δp =
∫ ∞
0
dωχ(ω, ω)n¯(ω), (100)
Γth = 2pi
∫ ∞
0
dωχ(ω, ω)2∆n(ω)2, (101)
where ∆n(ω)2 = n¯(ω)[n¯(ω) + 1] are fluctuations in the thermal photon number, and summa-
tion over metamaterial modes ωk has been converted to an integral by introducing χ(ωk, ωl) =√
ρ(ωk)ρ(ωl)χkl with ρ(ω) the density of modes. Moreover,
∆p = P
∫ ∞
0
∫ ∞
0
dωdω′
ρ(ω)ρ(ω′)
ω − ω′ |χ(ω, ω
′)|2n¯(ω), (102)
is a principal value part. To numerically estimate Γth from a set of normal modes ωk found using
the approach outlined in Sect. 2.2 we use
Γth ' 2pi
∑
l∈Itml
ρ(ωl)χ
2
lln¯(ωl)[n¯(ωl) + 1], (103)
where the density of modes ρ(ω) can be estimated using Eq. (42). Numerical estimates of Γth for
the three different parameter sets are shown in Fig. S14, for temperatures in the range T = 10–40
mK. These results only include modes in the metamaterial band Itml. The coupler modes also
couple dispersively to the resonator, but the Markovian treatment used here is not valid for these
higher quality modes. To ensure that the coupler modes have low thermal population it is useful
to design high coupler frequencies ωs.
With a detection time tdet of up to tens of µs (see Sect. 3.5), we should keep Γth under 10
4 to
ensure Γthtdet < 0.1. As is clear from Fig. S14, parameter sets V and VI give lower thermal noise
rates. This is due to higher center frequencies for the CRLH band, and smaller detector bandwidth
in the case of set VI, as given in table S2.
3.5 Detection time and probe decay rate
Sine the dispersion relation of the CRLH metamaterial is only weakly modified by the coupling to
the resonator, we can use that the time-of-flight through the detector is to a good approximation
τ ' 2z
vg
= 2N
∣∣∣∣d(ka)dω
∣∣∣∣ , (104)
with ka found from Eq. (1), and we are again assuming that the detector is operated in reflection
mode. For the parameters studied in the previous sections and with N = 2000 we find τ to be in
the range 1–10µs, c.f. Fig. S2.
The numerical results of the main paper indicates a detection time of a few τ , i.e., in the µs
range. A typical dimensionless photon width of γτ = 2–6 as used in the numerical simulations
in the main paper thus corresponds to γ/(2pi) under a MHz. We emphasize that the detection
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Figure S14: Estimates of thermal noise rate Γth Eq. (103) for parameter set III from table S1 and
sets V and VI from table S2.
fidelity improves with increasing γ. It is therefore encouraging that very high detection fidelities
are found for such narrow photons.
In the numerical simulations presented in the main paper we used a resonator decay rate such
that κaτ = 1.0, which for τ in the range 1–10 µs corresponds to κa/(2pi) in the range 0.015–0.15
MHz. With such a small value for κa it is necessary to reduce the total self-Kerr nonlinearity
Ktot = K +KJ ' 0 of the resonator, e.g. using the approach discussed in Sect. 3.2.1. It might be
beneficial to increase κa to the range κa/(2pi) = 1–10 MHz, thus correspondingly increasing κaτ .
Unfortunately we found it numerically too challenging to simulate this regime of larger κa, due to
the correspondingly smaller time steps needed. Based on a simplified model, we expect the SNR to
increase with κa at short times, and go down as 1/
√
κa for large κaτ [11]. An order of magnitude
increase in κa might therefore lead to a decrease of about a factor of three in the SNR, which is
comparable to reducing the JTWPD coupling strength g by the same amount.
4 Keldysh path-integral treatment
To study the scaling of the detector back-action, we integrate out the waveguide part of the system
using Keldysh field theory. This allows us to derive an effective Keldysh action describing the
evolution of the measurement resonator when a photon travels through the nonlinear waveguide.
As we show, this effective Keldysh action indicates that
1. The relevant small parameter for the measurement back-action is g/σ, with σ2 the variance
of an incoming Gaussian photon.
2. Back-scattering of the signal photons due to measurement back-action are suppressed when
the local coupling strength is small compared to the photon carrier frequency, g/ω¯  1.
Moreover, from the effective action, we derive an equivalent master equation that can be used to
perform numerical simulations.
4.1 Keldysh action for the emitter-waveguide-probe system
Recall the Hamiltonian for the interacting system in the rotating frame for the resonator
Hˆ = Hˆ0 + Hˆint,
Hˆ0 =
∑
ν
∫
Ω
dω ~ωbˆ†ν,ω bˆν,ω,
Hˆint = ~g
∑
ν,µ
∫ z/2
−z/2
dx bˆ†ν(x)bˆµ(x)(aˆ
† + aˆ),
(105)
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where
bˆν(x) =
√
ω¯
2piv
∫
Ω
dω√
ω
bˆνωe
νiωx/v. (106)
In order to simplify the calculation and focus solely on the part of the interaction that induces a
displacement in the measurement resonator, we have here set K = χ(x) = 0 and g(x) = g in the
Hamiltonian above, as discussed in the main text. In this section, we will use the convention ~ = 1
for brievity and, to avoid ambiguousness with the ± notation from the upper and lower branches
of the Keldysh contour, use the ν = R,L subscripts for right- and left-moving fields, respectively.
Instead of directly considering a signal photon on the waveguide, we add the fictitious emitter
of such a photon far away from the nonlinear waveguide at the initial position x0  −z/2 and
consider that this emitter is only coupled to the right-moving modes. This is modeled by a combined
emitter-waveguide-resonator Hamiltonian [12] in the rotating wave approximation
Hˆ = Hˆ0 + Hˆint + Hˆc,
Hˆc = ωccˆ
†cˆ+
√
κc(t)v
∫ ∞
−∞
dx δ(x− x0)
[
bˆ†R(x)cˆ+ cˆ
†bˆR(x)
]
,
(107)
where κc(t) is the coupling of the emitter to the waveguide and ωc is the frequency of the emitter.
In principle, any photon shape can be modeled this way and we follow the main text by considering
a photon of carrier frequency ωc = ω¯ with a Gaussian envelope of linewidth σ,
ξ(t) =
(
2σ2
pi
)1/4
e−iωcte−σ
2(t+x0/v)
2
, (108)
with x0 the initial position of the signal photon. Here, we simulate such a photon wavepacket by
initializing the emitter in the |1〉 photon Fock state and choosing [13]
κc(t) =
√
8σ2
pi
e−2σ
2t2
erfc(
√
2σt)
. (109)
Note that Eq. (108) corresponds to the amplitude of the photon wavepacket as a function of
time at the fixed waveguide position x = 0. Since we consider a waveguide without dispersion,
the amplitude of the wavepacket as a function of both time and position is easily calculated,
ξ(x, t) = ξ(t− x/v).
Following Ref. [14], we write the Keldysh action for the combined emitter-waveguide-resonator
system
S[a, b, c] =
∫
dt a∗+∂ta+ − a∗−∂ta− + c∗+∂tc+ − c∗−∂tc−
+
∫
dtdx b+(x)
∗∂tb+(x)− b−(x)∗∂tb−(x)− iL(a, b, c),
L(a, b, c) = − i(H+ −H−) + κa
[
a+a
∗
− −
1
2
(
a∗+a+ + a
∗
−a−
)] (110)
where the arguments of S and L have been shortened to ψ ↔ ψ∗+, ψ+, ψ∗−, ψ−, with ψ = a, b, c.
The Hamiltonian part H± is found by writing Eq. (107) in a normal-ordered form and replacing
each operator by the corresponding variable ψˆ → ψ±. Unless otherwise noted, we will keep the
time dependence of variables implicit to make the notation more compact. Performing the Keldysh
rotation ψcl = (ψ+ + ψ−)/
√
2 and ψq = (ψ+ − ψ−)/
√
2, we write the action as
S[a, b, c] =
∫
dta†G−1a a+ c
†G−1c c+
∫
dtdxb†
[
G−1b −V
]
b+ b†j+ j†b, (111)
where the dependence on x was made implicit in the second part to make the notation more
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compact and we defined the vectors
a =
(
acl
aq
)
,
c =
(
ccl
cq
)
,
b =

bR,cl(x)
bR,q(x)
bL,cl(x)
bL,q(x)
 ,
j = −δ(x− x0)
√
κc(t)v

cq
ccl
0
0
 .
(112)
We also defined
G−1a =
(
0 i∂t − iκa/2
i∂t + iκa/2 iκa
)
,
G−1b =
(
G−1b,R 02×2
02×2 G−1b,L
)
,
G˜−1b,ν(k) =
(
0 i∂t − νvk − iη
i∂t − νvk + iη iη
)
,
G−1c =
(
0 i∂t − ωc − iη
i∂t − ωc + iη iη
)
,
V =
(
W W
W W
)
,
W = g θ(x+ z/2)θ(z/2− x)
(
Xq Xcl
Xcl Xq
)
,
Xcl/q ≡ (acl/q + a∗cl/q)/
√
2,
(113)
where η is there for regularization and the limit η → 0 is implicit. In Eq. (111), we expressed the
waveguide’s field inverse Green’s function in position space instead of momentum as the interaction
term V is local in space. However, it is easier to solve for the free field Green’s function in
momentum, so we will perform the Fourier transform back to position space after finding G˜b,ν(k).
4.2 Tracing out the waveguide
The partition function associated with the action Eq. (111) is given by
Z =
∫
D[a, b, c]eiS[a,b,c]. (114)
It is useful to point out two properties of the Keldysh action Eq. (111). First, it is quadratic in
the waveguide field b(x) and second, the coupling between the emitter and the waveguide acts as
a source term for b(x). Using these properties and the Gaussian integral identity,∫
D[z, z∗]ei
∫
t,t′ ψ
†(t)G−1(t,t′)ψ(t′)+ψ†(t)j(t)+j†(t)ψ(t) =
e−i
∫
t,t′ j
†(t)G(t,t′)j(t′)
detG−1
, (115)
we can integrate out exactly the waveguide field,
Z =
∫
D[a, c]eiS[a,c]−i
∫
x1x2
j†(x1)[G−1b −V]−1(x1,x2)j(x2), (116)
where the determinant denominator is canceled by a factor in the integration measure D[b]. We
also used the shorthand notation x ≡ x, t for compactness. From the partition function Eq. (116),
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it is natural to define an effective action for the emitter-resonator system,
Seff [a, c] =−
∫
dx1x2 j
†(x1)[G−1b −V]−1(x1, x2)j(x2) +
∫
dta†G−1a a+ c
†G−1c c. (117)
This effective action is not very useful in its present form as (1), it is nonlocal in time and (2), we
don’t have an exact expression for [G−1b −V]−1. To remediate to this situation, we use perturbation
theory and expand (1−GbV)−1 as a Taylor series in GbV, assuming that the linewidth of the photon
is large compared to the coupling strength g,
Seff [a, c] ≈−
∑
n
∫
dx1x2x3 j
†(x1)[GbV]n(x1, x2)Gb(x2, x3)j(x3) +
∫
dta†G−1a a+ c
†G−1c c,
≡
∑
n
S
(n)
eff +
∫
dta†G−1a a+ c
†G−1c c.
(118)
More precisely, any point in the waveguide will interact for a time ∼ 1/σ with the photon, and,
consequently, the expansion is valid as long as g/σ < 1. Note that this expansion relies on the fact
that the signal photon has a finite width and Eq. (118) is thus not valid for a general incoming
signal. Before evaluating the effective action at various orders, we compute the waveguide Green’s
function in momentum space
G˜b,ν(k, t1, t2) = e
−iνvk(t1−t2)
(
1 θ(t1 − t2)
−θ(t2 − t1) 0
)
. (119)
Formally, the right-moving (left-moving) fields are defined only on the positive (negative) wavevec-
tors. Here, we will make the assumption that the coupling to the waveguide is small, κc  ωc and,
consequently, only wavevectors around kc = ωc/v will contribute to the effective action. Note that
this assumption was already used earlier to write the Hamiltonian in the rotating wave approxi-
mation for the emitter-waveguide coupling, Eq. (107). In practice, this means that for both right-
and left-moving fields we extend the wavevector integral to the whole real line. Using the above
approximation and Eq. (119), we can write the Green’s function in position space
Gb,ν(x1, x2, t1, t2) =
−i
2pi
∫ ∞
0
dk eiνk(x1−x2)e−ivk(t1−t2)
(
1 θ(t1 − t2)
−θ(t2 − t1) 0
)
≈ −i
2pi
∫ ∞
−∞
dk eiνk(x1−x2)e−ivk(t1−t2)
(
1 θ(t1 − t2)
−θ(t2 − t1) 0
)
= −iδ[v(t1 − t2)− ν(x1 − x2)]
(
1 θ(t1 − t2)
−θ(t2 − t1) 0
)
≡
(
GKb,ν G
R
b,ν ,
GAb,ν 0
)
,
Gb =
(
Gb,R 02×2
02×2 Gb,L
)
,
(120)
with the useful identity GKb,ν = G
R
b,ν − GAb,ν [14] and the convention θ(0) = 1/2. Since the
Green’s function depends only on the space and time difference, we will use the shorter nota-
tion Gb(x1, x2, t1, t2) = Gb,ν(x1 − x2, t1 − t2).
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4.3 Zeroth order
Using Eqs. (118) and (120), we compute the zeroth order term of the effective action,
S
(0)
eff = −
∫
dx1dx2dt1dt2 j
†(x1, t1)Gb(x1 − x2, t1 − t2)j(x2, t2),
= −v
∫
dx1dt1dx2dt2 δ(x1 − x0)δ(x2 − x0)
√
κc(t1)κc(t2)
× c˜†(t1)Gb,R(x1 − x2, t1 − t2)c˜(t2),
= iv
∫
dt1dt2 δ(vt1 − vt2)
√
κc(t1)κc(t2)× c˜†(t1)
(
1 θ(t1 − t2)
−θ(t2 − t1) 0
)
c˜(t2),
= i
∫
dt κc(t)
[
c∗q(t)cq(t)−
1
2
c∗q(t)ccl(t) +
1
2
c∗cl(t)cq(t)
]
(121)
where we defined c˜† = (c∗q c
∗
cl) and used the identity δ(αt) = δ(t)/|α|. S(0)eff corresponds to the
decay of the emitter into the waveguide and we include this term into the bare action for the
emitter,
G−1c →
(
0 i∂t − ωc − iκc/2
i∂t − ωc + iκc/2 iκc
)
. (122)
Note that keeping the full Green’s function for the waveguide field instead of extending the wavevec-
tor integral in Eq. (120) would have resulted in an additional renormalization of the emitter fre-
quency ωc.
4.4 First order
The first term of the effective action is given by
S
(1)
eff = −
∫
dx1dx2dx3dt1dt2dt3 j
†(x1, t1)Gb(x1 − x2, t1 − t2)V(x2, t2)Gb(x2 − x3, t2 − t3)j(x3, t3),
=
1
v
∫
dx2dt2 κc
(
t2 +
x0 − x2
v
)
c˜†
(
t2 +
x0 − x2
v
)(
1 θ(x0 − x2)
−θ(x2 − x0) 0
)
W(x2, t2)
×
(
1 θ(x2 − x0)
−θ(x0 − x2) 0
)
c˜
(
t2 +
x0 − x2
v
)
,
(123)
where we used the identity θ(αt) = θ(t) for α > 0. Here, we know that the integral in position is
non-zero only when x2 > x0 since we placed the emitter before the nonlinear waveguide, x0 < −z/2.
As a result, we can evaluate the Heaviside functions (in position) in the equation above,
S
(1)
eff = −
2g
v
∫
dt
∫ z/2
−z/2
dxκc
(
t+
x0 − x
v
)
× c∗−
(
t+
x0 − x
v
)
Xq(t)c+
(
t+
x0 − x
v
)
. (124)
We then use the fact that we know, by construction, the solution for the time evolution of the
emitter,
√
κc(t)c(t) = ξ(t − x0/v). Using this, we replace
√
κc(t+ ∆t)c(t + ∆t) =
√
κc(t)c(t) ×
ξ(t− x0/v + ∆t)/ξ(t− x0/v) in the equation above. We carry out the integration in position and
arrive at a first order effective action that is local in time
S
(1)
eff = −g
∫
dt c∗− (t)Xq(t)c+ (t)
κc(t)
σ
√
pi
2
et˜
2 {
erf(t˜+ t˜0 + z˜/2)− erf
(
t˜+ t˜0 − z˜/2
)}
, (125)
where we defined t˜ ≡ √2σt, t˜0 ≡
√
2σx0/v and z˜ ≡
√
2σz/v. The above action is equivalent to a
term in the master equation [14]
S
(1)
eff → L(1)(ρ) = −ig
erf(t˜+ t˜0 + z˜/2)− erf
(
t˜+ t˜0 − z˜/2
)
erfc(t˜)
[
(aˆ+ aˆ†)cˆρcˆ† − cˆρcˆ†(aˆ+ aˆ†)] ,
(126)
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which corresponds to a drive term on the measurement resonator with an amplitude proportional
to the probability of the photon being in the nonlinear waveguide at time t. We can write the
above equation as a Hamiltonian-like term in the master equation
L(1)(ρ) = −i
[
gndet(t)(aˆ+ aˆ
†),
2cˆρcˆ†
erfc(t˜)
]
,
ndet(t) ≡ 1
2
[
erf(t˜+)− erf
(
t˜−
)]
,
(127)
where we defined t˜± ≡ t˜+ t˜0 ± z˜/2 to further simplify the notation.
4.5 Second order
We now evaluate the second order term of the effective action,
S
(2)
eff = −
∫
dx1dx2dx3dx4 c˜
†(x1)Gb,R(x1 − x2)W(x2)
× [Gb,R(x2 − x3) + Gb,L(x2 − x3)]W(x3)Gb,R(x3 − x4)c˜(x4).
(128)
In this second order term, we see that there is the possibility of backscattering of the photon due
to the appearance of the left-moving field Green’s function, Gb,L. In order to make the equations
more manageable, we split the effective action in two, S
(2)
eff ≡ S(2)eff,R+S(2)eff,L, and evaluate the terms
one at a time. First, we consider the “forward-scattering” part, S
(2)
eff,R,
S
(2)
eff,R = −
∫
dx1dx2dx3dx4 c˜
†(x1)Gb,R(x1 − x2)W(x2)Gb,R(x2 − x3)W(x3)Gb,R(x3 − x4)c˜(x4),
=
−2ig2
v
∫
dx2dx3
√
κc
(
t2 +
x0 − x2
v
)
κc
(
t3 +
x0 − x3
v
)
c∗−
(
t2 +
x0 − x2
v
)
c+
(
t3 +
x0 − x3
v
)
× δ[v(t2 − t3)− (x2 − x3)]
(
Xq(t2) Xcl(t2)
)(θ(t2 − t3) + θ(t3 − t2) θ(t2 − t3)
−θ(t3 − t2) 0
)(
Xq(t3)
Xcl(t3)
)
,
=
−2ig2√2
v
∫
dx2dx3
√
κc
(
t2 +
x0 − x2
v
)
κc
(
t3 +
x0 − x3
v
)
c∗−
(
t2 +
x0 − x2
v
)
c+
(
t3 +
x0 − x3
v
)
× δ[v(t2 − t3)− (x2 − x3)] [Xq(t2)X+(t3)θ(t2 − t3)−X−(t2)Xq(t3)θ(t3 − t2)] ,
=
−2ig2√2
v2
∫ z/2
−z/2
dx2dx3
×
{∫
dt2 κc
(
t2 +
x0 − x2
v
)
c∗−c+
(
t2 +
x0 + x2
v
)
Xq(t2)X+
(
t2 − x2 − x3
v
)
θ(x2 − x3)
−
∫
dt3 κc
(
t3 +
x0 − x3
v
)
c∗−c+
(
t3 +
x0 − x3
v
)
X−
(
t3 +
x2 − x3
v
)
Xq(t3)θ(x3 − x2)
}
.
(129)
Similar as above, we use
√
κc(t+ ∆t)c(t + ∆t) =
√
κc(t)c(t) × ξ(t − x0/v + ∆t)/ξ(t − x0/v) to
replace the time dependance of the emitter variable. Moreover, because of the simple form of
Eq. (107), the correlations in the resonator quadrature coupled to the waveguide are given by
X(t)X(t+ ∆t) = X2(t)e−κa|∆t|/2. We remark that this simplification is possible only because we
assumed χ = K = 0 in the starting point of this derivation, Eq. (105). However, our result remains
approximately correct in the limit of small spurious nonlinearities where χ,K  g, σ. Using these
properties and relabeling the integration variables, we find
S
(2)
eff,R =
−4ig2
v2
∫
dt κc(t)c
∗
−c+(t)X
2
q (t)
∫ z/2
−z/2
dx2dx3 e
−2σ2
[
(x0−x2)2
v2
+2
(x0−x2)
v t
]
e
−κa(x2−x3)
2v θ(x2 − x3),
=
−4ig2
κa
∫
dt c∗−c+(t)X
2
q (t)
κc(t)
σ
√
pi
2
×
{
et˜
2 [
erf(t˜+)− erf
(
t˜−
)]
+ e(κ˜a−t˜)
2−κ˜a(2t˜0+z˜) [erf(κ˜a − t˜+)− erf (κ˜a − t˜−)]} ,
(130)
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where we defined κ˜a ≡ κa/(4
√
2σ). We can write the effective action Eq. (130) as an equivalent
term in the master equation
S
(2)
eff,R → L(2)(ρ) =
2Γ(t)
erfc(t˜)
[
(aˆ+ aˆ†)cˆρcˆ†(aˆ+ aˆ†)− 1
2
cˆρcˆ†(aˆ+ aˆ†)2 − 1
2
(aˆ+ aˆ†)2cˆρcˆ†
]
, (131)
where
Γ(t) ≡ 2g
2
κa
{[
erf(t˜+)− erf
(
t˜−
)]
+ e(κ˜a−t˜)
2−t˜2−κ˜a(2t˜0+z˜) [erf(κ˜a − t˜+)− erf (κ˜a − t˜−)]} .
(132)
We can write the above equation as a dissipator-like term
L(2)(ρ) = Γ(t)D[aˆ+ aˆ†] 2cˆρcˆ
†
erfc(t˜)
. (133)
We now turn to the “backscattering” part of the effective second order action, S
(2)
eff,L. Using a
similar procedure as above, we obtain
S
(2)
eff,L = −
∫
dx1dx2dx3dx4 c˜
†(x1)Gb,R(x1 − x2)W(x2)Gb,L(x2 − x3)W(x3)Gb,R(x3 − x4)c˜(x4),
=
ig2
√
2
v
∫
dx2dx3
√
κc
(
t2 +
x0 − x2
v
)
κc
(
t3 +
x0 − x3
v
)
c∗−
(
t2 +
x0 − x2
v
)
c+
(
t3 +
x0 − x3
v
)
× δ[v(t2 − t3) + (x2 − x3)] [Xq(t2)X+(t3)θ(t2 − t3)−X−(t2)Xq(t3)θ(t3 − t2)] ,
=
−ig2√2
v2
∫ z/2
−z/2
dx2dx3
{∫
dt3
√
κc
(
t3 − 2x2 − x3 − x0
v
)
κc
(
t3 +
x0 − x3
v
)
θ(x2 − x3)
× c∗−
(
t3 − 2x2 − x3 − x0
v
)
c+
(
t3 +
x0 − x3
v
)
Xq(t3)X+
(
t3 − x2 − x3
v
)
−
∫
dt2
√
κc
(
t2 +
x0 − x2
v
)
κc
(
t2 − 2x3 − x2 − x0
v
)
θ(x3 − x2)
×c∗−
(
t2 +
x0 − x2
v
)
c+
(
t2 − 2x3 − x2 − x0
v
)
X−
(
t2 +
x2 − x3
v
)
Xq(t2)
}
,
=
−ig2√2
v2
∫
dtXq(t)c
∗
−(t)c+(t)κc(t)
∫ z/2
−z/2
dx2dx3 θ(x2 − x3)e
−2σ2
[
(x3−x0)2
v2
+
(2x2−x3−x0)2
v2
−4 (x2−x0)v t
]
× e−κa(x2−x3)/2v
{
X+(t)e
−2iωc(x2−x3)/v −X−(t)e2iωc(x2−x3)/v
}
,
(134)
The two integrals in position can easily be evaluated, but the exact form is lengthy and does not
yield much insight, so we will not report it here. However, due to the fast-oscillating integrand,
we see that
S
(2)
eff,L ∝
g
2ωc
, (135)
and, consequently, we can safely neglect backscattering for small couplings, g  ωc. This is easily
understood if we consider that a backscattering event creates a momentum shift in the photon of
2ωc/v, something that must be compensated by the interaction, g.
4.6 Effective emitter-probe master equation
To summarize, we can write an effective master equation for the emitter-resonator system in a
Linblad-like form,
ρ˙ = κaD[aˆ]ρ+ κc(t)D[cˆ]ρ− i
[
gηdet(t)(aˆ+ aˆ
†),
cˆρcˆ†
〈cˆ†cˆ〉
]
+ Γ(t)D[aˆ+ aˆ†] cˆρcˆ
†
〈cˆ†cˆ〉
+O
(
g3
σ3
)
+O
(
g
2ωc
)
.
(136)
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Note that small parameter in the expansion is g/σ only in the limit κa → 0. Otherwise, the small
parameter in the expansion is a non-trivial combination of g, κa and σ.
In writing Eq. (136), we have used that, by construction, κc(t)〈cˆ†cˆ〉(t) = |ξ(t − t0)|2, so that
using Eq. (109) we have 〈cˆ†cˆ〉(t) = 12 erfc(t˜). We recognize the state cˆρcˆ†/〈cˆ†cˆ〉 as the normalized
state of the system, conditioned on the photon having left the emitter. We, moreover, have the
following more intuitive forms for the coefficients ndet and Γ(t):
ndet(t) =
1
v
∫ z/2
−z/2
dx
∣∣∣ξ (t− x
v
)∣∣∣2 , (137)
Γ(t) =
4g2
κav
∫ z/2
−z/2
dx
[
1− e−κa2v (x+z/2)
] ∣∣∣ξ (t− x
v
)∣∣∣2 . (138)
In the limit κa → 0 the coefficient Γ(t) reduces to
lim
κa→0
Γ(t) =
2g2
v
∫ z/2
−z/2
dx
v
(x+ z/2)
∣∣∣ξ (t− x
v
)∣∣∣2 ,
=
g2√
2piσ
{
e−t˜
2
+ − e−t˜2− + pit˜+
[
erf(t˜+)− erf(t˜−)
]}
.
(139)
5 Matrix Product State simulations
To validate the performance of the detector in numerical simulations, we represent the state of
the metamaterial as a Matrix Product State (MPS) [15]. Recall that the interacting system is
described by a Hamiltonian
Hˆ = Hˆr + Hˆ0 + Hˆint, (140)
where we are now working in the displaced and rotating frame for the probe resonator, defined in
the main text, such that
Hˆr =
~K
2
(
aˆ†
)2
aˆ2, (141)
Hˆ0 =
∑
ν
∫
Ω
dω~ωbˆ†νω bˆνω, (142)
and
Hˆint = ~
∑
νµ
∫ z/2
−z/2
dxχ(x)bˆ†ν(x)bˆµ(x)
(
aˆ†aˆ+ α2
)
+ ~
∑
νµ
∫ z/2
−z/2
dxg(x)bˆ†ν(x)bˆµ(x)
(
aˆ† + aˆ
)
,
(143)
where
bˆν(x) =
√
ω¯
2piv
∫
Ω
dω√
ω
bˆνωe
νiωx/v. (144)
In the following we present an approach based on discretizing both space and time, to efficiently
represent the state of the system as an MPS. A main additional simplification that is made in this
section is that we only treat the right-moving field ν = + for the waveguide. This simplification
is justified based on the Keldysh analysis which shows that backscattering is suppressed when
g/ω¯  1.
Returning to Eq. (143), we note that in a rotating frame defined with respect to Hˆ0 the
interaction becomes
Hˆint(t) = ~
∫ z
0
dxbˆ†+(x− vt)bˆ+(x− vt)
[
χ(x)
(
aˆ†aˆ+ α2
)
+ g(x)
(
aˆ† + aˆ
)]
, (145)
where we now only treat the right-moving ν = + field and we shift the x-axis by z/2 in this section
for later notational convenience. Following [16, 17], we trotterize the time-evolution
U(T ) = T e− i~
∫ T
0
dtHˆ(t) = lim
Nt→∞
UˆNt−1 . . . Uˆ1Uˆ0, (146)
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where
Uˆi = e
− i~
∫ ti+∆t
ti
dtHˆ(t), (147)
for i = 0, . . . , Nt − 1, ∆t = T/Nt and ti = i∆t. We can, moreover, do a similar discretization of
the spatial integral for each Uˆi
Uˆi = lim
Nx→∞
Uˆi,Nx−1 . . . Uˆi,1Uˆi,0, (148)
where
Uˆi,n = e
− i~
∫ ti+∆t
ti
dt
∫ xn+∆x
xn
dxHˆint(x,t)− i~∆tHˆr/Nx , (149)
where n = 0, . . . Nx−1, we choose ∆x = z/Nx = v∆t, and xn = n∆x and the Hamiltonian density
Hˆint(x, t) is
Hˆint(x, t) = bˆ†+(x− vt)bˆ+(x− vt)Aˆ(x), (150)
where we have defined Aˆ(x) = χ(x)
(
aˆ†aˆ+ α2
)
+ g(x)
(
aˆ† + aˆ
)
for notational convenience. For
sufficiently small ∆t and ∆x, we now make the approximations∫ ti+∆t
ti
dt
∫ xn+∆x
xn
dxbˆ†+(x− vt)bˆ+(x− vt)Aˆ(x)
'
∫ ti+∆t
ti
dtbˆ†+(xn − vt)
∫ xn+∆x
xn
dxbˆ+(x− vti)Aˆ(xn)
=−∆tbˆn−ibˆn−iAˆ(xn).
(151)
where in the last line we have defined
bˆn =
1√
∆x
∫ xn+∆x
xn
dxbˆ+(x). (152)
When the incoming photon has a narrow width concentrated around ω = ω¯ we can approximate
bˆ+(x) =
√
1
2piv
∫ ∞
−∞
dωbˆνωe
iωx/v, (153)
such that [bˆ+(x), bˆ+(y)
†] = δ(x− y), and consequently [bˆn, bˆ†m] = δmn.
The interaction Eq. (151) suggests the following picture, illustrated in Fig. S15: At time t =
0, the probe resonator (denoted aˆ in the figure) interacts with a subset of oscillators bˆn with
n = 0, . . . , Nx − 1, for a short time ∆t. In the next time step, the interaction is instead with
oscillators labeled n = −1, . . . , Nx − 2, which we can think of as resulting from shifting all the
waveguide oscillators one unit cell to the right. The waveguide thus appears as a “conveyor belt”
of oscillators moving past the probe, where for each time step the probe interacts with the subset
−i, . . . , Nx − 1− i. We now furthermore have a natural representation of the system as an MPS.
Each oscillator bn represents a site in the MPS, and the probe resonator is a special site which
needs to be swapped along the MPS interacting with sites n = −i, . . . , Nx−1− i for each time step
i. To simulate an incoming photon we also include an emitter at a site l = l0 − i − 1 with l0 ≤ 0
(i.e., the emitter is to the left of the detector), interacting with site l0 − i through an interaction
Uˆemitter = e
√
∆t
√
κc(ti)(cˆbˆ
†
l0−i−H.c.), (154)
where cˆ is the annihilation operator for the emitter, initialized in Fock state |1〉, and κc(t) the
decay rate determining the shape of the incoming photon (see Refs. [16, 17] for a derivation). Note
that the emitter is swapped one site to the left in the MPS for each time step.
To model a non-zero measurement rate κa > 0, we must include the interaction to a bath in
the resonator Hamiltonian Hˆr. The total time-evolution for the resonator for a small time step ∆t
can be written
Uˆi,n ' Uˆ inti,n(∆t/2)Uˆr(∆t)Uˆ inti,n(∆t/2), (155)
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n − i−i Nx − i
cˆ aˆ
l0 − i
κc(ti)
Figure S15: At the ith time step, the probe resonator (aˆ) interacts with oscillators labelled
−i, . . . Nx − 1 − i, as indicated by the dashed box. The interaction with the oscillator labeled
n− i, for n = 0, . . . Nx − 1 is described by the interaction operator Aˆ(xn). In the next time step,
all the waveguide oscillators are shifted one cell to the right, such that the interaction is with
−(i+ 1), . . . , Nx − 1− (i+ 1). To perform one time step we swap the MPS site corresponding to
S along the chain letting it interact with the sites −i, . . . , Nx − 1 one by one. A single photon is
released by an emitter (cˆ) interacting with site l0 − i in the i time step.
where Uˆ inti,n(∆t) = e
−i ∫ ti+∆tti dt ∫ xn+∆xxn dxHˆint(x,t) and Uˆr(∆t) = e−i∆tHˆr . To model a homodyne mea-
surement of the resonator’s output field without explicitly including the bath degrees of freedom,
we replace the unitary evolution Uˆr(∆t) by a stochastic Schro¨dinger equation integrated from ti
to ti + ∆t
d|ψMPS〉 = D1|ψMPS〉 dt+D2|ψMPS〉 dW (t), (156)
where dW (t) is a real Wiener increment and (see Chapter 7 of [18])
D1|ψ〉 = − i~Hˆr|ψ〉+
κa
2
(
〈aˆθ + aˆ†θ〉aˆθ − aˆ†θaˆθ −
1
4
〈aˆθ + aˆ†θ〉2
)
|ψ〉, (157)
D2|ψ〉 = √κa
(
aˆθ − 1
2
〈aˆθ + aˆ†θ〉
)
|ψ〉, (158)
with aˆθ = e
−iθaˆ and 〈Aˆ〉 = 〈ψ|Aˆ|ψ〉. Homodyne measurement of the yˆ-quadrature corresponds
to θ = pi/2. A variety of numerical methods can be used to integrate the stochastic differential
equation Eq. (156) from time t to t+ ∆t. We experimented with the order 0.5 Euler scheme and
the order 1.0 Platen scheme given in [18], as well as an implicit order 1.5 Taylor method found
in [19] [Chapter 12.2, Eq. (2.18), α = 0.5]. We found the implicit scheme to be most stable and
the results presented in the main paper were generated with this method. The homodyne current
is given by Jhom(t) =
√
κa〈aˆθ + aˆ†θ〉+ ξ(t) where ξ(t) = dW (t)/dt. This current is then integrated
over a measurement window 0 < t < τm with a filter function, as explained in the main text.
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