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ABSTRACT
The problem for estimating the parameters of a polychoric
correlation model based on the observable frequencies from a r x s
contingency table is attempted. It is assumed that the two latent
random variables have a joint non-normal distribution which is a member
of the bivariate elliptical distribution family. Two members of this
family, namely, the t distribution and the contaminated normal
distribution are considered. Three types of estimators, namely, the
maximum likelihood estimator (ML), the modified minimum chi-square
estimator (MMCS) and the minimum chi-square estimator (MCS) are reviewed
and adapted for the two distributions. As normality is usually assumed
for the distribution of the latent variables in the literature,
therefore, the robustness of these estimators against the normality
assumption is a keen topic to be studied. From the theoretical point of
view, it is hard to study the effects of distributional assumptions on
the "behaviour" of these estimators. In spite of this, the robustness
is investigated by means of simulation experiments. Estimates obtained
under the correct distribution and under normal distribution are
compared by using Monte Carlo data generated from the correct
distribution. In conclusion, this thesis aims at formulating theories
and procedures for estimating the parameters of the polychoric
correlation model for the two bivariate elliptical distributions.
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In many behavioural researches in the fields of social sciences,
medical science, marketing, etc., investigators frequently encounter
measurements coded as ordinal data with several scale steps. Examples
of such measurements are attitude items, rating scale, performance
levels and the like. Typical cases are the Likert scale reported on




There are many similar examples in psychology (Lazarsfeld, 1959 Lord
and Novick, 1968), biometrics (Finney, 1971). In the literature (see,
e.g. Pearson, 1901 Tallis, 1962), it is assumed that the observed
dichotomous or polytomous data are the results of coarse-grained
measurements of some underlying continuous random variables. And there
are thresholds which divide the ranges of the latent continuous
variables into ordered classes. The linear association between two
latent continuous variables is measured by the term polychoric
correlation. It has been shown (Olsson, 1979 Poon Lee, 1987) that
the usual Pearson product correlation is a biased estimator for the
polychoric correlation. Under normality assumption on the distributions
of the latent variables, the maximum likelihood estimator for the
polychoric correlation has attracted quite a lot of attention in the
literature, see, e.g. Tallis (1962), Lancaster and Hamdan (1964),
Martinson and Hamdan (1971), Olsson (1979), Lee (1986) and Poon Lee
(1987). Moreover, because of its extensive applications, the recent
version of the LISREL computer program (Joreskog and Sorbom, 1982) has
2provided options that facilitate the estimation of the polychoric
correlation.
Since the above cited results are established on the basis of the
normality assumption, it would be erroneous to borrow these results
injudiciously for analyzing categorical data without checking the
validity of this assumption. Besides, what would be the behaviour of
the estimates if the normality assumption is violated? Although the
robustness of the estimators against normality assumption sounds
plausible, it is still desirable to study the estimation of the
parameters of the polychoric correlation model under other
distributional assumptions. In the context of structural equation
model, an important generalization is to extend the theories to the
class of elliptical distributions which contains normal distributions,
the platkurtic distributions and the leptokurtic distributions, see,
e.g. Browne (1982), Bentler (1983) and Lee (1987). This distributional
assumption is substantially less restrictive.
But this generalization raised another question. How can we
identify the correct distributions of the continuous latent random
variables? This is a good question but a hard problem because no
well-founded concise theories are available for this elliptical
distribution family. For the sake of mathematical simplicity and
computational efficiency, it is natural to seek alternatives for the
exact distribution. Usually, normal distribution is a handy choice.
Therefore, the robustness of the estimators against normality assumption
is a keen topic to be investigated.
3In this thesis, three procedures for the estimation of the
polychoric correlation under the assumptions of two elliptical
distributions will be studied by using Monte Carlo data. The three
procedures are: (1) the maximum likelihood (ML), (2) the modified
minimum chi-square (MMCS) and (3) the minimum chi-square (MCS). They
are chosen due to their well-known asymptotic properties, e.g. they are
asymptotically chi-square distributed and are best asymptotic normal
(BAN) estimators, besides, they are frequently employed in statistical
analyses. The two distributions are: (1) the bivariate t distribution
and (2) the bivariate contaminated normal distribution. They are
selected because of their popularity in the literature and their close
connection with data which are over-dispersed or under-dispersed.
In the following chapters, proceaures ror the inree esLlmtii...«i,
methods are discussed, computation methods pertained to the two
distributions are outlined and algorithms to search for the optimal
estimators are reviewed. Also, the robustness of the estimators against
normality assumption is studied by analyzing the Monte Carlo data from
the two elliptical distributions.
42. Computation of the Estimates
2.1 Basic Model
Let X= (X1,X2)T be the latent continuous random vector, with
E(X)= 0 and Var(X1)= Var(X2)= 1, Corr(X1,X2)= p. Suppose X has a
bivariate elliptical distribution with probability density function
(1)
where h is nonnegative function defined on (- ), c is a normalizing
constant and V is a 2x2 positive definite symmetric matrix. In general,
V is a non-zero scalar multiple of the variance-covariance matrix of X.
The observed random vector Z= (Z1,Z2)T is defined as follows:
where ai and Bj are thresholds with
Suppose we have a random sample of Z of size N. Let fij
j=1,...,s) be the observed frequency of the (i,j) cell in which Z1= i,
Furthermore, letOf course,
5be the probability that an observation falls into the (i,j) cell, and
is a parameter vector, explicitly,
Therefore, the probability is a function of the parameter vector which
is, in general unknown. To be elegant, ij(0) will be simply denoted as
ij in the sequel. Also, unique notations are used for the main
variables throughout the thesis except for the dummy variables.
2.2 Estimation Optimization Procedures
One of the main concerns in this thesis is to obtain an optimal
estimate of 8. The following paragraphs will describe and discuss some
well-known estimators in the literature.
(1) Maximum Likelihood Estimator (ML)
Let 0ML be the maximum likelihood estimator. The likelihood
function of the sample is
where k is a positive combinatorial constant independent of 0. Taking
the natural logarithm, we have
Since 1(0) is non-negative and the natural logarithm function is
strictly increasing, thus the maximization of 1(0) is equivalent to the
minimization of- log l(0). Ignoring the constant- log k, 0ML can be
6located by minimizing the function
(2)
(2) Modified Minimum Chi-square Estimator (MMCS)
Let the BRCS denotes the minimum chi-square estimator. This
method (Neyman, 1949) will find the point 0MMCS by minimizing the
function
(3)
(3) Minimum Chi-square Estimator (MCS)
Let the minimum chi-square estimator be denoted by 0MCS The
criterion for the method (Rao, 1957) is to search 0MCS which minimizes
the "chi-square" fuunction
(4)
It can be shown (Lau, 1985) by standard asymptotic theories that
under mild regularity conditions these three estimators shared the same
asymptotic properties. The properties are :
(i) they are consistent estimator of 0 :
(ii) the asymptotic distribution of (0-0) is multivariate normal with
zero mean and variance- covariance matrix [I(0)]-1 where
(5)
where0 is a collective symbol for 0ML' 0MCS and 0MMCS
7(iii) they are asvmntotically equivalent.
In general, ij(o) is a complicated nonlinear runction or o, ana
hence the estimators cannot be obtained in closed form. To search for
the optimal estimates, some iterative optimization procedures are used.
For the maximum liKelinooa estimation proceuure, the scoring
algorithm is applied. The increment de k at the kth step and the value of
the estimate 0k+1 at the (k+1)th step are given as follows:
(6)
where
and n is the step size such that L
For the modified minimum chi-square estimation proceaure, the





and n is the step size such that
In fact, V(o) is an approximation of G(o) since
As (N ij/ fij) will approximately be unity when ok is inside a small
neighbourhood of the minimum point o, hence the last term can be
ignored as
For the minimum chi-square estimation procedure, the Gauss-Newton




I(o) is the same as that defined in the maximum likelihood procedure,
and n is the step size such that
9Similar to the case of MMCS estimation procedure, I(o) is an
approximation of M(o). Since
) will approach zero and fij/ (N ij) will approach oneAs
when ok is near the minimum point, so the contributions of the last
two terms to M(o) are negligible and I(o) can replace the Hessian matrix
in the algorithm. Furthermore, we noticed that
as
Hence, inside a small neighbourhood of the optimal point, fij- N£ij
tends to zero and M(o) is close to L(o), thus (10) became the scoring
algorithm, where M(o) is approximated by L(o), in the ML estimation.
Although the implementation of the above algorithms seems rather
straightforward, the apparent simplicity of the above formulae belies
10
the burdensome computations of the probabilities Ci. and the partial
derivatives
2.3 Application on Bivariate Elliptical Family
Before we pay most attention to certain distributions, we will
give expressions for the terms£ ii and for members of the general
bivariate elliptical distribution family.
where
is the distribution function of the distribution family described in
(1). Hence, it suf f ices to give expressions for II (a ,/3) and- Under
some mild conditions on differentiability and integrability, it can be
shown that,
where h(xTV-lx, x1=a) means the function value of h with x1 evaluated




denotes the first derivative of h with respect towhere h(
its argument and then is evaluated at x1V-'L x provided h is
differentiable over the real line. In the above expression, we have
used,
and
since V= a x a is a scalar constant independent of p.
Since the above expressions only give general formulae for
computing the estimates in the context of the bivariate elliptical
distribution family, they are not very helpful in evaluating the exact
partial derivatives for particular distributions. So, their mathematical
properties will not be discussed in this thesis. In the subsequent
sections, we will focus our investigation on two particular members of
the bivariate elliptical family, namely, the t distribution and the
contaminated normal distribution.
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2.4 Two Particular Members
2.4.1 t Distribution
The probability density function of the bivariate elliptical t
distribution with n degrees of freedom is given as follows:
(12)
n 2, and the corresponding distributionwhere
function is given by
(13)
By simple change of variables technique, let ul= sxl, u2= sx2 where
the Jacobian of transformation is s-1/G, we have the
following equality,
(14)
The term on the right hand side of (14) can be approximated by the
asymptotic expression given by Dunnett Sobel (1954). The expression
gives a close approximation of the probability integral on the right
hand side of (14) by a sum of the standard bivariate normal probability
integral and an asymptotic series in power of n-1. The approximation is
good even for moderately small values of n.
13
For the sake of completeness and clarity, the expression is given








In the above expressions (15), (16), we have written
as the probability distribution of the standard bivariate normal(i)
distribution with correlation parameter p
as, respectively, the probability distribution and the(ii)
probability density function of the standard univariate normal
distribution N (0,1) and
(iii)
Now we will try to obtain the partial derivatives of (13) with
repsect to a and P. Let
(19)
denote the probability density function of a univariate t distribution
with mean u, shape parameter v and degrees of freedom n. T(.) is the
usual Gamma function.
It can be shown that
(20)
The details of the proof for (20) is given in appendix A. The first term
of the product on the right hand side of (20) is the marginal density
function of x, and the second term is the conditional density function
15
of x, given x,. Similarily, we also have,
(21)
Now, from (20), under mild conditions on differentiablilty, we
obtain,
(22)
Similarily, from (21), we obtain,
(23)
To evaluate the probability integrals appeared in (22) and (23).
we can make use of the below equality
(24)
which is easily proved through'the change of variable w v (u p) and
r= v-1/2(t-p). The probability integral value on the right hand side of
(24) can be obtained by invoking the computer subroutine written by
16
Cooper (1968) for the evaluation of the univariate Student-t cumulative
function value.
Next, we will derive the expression for the partial derivative of
(13) with respect to p. An approach to arrive at the expression is to
differentiate (14), then (15) with respect to p.
Differentiating (14), we have,
(25)
On differentiating (15) and making use of the identity
(see Tallis (1962); also Johnson & Kotz (1972, p44), we get,
where 2 is the probability density function of the standard bivariate
normal distribution with correlation parameter p and,
(26)
17
with T1 and T2. defined in earlier paragraphs (see (16),(17),(18)),
and
The details for the derivation of (26) is given in appendix B.
18
2.4.2 Contaminated Normal Distribution
The probability density function of the bivariate elliptical




corresponding distribution function is given as follows:
(28)
Since the expression (27) is the weighted sum of the density
functions of two normal distributions, namely, N 2
2(i,.,V) and N2(O,a V), we
can express (28) in terms of the standard bivariate normal distribution
function 12 with correlation parameter p. By the change of variable, it
can be shown that,
(29)
where sl= and s2= 17-/ a. (29) is readily proved by the change
of variables in (27) (28), so the proof is not given in the thesis.
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To obtain the partial derivatives of (29) with respect to a and /3,
we decompose the density functions of the distributions N2(Q,V) and
N2(O,o 2V) into products of their marginal density. functions and their
conditional density functions. On differentiating the probabilities
integrals, we will obtain the required derivatives. By this method, the




where +1 and Tl are respectively the probability density function and
the distribution function of the standard univariate normal distribution
N1(0,1). For technical details for the derivation of (30) (31), please
refer to annendix C.
Before we give an expression for the partial derivative of (29)
with respect to p, we observed that for a bivariate normal distribution
with density function:
20
the following equality holds for all u, v in
(32)
The equality (32) is a generalization of the special case considered by
Tallis (1962) and Johnson Kotz (1972, p44). The proof is clearly
presented in appendix D.
From (32), we have
(33)
where 4, is the probability density function of the standard bivariate
21
normal distribution with correlation p. From (33), the partial
derivative of (28) with respect to p is given as follows:
(34)
22
3. Technical Notes on Computation
3.1 Structure and Implementation of Programs
Based on the results developed in chapter 2, computer programs
written in FORTRAN IV language with double precision are implemented
(under IBM 4381 environment) to estimate the parameters (a2,... ,ar,
B2,... ,Bs, p)T using the three procedures mentioned before.
Generally speaking, the programs are classified according to their
functions into three groups. Group one composes of subroutines which are
tailor-made for each estimation procedure. They are used for calculating
values of the objective function and its first partial derivatives with
respect to parameters for approximation of the variance-covariance
matrix of the estimates. Members of the second group are developed
especially for the two distributions. These subroutines will return
values of the cell probabilities and of their first partial derivatives
with respect to parameters. The third group consists of utility programs
which serve the above two groups. Their functions are extensive. For
examples, controls the input and output provides values of the standard
bivariate normal cumulative function and its density function computes
cumulative function values of the univariate normal distribution and the
univariate t distribution performs matrix inversion uses step-halving
technique to find in (6), (7)&(10) updates values of the estimates.
For each combination of procedures and distributions, programs from each
group are linked to form a set of programs.
23
To execute the programs, a user must supply the following data to
the computer: (i) the observed cell frequencies from a r x s
contingency table (ii) the tolerance level for convergence and (iii)
the maximum number of iterations allowed. Besides, a large number is
entered which provides a substitute for infinity when such necessity
arises during execution of the programs. The number is needed to avoid
run-time overflow error and underfloor error, however, it should be
suitably chosen such that the effect of this number on computation
accuracy is minimum.
Apart from echoes of the user's supplied information, the computer
output also contains values of the current estimates of the thresholds
and the polychoric correlation at the time the estmatian procedure is
terminated. The gradient vector and the estimate of the variance-
covariance matrix of the estimates are printed as well. The root mean
squares of the gradient vector is a measure to determine whether the
optimization procedure converges or not. If the root mean squares is
less than the input tolerance level, then the procedure is declared
converged and the program is normally terminated. On the other hand,
if the convergence criterion is not satisfied within the maximum
iterations allowed, the procedure is sentenced to be not converge and
execution stops. As the root mean squares of the gradient vector depends
on the objective function, therefore, values of the objective function
are given for checking convergency of the procedure. Besides,
information such as the number of iterations for convergence the
expected cell probabilities the initial estimates are included in the




Since the matrices I(8) and V(e) (see (5),(9) for their
definitions) are positive definite matrices, the estimation procedures
are rather robust to the values of the initial estimates. However,
experience indicates that computer time for convergence can be
substantially reduced if well chosen starting values are used, but these
values should be readily acquired. As a rule of thumb, the sample
Pearson product correlation coefficient of Z1 and Z2 is taken as an
initial estimate of p. The starting values for ai and Bj are obtained
from the cumulative marginal proportions. Indeed,
where r-1 denotes the inverse marginal distribution function, and
3.2.2 Methods for Obtaining Initial Values
It should be reminded that the values of the initial estimates do
not constitute the input of the programs. Instead, they are
a11tmmntirn11V calculated within the program. The sample Pearson product
25
correlation is readily obtained, given the elements of the contingency
table. For initial estimates of the thresholds, mere efforts have to be
paid.
First, we consider the t distribution. The initial estimates ak
(k=1,...,r) can be obtained as the 100Pk percentiles of the marginal
cumulative function of X1. That is,
where f (x1 0,(n-2)/n,n) is the marginal density function of X1 (please
refer (19) for definition). By equation (24), it can be shown that
(35)
where
Now, r (ak) can be solved from (35) using the algorithm developed
by Hill (1970). The algorithm finds the positive quant.ile t at the
(two-tail) probability level P for Student's t distribution with density
function f (w 0,1,n), where,
Programming accomodation is necessary in order to get the correct values




where is the values computed from the algorithm. Finally, is
26
for all values of Pkrecovered by multiplying by
within (0,1).
The acquisition of B1 is similar except the following equation is
considered instead of (35),
(36)
where
Next, we will see how ak and B1 are obtained under the assumption
of contaminated normal distribution mentioned in (27). Since the
marginal distribution of (27) is a mixture of two univariate normal
distributions, namely N1(0,1/c) and N1(0,02/c), combined in ratio (1-€)
to E, the percentiles of this univariate contaminated normal
distribution are not easy to found, though not impossible. In order to
avoid spending too much time in finding the initial values, the correct
percentiles of the mixture will be approximated by that of N1(0,1/c).
The approximation will not be too bad since s is usually small. Thus,




where I 1 is the inverse cumulative function of the standard univariate
1
normal distribution. The program written by Beasley Springer (1977)
which rmnutes the 100P percentile of N1(011) where P is the lower tail
27
area will serve for computing values of . No adaptations ar
necessary as the program will return the desired percentile point fo
any values of P within (0,1).
3.3 Evaluations of Probability & Derivative
Computing the cell probabilities is trivial if the cumulativt
function values are known, but we noticed in earlier sections, th
cumulative function involves an improper double integral (e.g. see (14
and (28)). Although the integration can be easily handled by som
packaged numerical quadrature routines, this approach to evaluate the
probabilities is not recommended in terms of speed and accuarcy. Th
reason is that these automatic integration routines are developed foi
general functions and the calculations will usually consume a lot of
computer resources.
To achieve higher accuarcy during computation of the probabilities
and the derivatives, we should pay special attention to cases in which
appear as limits of integral. For these cases, the
appropriate marginal univariate cumulative functions are evaluated
instead of shrinking the exact region of infinite area into a finite
rectangle.
3.3.1 t Distribution
Computer routines are written based on the method provided by
Dunnett Sobel (1954) to calculate the cell probabilities (please refer
(14) through (18) for details). It should be noted that the cumulative
function values of N2(0,I2) needed in (15) will be provided by the
28
function routine written by Donnelly (1973). To compute the partial
derivatives (see, (22),(23)), the routine written by Cooper (1968),
which return the lower tail area of the Student's t distribution, is
invoked. Besides, the cumulative function 11(z) of Ni(0.1) (see, (17))
is obtained using the relation
where erf is the error function which is contained in the FORTRAN IV
intrinsic function library.
3.3.2 contaminated Normal Distribution
The function routine by Donnelly mentioned in section 3.3.1 is
again useful in a subprogram which calculates the probabilities on the
left hand side of (29). For the partial derivatives, values of the
function 1(z) required in (30), (31) and (34) is calculated using the
same relation for 'f1(z) mentioned in section 3.3.1
3.4 Tackling Cells with Zero Frequency
In daily practice, cells with zero frequency are not impossible to
encounter. However, we have to identify the nature of their occurrence
before we move on. There are basically two types of empty cells, namely,
(i) necessary empty cells and (ii) accidental empty cells. The former
is the result of non-existent classifications. For example, there are
certainly no members in the group of pregnant males. These empty cells
should be omitted from the whole estimation process and their expected
cell probabilities are always zero. The type (ii) cells are the outcomes
of randomness in sampling, mistakes when coding data, or high
correlation between the latent variables. These cells should be taken
29
into account whenever the estimation procedure allows, and their
expected cell probabilities are estimated.
However, MMCS procedure cannot be used if empty cells are.
included. To avoid errors of zero-divider, empty cells are excluded from
the computation of the values of the objective function G, the gradient
vector G and the matrix V. But their expected cell probabilities are
estimated for type (ii) empty cells. Although there will be loss of




4.1 Description & Outline of the Study
Two simulation studies are conducted separately to compare the
performance and the behaviour of the estimates from ML, MMCS and MCS
procedures under the two elliptical distributions. To compare the
estimation procedures, the Monte Carlo data analysed by the procedures
are generated by the same seed.
To investigate the robustness of the estimates against normality
assumption, the estimation procedures are repeated under the same
environment except the underlying distribution of the latent variables
is assumed to be a standard bivariate normal distribution. Programs
pertained to the normal distribution are developed based on the
established results of Olsson (1979) and Lau (1985). Technical details
of these programs are omitted in this thesis.
The studies are carried out using data generated from the two
bivariate elliptical distributions. These data are simulated according
to a factorial pattern with different parameter values. The values are
chosen such that the data may have different configurations, for
example, the data are either strongly correlated or weakly correlated.
The dimension of each table is r= 3, s= 3. The polychoric correlation
p are chosen at p= 0.0, 0.2, 0.5 and 0.8. The thresholds are determined
such that the marginal distributions of Zl and Z2 are positively skewed
and symmetric respectively. The thresholds are fixed at the following
31
values,
Two sample sizes N= 100 and 500 are considered. Far' therm-ore, values of
the parameters of the distributions are assigned such that the deviation
from normality ranges from small to large. Therefore, the degrees of
freedom of the t distribution takes the values n= 8, 12 and 25, while
E.= 0.1 and 0.8 and a= 0.1, 1.1 and 3.0 for the contaminated normal
distribution. If one possible combination of the parameters makes up one
case, then totally 24 cases are considered for the t distribution and 48
cases for the contaminated normal distribution.
For each case, 50 replications are generated. The means of the




are reported for a2, a3, P2,/ 3 3 and p where 8 n (k=i,..., 50) denotes
the estimate of these five parameters obtained from the k-th simulated
data, a denotes the mean of these 50 estimates, and 9 denotes the true
value of the parameter. These numbers RMS1 and RMS2 are used for
measuring the precision and the bias of the estimates respectively.
The above Monte Carlo process is repeatea using the same UU UI aiiu
intpr the same environment except normal distribution is assumed for the
32
latent variables. The means and the two root mean squares are also
computed. These values are listed against their corresponding
counterparts above in Tables 1 to 6.
Within the studies, the following values are read into the
computer and are fixed: (1) the maximum iterations allowed is 50 (2)
the tolerance level for convergence is 0.005 and (3) 60.0 is used as a
substitute for infinity. These values are admissible for most purposes.
4.2 Generations of 12,41A
4.2.1 t Distribution
To generate the bivariate elliptical t variates, we make use of a
statement given in Muirhead (1982, p.48) which states:
Suppose that Y is distribution as N2(O,I2) and U is distributed as
X2(n), and that _Y and U are stochastically independent. Let V be a
122x2 positive definite matrix and V be a symmetric square root of
(39)
then X has the bivariate elliptical t distribution in (12).
(Proof for this statement is presented in appendix E)
According to (39), a bivariate elliptical t generator is
programmed using FORTRAN IV language with single precision. U is
simulated as a sum of n independent squares of normal variates from
Nl(0,1) and y is obtained using the Marsaglia's Polar method (1962).
33
Moreove
since V Then,the simulated random vector X
is taransformed to Z according to the thresholds.Finally,the cell
frequencies fij (i=1,2,3,j=1,2,3)are cpimted.
it should be noted that Tausworthe Uniform Generator (Kennedy &
Gentle, 1980,p.155) is employed to suppiy uniform random numbers from
U(0,1) which is needed in the generating normal variates,
4.2.2 Contaminated Normal Distribution
Since the contaminated normal distribution (27) can b3e decomposed
into a convex linear combination of two bivariate normal distribution,
then, by the method due to Marsaglia (1961), the contaminated normal
variates are simulated by generating from N2
and from
with probability e, where
and
Based on this knowledge, a generator in FORTRAN IV language with
single precision for contaminated normal varitates is written. First, a
random normal vector U is simulated from the distribution N2(0,I2) by
Marsaglia's Polar method(1962)l. Then an independent uniform random
number w1 is generated using the Tausworthe uniform generator from
U(0,). If wi is strictly greater than e, then U is transformed into V1
with probability
34
with T U; otherise U is transformed into V2 with V2
U, where T
(tij)2x2 and tll and t12
Obviously, V1 is distributed as and V2 is
distributed as N2 Finally,the generated random vectors V1 and
V2 ae renamed as our desired contaminated normal variates, and then
further be transformed into Z according to the4 thresholds
35
5. Findings and Conclusion
5.1 Findings and Discussion
In most cases, the estimation procedures converge smoothly, the
root mean squares of the gradient vector decreases rapidly and the
objective function soon attains its minimum. The outcomes of the
simulation studies are summarized in the Tables 1 to 6 (with subtables
a, b, c).
From these tables and during the simulation process, we observed
the following phenomena.
(1) In most cases, the means of the estimates obtained under the
correct distribution and those obtained under normal distribution
are rather close (see Tables 1.a-c, Tables 2.a-c), though their
differences may not be neglected in cases where the deviation of
the correct distribution from normality is not moderate (e.g.
n= 8 for t distribution and f-= 0.3, a= 3.0 for contaminated
normal distribution). This phenomenon is prominent in the
estimates of the thresholds and in cases where the true correlation
is not low (e.g. p= 0.5 or p= 0.8).
(2) In most cases, the differences between the root mean squares (RMS1)
obtained under the correct distribution and those obtained under
normal distribution are irrelevant (see Tables 3.a-c, Tables
5.a-c). Of course, this finding is less secure in cases where the
deviation of the correct distribution from normality is not small,
but the differences are still tolerable. Same phenomenon is also
36
observed for the another root mean squares (RMS2) (see Tables
4.a-c. Tables 6.a-c).
The phenomena (1) (2) give heuristic justifications for the
robustness of these estimators against the normality assumption. In
other words, the estimates obtained under the correct distribution and
that under the normal distribution behave similarily.
(3) As expected, samples of larger size correspond to smaller values of
the two root mean squares RMS1 and RMS2 and vice versa,
irrespective of the distributional assumption In other words,
higher precision and lower bias will be achieved if the sample size
is increased.
This is not hard to understand since the matrices 1) anu vko
depend on the sample size N and the-estimators (ML., MMCS MCS) are
consistent estimators. When N is large, the diagonal elements of their
inverses are small, and thus, smaller sample standard errors for the
estimates. As the numbers RMS, and RMS2 are alternative measures of the
standard deviations of the estimates, they are expected to close to the
sample standard errors. Therefore, RMS, and RMS2 will decrease if N
increases. Although samples of moderate sizes are not attempted, it is
reasonable to believe' that sample sizes over 100 (with adjustment for
total number of cells) will give satisfactory results.
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(4) The skewness of the sample distributions of ZI and Z2 seem to have
no observable effects on the behaviour of the estimates and the
performance of the optimization procedures.
Although only one configuration of skewness is considered, we can
expect the same phenomenon will appear in other configurations.
Theoretically, the estimation procedures do not depend on the shape of
the distributions of Z1 and Z2. However, the Computer time for
convergence may be affected if the sample distributions of Zk and Z2 are
highly skewed. In those cases, proportion of empty cells increases and
substantial amount of information has to be rendered in order to employ
some estimation procedures such as MMCS procedure. Thus, skewness of
the sample distributions of the observed categorical data should not be
carelessly overlooked especially for small size samples.
(5) Under various situations, there are no significant differences
between the ML estimates and the MCS estimates. But the
differences between the MMCS estimates and the other estimates are
small only when the sample size is large (e.g. N= 500).
In the course of the simulation studies, we observed that the
scoring algorithm in the ML procedure is more stable than the
Gauss-Newton algorithm- in the MMCS procedure especially when a
substantial proportion of cells are empty. In implementing the
Gauss-Newton algorithm in the -the MMCS procedure, one of methods for
handling empty cells is to exclude them from the computations of the
MMCS function value G(9), its first partial derivatives and the matrix
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V(9). This method is employed in this thesis. It should be noted that
in computing the ML estimates, these empty cells contribute nothing to
the ML function value and its first partial derivatives. However, the
probabilities corresponding to these empty cells are used in computing
the information matrix I(0) in the scoring algorithm, see (5). This may
probably be the reason why the scoring algorithm is more stable in the
presence of empty cells.
During the simulation process, we* encountered contingency tables
in which 2 or 3 out of 9 cells are empty. These cases usually occur
when sample size is small and correlation is high.. To apply the MMCS
procedure, substantial amount of information contained in the table has
to be forfeited in the course of estimation. This resulted in poor
estimates with large standard errors and long convergence time. In some
extreme cases where 4 out of 9 (44%) cells are empty, the procedure will
not converge and V(e) is close to singularity. This phenomenon best
illustrated the instability of the MMCS procedure.
The average number of iterations needed for convergence do not
vary much among the procedures. However, we experienced the ML
estimator will converge in less than 5 iterations while the others would
require more than 5 iterations. Although the computer time for
convergence is not a problem in nowadays era of high speed computer, we
still have to consider it in using the procedures, especially when the




In this thesis, we try to exploit the bivariate elliptical family
and to establish theories for the estimation of polychoric correlation
using some well-known estimators. Although general mathematical
properties of this family are already given in the literature (see, e.g.
Muirhead, 1982 Johnson Kotz, 1972), members of this family are rarely
considered, except the normal distribution, in the context of polychoric
correlation analysis. In this paper two familiar members are selected
nnri thnrnmrhly studied.
As parameters of the polychoric correlation model are estimated
based on the normality assumption, it is natural to query how the
estimates and their qualities would be affected if normality is unknown
a priori or is violated. Our simulation studies try to answer these
questions. Based on the findings from the simulation studies, we are
convinced that the estimators are fairly robust against normality though
special attentions should be paid in situations where deviation from
normality is not small. The estimates obtained under correct
distribution and under normal distribution are virtually indifferent.
Besides, the qualities of these estimates under different distributional
assumptions are comparable in terms of precision and bias. However,
these results have to be carefully interpreted before any further
inferences are to be made.
For the estimation of polychoric correlations in higher
dimensional space, based on the results of partitioned estimation in
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Poon Lee (1987), we can anticipate similar conclusion will be arrived
as that in 2-dimensional space. However, before we can draw more
definite conclusion, similar supporting simulation studies should be
conducted to give experimental evidence.
For further research on robustness of the estimators, we should
extend the distributional assumption to those distributions whose shapes
are totally different from that of the normal distribution. For
examples, distributions of truncated data, censored data, distributions
with high skewness distributions with many modes, etc. Finally, the
robustness of polyserial correlation (the correlation between two
continuous variables with one observed in polytomous form) would be
another direction for future studies. In the aspects of computation,
other optimization methods such as methods requiring only the first
derivatives and other derivative free methods should be tried in the
presence of too many empty cells so as to minimize the loss of
information and to increase the stability.
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Table l.a
Means of Estimates (ML)






























































































































































Means of Estimates (ML
( t vs normal)
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1 estimates based on the correct t-distribution assumption.
2 estimates based on the incorrect normal distribution assumption.
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Table l.b
Means of Estimates (MMCS)














n= 25 n= 12 n= 8








































































































































1 estimates based on the corect the t-distribution assumption.
2 estimates based on the incorrect normal distribution assumption.
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Table 1.b (cont.)
Means of Estimates (MMCS)















n= 2E n= 12 n= 8








































































































































1 estimates based on the correct the t-distribution assumption.
2 estimates based on the incorrect normal distribution assumption.
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Table l.c
Means of Estimates (MCS)
( t vs normal)
True Correlation = 0.0


















































































































































1 estimates based on the correct t-distribution assumption.
2 estimates based on the incorrect normal distribution assumption.
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Table 1.c (cont.)
Means of Estimates (MCS)
( t vs normal)
True Correlation= 0.5






















































































































































1 estimates based on the correct t-distribution assumption.
2 estimates based on the incorrect normal distribution assumption.
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Table 2.a
Means of Estimates (ML)
( contaminated normal vs normal)
True Correlation= 0.0



















































































































































1 estimates based on the correct contaminated normal distribution
assumption.
2 estimates based on the incorrect normal distribution assumption.
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Table 2.a (cont.)
Means of Estimates (ML)
( contaminated normal vs normal )
True Correlation = 0.2
IOC


















































































































































1 estimates based on the correct contaminated normal distribution
assumption.
2 estimates based on the incorrect normal distribution assumption.
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Table 2.a (cont.)
Means of Estimates (ML)
( contaminated normal vs normal
True Correlatinn = O.5



















































































































































1 estimates based on the correct contaminated normal distribution
assumption.
2 estimates based on the incorrect normal distribution assumption.
b3
1 2 1 2
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Table 2.a (cont.)
Means of Estimates (ML)
( contaminated normal vs normal )
True Correlation = 0.8

















































































































































1 estimates based on the correct contaminated normal distribution
assumption.
2 estimates based on the incorrect normal distribution assumption.
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Table 2.b
Means of Estimates (MMCS)
( contaminated normal vs normal )
True Correlation= O.0

















































































































































1 estimates based on the correct contaminated normal distribution
assumption.
2 estimates based on the incorrect normal distribution assumption.
55
Table 2.b (cont.)
Means of Estimates (MMCS)
( contaminated normal vs normal)
True Correlation = 0.2
















































































































































1 estimates based on the correct contaminated normal distribution
assumption.
2 estimates based on the incorrect normal distribution assumption.
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Table 2.b (cont.)
Means of Estimates (MMCS)
( contaminated normal vs normal)
True Correlation= 0.5



















































































































































1 estimates based on the correct contaminated normal distribution
assumption.
2 estimates based on the incorrect normal distribution assumption.
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Table 2.b (cont.)
Means of Estimates (MMCS)
( contaminated normal vs normal
True Correlation= 0.1




















































































































































1 estimates based on the correct contaminated normal distribution
assumption.
2 estimates based on the incorrect normal distribution assumption.
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Table 2.c
Means of Estimates (MCS)
( contaminated normal vs normal )
N
True Correlation= Of

















































































































































1 estimates based on the correct contaminated normal distribution
assumption.
2 estimates based on the incorrect normal distribution assumption.
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Table 2.c (cont.)
Means of Estimates (MCS)
( contaminated normal vs normal)
N
True Correlation= O.2

















































































































































1 estimates based on the correct contaminated normal distribution
assumption.
2 estimates based on the incorrect normal distribution assumption.
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Table 2.c (cont.)
Means of Estimates (MCS)
( contaminated normal vs normal )
N
True Correlation= 0.5



















































































































































1 estimates based on the correct contaminated normal distribution
assumption.
2 estimates based on the incorrect normal distribution assumption.
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Table 2.c (cont.)
Means of Estimates (MCS)
( contaminated normal vs normal
N
True Correlation = 0.8



















































































































































1 estimates based on the correct contaminated normal distribution
assumption.
2 estimates based on the incorrect normal distribution assumption.
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Table 3.a
RMS1 of the Estimates (ML)
( t vs normal)
True correlation= O.0




















































































































































1 values based on the correct t distribution assumption.
2 values based on the incorrect normal distribution assumption.
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Table 3.a (cont.)
RMSt of the Estimates (ML
( t vs normal)
True correlation= 0.5




















































































































































1 values based on the correct t distribution assumption.
2 values based on the incorrect normal distribution assumption.
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Table 3.b
RMSX of the Estimates (MMCS)
( t vs normal)
True correlation= 0.0





















































































































































1 values based on the correct t distribution assumption.
2 values based on the incorrect normal distribution assumption.
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Table 3.b (cont.)
RMS1 of the Estimates (MMCS)
( t vs normal)
N
True correlation= 0.5





















































































































































1 values based on the correct t distribution assumption.
2 values based on the incorrect normal distribution assumption.
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Table 3.c
RMSX of the Estimates (MCS)
( t vs normal)
True correlation= 0.0





















































































































































1 values based on the correct t distribution assumption.
2 values based on the incorrect normal distribution assumption.
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Table 3.c (cont.)
RMSX of the Estimates (MCS]
( t vs normal)
True correlation =0.5




















































































































































1 values based on the correct t distribution assumption.
2 values based on the incorrect normal distribution assumption.
68
Table 4.a
RMS2 of the Estimates (ML)
( t vs normal)
N n = 25
True correlation= 0.0








































































n 07 1 7
True correlation= 0.2










































































1 values based on the correct t distribution assumption.
2 values based on the incorrect normal distribution assumption.
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Table 4.a (cont.)
RMS2 of the Estimates (ML)
( t vs normal)
N
True correlation= 0.5




















































































































































1 values based on the correct t distribution assumption.
2 values based on the incorrect normal distribution assumption.
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Table 4.b
RMS2 of the Estimates (MMCS)
( t vs normal)
True correlation =0.0





















































































































































1 values based on the correct t distribution assumption.
2 values based on the incorrect normal distribution assumption.
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Table 4.b (cont.)
RMS2 of the Estimates (MMCS)
( t vs normal)
True correlation =0.5




















































































































































1 values based on the correct t distribution assumption.
2 values based on the incorrect normal distribution assumption.
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Table 4.c
RMS2 of the Estimates (MCS)
( t vs normal)
True correlation = 0.0



















































































































































1 values based on the correct t distribution assumption.
2 values based on the incorrect normal distribution assumption.
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Table 4.c (cont.)
RMS2 of the Estimates (MCS)
( t vs normal)
True correlation =0.5





















































































































































1 values based on the correct t distribution assumption.
2 values based on the incorrect normal distribution assumption.
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Table 5.a
RMS1 of the Estimates (ML)
( contaminated normal vs normal)
True correlation= 0.0


















































































































































1 values based on the correct contaminated normal distribution
assumption.
2 values based on the incorrect normal distribution assumption.
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Table 5.a (cont.)
RMS1 of the Estimates (ML)
( contaminated normal vs normal)
N
True correlation =0.2



















































































































































1 values based on the correct contaminated normal distribution
assumption.
2 values based on the incorrect normal distribution assumption.
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Table 5.a (cont.)
RMS1 of the Estimates (ML)
( contaminated normal vs normal)
N
True correlation= 0.5




















































































































































1 values based on the correct contaminated normal distribution
assumption.
2 values based on the incorrect normal distribution assumption.
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Table 5.a (cont.)
RMS1 of the Estimates (ML)
( contaminated normal vs normal)
True correlation= 0.8




















































































































































1 values based on the correct contaminated normal distribution
assumption.
2 values based on the incorrect normal distribution assumption.
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Table 5.b
RMS1 of the Estimates (MMCS)
( contaminated normal vs normal )
True correlation = 0.0
nr= fl





































































































































1 values based on the correct contaminated normal distribution
assumption.
2 values based on the incorrect normal distribution assumption.
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Table 5.b (cont.)
RMS1 of the Estimates (MMCS)
( contaminated normal vs normal )
True correlation= 0.2

















































































































































1 values based on the correct contaminated normal distribution
assumption.
2 values based on the incorrect normal distribution assumption.
80
Table 5.b (cont.)
RMS1 of the Estimates (MMCS)
( contaminated normal vs normal )
True correlation= 0.5



















































































































































1 values based on the correct contaminated normal distribution
assumption.
2 values based on the incorrect normal distribution assumption.
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Table 5.b (cont.)
RMS1 of the Estimates (MMCS)
( contaminated normal vs normal 1
N
True correlation= O.8



















































































































































1 values based on the correct contaminated normal distribution
assumption.
2 values based on the incorrect normal distribution assumption.
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Table 5.c
RMSl of the Estimates (MCS)
( contaminated normal vs normal)
True correlation= 0.0



















































































































































1 values based on the correct contaminated normal distribution
assumption.
2 values based on the incorrect normal distribution assumption.
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Table 5.c (cont.)
RMSj of the Estimates (MCS)
( contaminated normal vs normal )
n= n 1






































































































































1 values based on the correct contaminated normal distribution
assumption.
2 values based on the incorrect normal distribution assumption.
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Table 5.c (cont.)
RMS1 of the Estimates (MCS)
( contaminated normal vs normal)
True correlation= 0.5


















































































































































1 values based on the correct contaminated normal distribution
assumption.
2 values based on the incorrect normal distribution assumption.
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Table 5.c (cont.)
RMS1 of the Estimates (MCS)
( contaminated normal vs normal
N
Trnp nnrrplatinn= 0.8




















































































































































1 values based on the correct contaminated normal distribution
assumption.
2 values based on the incorrect normal distribution distribution.
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Table 6.a
RMS2 of the Estimates (ML)
( contaminated normal vs normal )
True correlation= O.0

















































































































































1 values based on the correct contaminated normal distribution
assumption.
2 values based on the incorrect normal distribution assumption.
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Table 6.a (cont.)
RMS2 of the Estimates (ML)
f nontami natpd normal normal
r
Tpiip nnrrplatinn = 0.2












































































































































1 values based on the correct contaminated normal distribution
assumption.
2 values based on the incorrect normal distribution assumption.
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Table 6.a (cont.)
RMS2 of the Estimates (ML)
( contaminated normal vs normal )
True nnrrplaHnn= O.5



















































































































































1 values based on the correct contaminated normal distribution
assumption.
2 values based on the incorrect normal distribution assumption.
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Table 6.a (cont.)
RMS2 of the Estimates (ML)
( contaminated normal vs normal)
Trnp rnrrplatlnn= 0.8




















































































































































1 values based on the correct contaminated normal distribution
assumption.
2 values based on the incorrect normal distribution assumption.
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Table 6.b
RMS2 of the Estimates (MMCS)
( contaminated normal vs normal
True correlation= 0.0



















































































































































1 values based on the correct contaminated normal distribution
assumption.
2 values based on the incorrect normal distribution assumption.
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Table 6.b (cont.)
RMS2 of the Estimates (MMCS)
( contaminated normal vs normal)
N
True correlation= 0.2


















































































































































1 values based on the correct contaminated normal distribution
assumption.
2 values based on the incorrect normal distribution assumption.
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Table 6.b (cont.)
RMS2 of the Estimates (MMCS)
( contaminated normal vs normal )
N
True correlation= O.J


















































































































































1 values based on the correct contaminated normal distribution
assumption.
2 values based on the incorrect normal distribution assumption.
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Table 6.b (cont.)
RMS2 of the Estimates (MMCS)
( contaminated normal vs normal)
True correlation= O.8



















































































































































1 values based on the correct contaminated normal distribution
assumption.
2 values based on the incorrect normal distribution assumption.
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Table 6.c
RMS2 of the Estimates (MCS)
( contaminated normal vs normal)
True correlation= 0.0
a= 3.0a 1.1a= 0.1N
22 1121
0.0962 0.1240a2 0.1249 0.12510.0776 0.1218
0.1679 0.31660.1652 0.1654a3 0.1849 0.1753
0.2635 0.27570.1686 0.16820.2032 0.19060.1 p2
0.2884 0.30820.1810 0.18070.1802 0.1761p3
0.2266 0.22070.1653 0.16520.1383 0.1368P
100
0.0811 0.11990.1198 0.1201a2 0.0414 0.1295
(,.2767 0.38990.1672 0.1677a3 0.2311 0.1997
0.4295 0.26060.1638 0.16280.2903 0.23690.3 IP2
0.3287 0.18740.1770 0.17630.2168 0.1732/33
0.2230 0.21370.1609 0.16070.1575 0.1552P
0.0394 0.04910.0505 0.0505a2 0.0285 0.0505
0.0762 0.24500.0662 0.0663a3 0.0794 0.0765
0.1250 0.21060.0903 0.09000.0829 0.0833A2
0.1 1
0.1176 0.23350.0787 0.07860.0870 0.0827A3
0.1191 0.10720.0785 0.07850.0761 0.0756P
500
0.0279 0.04420.0501 0.0503a2 0.0165 0.0506
0..0914 0.26650.0688 0.0693a3 0.0952 0.1031
0.1712 0.12300.0878 0.08730.0902 0.09780.3 p2
0. 1616 0.11190.0725 0.07240.0969 0.0780/33
0.1205 0.11420.0787 0.07870.0696 0.0667P
i values based on the correct contaminated normal distribution
assumption.
2 values based on the incorrect normal distribution assumption.
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Table 6.c (cont.)
RMS2 of the Estimates (MCS)
( contaminated normal vs normal )
True correlatinn= 0.2




















































































































































1 values based on the correct contaminated normal distribution
assumption.
2 values based on the incorrect normal distribution assumption.
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Table 6.c (cont.)
RMS2 of the Estimates (MCS)
( contaminated normal vs normal)
N
True correlation= 0.5




















































































































































1 values based on the correct contaminated normal distribution
assumption.
2 values based on the incorrect normal distribution assumption.
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Table 6.c (cont.)
RMS2 of the Estimates (MCS)
( contaminated normal vs normal)
True correlation =0.8


















































































































































1 values based on the correct contaminated normal distribution
assumption.
2 values based on the incorrect normal distribution assumption.
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Appendix A
The left hand side of (29) is





Now, we have decomposed f (x1, x2 V, n) into a product of two functions
which are easily identified as the density functions f (x2 px1, V2 .1, n+1)
and Thus (20) is proved.
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Appendix B














On differentiating this integral with respect to a, we obtain,
(i)
Thus, byRecall (29): so)
chain rule and using the result in (i), we have,
103
and equation (30) is proved. Equation (31) may be shown in the similar
way using the symmetry of a and B in .
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Appendix D
thenandWe realize that if u
(i)
where the right hand side is the standard bivariate density function
with correlation p. It follows from the results given by Tallis (1962)
or Johnson Kotz (1972, p44), the following equality hcids,
(ii)
Since p is algebracially independent of other paranc-c6rs o a2 and the
dummy variables u, v, u, v, therefore, from (i), we have,
(iii)
On the other hand, applying the chain rule, we can arrive at the
following equality,
(iv)
Put (iii) (iv) into (ii), we have
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ADDendix E
First. we will show that W distributed as a bivariate t
distribution with appropriate parameters where .W is a 2vector.
and Since and U are
stochastically independent, therefore, the joiit distribution of
witl
Applying the transformation
with Jacobian w,,/n. Thus the joint distribution of the new variates is
with
106
The joint marginal distribution of
Using transform then
The integral is the Gamma function integral, thus
Hence, (W1,W2F distributed as a bivariate t aistriDution wizn zeiu mewl
and identity parameter matrix I2.
Next, we will prove that X= M+ V1 G W is also distributed as a
bivariate t distribution. In matrix notations, the density function of
W is
107
As the Jacobian of- this transformation is
which is equals to Thus, the density function of A is
hence, X distributed as a bivariate t distribution with mean y and
parameter matrix V.


