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THE BOUNDARY OF THE ORBITAL BETA PROCESS
THEODOROS ASSIOTIS AND JOSEPH NAJNUDEL
Abstract
The unitarily invariant probability measures on infinite Hermitianmatrices
have been classified by Pickrell [25] and by Olshanski and Vershik [23]. This
classification is equivalent to determining the boundary of a certain inhomo-
geneous Markov chain with given transition probabilities. This formulation
of the problem makes sense for general β-ensembles when one takes as the
transition probabilities the Dixon-Anderson conditional probability distribu-
tion [11],[2]. In this paper we determine the boundary of this Markov chain
for any β ∈ (0,∞], also giving in this way a new proof of the classical β = 2
case of [25],[23]. Finally, as a by-product of our results we obtain alternative
proofs of the almost sure convergence of the rescaled Hua-Pickrell and La-
guerre β-ensembles to the general β Hua-Pickrell [16], [31] and β Bessel [27]
point processes respectively.
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1 Introduction
The probability measures on infinite Hermitian matrices which are invariant by
unitary conjugation have been completely classified by Pickrell in [25] and by
Olshanski and Vershik in [23]. These measures can be decomposed as convex
combinations of extremal measures, called ergodic measures, which are indexed by
a set of parameters ({α+}, {α−}, γ1, γ2) ∈ R∞+ ×R∞+ ×R×R+. Moreover, in [7], Borodin
and Olshanski have proven that the points (α+
j
) j≥1 and (−α−j ) j≥1 correspond to
almost sure limits of the extremal eigenvalues of the minors of the corresponding
infinite matrix, divided by their dimension. Besides this result of convergence
of renormalized eigenvalues, a result of strong convergence of components of
eigenvectors has recently been proven by Najnudel in [19], and previously by
Maples, Najnudel and Nikeghbali in [18] in the significant particular case of the
Hua-Pickrell measure of parameter 0, for which the image of the minors by the
Cayley transform are distributed like the Circular Unitary Ensemble. The Cayley
transform is the map from the Hermitian to the unitary matrices, given by M 7→
(M+i)(M−i)−1. This transformmaps top-left blocks of infiniteHermitianmatrices to
particular sequences of unitarymatrices called virtual isometries, defined byNeretin
in [20] and extended by Bourgade, Najnudel and Nikeghbali in [6]. This extension
includes some particular sequences of permutation matrices, corresponding to the
so-called virtual permutations, for which a classification of the conjugation-invariant
measures has been studied byKerov, Olshanski andVershik in [15] and by Tsilevich
in [30].
The main goal of this paper is to generalize the classification of Pickrell, Ol-
shanski and Vershik to the setting of β-ensembles for general parameter β ∈ (0,∞].
The case β = 2 corresponds to the infinite Hermitian matrices already considered
above. The case β = 1 corresponds to infinite orthogonal matrices, and β = 4 corre-
sponds to infinite self-adjoint matrices with quaternion entries. The case of other
values of β does not correspond to classical ensembles of matrices. However, the
generalization can be naturally constructed if we only consider the sprectra of the
top-left minors. To do that, we need to introduce some definitions. First, a remark
about the notation: throughout this paper we will use the parameter θ = β/2. This
is because we will make substantial use of symmetric functions in our argument,
more precisely the multivariate Bessel functions, and the choice of the parameter
θ = β/2 is standard in the corresponding literature.
For N ≥ 1, we consider the Weyl chambersWN given by:
WN = {a = (a1, · · · , aN) ∈ RN : a1 ≥ a2 ≥ · · · ≥ aN}. (1)
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For a ∈WN and b ∈WN+1 we say that a and b interlace and write a ≺ b if:
b1 ≥ a1 ≥ b2 ≥ a2 ≥ · · · ≥ aN ≥ bN+1.
We will now consider certain Markov kernels denoted by Λθ
N+1,N
from WN+1 to
WN:
Definition 1.1. Let θ ∈ (0,∞], N ∈ N. We define the Dixon-Anderson conditional
probability distribution, given by the Markov kernel Λθ
N+1,N
from WN+1 to WN, as follows:
for fixed b ∈ WN+1, Λθ
N+1,N
(b, ·) is the distribution of the nonincreasing sequence a =
(a1, . . . aN) of the roots, counted with multiplicity, of the following polynomial of degree N:
z 7→
N∑
j=1
α j
∏
1≤k≤N+1,k, j
(z − b j)
where (α1, . . . , αN+1) is Dirichlet distributed, all parameters being equal to θ, if θ < ∞. For
θ = ∞, we take α1 = α2 = · · · = αN+1 = 1/(N + 1), which implies that a is deterministic
and the monic polynomial with roots a1, . . . , aN is 1/(N + 1) times the derivative of the
monic polynomial with roots b1, . . . , bN+1.
This definition is not the same as the one used by Assiotis in [3]: however, it has
the advantage to be available evenwhen some of the elements b1, . . . , bN+1 coincide.
Moreover, it is clear, since the roots of a polynomial are continuous with respect to
its coefficients, that the distributionΛθ
N+1,N
(b, ·) is continuous with respect to b. If all
the b j’s are distinct, we directly recover the definition of [3] by applying Proposition
4.2.1 in Forrester [13]:
Proposition 1.2. If b1 > · · · > bN+1 and θ < ∞, the Dixon-Anderson conditional proba-
bility distribution defined above is given by:
ΛθN+1,N(b, da) =
Γ(θ(N + 1))
Γ(θ)N+1
∏
1≤i< j≤N+1
(bi − b j)1−2θ
∏
1≤i< j≤N
(ai − a j)
N∏
i=1
N+1∏
j=1
|ai − b j|θ−11(a≺b)
N∏
i=1
dai.
(2)
This distribution had originally been introduced by Dixon at the beginning of
the last century in [11] and independently rediscovered by Anderson in his study
of the Selberg integral in [2].
We now define the notion of coherent or consistent interlacing arrays, which cor-
responds to random families of arrays following an inhomogeneous Markov chain
whose transitions are given by Dixon-Anderson conditional probability distribu-
tions:
Definition 1.3. Let N ≥ 1 and θ ∈ (0,∞]. A coherent, or consistent, random family of
interlacing arrays of parameter θ and length N is a family of random sequences {a(i)}N
i=1
,
such that a(i) ∈Wi,
a(1) ≺ a(2) ≺ · · · ≺ a(N−1) ≺ a(N), (3)
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and the joint distribution M of the family satisfies
M
(
da(1), · · · , da(N)
)
= µN(da
(N))ΛθN,N−1
(
a(N), da(N−1)
)
· · ·Λθ2,1
(
a(2), da(1)
)
, (4)
where µN is the distribution of the top row a(N) of the family.
A useful particular case of this definition corresponds to the case where the top
row is deterministic:
Definition 1.4. Let N ≥ 1, θ ∈ (0,∞] and let a(N) ∈ WN be deterministic. An orbital
family of interlacing arrays, or orbital beta process, of parameter θ, length N and top row
a(N) is a coherent family of arrays with the same parameter and the same length, such that
the top row is almost surely equal to a(N). The law of such a family will be called the orbital
distribution of top row a(N) and parameter θ.
Remark 1.5. When the coordinates of the top row are all distinct and θ is finite, an orbital
family of interlacing arrays of parameter θ corresponds to a β-corner process as defined in
the paper by Gorin andMarcus [14], for β = 2θ. When the parameter θ is equal to infinity,
an orbital family of interlacing arrays of length N and top row a(N) is deterministic (up to
an event of probability zero): more precisely, a(i) corresponds to the roots of the (N − i)-th
derivative of a polynomial whose roots are given by a(N).
In the present article, we will study the possible distributions of the infinite
coherent families of interlacing arrays, which are defined as follows:
Definition 1.6. Let N ≥ 1 and θ ∈ (0,∞]. A coherent, or consistent, random infinite
family of interlacing arrays of parameter θ is a family of random sequences {a(i)}i≥1, such
that a(i) ∈Wi,
a(1) ≺ a(2) ≺ · · · ≺ a(N−1) ≺ a(N) ≺ · · · (5)
and for all N ≥ 1, {a(i)}N
i≥1 is a coherent family of interlacing arrays with parameter θ and
length N.
A coherent family of interlacing arrays can be viewed as an inhomogeneous
Markov chain, with varying state space, and moving backwards in discrete time.
Its transition probability from level k+1 to level k is given byΛθ
k+1,k
. More precisely,
if E is a measurable event with respect to the σ-algebra generated by the rows of
indices larger than or equal to k + 1, and if X is a Borel subset ofWk, we have
P[E ∩ {a(k) ∈ X}] = E
[
1EΛ
θ
k+1,k(a
(k+1),X)
]
. (6)
This fact is immediate from the definition in the case of families of finite length. The
case of infinite length can then be deduced by using the monotone class theorem.
This Markov chain point of view will be rather useful in the sequel.
Asmentionedearlier, the coherent families of arrays are related to the conjugation-
invariant random matrices, because of the following proposition, which motivates
the results of the present paper:
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Proposition 1.7. Let β ∈ {1, 2, 4}, and let M be a random, finite or infinite, self-adjoint
matrix with real entries for β = 1, complex entries for β = 2, quaternion entries for
β = 4, whose distribution is a central measure, i.e. all the finite square top-left blocks are
invariant in law by orthogonal, unitary and symplectic conjugation. Then, the spectra of the
successive top-left minors of M form a coherent family of interlacing arrays with parameter
θ = β/2. Conversely, any coherent family of interlacing arrays with parameter θ has the
same law as the family of spectra of the successive top-left minors of a conjugation-invariant
matrix whose size is given by the length of the family.
Proof. The first part of the proposition is proven byNeretin in [21] for finitematrices
whose spectrum is deterministic and simple. The condition of simple spectrum
can be dropped by a continuity arguement. Then, the condition of deterministic
spectrum can be removed by conditioning. Finally, the infinite case is immediately
deduced from the finite case from the definitions. For finite families of arrays, the
converse result is proven by taking a diagonalmatrixwhose entries are given by the
top row, and by conjugating it with an independent uniform orthogonal, unitary or
symplecticmatrix. For infinite families of arrays, we applyKolmogorov’s extension
theorem to the distributions of theN×Nmatrices obtaind from theN first rows. 
The possible probability distributions for infinite coherent families of interlac-
ing arrays with a given parameter will be called coherent distributions or consistent
distributions. They form a convex set, whose extremal points will be called extremal
coherent distributions or extremal consistant distributions. Notice that, the analogue of
extremal coherent distributions for finite families correspond to the orbital distri-
butions.
Using Kolmogorov’s extension theorem, it is not difficult to check that the
coherent distributions of parameter θ ∈ (0,∞] are canonically in bijection with the
coherent sequences of probability measures defined as follows:
Definition 1.8. We say that a sequence of probability measures {µN}N≥1 on {WN}N≥1 is
coherent, or consistent for the parameter θ ∈ (0,∞], iff:
µN+1Λ
θ
N+1,N = µN, ∀N ≥ 1. (7)
Moreover, we say that such a sequence is extremal iff it cannot be decomposed as a convex
combination of two other coherent sequences.
The canonical bijection between the coherent distributions on the infinite fam-
ilies of interlacing arrays and the coherent sequences of probability measures in-
duces a bijection between the extremal points of these respective convex sets.
For 1 ≤ K ≤ N, let us define the Markov kernel Λθ
N,K from W
N to WK, given by
the composition
ΛθN,K = Λ
θ
K+1,K ◦ · · · ◦ΛθN,N−1.
It is clear that a consistent sequence {µN}N≥1 of probability measures satisfies:
µNΛ
θ
N,K = µK
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for 1 ≤ K ≤ N.
As we will see in the main theorem below, the classification of the extremal
consistent distributions is similar for all values of θ ∈ (0,∞], and these measures
are indexed by the same setΩ defined as follows:
Definition 1.9. We define the infinite dimensional spaceΩ by:
Ω =
{
ω = (α+, α−, γ1, γ2) ∈ R∞ ×R∞ ×R ×R+
∣∣∣
α+ = (α+1 ≥ α+2 ≥ · · · ≥ 0) ; α− = (α−1 ≥ α−2 ≥ · · · ≥ 0);∑
i
(α+i )
2 +
∑
i
(α−i )
2 < ∞
}
.
This space is in bijection with
Ω′ =
{
ω′ = (α+, α−, γ1, δ) ∈ R∞ ×R∞ ×R ×R+
∣∣∣
α+ = (α+1 ≥ α+2 ≥ · · · ≥ 0) ; α− = (α−1 ≥ α−2 ≥ · · · ≥ 0);∑
i
(α+i )
2 +
∑
i
(α−i )
2 ≤ δ
}
,
via the correspondence
δ = γ2 +
∑
i
(α+i )
2 +
∑
i
(α−i )
2.
We endow Ω′ with the topology of point-wise convergence. Then, we endow Ω with the
topology for which the previous bijection is bi-continuous.
Remark 1.10. The topology onΩ is not the topology of point-wise convergence: however,
it induces the same Borel σ-algebra.
We also need the following definitions:
Definition 1.11. If (a(i))i≥1 is a family of interlacing arrays, i.e. a(i) ∈ Wi and a(i) ≺ a(i+1)
for all i ≥ 1, the diagonal entries (di)i≥1 associated to (a(i))i≥1 are given by d1 = a(1), and for
i ≥ 1,
di+1 :=
i+1∑
j=1
a(i+1)
j
−
i∑
j=1
a(i)
j
.
It is easy to check that this definition is consistent with the usual notion of
diagonal entries in the case β ∈ {1, 2, 4} where we have models of infinite random
matrices.
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Definition 1.12. We define the function Fω,θ(·) on R for any ω ∈ Ω by:
Fω,θ(x) = e
ıγ1x− γ22θ x2
∞∏
k=1
e−ıα
+
k
x(
1 − ıα
+
k
x
θ
)θ
∞∏
k=1
eıα
−
k
x(
1 + ı
α−
k
x
θ
)θ (8)
for θ < ∞, and by its limitFω,∞(x) = eıγ1 for θ = ∞, where throughout the paper ı =
√−1.
Note that, this is well-defined since
∑
(α+
i
)2 +
∑
(α−
i
)2 < ∞. Observe also that Fω,θ(·)
admits a holomorphic extension to the horizontal strip:{
x ∈ C
∣∣∣∣∣|ℑ(x)| < θmax{α+
1
, α−
1
}
}
.
The main result of the present paper gives a full classification of the possible
consistent distributions on the infinite families of interlacing arrays, or equivalently,
of the possible consistent sequences of probability measures. This classification is
given by the following two theorems, the first one giving a characterization of the
extremal consistent distributions, and the second one describing the disintegration
of the general consistent distributions in terms of extremal ones.
Theorem 1.13. For a given parameter θ ∈ (0,∞], the set of extremal consistent distribu-
tions on the infinite families of interlacing arrays is in bijection with the set Ω, in such a
way that the following holds: if (a(i))i≥1 follows the distribution Mθω associated with ω ∈ Ω,
then the corresponding diagonal entries are i.i.d. with characteristic function Fω,θ. We
then have di = γ1 almost surely for θ = ∞, and for θ < ∞,
di = Nγ1,γ2/2θ +
∞∑
k=1
Γ˜θ,θ/α+
k
−
∞∑
k=1
Γ˜θ,θ/α−
k
where all the variables N and Γ˜ are independent, Nµ,σ2 being Gaussian with mean µ and
variance σ2, Γ˜θ,η being centered gamma distributed with parameters θ and η, i.e. it has
density
t 7→ η
θ
Γ(θ)
(
t +
θ
η
)θ−1
e−η
(
t+ θη
)
1t>− θη .
Remark1.14. The result above gives the law of a(1)
1
but not explicitly the law of
(
a(N)
1
, · · · , a(N)
N
)
for N ≥ 2. However, for any consistent distribution on interlacing arrays of length N and
finite parameter θ, its diagonal entries (d1, · · · , dN) uniquely determine it, as we see in
Section 6. Moreover, the law of any row
(
a(K)
1
, · · · , a(K)
K
)
of a random consistent interlac-
ing array under an extremal distribution Mθω is uniquely determined through its so-called
Dunkl transform which is given as a product of functions Fω,θ, see Section 6 and display
(22) in particular.
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Theorem 1.15. For all θ ∈ (0,∞], and for all probability measures ν onΩ, endowed with
the topology of point-wise convergence, there exists a consistent distribution Mθν on the
infinite families of interlacing arrays, such that
M
θ
ν [E] =
∫
Ω
M
θ
ω[E]dν(ω) (9)
for all events E, the map ω 7→ Mθω[E] being measurable. Moreover, the map ν 7→ Mθν is
a bijection between the probability measures on Ω and the consistent distributions on the
infinite families of interlacing arrays, for the parameter θ.
Organisation of the paper The present article is structured as follows. In Section
2, we prove the main theorems in the case where θ = ∞. In Section 3, we state
several propositions which together imply the main theorem for θ < ∞. These
propositions are proven in Sections 4 to 7. More precisely, in Section 4, we show
that consistent measures on infinite families of interlacing arrays are limits, in a
sense which is made precise, of orbital distributions. In Section 5, we show that
such convergence of orbital distributions can only occur if the top rows satisfies a
particular condition, which has already been stated by Olshanski and Vershik in
[23] in the case of unitarily invariant ensembles. In Section 6, we show that the
conditions of Olshanski and Vershik are sufficient to ensure a convergence of the
orbital measures towards an extremal consistent measure on infinite families of
interlacing arrays. In Section 7, we show that consistent distribution on infinite
families of interlacing arrays can be written as convex combination of extremal
measures, which corresponds to the statement of Theorem 1.15. In Section 8, we
discuss the consequences of Theorems 1.13 and 1.15 for particular β-ensembles
which form consistent sequences of probability measures: the β-Hua-Pickrell and
the β-Bessel point processes. For the β-Hua-Pickrell process with s = 0, we deduce
an alternative proof of the result by Killip and Stoiciu [16] which gives the conver-
gence in law of the point process of the renormalized eigenangles of the Circular
beta ensemble when the number of points goes to infinity. Moreover, we provide
a natural coupling for which a strong convergence occurs, and the result extends
to the case of general s. Finally, we give an analogous result on the almost sure
convergence of the rescaled eigenvalues of the general β-Laguerre ensemble at the
hard edge towards the β-Bessel point process, that was first proven by Ramirez and
Rider in [27].
Acknowledgements The researchofT.A.was supportedbyERCAdvancedGrant
740900 (LogCorRM).
2 The case θ = ∞
In order to solve the case θ = ∞ of the main theorem, we will need the following
definitions, which will also be useful later.
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Definition 2.1. For a(N) ∈WN we define the quantities
α+i,N
(
a(N)
)
=

max{a(N)
i
,0}
N
i = 1, · · · ,N
0 i = N + 1,N + 2, · · ·
,
α−i,N
(
a(N)
)
=

max{−a(N)
N+1−i ,0}
N
i = 1, · · · ,N
0 i = N + 1,N + 2, · · ·
,
γ(N)
1
(a(N)) =
∑
i
α+i,N(a
(N)) −
∑
i
α−i,N(a
(N)) =
1
N
N∑
i=1
a(N)
i
,
δ(N)(a(N)) =
∑
i
(
α+i,N(a
(N))
)2
+
∑
i
(
α−i,N(a
(N))
)2
.
Definition 2.2. We say that a sequence {a(N)}N≥1 in {WN}N≥1 satisfies the Olshanski-
Vershik (O-V) conditions iff the following limits exist:
α±i = lim
N→∞
α±i,N(a
(N)),∀i ≥ 1, (10)
γ1 = lim
N→∞
γ(N)
1
(a(N)), (11)
δ = lim
N→∞
δ(N)(a(N)). (12)
In this case, by Fatou’s lemma,
γ2 := δ −
∑
i
(α+i )
2 +
∑
i
(α−i )
2

is nonnegative, and we will say that ω =
(
α+, α−, γ1, γ2
) ∈ Ω is the limit point of the
sequence {a(N)}N≥1.
The O-V conditions might look somewhat artificial at first sight. However, they
are more natural when we consider the following result:
Proposition 2.3. For a(N) ∈ WN, the O-V conditions are satisfied if and only if for all
integers p ≥ 1, the sum of the p-th powers of the points of a(N)/N converges to a limit when
N goes to infinity.
Proof. Let us assume that {a(N)}N≥1 satisfies the O-V conditions. The convergence of
the sums of the p-th powers is satisfied by definition for p ∈ {1, 2}. For p ≥ 3, and
r ≥ 1,
N∑
j=1
a
(N)
j
N

p
=
r∑
i=1
(
α+i,N
(
a(N)
))p
+
r∑
i=1
(
−α−i,N
(
a(N)
))p
+O

N∑
j=1
∣∣∣∣∣∣∣
a(N)
j
N
∣∣∣∣∣∣∣
p
1−α−
r+1,N(a(N))≤a
(N)
j
/N≤α+
r+1,N(a(N))
 ,
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which implies
N∑
j=1
a
(N)
j
N

p
=
r∑
i=1
(
α+i,N
(
a(N)
))p
+
r∑
i=1
(
−α−i,N
(
a(N)
))p
+O

(
max
(
α+r+1,N
(
a(N)
)
, α−r+1,N
(
a(N)
)))p−2 N∑
j=1
a
(N)
j
N

2 .
The upper and the lower limit of this quantity when N goes to infinity can then
both be written as
r∑
i=1
(
α+i
)p
+
r∑
i=1
(
−α−i
)p
+O
(
δ
(
max(α+r+1, α
−
r+1)
)p−2)
.
Since
∞∑
i=r+1
(
α+i
)p
+
∞∑
i=r+1
(
α−i
)p
= O
(max(α+r+1, α−r+1))p−2
∑
i
(α+i )
2 +
∑
i
(α−i )
2

 ,
we deduce that the upper and the lower limit of the sum of (a(N)
j
/N)p are both equal
to ∞∑
i=1
(
α+i
)p
+
∞∑
i=1
(
−α−i
)p
+O
(
δ
(
max(α+r+1, α
−
r+1)
)p−2)
.
Letting r→∞, we deduce
N∑
j=1
a
(N)
j
N

p
−→
N→∞
∑
i
(
α+i
)p
+
∑
i
(
−α−i
)p
(13)
for all p ≥ 3, the last sums being convergent. Conversely, if the sum of (a(N)
j
/N)p
converges for all p ≥ 1, the existence of γ and δ is automatically satisfied in the O-V
conditions. For all polynomials P, we have
∆lim

N∑
j=1
P
a
(N)
j
N

 = 0,
where ∆lim denotes the difference between the upper and the lower limits when N
goes to infinity. We deduce that for any function f from R to R,
∆lim

N∑
j=1
f
a
(N)
j
N

 ≤ |δ| sup|x|≤S
| f (x) − P(x)|
x2
,
10
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where
S = sup
N≥1
max
(
α−1,N
(
a(N)
)
, α+1,N
(
a(N)
))
≤
supN≥1
N∑
j=1
a
(N)
j
N

2
1/2
is finite since the last sum is assumed to converge when N goes to infinity. If f is
continuous and equal to zero in a neighborhood of zero, we can uniformly approx-
imate f (x)/x2 by a polynomial Q on the interval [−S, S], and then the supremum of
| f (x)−P(x)|/x2 on this interval can bemade arbitrarily small by takingP(x) = x2Q(x).
Hence,
N∑
j=1
f
a
(N)
j
N
 (14)
converges when N goes to infinity, for all continuous functions f equal to zero in
a neighborhood of zero. Now, let us assume that the upper and the lower limits
of α+
i,N(a
(N)) do not coincide for some index i ≥ 1. For c1 < c2 strictly between
the two limits (in particular c1 and c2 are positive), we can consider a continuous,
nondecreasing function f equal to zero on (−∞, c1] and to 1 on [c2,∞). Then, the
sum (14) should be larger than or equal to i for infinitely many values of N, and
smaller than or equal to i − 1 for infinitely many values of N, which contradicts its
convergence. Hence, α+
i,N
(a(N)) is necessarily convergent when N goes to infinity,
and the same should occur for α−
i,N(a
(N)). This proves the O-V conditions.

We are now ready to solve the case θ = ∞ of the main theorem. In this case, the
notion of consistent family of interlacing arrays does not involve any randomness:
a family {a(N)}N≥1 is consistent iff for all N ≥ 1, {a(N− j)}0≤ j≤N−1 is given by the roots of
the successive derivatives of some polynomial of degreeN. The main result of this
section is the following:
Proposition 2.4. For θ = ∞, all consistent families of interlacing arrays satisfy the O-V
conditions. Moreover, for allω ∈ Ω, there exists exactly one consistent family of interlacing
arrays whose limit point is ω.
Proof. If {a(N)}N≥1 is consistent, there exists a sequence (c j) j≥1 such that for allN ≥ 1,
a(N) is given by the roots of the polynomial
z 7→ z
N
N!
+
N∑
j=1
c j
zN− j
(N − j)! . (15)
We deduce that almost surely, each elementary symmetric function of the N points
of a(N)/N converges to a limitwhenN goes to infinity. Hence, byNewton’s identities,
the symmetric functions given by the sums of p-th power also converge for all p ≥ 1,
which implies the O-V conditions by the previous proposition. Knowing the limit
point of {a(N)}N≥1 implies that we know the limit of the sum of (a(N)j /N)p for all p ≥ 1:
11
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• For p ∈ {1, 2}, this comes from the definitions.
• For p ≥ 3, this comes from (13).
Hence, we know the limit of each elementary symmetric function of a(N)/N, which
determines the coefficients c j, and then the polynomials (15), and then their roots
{a(N)}N≥1. On the other hand, if ω ∈ Ω, one can construct a sequence {a˜(N)}N≥1
satisfying the O-V conditions with limit point ω, for example by taking Nα+
i
and
Nα−
i
for i ≤ N1/10, and each of the two values µN −
√
γ2N and µN +
√
γ2N a number
of times equal to N/2 +O(N1/10), for
µN = γ1 −
∑
1≤i≤N1/10
α+i −
∑
1≤i≤N1/10
α−i = O(N
1/10).
We know that for all p ≥ 1, the sum of the p-th powers of the points in a˜(N)/N
converges to a limit. Hence, the elementary symmetric functions also converge.
Now, for all N ≥ 1, the points in a˜(N) are the roots of some polynomial
z 7→ z
N
N!
+
N∑
j=1
c˜(N)
j
zN− j
(N − j)! ,
and the convergence of the symmetric functions implies that c˜(N)
j
tends to a limit c j
when N →∞. For N ≥ k ≥ 1, the polynomial
z 7→ z
k
k!
+
k∑
j=1
c˜(N)
j
zk− j
(k − j)!
is the (N − k)-th derivative of a polynomial whose roots (a˜(N)
j
)1≤ j≤N are real: hence,
it has real roots. Taking the limit of the coefficients when N goes to infinity, we
deduce by continuity that
z 7→ z
k
k!
+
k∑
j=1
c j
zk− j
(k − j)!
also has real roots for all k ≥ 1. Taking the roots of this polynomial for all k ≥ 1
defines a new family of interlacing arrays {a(N)}N≥1, for which the renormalized
symmetric functions converge to the same limits as for {a˜(N)}N≥1, since c˜(N)j and c j
have the same limit c j when N goes to infinity. Since {a˜(N)}N≥1 has limit point ω, the
limits of the sum of the p-th powers of the points in {a(N)/N}N≥1 and in {a˜(N)/N}N≥1
are both given by γ1 for p = 1, δ for p = 2, and (13) for p ≥ 3. The sequence
given by a(N)/N for N odd and a˜(N)/N for N even should then satisfy the O-V
conditions, which is only possible if {a(N)/N}N≥1 and {a˜(N)/N}N≥1 have the same limit
point, necessarily equal toω. Hence, {a(N)/N}N≥1 is a consistent family of interlacing
arrays with limit point ω. 
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The proposition we have just proven easily implies themain theorem for θ = ∞.
Indeed, for this parameter, the deterministic consistent families of interlacing arrays
are in bijection withΩ, the bijection being given by the limit point. Since the notion
of consistent families does not involve randomness when θ = ∞, the random
consistent families of interlacing arrays are in bijection with the random variables
with values in Ω. It is easy to deduce the classification of Theorems 1.13 and 1.15,
where the extremal measureMθω is the Diracmeasure at the deterministic consistent
family whose limit point isω, and themeasure Mθν is the law of a random consistent
family whose limit point follows the distribution ν. Moreover, if {a(N)}N≥1 is the
family corresponding to ω, and if a(N) is given by the roots of
z 7→ z
N
N!
+
N∑
j=1
c j
zN− j
(N − j)! ,
then the sum of the points in a(N) is equal to −Nc1, and then c1 = −γ1. We deduce
that all the diagonal entries are equal to −c1 = γ1.
3 The main steps of the proof for θ < ∞
Theorem 1.13 for finite θwill be deduced from the following propositions, proven
one by one in the next sections.
Proposition 3.1. Let {a(i)}i≥1 be a random family of interlacing arrays, which is assumed
to follow an extremal consistent distribution with parameter θ ∈ (0,∞). For N ≥ K ≥ 1,
we consider the restriction to the K first rows of the orbital distribution of top row a(N) and
parameter θ. Then, this random probability measure on W1×W2× · · ·×WK almost surely
converges in law to the distribution of {a(i)}1≤i≤K.
Proposition 3.2. Let {a(i)}i≥1 be a sequence such that a(i) ∈ Wi for all i ≥ 1, and let
θ ∈ (0,∞). For N ≥ K ≥ 1, we consider the restriction to the K first rows of the orbital
distribution of top row a(N) and parameter θ. We assume that for all K ≥ 1, this probability
measure converges in law to a limiting distribution when N goes to infinity. Then, the
sequence {a(i)}i≥1 satisfies the O-V conditions.
Proposition 3.3. Let {a(i)}i≥1 be a sequence such that a(i) ∈ Wi for all i ≥ 1. We assume
that the O-V conditions are satisfied, for a limit point ω ∈ Ω. Then, the assumptions
of Proposition 3.2 are satisfied, and there exists an extremal consistent distribution Mθω
on the infinite families of interlacing arrays, depending only on θ and ω, such that the
limiting distribution involved in the statement of Proposition 3.2 is the restriction of Mθω
to the K first rows, for all K ≥ 1. Moreover, under Mθω, the diagonal entries are i.i.d. with
characteristic function Fω,θ.
It is easy to prove Theorem 1.13 by combining the propositions above. In-
deed, Proposition 3.1 implies in particular that extremal consistent measures are
limits of at least one family of orbital measures, in the sense of convergence of
13
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finite-dimensional marginals. Proposition 3.2 then implies that the top rows of
such family of orbital measures should satisfy the O-V condition. Combining this
with Proposition 3.3 and the fact that distributions on infinite families of inter-
lacing arrays are uniquely determined by their finite-dimensional marginals, we
deduce that all extremal consistent measures are of the form Mθω for some ω ∈ Ω.
Conversely, as we have seen during the proof of Proposition 2.4, we can construct
a sequence satisfying the O-V conditions for any limit point, which shows, from
Proposition 3.3, thatMθω is well-defined and extremal for allω ∈ Ω. The distribution
of the diagonal entries is given in Proposition 3.3, and it implies that ω 7→ Mθω is
injective, and then from the facts just above, it is a bijection between Ω and the
set of extremal consistent measures on random families of interlacing arrays. This
completes the proof of Theorem 1.13.
Theorem 1.15 for finite θ can be deduced from the following propositions:
Proposition 3.4. Fix θ ∈ (0,∞). Then, there exists a measurable space W∞, such that the
following holds:
• The extremal consistent distribution on the infinite families of interlacing arrays, for
the parameter θ, are in bijection with W∞.
• For any consistent distribution M on the infinite families of interlacing arrays, for
the parameter θ, there exists a probability measure ν on W∞ such that for all events
E,
M[E] =
∫
W∞
Mw[E]dν(w),
where Mw is the extremal measure associated with w ∈ W∞ (for the parameter θ),
and where the map w 7→ Mw[E] is measurable.
Proposition 3.5. In Proposition 3.4, we can take for all θ ∈ (0,∞), W∞ = Ω, ω 7→ Mθω
being the bijection involved in the first item.
These two propositions immediately imply that all consistent distributions on
the infinite families of interlacing arrays are of the form Mθν for some probability
measure ν on Ω. Conversely, if ν is a probability measure on Ω, it is clear that the
formula (9) defines a probability distribution on the infinite families of interlacing
arrays, whose consistency is ensured by the linearity of (6) with respect to the
underlying probability measure. Theorem 1.15 is then proven, provided that the
map ν 7→ Mθν is injective. This is ensured by the following result, which is of interest
by itself:
Theorem 3.6. Let θ ∈ (0,∞], and let ν be a probability measure on Ω. Then, for an
infinite family of interlacing arrays following the distribution Mθν , the successive rows a.s.
satisfy the O-V conditions, and the corresponding limit point follows the distribution ν.
Proof. The case θ = ∞ is a consequence of the discussion at the end of Section 2, so
we can assume θ < ∞. Moreover, by linearity, we can suppose that ν is the Dirac
14
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distribution at some ω ∈ Ω, which imply that Mθν = Mθω is an extremal measure.
Under this measure, Propositions 3.1 and 3.2 together imply that the rows a.s.
satisfy the O-V conditions. Combining Propositions 3.1 and 3.3, we then deduce
that the rows follow the distribution Mθω′ , where ω
′ is the limit point of the rows.
In other words, we have Mθω = M
θ
ω′ , and then ω = ω
′, i.e. the limit point of the rows
is ω. 
It is now sufficient to prove the five propositions given in this section. Proposi-
tion 3.1 will be proven in Section 4, Proposition 3.2 in Section 5, Proposition 3.3 in
Section 6, Propositions 3.4 and 3.5 in Section 7.
4 The extremal consistent distributions as limits of orbital
distributions
In this section, we prove Proposition 3.1, which is an adaptation of Proposition 10.8
in [22] to our setting, see also [23] and the original paper of Vershik [32] where he
introduced this so-called ’ergodic method’.
ForN ≥ 1, let us denote byF−N the σ-algebra generated by the randomvariables
{a(i)}i≥N, and let F−∞ be the intersection of F−N forN ≥ 1. Let M be the law of {a(i)}i≥1,
and let A be an event in F−∞. If k ≥ 1, and if E is an event in F−k−1, we have, from
the Markov property satisfied by M and from the fact that A ∩ E ∈ F−k−1,
M[A ∩ E ∩ {a(k) ∈ X}] = EM
[
1A∩EΛθk+1,k(a
(k+1),X)
]
for any Borel set X ∈ Wk. Hence, if M(A) > 0 and if MA is the probability measure
given by the restriction of M to A, divided by M(A), we have
MA[E ∩ {a(k) ∈ X}] = EMA
[
1EΛ
θ
k+1,k(a
(k+1),X)
]
.
This shows that MA is a consistent distribution on the infinite families of interlacing
arrays. If A ∈ F−∞ is an event with probability strictly between 0 and 1, we can
apply the result toA andAc, which contradicts the assumption thatM is an extremal
measure, since
M = M(A)MA +M(A
c)MAc .
Hence, the σ-algebra F−∞ is trivial for the probability measure M.
Let f be a bounded functional which ismeasurable with respect to the σ-algebra
generated by {a(i)}1≤i≤K, for some finite K ≥ 1. We have that (EM[ f |F−N])N≥1 is a
bounded reversed martingale, which then tends a.s. to EM[ f |F−∞], which is EM[ f ]
since F−∞ is trivial.
For N ≥ K, let Ma(N) be the random orbital measure with top row a(N) and
parameter θ. From the Markov property, one gets a.s.:
E
M[ f |F−N] = EMa(N) [ f ]
15
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and then
E
M
a(N) [ f ] −→
N→∞
E
M[ f ].
Combining a suitable countable set of functionals f , we deduce that the restriction
of Ma(N) to the σ-algebra generated by {a(i)}1≤i≤K a.s. converges to the corresponding
restriction of M, which proves Proposition 3.1.
5 Necessity of the Olshanski-Vershik conditions for convergence of
orbital measures
In this section, we prove Proposition 3.2. In fact, it will be sufficient to consider the
distribution of the bottom entry a(1), given in the following proposition:
Proposition 5.1. Under the orbital distribution of top row (a1, . . . , aN) and parameter
θ ∈ (0,∞), the bottom entry has the distribution of ∑Nj=1 α(N)j a j, where (α(N)1 , . . . , α(N)N ) is
Dirichlet distributed, all parameters being equal to θ.
Proof. By Proposition 3.3 of [9] (see Proposition 6.6 below), the joint Laplace trans-
form of the diagonal entries, under an orbital measure whose top row has distinct
elements, is given by a multivariate Bessel function, which is symmetric with re-
spect to its arguments (see Theorem 6.2 below). By continuity, the condition that
the elements of the top row are distinct can be dropped. The diagonal entries are
then exchangeable, which in particular implies that the bottom entry has the same
law as sN − sN−1, where s j is the sum of the j elements of the j-th row. Now, from
the definition of the Dixon-Anderson conditional probability distribution, and the
relation between roots and coefficients of a polynomial, we have the identity in
distribution:
sN−1 =

N∑
j=1
α(N)
j

−1 
N∑
j=1
α(N)
j
∑
1≤k≤N,k, j
ak

and since
∑N
j=1 α
(N)
j
= 1,
sN−1 =
N∑
k=1
ak
∑
1≤ j≤N, j,k
α(N)
j
=
N∑
k=1
ak(1 − α(N)k ),
which gives
sN − sN−1 =
N∑
k=1
akα
(N)
k
.

We will also use the following lemma:
Lemma 5.2. If a sequence of real numbers converges modulo any non-zero real number,
then it converges.
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Proof. If (xn)n≥1 is a sequence converging modulo any non-zero real number, then
for all λ ∈ R, eıλxn converges to a limit uλ of modulus 1 when n goes to infinity. By
dominated convergence, for all λ0 > 0, and n such that xn , 0,
eıλ0xn − 1
ıxn
=
∫ λ0
0
eıλxndλ −→
n→∞
∫ λ0
0
uλdλ.
On the other hand, if the sequence (xn)n≥1 is unbounded, it is clear that zero is a
limit point of the left-hand side, which implies that∫ λ0
0
uλdλ = 0,
and then ∫ λ0
0
(1 +ℜ(uλ))dλ =
∫ λ0
0
(1 +ℑ(uλ))dλ = λ0,
for all λ0 > 0, i.e. the two measures on R∗+ with densities 1 +ℜ(uλ) and 1 + ℑ(uλ)
are equal to the Lebesgue measure. We deduce that for almost every λ > 0,
ℜ(uλ) = ℑ(uλ) = 0, which contradicts the fact that |uλ| = 1 for all λ ∈ R. Hence,
(xn)n≥1 is in the interval [−A,A] for some A > 0. Since it converges modulo 3A, it
converges. 
Now, let {a(i)}i≥1 be a sequence satisfying the assumptions of Proposition 3.2.
Taking the particular case K = 1, we deduce the convergence in law of
∑N
j=1 a
(N)
j
αN
j
when N goes to infinity. Equivalently,∑N
j=1 a
(N)
j
Γ
j
θ,1∑N
j=1 Γ
j
θ,1
converges in law, where (Γ
j
θ,1
) j≥1 are i.i.d. random variables with parameters θ
and 1. By the law of large numbers and Slutsky’s lemma,
∑N
j=1(a
(N)
j
/N)Γ
j
θ,1
also
converges in distribution, which means that
N∏
j=1
(1 − ıλa(N)
j
/N)−θ
converges when N →∞, for all λ ∈ R, the limit being continuous in λ.
Taking the squared modulus, we deduce that

N∏
j=1
(1 + λ2(a(N)
j
/N)2)

−θ
≤
1 + λ2
N∑
j=1
(a(N)
j
/N)2

−θ
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does not tend to zero for all λ, which implies that
∑N
j=1(a
(N)
j
/N)2 is bounded by some
constant K2 > 0. Expanding the power p/2 for integers p ≥ 1, we deduce
N∑
j=1
|a(N)
j
/N|p ≤ Kp
for p ≥ 2 even. This remains true for all reals p ≥ 2 by using Ho¨lder inequality.
Taking the logarithm of the convergence of the Fourier transform, we deduce that
either
−θ
N∑
j=1
log(1 − ıλa(N)
j
/N)
converges inR/2ıpiZ, or its real part goes to −∞. Expanding the logarithm, we get
that for |λ| ≤ 1/2K,
θ
∞∑
p=1
(iλ)p
p
S(N)p
converges in R/2ıpiZ, or has real part going to −∞, for
S(N)p :=
N∑
j=1
(a(N)
j
/N)p.
The real part cannot go to infinity, because λp|S(N)p | ≤ (λK)p ≤ 2−p for all p ≥ 2.
Hence, we have convergence. We also check (again by using that |λ| ≤ 1/2K), that
θ
∞∑
p=1
(ıλ)p
p
S(N)p = θıλS
(N)
1
+O(λ2K2),
and then, taking λ = λ0/q, q ≥ 1 integer, |λ0| ≤ 1/2K, and multiplying by q,
θıλ0S
(N)
1
+O(λ20q
−1K2)
converges modulo 2ıpiq, and a fortiori modulo 2ıpi, for all q ≥ 1 integer. The limit
points of θλ0S
(N)
1
modulo 2pi are then all in an interval of lengthO(λ20q
−1K2) for all q,
and then θλ0S
(N)
1
converges modulo 2pi. Since λ0 is an arbitrary small number, S
(N)
1
converges modulo any non-zero real number, when N goes to infinity. By Lemma
5.2, S(N)
1
converges when N →∞. We deduce that
θ
∞∑
p=2
(ıλ)p
p
S(N)p =
(iλ)2
2
S(N)
2
+O(|λ|3K3)
converges modulo 2ıpi. Taking the real part, dividing by λ2, and letting λ→ 0, we
deduce that S(N)
2
converges whenN goes to infinity. We now have the convergence
modulo 2ıpi of
θ
∞∑
p=3
(iλ)p
p
S(N)p =
(ıλ)3
3
S(N)
3
+O(λ4K4)
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which shows that with the notation above,
(ıλ0)3
3
S(N)
3
+O(λ40q
−1K4)
converges modulo 2ıpiq3 and then modulo 2ıpi, which implies S(N)3 converges mod-
ulo any non-zero real number, and then converges when N goes to infinity. Re-
peating this procedure, we deduce that S(N)p converges for all integers p ≥ 1. From
Proposition 2.3, the O-V conditions are satisfied.
6 Sufficiency of theOlshanski-Vershik conditions for convergence of
orbital measures
In this section, we will prove Proposition 3.3. This will be done in several steps.
6.1 Convergence in law of the bottom entry
Wewill first show the convergence in law of the bottom entry. This is a consequence
of the following result:
Proposition 6.1. Let θ ∈ (0,∞), and let {a(i)}i≥1 be a sequence such that a(i) ∈ Wi for all
i ≥ 1, and such that the O-V conditions are satisfied, for a limit pointω ∈ Ω. Let d(N)
1
be the
bottom entry (or equivalently, the first diagonal entry) of an orbital family of interlacing
arrays with top row a(N) and parameter θ. Then, the Laplace transform y 7→ E[eyd(N)1 ] is
well-defined everywhere and converges to y 7→ Fω,θ(−ıy), uniformly in compact sets of the
strip
Sω,θ =
{
y ∈ C
∣∣∣∣∣|ℜ(y)| < θmax{α+
1
, α−
1
}
}
.
Proof. If we take the notation of the previous section, and if for p ≥ 1, we denote
by κp the cumulant of order p, then we get
κp
(Nθ)−1
N∑
j=1
a(N)
j
Γ
j
θ,1
 = θ−pS(N)p κp(Γ1θ,1).
We deduce, from the O-V conditions,
κ1
(Nθ)−1
N∑
j=1
a(N)
j
Γ
j
θ,1
 −→N→∞ γ1,
κ2
(Nθ)−1
N∑
j=1
a(N)
j
Γ
j
θ,1
 −→N→∞ θ−1δ = θ−1
γ2 +∑
i
(α+i )
2 +
∑
i
(α−i )
2

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and by using (13),
κp
(Nθ)−1
N∑
j=1
a(N)
j
Γ
j
θ,1
 −→N→∞ (p − 1)!θ1−p
∑
i
(α+i )
p +
∑
i
(α−i )
p

for p ≥ 3. On the other hand, for x ∈ C sufficiently close to zero, we get, by
expanding the logarithms of the factors of Fω,θ:
Fω,θ(x) = exp
ıγ1x − γ22θx2 +
∑
p≥2
θ1−p
∑
i
(α+i )
p +
∑
i
(α−i )
p
 (ıx)pp
 .
This shows that the right-hand side of the convergence statements just above cor-
respond to the cumulants of a random variable X with characteristic function
Fω,θ. Hence, the moments of (Nθ)−1
∑N
j=1 a
(N)
j
Γ
j
θ,1
converge to the corresponding
moments of X. Moreover, since the series giving Fω,θ converges in the neighbor-
hood of zero, X has some exponential moments, and then it is characterized by its
moments, which shows that (Nθ)−1
∑N
j=1 a
(N)
j
Γ
j
θ,1
tends to X in distribution. Since
(Nθ)−1
∑N
j=1 Γ
j
θ,1
converges a.s. to 1 by the law of large numbers, Proposition 5.1
and Slutsky’s lemma imply that d(N)
1
converges to X in distribution, which implies
the convergence of E[eyd
(N)
1 ] to Fω,θ(−ıy) for each y ∈ ıR.
Now, y 7→ E[eyd(N)1 ] is a well-defined and entire function for each N ≥ 1, since
d(N)
1
is a.s. in the interval between the two extremal entries of a(N). Moreover, if we
fix y and y0 such that 0 < |y| < y0 < θmax{α+
1
,α−
1
} , then by the O-V conditions, we have
|ya(N)
j
/(Nθ)| < |y|/y0 < 1 as soon as N is large enough, which implies
E[e
yΓ
j
θ,1
a
(N)
j
/(Nθ)
] =
(
1 − ya(N)
j
/(Nθ)
)−θ
= exp
(
ya(N)
j
/N +Oθ,y,y0
((
a(N)
j
/N
)2))
,
and then
E[e
y
∑N
j=1 Γ
j
θ,1
a
(N)
j
/(Nθ)
] = exp
(
yS(N)
1
+Oθ,y,y0(S
(N)
2
)
)
,
which shows, because of the O-V conditions, that
sup
N≥1
E[e
y
∑N
j=1 Γ
j
θ,1
a
(N)
j
/(Nθ)
] < ∞.
By Proposition 5.1 and the beta-gamma algebra, we deduce that
sup
N≥1
E[eyd
(N)
1
(Γ
j
Nθ,1
/Nθ)] < ∞,
and then, applying this result to y and −y,
sup
N≥1
E[cosh(yd(N)
1
(Γ
j
Nθ,1
/Nθ))] < ∞,
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where Γ
j
Nθ,1
is a gamma variable of parametersNθ and 1, independent of d(N)
1
. Since
the probability that Γ
j
Nθ,1
is larger that Nθ is bounded away from zero (it is never
zero and it tends to 1/2 by the central limit theorem), we deduce
sup
N≥1
E[cosh(yd(N)
1
)] < ∞.
Since y can be any element strictly smaller than θ
max{α+
1
,α−
1
} , we deduce that y 7→
E[eyd
(N)
1 ] is bounded in compact sets of Sω,θ, independently of N. By Montel’s
theorem, each subsequence of (y 7→ E[eyd(N)1 ])N≥1 has a sub-subsequence converging
uniformly on compact sets of Sω,θ towards some limiting holomorphic function.
From the point-wise convergence on the imaginary axis proven above, the limit is
necessarily equal to y 7→ Fω,∞(−ıy) on the imaginary axis, and then on all Sω,θ by
analytic continuation. This is enough to prove Proposition 6.1.

6.2 MultivariateBessel functions, Dunkl transforms and theorbital beta
process
In order to prove the convergence of the joint distribution of the K first rows for
all K ≥ 1, we will need some background and results on the multivariate Bessel
functions and Dunkl transforms whose connections with the orbital beta process
will be key to our analysis. The references from which we draw the facts stated
here are [10], [24], [12], [29], [28] and the exposition in [9] that we follow at places.
In this section, we fix a parameter θ ∈ (0,∞).
6.2.1 Multivariate Bessel functions
We define the Dunkl operators of type A:
Tθi =
∂
∂xi
+ θ
∑
j,i
1
x j − xi (1 − di j), 1 ≤ i ≤ N,
where di j acts by permuting the variables xi and x j. These operators commute for
any i, j: Tθ
i
Tθ
j
= Tθ
j
Tθ
i
, see [12].
Now, for any fixed a1, · · · , aN ∈ C consider the following system of differential
equations (unambiguously defined by commutativity of the Tθ
i
’s):
P
(
Tθ1 , · · · ,TθN
)
F(x) = P (a1, · · · , aN)F(x), for all symmetric polynomials P. (16)
Then, we have the following theorem, see [24], [10]:
Theorem 6.2. For any fixed a1, · · · , aN ∈ C, there exists a unique solution F(y1, · · · , yN)
symmetric with respect to the variables y1, · · · , yN and normalized by F(0, · · · , 0) = 1. For
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a = (a1, · · · , aN) and y = (y1, · · · , yN), we denote this solution by Ba(y;θ) and call it a
multivariate Bessel function.
Moreover, the map (a, y) 7→ Ba (y;θ) admits an extension to a holomorphic function
in 2N variables and B(a1,··· ,aN)(y1, · · · , yN) is also symmetric with respect to the variables
a1, · · · , aN.
We also record the following useful property ofBa(y;θ), see Corollary 3.7 in [9].
Lemma 6.3. For any complex numbers a1, · · · , aN, y1, · · · , yN, c ∈ C we have:
B(ca1 ,··· ,caN)(y1, · · · , yN;θ) = B(a1 ,··· ,aN)(cy1, · · · , cyN;θ).
6.2.2 Dunkl transforms
Let θ ∈ (0,∞). Define the weight function wθ
N
(·) on RN:
wθN(x1, · · · , xN) =
∏
1≤i< j≤N
|xi − x j|2θ. (17)
Then, we consider a symmetrized version of the Dunkl transform Dθ
N
, defined on
functions f ∈ L1
(
RN,wθ
N
(x)dx
)
as follows (see [28], [10], [29]):
D
θ
N
[
f
]
(λ) =
∫
RN
f (x)B−ıλ (x;θ)wθN(x)dx, λ ∈ RN. (18)
We also define the Dunkl transformsDθ
N
and Eθ
N
for a probability measure µ onRN:
DθN[µ](y) =
∫
RN
Bıa(y;θ)dµ(a), y ∈ RN,
EθN[µ](λ) =
∫
RN
B−ıλ(y;θ)dµ(y), λ ∈ RN.
The transform Eθ
N
is a symmetric version of what is usually referred to in the
literature as the Dunkl transform for measures. In this work, we will make heavy
use of Dθ
N
. It should be thought of as the right analogue of the Fourier transform
(equivalently characteristic function) in our setting.
We have the following basic properties of Dθ
N
:
Proposition 6.4. Let µ is a probability measure on RN, invariant by permutation of the
coordinates, and let f ∈ L1
(
RN,wθ
N
(x)dx
)
.
(1) The function Dθ
N
[µ] is continuous and its modulus is bounded by 1.
(2) We have: ∫
RN
DθN[µ](y) f (y)w
θ
N(y)dy =
∫
RN
D
θ
N
[
f
]
(−λ)dµ(λ).
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(3) The measure µ is uniquely determined by Dθ
N
[µ].
Proof. Part (1) follows from the estimate in Theorem 2.2 in [29] (which also follows
from the representation in Proposition 6.6 below) and the dominated convergence
theorem.
For Part (2), we use Fubini’s theorem, which is applicable because of the same
estimate: ∫
RN
DθN
[
µ
]
(y) f (y)wθN(y)dy =
∫
RN
∫
RN
Bıλ(y;θ)dµ(λ) f (y)w
θ
N(y)dy
=
∫
RN
D
θ
N
[
f
]
(−λ)dµ(λ).
For Part (3), if Dθ
N
[µ] = Dθ
N
[ν] for two probability measures µ and ν, invariant
by permutation of the coordinates, then by using Part (2), we get for any f ∈
L1
(
RN,wθ
N
(x)dx
)
: ∫
RN
D
θ
N
[
f
]
(−λ)dµ(λ) =
∫
RN
D
θ
N
[
f
]
(−λ)dν(λ).
The fact that µ = ν follows because Dθ
N
[
L1
(
R
N,wθ
N
(x)dx
)]
contains the symmetric
Schwartz space, i.e. the space of functions from RN to C whose derivatives have
rapid decay and which are invariant by permutation of the coordinates. This last
fact is true because the symmetric Schwartz space is invariant under Dθ
N
, due to an
inversion formula for this transform: see [9], [10] and [29]. 
We have the following analogue of Levy’s continuity theorem:
Proposition 6.5. Let
(
µn
)
n≥1 be a family of probability measures on R
N, invariant by
permutation of the coordinates, such that Dθ
N
[µn] converges pointwise to a function φ :
R
N → C that is continuous at 0 with φ (0) = 1. Then, there exists a unique probability
measure µ on RN, invariant by permutation of the coordinates, such that Dθ
N
[µ] = φ, and
µn tends weakly to µ.
Proof. The same statement where Dθ
N
is replaced by the usual Dunkl transform
and the measures are not supposed to be invariant by permutation corresponds
to Part (2) of Theorem 2.7 in [29]. If we assume that the measures are invariant
by permutation, than we can symmetrize the Dunkl transform without changing
the quantities which are involved, and we get our claim for Eθ
N
instead of Dθ
N
. The
proof for Dθ
N
is completely analogous. From the properties in Proposition 6.4, the
proof carries over from the classical case: see for example Theorem 23.8 in [5]. 
6.2.3 The orbital beta process and Bessel functions
The connectionofmultivariateBessel functions to theorbital betaprocess is through
the following, see [9], [14]:
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Proposition 6.6. Let y1 · · · , yN ∈ C and a ∈WN. Then,
Ba
(
y1, · · · , yN;θ) = E
exp

N∑
k=1
ykdk

 (19)
where (dk)1≤k≤N are the diagonal entries of an orbital beta process of parameter θ and top
row a.
This result has originally been proven for awith distinct entries, but this condi-
tion canbedroppedby continuity, since thediagonal entries are uniformlybounded
when a is restricted to any compact subset of WN. In the next subsection, we will
prove a limit theorem for the function Ba(N) , when (a
(N))N≥1 is a sequence satisfying
the O-V conditions. For N ≥ m ≥ 1, a ∈WN, y1, . . . , ym ∈ C, we will denote
BNa
(
y1, · · · , ym;θ) := Ba (y1, · · · , ym, 0N−m;θ) ,
where 0N−m denotes a sequence of N −m coordinates equal to 0.
Proposition 6.7. Let K ≥ 1 and suppose {a(N)}N≥1 is a sequence following the O-V
conditions, with limit point ω ∈ Ω. Then,
BN
a(N)
(
y1, · · · , yK;θ) −→
N→∞
K∏
j=1
Fω,θ(−ıy j) (20)
uniformly on compacts in:
S
K
ω,θ =
{
(y1, · · · , yK) ∈ CK
∣∣∣∣∣|ℜ(yi)| < θKmax{α+
1
, α−
1
} , 1 ≤ i ≤ K
}
.
Let us now prove that Proposition 3.3 can be deduced from Proposition 6.7.
Indeed, integrating the result of Proposition 6.6 with respect to the distribution of
a˜(m), we get
E[Ba˜(m)
(
y1, · · · , ym;θ)] = E
exp

m∑
k=1
ykdk


where (dk)1≤k≤m are the m first diagonal entries of any consistent, random family of
interlacing arrays of parameter θ and length at least m, a˜(m) being its mth row.
For N ≥ K ≥ 1, we apply this to an orbital beta process with top row a(N),
successively for m = N and m = K, with yk = 0 when m = N and k > K, and we
deduce
E[Ba˜(N,K)
(
y1, · · · , yK;θ)] = BNa(N) (y1, · · · , yK;θ) ,
where a˜(N,K) is the Kth row of this orbital beta process. If we denote by µN,K(·) =
Λθ
N,K
(
a(N), ·
)
the distribution of a˜(N,K) and if µN,K,sym is the law obtained from µN,K by
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permuting the coordinates, independently and uniformly at random, we get, using
Lemma 6.3, for all y ∈ RK,
DθK[µN,K,sym](y) =
∫
RK
Bıa(y;θ)dµN,K,sym(a) =
∫
RK
Ba(ıy;θ)dµN,K,sym(a).
By symmetry of the multivariate Bessel function with respect to the coordinates of
a, we can replace µN,K,sym by µN,K in the last expression, which implies
DθK[µN,K,sym](y) = E[Ba˜(N,K)(ıy;θ)] = B
N
a(N)
(
ıy;θ
) −→
N→∞
K∏
j=1
Fω,θ(y j). (21)
This convergence implies the convergence of µN,K,sym by using Proposition 6.5. We
have thenproven the convergence of thedistribution of theKth rowunder the orbital
distribution of parameter θ and top row a(N). By the Markov property satisfied by
all consistent families of interlacing arrays, we deduce the convergence of the
joint distribution of the K first rows to a consistent family of interlacing arrays
of length K, for any finite K ≥ 1. The limiting distributions for different values
of K are compatible, which shows, by using Kolmogorov’s extension theorem,
that they all come from the law of an infinite consistent family of interlacing
arrays. For this infinite family, the joint law of the K first diagonal entries is
necessarily the limit of the corresponding distribution for the orbital process with
top row a(N). Now, by Proposition 6.6, this distribution has a Fourier transform
given by (y1, . . . , yK) 7→ BNa(N)
(
ıy1, · · · , ıyK;θ), which converges to∏Kj=1 Fω,θ(y j), and
then under the limiting infinite family, the diagonal entries are i.i.d. with Fourier
transform Fω,θ. The only result in Proposition 3.3 which remains to be proven is
the fact that the law of the limiting infinite family depends only on θ and ω, and is
extremal in the set of consistent distributions.
For the first part of the statement, it is enough to show that the law of an
infinite consistent family (a˜(i))i≥1 of interlacing arrays is uniquely determined by
the joint law of its diagonal entries. This is checked as follows: if the law of the
diagonal entries is determined, then E[Ba˜(m)
(
y1, · · · , ym;θ)] is determined for all
m ≥ 1, y1, · · · , ym ∈ C, which fixes the Dunkl transform Dθm of the symmetrized
distribution of a˜(m), and then the law of a˜(m) by Proposition 6.4. The joint law of
(a˜(i))1≤i≤m is then fixed by the Markov property, which determines the law of (a˜(i))i≥1
since m is arbitrary.
For the extremality, we proceed as follows: we first observe that taking the
distribution of the diagonal entries induces a map ρ1 from the consistent distribu-
tions on the infinite families of interlacing arrays to the exchangeable probability
measures on the sequences of real numbers, the exchangeability coming from
Proposition 6.6 and the fact that the multivariate Bessel functions are symmetric
in their arguments. It is clear that ρ1 preserves convex combinations of measures,
moreover, it is injective since we have seen that the law of an infinite consistent
family of interlacing arrays is uniquely determined by the joint law of its diagonal
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entries. Moreover, de Finetti’s theorem, see [1], provides a natural bijection ρ2 from
the exchangeable probability measures on the sequences of real numbers to the
probability measures on the space of probability measures onR, this map also pre-
serving convex combinations, and sending the law of i.i.d. random variables with
law µ to the Dirac mass at the probability measure µ. Since ρ2 ◦ ρ1 is injective and
preserves convex combinations, it sends non-extremal measures to non-extremal
measures. In order to prove the extremality of Mθω, it is then enough to prove the
extremality of ρ2 ◦ ρ1(Mθω), i.e. the image by ρ2 of the joint law of the diagonal
entries under Mθω. Now, we have shown that the diagonal entries are i.i.d., and
then ρ2 ◦ ρ1(Mθω) is the Dirac mass at some probability measure, i.e. it is extremal.
Finally, for an extremal measure Mθω we record here a formula for M
θ
ω,K,sym, its
symmetrized projection on theKth row of the interlacing array. This is characterized
through its Dunkl transform which is given explicitly by, see display (21):
DθK
[
M
θ
ω,K,sym
]
(y1, · · · , yK) =
K∏
j=1
Fω,θ(y j). (22)
6.3 Proof of convergence of the Bessel functions
In this subsection, we prove Proposition 6.7, which by the discussion just above,
completes the proof of Proposition 3.3. We start by showing a property of uniform
boundedness on compact sets:
Proposition 6.8. Let K ≥ 1 and suppose that {a(N)}N≥1 is an sequence following the O-V
conditions, with limit point ω ∈ Ω. Then, BN
a(N)
is uniformly bounded on any compact set
of SK
ω,θ
, independently of N ≥ K.
Proof. By Proposition 6.6, we have
BN
a(N)
(y1, . . . , yK) = E
exp

K∑
k=1
ykdk


where d1, . . . , dK are the K first diagonal entries of an orbital beta process with top
row a(N). Using Ho¨lder inequality, we get
|BN
a(N)
(y1, . . . , yK)| ≤
K∏
k=1
(E[eKℜ(yk)dk])1/K.
Since BN
a(N)
is symmetric with respect to its arguments, d1, . . . , dK are exchangeable
and a fortiori have the same law, which implies
|BN
a(N)
(y1, . . . , yK)| ≤
K∏
k=1
(E[eKℜ(yk)d1])1/K.
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Now, for (y1, . . . , yK) in a given compact set of SKω,θ, the quantities Kℜ(yk) ∈ Sω,θ for
1 ≤ k ≤ K remain in some compact set ofSω,θ, which gives the uniformboundedness
of |BN
a(N)
(y1, . . . , yK)| by Proposition 6.1. 
The uniform boundedness of BN
a(N)
on compact sets of SK
ω,θ
shows (by Cauchy’s
formula) that all the partial derivatives of BN
a(N)
are also uniformly bounded on
compact sets, and then the sequence (BN
a(N)
)N≥1 is equicontinuous on compact sets.
From any subsequence, one can then extract a sub-subsequence which converges
uniformly in compact sets. It is enough to show that the only possible limit of
such sub-subsequence is (y1, . . . , yK) 7→
∏K
j=1 Fω,θ(−ıy j). Now, since the diagonal
entries are uniformly bounded for fixed N, the functions BN
a(N)
are entire, and then
any limit of a subsequence which is uniform in compact sets of SKω,θ should be
holomorphic in SK
ω,θ
. By analytic continuation, it is then enough to show that all
limits of subsequences should be equal to
∏K
j=1Fω,θ(−ıy j) for (y1, . . . , yK) in some
product of segments of the real line which are sufficiently close to zero. This is
ensured by the following result:
Proposition 6.9. Let K ≥ 1 and suppose {a(N)}N≥1 is an O-V sequence with corresponding
point ω ∈ Ω. Let y1, · · · , yK be real numbers such that:
θ
2Kmax{α+
1
, α−
1
} > y1 > y2 > · · · > yK > 0,
and for K ≥ 3,
y1 − y2 > y3, y2 − y3 > y4, · · · , yK−2 − yK−1 > yK.
Then,
lim
N→∞
BN
a(N)
(−y1, · · · ,−yK) −→
N→∞
K∏
j=1
Fω,θ(ıy j). (23)
The main tool we use for its proof is the following result, proven in Section 5 of
[9], that gives an integral expression for a product of two Bessel functions.
Theorem 6.10. Let a ∈ WN and m,N ∈ N such that 1 ≤ m ≤ N − 1. Consider any real
numbers:
y1 > y2 > · · · > ym > y > 0,
min
i=1,2,··· ,m−1
(yi − yi+1) > y.
We write y =
(
y1, · · · , ym, y) and z = (z1, · · · , zm). Then, we have:
BNa
(−y1, · · · ,−ym;θ)BNa (−y;θ) = Γ (Nθ)
Γ ((N −m)θ) Γ (θ)m
∏
1≤i< j≤m
(
yi − y j
)1−2θ
ymθ
(
y1 · · · ym)θ (24)
×
∫
· · ·
∫
Gθy(z)Fy(z)
θ(N−m)−1BNa
(−(y1 + z1), · · · ,−(ym + zm),−y + (z1 + · · · + zm);θ) m∏
i=1
zθ−1i dzi
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where the domain of integrationKy is the compact subset ofRm defined by the inequalities:
z1, · · · , zm ≥ 0,
y ≥ z1 + · · · + zm,
and the functions Gθy(z), Fy(z) are given by (with ym+1 = y− (z1 + · · · + zm) and zm+1 = 0):
Gθy(z) =
∏
1≤i< j≤m
(
yi − y j + zi
)θ−1 ∏
1≤i< j≤m+1
(
yi − y j + zi − z j
) (
yi − y j − z j
)θ−1
,
Fy(z) =
(
1 − (z1 + · · · + zm) /y) m∏
i=1
(
1 + zi/yi
)
.
Proof of Proposition 6.9. The case K = 1 is already covered by Proposition 6.1, be-
cause of Proposition 6.6. We will deduce the general case by induction on K: we
assume the result for K = m ≥ 1 and we deduce it for K = m + 1.
We consider real numbers y1, · · · , ym, y so that:
θ
2(m + 1)max{α+
1
, α−
1
} > y1 > y2 > · · · > ym > y > 0,
and
y1 − y2 > y3, y2 − y3 > y4, · · · , ym−2 − ym−1 > ym, ym−1 − ym > y
if m ≥ 2. We then apply the formula in Theorem 6.10. From Stirling’s formula, we
have the following asymptotic for the pre-factor:
Γ(θN)
Γ((N −m)θ) = (Nθ)
mθ(1 +O(N−1))
for fixedm and θ. Now, using the induction hypothesis on the left hand side of (24)
and Lemma 6.11 and Lemma 6.12 below on the right hand side, the conclusion of
the proposition immediately follows. It thus suffices to prove these two auxiliary
results. 
Lemma 6.11. Denote by Sθ,y,a(N)(z) the integrand in (24) for a = a
(N), and let 1
2
< u < 1.
Then, for fixed u, θ and y =
(
y1, · · · , ym, y),
Nmθ
∣∣∣∣∣
∫
· · ·
∫
Ky\[0,N−u]m
Sθ,y,a(N)(z)dz
∣∣∣∣∣ −→N→∞ 0.
Lemma 6.12. Denote by Sθ,y,a(N)(z) the integrand in (24) for a = a
(N), and let 1
2
< u < 1.
Then, for fixed u, θ and y,
∫ N−u
0
· · ·
∫ N−u
0
Sθ,y,a(N)(z)dz =
(Nθ)−mθ Γ(θ)mymθ
∏m
i= y
θ
i∏
1≤i< j≤m(yi − y j)1−2θ
(
BN
a(N)
(−y;θ) +O(N−u +N1−2u)) .
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Proof of Lemma 6.11. We clearly have, by continuity of G and the fact that Ky is
compact:
sup
z∈Ky
|Gθy(z)| < ∞.
Moreover, fromProposition6.8,wehave, since
(−(y1 + z1), · · · ,−(y − (z1 + · · · + zm)))
remains in some compact subset of Sm+1
ω,θ
when z ∈ Ky,
sup
N≥m+1
sup
z∈Ky
|BN
a(N)
((−(y1 + z1), · · · ,−(y − (z1 + · · · + zm))) ;θ) | < ∞.
Thus, it suffices to show:∫
· · ·
∫
Ky\[0,N−u]m
∣∣∣Fy(z)∣∣∣θ(N−m)−1 m∏
i=1
zθ−1i dzi = o(N
−mθ).
when N goes to infinity. We can drop the absolute values since Fy(z) is positive
in the range of integration. Moreover, it is easy to show that Fy(z) is monotone
decreasing with respect to z1, · · · , zm. In particular, for any z ∈ Ky\[0,N−u]m, there
exists some 1 ≤ i ≤ m such that zi > N−u and if we let di be the corresponding unit
vector in the ith coordinate, then we have:
Fy(z) ≤ Fy(di) =
(
1 −N−uy−1
) (
1 +N−uy−1i
)
.
Thus, it suffices to show:
m∑
i=1
[(
1 −N−uy−1
) (
1 +N−uy−1i
)]θ(N−m)−1∫ · · ·∫
Ky∩{z∈Rm+ |zi≥N−u}
m∏
j=1
zθ−1j dz j = o(N
−mθ).
This is clearly true since each integral in the sum is bounded by∫ y
0
· · ·
∫ y
0
m∏
i=1
zθ−1i dzi =
(
yθ
θ
)m
and for N large enough in order to have θ(N −m) − 1 ≥ 0,[(
1 −N−uy−1
) (
1 +N−uy−1i
)]θ(N−m)−1 ≤ exp (N−u(y−1i − y−1)(θ(N −m) − 1))
which has rapid decay when N →∞ since y−1
i
− y−1 < 0 and u < 1. 
Proof of Lemma 6.12. We have, for 0 ≤ zi ≤ N−u:
BN
a(N)
(−(y1 + z1), · · · ,−(ym + zm),−(y − (z1 + · · · + zm));θ) = BNa(N) (−y1, · · · ,−ym,−y;θ)
+O
 m∑
i=1
|zi| sup
t∈[0,1]
∣∣∣∣∣ ∂∂ziBNa(N) (−(y1 + tz1), · · · ,−(ym + tzm),−(y − t(z1 + · · · + zm));θ)
∣∣∣∣∣
 .
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For fixed u, θ and y, we know that the argument in BN
a(N)
in the last error term
remains in some compact subset of Sm+1ω,θ if N is large enough, and then the partial
derivatives of BN
a(N)
remain uniformly bounded by Proposition 6.8 and Cauchy
integral formula. We then get, for N large enough,
BN
a(N)
(−(y1 + z1), · · · ,−(ym + zm),−(y − (z1 + · · · + zm));θ)
= BN
a(N)
(−y1, · · · ,−ym,−y;θ) +O(N−u).
Moreover, for (z1, · · · , zm) ∈ [0,N−u]m we have:
Gθy(z) =
m∏
i=1
(
yi − y)θ ∏
1≤i< j≤m
(yi − y j)2θ−1(1 +O(N−u)), Fy(z)−θm−1 = 1 +O(N−u).
Thus, it suffices to prove that:∫ N−u
0
· · ·
∫ N−u
0
Fy(z)
Nθ
m∏
i=1
zθ−1i dzi =
Γ(θ)mymθ(y1 · · · ym)θ
(Nθ)mθ
∏m
i=1(yi − y)θ
(
1 +O(N1−2u)
)
.
Towards this end, we use the Taylor expansion around the origin 0 = (0, · · · , 0) in
order to get, for (z1, · · · , zm) ∈ [0,N−u]m,
log(Fy(z)) = −
m∑
i=1
zi(y
−1
i − y−1) +O(N−2u),
and then, since u > 1/2,
Fy(z)
Nθ =
m∏
i=1
exp
(
−Nθ(yi − y)
yyi
zi
)
×
(
1 +O
(
N1−2u
))
.
The claim then follows by observing that:
∫ N−u
0
exp
(
−Nθ(yi − y)
yyi
zi
)
zθ−1i dzi =
(yyi)
θ
(Nθ)θ(yi − y)θ
∫ Nθ(yi−y)
yyi
N−u
0
exp (−ti) tθ−1i dti
=
(yyi)
θ
(Nθ)θ(yi − y)θ
Γ(θ) −
∫ ∞
Nθ(yi−y)
yyi
N−u
exp (−ti) tθ−1i dti

the last integral decaying rapidly when N→∞, since u < 1. 
7 The disintegration of consistent distributions
The goal of this section is to prove Propositions 3.4 and 3.5. For this purpose, we
will use abstract and technical results, which are for example developed byWinkler
in [33].
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Proof of Proposition 3.4. Let us fix θ ∈ (0,∞). We consider a category B defined as
follows: its objects are given by standard Borel spaces, and its morphisms are given
by the Markov kernels. Among the objects, we have the spaces (WN)N≥1, endowed
with their Borel σ-algebra, and for any N ≥ K ≥ 1, we have a morphism Λθ
N,K: it is
clear that these morphisms are compatible, i.e. Λθ
K,L◦ΛθN,K = ΛθN,L forN ≥ K ≥ L ≥ 1.
We then define the notion of limit object as follows:
Definition 7.1. A limit object of (WN)N≥1 and (ΛθN,K)N≥K≥1 in B consists of an object
W∞ = lim
←
WN of B, and Markov kernels (i.e. morphisms) Λθ∞,N : W∞ → WN such that
for N ≥ K ≥ 1, Λθ
N,K ◦ Λθ∞,N = Λθ∞,K. Moreover, if an object W˜∞ of B and Markov kernels
Λ˜θ∞,N : W˜
∞ → WN satisfy the same condition, then there exists a unique Markov kernel
ΛW˜
∞
W∞ : W˜
∞ →W∞ such that Λ˜θ∞,N = Λθ∞,N ◦ΛW˜
∞
W∞ .
By a general result of Winkler (see Theorem 4.1.3 in [33]), the limit exists and
it is unique up to a Borel isomorphism. The space W∞ can be obtained by the
following construction. Observe that the Markov kernels (Λθ
N+1,N
)N≥1 induce the
chain of affine mappings:
Mp
(
W1
)
←Mp
(
W2
)
← · · · ←Mp
(
WN
)
←Mp
(
WN+1
)
← · · · ,
where Mp (WN) is the simplex of probability measures on WN equipped with the
weak topology. Consider the spaceW =∏∞N=1Mp (WN)with the product topology
and define the inverse system of simplices (not to be confused with the limit in the
measurable category B):
lim
←
Mp
(
WN
)
=
{
{µN}N≥1 ∈ W : µN+1ΛθN+1,N = µN ,∀N ≥ 1
}
,
consisting of coherent sequences of probability measures. By Theorem 3.2.3 in
[33] (see also Corollary 3.2.5 and step 3 in the proof of Theorem 4.1.3 therein), the
convex set lim
←
Mp (WN) is actually a Polish simplex. Moreover, by steps 3 and 4
in the proof of Theorem 4.1.3 on page 103 of [33] (see also second paragraph on
page 109 of [33]) its extreme points coincide with W∞; this is exactly how W∞ is
constructed. Thus, we have:
Proposition 7.2. Fix θ ∈ (0,∞). Then, we can take, where Ex denotes the set of extremal
points,
W∞ = lim
←
WN := Ex
(
lim
←
Mp
(
WN
))
, (25)
and for w ∈ W∞ corresponding to (µN)N≥1 ∈ Ex
(
lim
←
Mp (WN)), the Markov kernels are
given by Λθ∞,N (w, ·) = µN (·).
By the fact that the space lim
←
Mp (WN) is a Polish simplex, we deduce (see
Corollary 3.2.5 in [33]):
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Proposition 7.3. Fix θ ∈ (0,∞). For any coherent sequence {MN}N≥1 ∈ lim← Mp
(
WN
)
there exists a unique probability measure νM on W∞ such that for all N ≥ 1 and all Borel
sets E ⊂ WN,
MN(E) =
∫
W∞
dνM(w)Λθ∞,N (w,E) , ∀N ≥ 1, (26)
the map w 7→ Λθ∞,N (w,E) being measurable.
As we have seen in the introduction, the coherent sequences of probability
measures are in canonical bijection with the distributions of consistent infinite
families of interlacing arrays. This bijection preserves the convex combinations
and the extremality. Moreover, if M is the image of {MN}N≥1, and the extremal
measure Mw is the image of the extremal sequence (Λ
θ
∞,N (w, ·))N≥1, we get
M[E] =
∫
W∞
Mw[E]dν
M(w), (27)
for all events E which are measurable with respect to the σ-algebra generated by
the Nth row, N being any positive integer. On the other hand, since Mw is the
distribution of a consistent infinite family of interlacing arrays for all w ∈W∞, it is
easy to check that
E 7→
∫
W∞
Mw[E]dν
M(w)
also defines a consistent distribution. Under this distribution and under M, each
of the rows has the same law. By the Markov property, the joint law of finitely
many rows is also the same, and by the monotone class theorem, (27) holds for
all measurable events E on infinite interlacing arrays, which proves Proposition
3.4. 
Proof of Proposition 3.5. Let us assume that W∞ is constructed as in the proof of
Proposition 3.4. From Theorem 1.13 for any θ ∈ (0,∞), we have a bijection ψ1 :
ω 7→ Mθω fromΩ to the set E of extremal consistent distributions on infinite families
of interlacing arrays. On the other hand, taking the distribution of the successive
rows induces a bi-continuous bijection ψ2 from E to W∞ = Ex
(
lim
←
Mp (WN)). By
construction, ψ2 is the bijection involved in Proposition 3.4. If we show that ψ1 is a
Borel isomorphism, then by bi-continuity ofψ2,ψ2◦ψ1 is a Borel isomorphism from
Ω to W∞. We can then replace W∞ by Ω in Proposition 3.4. The bijection from Ω
to E involved in this proposition is then obtained by composing ψ2 ◦ψ1 : Ω→W∞
and ψ−12 : W
∞ → E, which gives ψ1 : ω 7→ Mθω. Proposition 3.5 is then proven if we
check that ψ1 is a Borel isomorphism fromΩ to E. In fact, it is enough to check that
ψ1 is continuous, because by Theorem 3.2 in [17], a Borel one to one map from a
standard Borel space onto a subset of a countably generated Borel space is a Borel
isomorphism.
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In order to get continuity of ψ1, it is enough to show the continuity in ω of
the law of each row under Mθω, because of the continuity properties of the Markov
transitions and themonotone class theorem. Using Proposition 6.5, we deduce that
it is enough to show the continuity inω of the joint law of the diagonal entries, and
then, since they are i.i.d., the continuity of the law of any diagonal entry. This law
has some exponential moments, so it is determined by its cumulants, which have
been computed in the proof of Proposition 6.1: they are given by γ1, θ−1δ and
p 7→ (p − 1)!θ1−p
∑
i
(α+i )
p +
∑
i
(α−i )
p

for p ≥ 3. To prove the continuity of the lawwith respect to ω, it is enough to check
the continuity of the cumulants. For the two first cumulants, continuity is obvious:
note that this is due to the fact that we have used the auxiliary spaceΩ′, for which
γ2 is replaced by δ, in the definition of the topology taken onΩ (see Definition 1.9).
For the cumulants of order larger than or equal to 3, we deduce the continuity from
the fact that for all r ≥ 1,
ω 7→
∑
i≤r
(α+i )
p +
∑
i≤r
(α−i )
p

is continuous, and the bound
∑
i>r
(α+i )
p +
∑
i>r
(α−i )
p ≤ ((α+r+1)p−2 + (α−r+1)p−2)
∑
i
(α+i )
2 +
∑
i
(α−i )
2

≤ δ((α+r+1)p−2 + (α−r+1)p−2).

8 Consistency and convergence of β-Hua-Pickrell and β-Bessel point
processes
We recall that we use the parameter θ = β/2. For each N ≥ 1, we define the Hua-
Pickrell general β ensemble to be the probabilitymeasureMθ
HP,N,s
onWN, depending
on a parameter s ∈ C such thatℜs > − 1
2
:
Mθ
HP,N,s(dx) =
N∏
j=1
(
1 + ıx j
)−s−Nθ (
1 − ıx j
)−s¯−Nθ
wθN(x)1(x∈WN)dx1 · · · dxN. (28)
By using Lemma 2.2 of [21], one deduces that the family (Mθ
HP,N,s
)N≥1 is consistent.
This family induces a consistent distribution Mθ
HP,s
on the infinite families of inter-
lacing arrays. By Theorem 1.15, we deduce that there exists a probability measure
νHP,θ,s on Ω such that Mθ
HP,s
= Mθ
νHP,θ,s
. Hence, from Theorem 3.6 under Mθ
HP,s
, the
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successive rows a.s. satisfy the O-V conditions. In particular, we get almost sure
convergence of the extremal points, divided by N, towards some limiting point
process. For θ = 1 (i.e. β = 2) and s = 0, this result gives the almost sure con-
vergence of the renormalized eigenangles of a virtual isometry following the Haar
distribution: see [20] and [6]. The almost sure convergence of the renormalized
extremal points implies the convergence in distribution of the corresponding point
processes. For general θ and s = 0, after applying the Cayley transform, we deduce
the convergence of the point process of the renormalized eigenangles of the Circu-
lar beta ensemble towards a limiting point process. This result has already been
proven by Killip and Stoiciu in [16]: our method thus gives an alternative proof,
which is less explicit in the description of the limiting point process, but which has
the advantage of giving a natural coupling such that strong convergence occurs.
The limiting process has been interpreted as the spectrum of a random operator in
a paper by Valko´ andVira´g [31]. For general θ and s, we also deduce a convergence
in law of point processes, for which a proof had already been announced in [31],
the limiting process being again obtained as the spectrum of an operator.
Another question concerns the distribution of the parameters γ1 and γ2 when
ω follows the distribution νHP,θ,s. We conjecture that almost surely, γ2 = 0 and
γ1 = lim
m→∞
∑
i
α+i 1α+i ≥m−2 −
∑
i
α−i 1α−i ≥m−2
 .
This result has been proven by Qiu in [26] when θ = 1 (i.e. β = 2), for all s with
ℜs > −1/2 in the case of γ2, and for s ∈ (−1/2,∞) in the case of γ1. Note that in [26],
similar results have been proven for the ergodic decomposition of infinite Hua-
Pickrell measures, which can be defined whenℜs ≤ −1/2: such decomposition of
infinite measures has been proven tomake sense by Bufetov in [8]. We do not know
if some of the results of the present paper can be extended to the case of infinite
σ-finite consistent measures on the space of infinite families of interlacing arrays.
Moreover, for each N ≥ 1, we can also define the inverse Wishart/Laguerre
general β ensemble as the probabilitymeasureMθ
IW,N,τ
onWN+ = W
N∩RN+ , depending
on a parameter τ > −1:
Mθ
IW,N,τ(dx) =
N∏
j=1
x−τ−2θNj e
− 2xjwθN(x)1(x∈WN+ )dx1 · · · dxN. (29)
The computation of the integral in ’Variant A’ in Section 2.2 of [21], after a change of
variables x 7→ 1
x
, proves that the family (Mθ
IW,N,τ
)N≥1 is consistent. We deduce, from
Theorem 3.6, similar convergence results as in the case of Hua-Pickrell measures,
for the renormalized largest eigenvalues. Since with the change of variables x 7→ 1
x
the extremal points under Mθ
IW,N,τ
become the smallest eigenvalues of the general
β-Laguerre ensemble (and the rescaling 1
N
7→ N is exactly the hard edge scaling)
we obtain the almost sure convergence towards the β-Bessel point process, which
is described through the generator of a random diffusion, see [27].
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The distribution of the parameters γ1 and γ2 in the case of the inverse Wishart
measures for θ = 1 (i.e. β = 2) has recently been determined in [4]: almost surely
γ2 = 0 and (recall that α−j ≡ 0) γ1 =
∑
i α
+
i
. It is natural to expect that this result
holds for any θ > 0.
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