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Abstract: Continuation of research on solving the problem of estimation of CNC grinding process parameters of multi-layer ceramics is presented in the paper. Heuristic 
analysis of the process was used to define the attributes of influence on the grinding process and the research model was set. For the problem of prediction - estimation of 
the grinding process parameters the following networks were used in experimental work: Modular Neural Network (MNN), Radial Basis Function Neural Network (RBFNN), 
General Regression Neural Network (GRNN) and Self-Organizing Map Neural Network (SOMNN). The experimental work, based on real data from the technological process 
was performed for the purpose of training and testing various architectures and algorithms of neural networks. In the architectures design process different rules of learning 
and transfer functions and other attributes were used. RMS error was used as a criterion for value evaluation and comparison of the realised neural networks and was 
compared with previous results obtained by Back-Propagation Neural Network (BPNN). In the validation phase the best results were obtained by Back-Propagation Neural 
Network (RMSE 12,43 %), Radial Basis Function Neural Network (RMSE 13,24 %,), Self-Organizing Map Neural Network (RMSE 13,38 %) and Modular Neural Network 
(RMSE 14,45 %). General Regression Neural Network (RMSE 21,78 %) gave the worst results. 
 





Implementation and realisation of Industry 4.0 
requires designing also, among other things, a part of the 
"smart" support to the design of technological processes. 
In this segment, the approach known as "soft computing" 
can be of a considerable use. It includes various approaches 
and the application of artificial intelligence methods. As 
the influence of market to the terms of running a business 
is considerable, firms must be able to react by their 
organization, intellectual capacity and up-to-date 
processing systems. Departments for the preparation and 
design of technological processes have an important place 
and role in any manufacturing process. The designed 
technological processes with the corresponding 
documentation must make sure the strict and rigorous 
conditions of the market focused on price, quality, terms 
and time of delivery and other attributes are being met. The 
technological processes, among other things, also include 
different grinding processes. To help design the 
technological processes of grinding various approaches 
can be used, some of them being "soft computing", 
statistic, mathematic etc. A number of authors use the 
methodology of "soft computing" in their researches of the 
grinding process. Some of them publish them in scientific 
papers [1-3]. An important part of the published papers in 
which the methodology of "soft computing" is used as a 
dominant technique, apply artificial neural networks and/or 
other approaches (fuzzy logic, evolutionary computation) 
– based on the origin of species, such as: Genetic 
Algorithm, Swarm Intelligence, Ant Colony 
Optimizations, machine learning and others. In grinding 
processes, authors intensively use neural networks, the 
problems of prediction and classification being modelled 
most often. By investigating grinding problems in different 
fields, the problems raised through investigating prediction 
models prevail in various papers. Thus, authors [4] use the 
response surface methodology model along with artificial 
neural networks. The applied approaches with acquired 
results expressed in predictive values are compared with 
experimental results in designed models showing there is 
no considerable departure. In paper [5] authors describe the 
nonlinearity definition problem with regard to the relation 
between the precision of the grinding process and the 
processing parameters by using conventional experimental 
methods. Combination of different approaches is suggested 
as a solution. Diverse parameters affecting the precision of 
the grinding process on a particular machine are analysed 
first, then an experiment for technological data collection 
is designed. The approach based on "support vector 
machine – SVM" is suggested for the process modelling in 
combination with particle swarm optimization – PSO as 
well as the neural network approach (Back Propagation - 
BP algorithm). 
The results showed that the estimation model based on 
the PSO – SVM combination is quicker and more precise 
than the neural network algorithm with the BP algorithm 
for the set model. Back Propagation Neural Network - 
BPNN algorithm - is also used as a basis for the research 
in paper [6] in the rotary ultrasonic grinding machining 
process. However, it is found that the nonlinear 
relationship of the model is very complex and the 
traditional BPNN algorithm cannot give satisfactory 
results. An improved algorithm of BPNN is suggested 
based on the Powel method. 
Theoretical bases with a review of the calculation are 
given in the paper. Acquired results confirmed validity of 
development and usage of the algorithm model improved 
through higher speed and better accuracy of iterations. 
BPNN is also used in paper [7] for the problem of 
prediction in combination with the multiple linear 
regression (MLR) method. A study model is set up with 
characteristic attributes and in both approaches the set of 
data for learning and testing gave the result of 2,79% in the 
learning phase and 4,18% in the validation phase for 
BPNN. Analysis of obtained results demonstrated that the 
BPNN and MLR approaches can be used with acceptable 
exactness. In paper [8] authors apply artificial neural 
networks for evaluation of the grinding process. 
The other group of papers on grinding processes 
includes investigations that use neural networks in solving 
classification problems. In machining processes, exotic 
materials demanding high quality treatment and narrow 
tolerances are being increasingly used [9]. In order to meet 
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the demanded requirements there is an increasing need for 
understanding the grinding process models. For this reason 
the unit events of material interaction in grinding are 
investigated. The process involves: rubbing, ploughing and 
cutting. Neural networks are used for the classification and 
verification checking of Grit (SG) phenomena. After the 
cutting, ploughing and rubbing they gave high confidence 
to the exactness of classification results. Interesting output 
results were obtained that correlated for both classifiers, 
which means there is higher usability of cutting than of 
ploughing and rubbing because interaction between sand 
and workpiece is becoming more and more important 
(measured depth of cut increases). 
The problem of tool wear prediction is an important 
parameter for a rational planning and control of 
manufacturing processes. Paper [10] models and 
investigates this problem using different neural network 
algorithms (Back Propagation and Self-organizing map) 
and k-means clustering algorithm for noise filtration. 
Using different algorithms of neural networks i.e. their 
upgrading or combination with other approaches is 
investigated in the process of grinding with high 
temperature problems during the treatment [11]. The paper 
depicts the research on prediction of high-speed grinding 
temperature using different approaches: BPNN in 
combination with particle swarm optimization (PSO) 
algorithm, BPNN in combination with gradient descent 
method (GD), BPNN in combination with Levenberg-
Marquardt (LM) algorithm. The results of the research 
show that the first approach (BPNN with PSO) has an 
advantage with regard to speed of convergence, precision 
of adaptation and exactness of prediction over the other 
two approaches (BPNN with GD method and BPNN with 
LM algorithm) in prediction of grinding temperature. In 
papers [12-15] authors investigate and model production 
problems and maintenance planning problems and use 
different algorithms of neural networks aimed at predicting 
model variables. The following algorithms of neural 
networks were used in investigations: Back-Propagation 
Neural Network (BPNN), Modular Neural Network 
(MNN) and RadialBasis Function Neural Network 
(RBFNN), General Regression Neural Network (GRNN) 
and Self-Organizing Map Neural Network (SOMNN). 
Therefore in all the mentioned papers conclusions in 
most cases justify the application of neural networks 
(ANN) in investigating different production-technological 
problems. This paper continues the investigations given in 
paper [2] so that on the set model and the experimental 
results diverse algorithms of neural networks are used to 
model and predict output parameters of the technological 
process CNC grinding of multi-layer ceramics. 
 
2 METHODOLOGY AND GOAL OF INVESTIGATION 
 
A short review of the technological process CNC 
grinding of workpieces modelled from multi-layer 
ceramics is given in paper [2]. The workpieces are formed 
from cca. 60 layers of sintered ceramics of 7×7 millimetres 
cross-section and of length 33 millimetres (Fig. 1). In 
exploitation the function of these elements is to extend by 
cca. 0,05 millimetres under the action of electric current. In 
production there are special requirements on dimensional 
tolerances and the tolerances of shape (parallelism). As the 
actual study presents continuation of investigations, a short 
description and proposition of the investigation will be 
submitted as follows. Grinding of multilayer ceramics is 
performed on CNC grinding machines type WAC175 
SCALAR (producer Wendt). Within its workspace this 
grinding machine integrates a SCARA robot with four 
degrees of freedom of motion (Fig. 2). Main function of the 
robot is manipulation of workpieces. 
 
 
Figure 1 Workpieces 
 
 
Figure 2 Working space of CNC grinding machine WAC175 SCALAR 
 
The problem and aim of the investigation was to 
control the dependencies of the variables that affect plane 
parallelism (PPL) of workpieces and their changes. The 
study is based on the data collected from data base of the 
technological process of grinding. In experimental part of 
the study different algorithms of neural networks and 
different algorithms of learning (and other attributes of 
neural networks) will be used so as to model the processes 
of grinding depending on the observed variables (machine, 
operator, foil and "hori" – lines) affecting the plane 
parallelism of workpieces. 
 
2.1 Hypotheses and Experimental Work Modelling of the 
Process 
 
Based on the established model of grinding process 
and on technological experience acquired in the machining 
process as well as on heuristic approach the study model is 
defined. Input variables are defined for the set model – 
vector Xi = {machine, operator, foil and hori-line} as well 
as output variable – vector Yo = {plane parallelism - PPL}. 
The selected variables are shortly described, as 
follows: 
• Machine – different machines in production lines can 
have different deviations of influence on PPL. 
According to the control protocol, the machine 
measures the length of the workpiece before and after 
the operation of grinding. If the workpiece is outside 
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the permitted tolerance limits, the grinding process 
stops. During grinding, deviations in the shape of 
workpieces can occur, although within the geometry 
tolerances (length). In this case, the grinding process 
results in workpieces in the form of parallelograms, 
which is geometrically inadequate (a reject). 
• The operator of machine has an important role for the 
accuracy of PPL. He performs the PPL control 
measurements and based on obtained measures he 
must decide on eventual corrective actions on machine 
(adjustments). The operator confirms the performed 
activities of control (measurement) on workpieces by 
his own identification. 
• Foil (type of ceramic foil - batch) represents the layers 
of a workpiece. If the electrodes are not printed 
adequately on the ceramic foil during production or if 
the foil is not well positioned, it can lead to damaged 
workpieces (rejects).                                                                               
• Hori-line represents the production line on which a 
ceramic block is formed. Several errors may occur on 
this line, such as: inadequately folded foil, inadequate 
temperature of sintering and sintering pressure, 
inadequate temperature of firing and incorrectly cut 
parts. If the technological parameters are not set 
correctly during grinding, the workpieces might be 
bent and adjusted by the grippers during the process of 
grinding, but after grinding and releasing of the 
grippers, the workpiece might return to the initial state 
and have inadequate PPL. 
• Plane parallelism - PPL is defined as output variable 
of the model. The parallelism is measured in four 
points. If the difference between the maximum and 
minimum measure is within the tolerance limits, then 
the workpiece is acceptable and correct, otherwise it is 
not acceptable and represents a reject. Figure 3 shows 




Figure 3 Characteristic points for PPL measuring [2] 
 
For the selected variables of the studied model, the 
data are gathered from the technological process. Each of 
the variables is defined with the maximal and minimal 
values (Tab. 1). 
The set of data for experimental work with different 
algorithms of neural networks is based on real data with a 
sample of 1860 cases. The data set is divided into three 
groups according to the output variable, following the 
principle: 60 % for learning, 20% for testing and 20% for 
validation. 
 
Table 1 Min-Max values of the model variables 
MODEL VARIABLES VARIABLE VALUE Min Max 
Xi 
Machine 1 2 
The operator of machine 1 11 
Foil 3 10 
Hori-line 1 3 
Yo Plane parallelism - PPL 0 9 
 
The designed samples of data are used in experimental 
work for each designed architecture of neural network. 
Designing of the neural networks' diverse architectures is 
visible in the search for optimal attributes. For each 
designed architecture of a neural network with a defined 
algorithm the process of learning is conducted with testing 
and validation. The process of research and the 
experimental work are reflected in an iterative procedure 
and realization of dependency of particular attributes on the 
required output of the set model. As a criterion for 
acceptance of successful design of the neural networks' 
architectures the criterion of RMS error is selected (Root 














                                    (1) 
 
where: MS - Mean Square error; N - Number of pairs of the 
training set input-output values; yn - Neural network nth 
output; dn - Desired value of the neural network; nth output. 
 
2.2 A Short Review of the Selected Neural Networks with 
Obtained Results 
 
In this section, results are presented of five selected 
algorithms of neural networks: Back-Propagation Neural 
Network (BPNN), Modular Neural Network (MNN), 
Radial Basis Function Neural Network (RBFNN), General 
Regression Neural Network (GRNN) and Self-Organizing 
Map Neural Network (SOMNN). The results are obtained 
during experimental work on designing each particular 
architecture, i.e. adjustment of attributes (learning rules, 
transfer functions, coefficient of learning, momentum, size 
of epoch etc.) of neural networks. Only the most successful 
architectures are demonstrated by tables with RMS error 
produced. 
Description of each particular network with its 
characteristics is not given in the paper due to its size. More 
about different architectures and their description can be 
found in various references. 
 
2.2.1 Back-Propagation Neural Network  
 
Back-Propagation Neural Network (BPNN) is a 
popular and often used network in scientific investigations 
and in the paper [2] that preceded the here presented 
investigation it also served as a basis. Neural network with 
one hidden layer and given attributes was used in this paper 
[2]. After designing a greater number of the neural 
networks’ architectures, varying different attributes and 
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rules of learning, the neural network with the least mean 
square error 0,1076 (10,76 %) in the learning (training) 
phase was adopted. Table 2 gives a review of the results in 
the learning phase with various transfer functions and rules 
(algorithms) of learning. 
 
Table 2 BPNN - RMS error (Learning rule – Transfer function) 
Back-Propagation Neural Network (BPNN) 
Transfer function Learning rule DBD Delta Ext. DBD Norm.D 
Linear 0,3006 0,2906 0 0,2976 
Sigmoid 0,1076 0,1111 0,1128 0,1101 
Sinus 0,3008 0,2907 0,7524 0,2983 
Hyper.-Tan. 0,3004 0,2906 0,3911 0,2973 
 
2.2.2 Modular Neural Network 
 
Modular Neural Network(MNN) is composed of 
groups of neural networks connected into a whole while 
individual neural networks are by synergism focused onto 
the segments of the established problem and represent 
"local experts". These "local experts" are connected by a 
transitory network that conducts the segmentation of the 
studied problem and the learning. If it should turn out that 
only one neural network is good for solving the designed 
problem then the transitory network will give preference to 
only one neural network among the established "local 
experts". The modular neural network's learning takes 
place simultaneously for transitory network and for "local 
experts". By modelling and experimental work with this 
network, after adjusting the network attributes (by varying 
transfer functions and rules of learning and other 
attributes), results are obtained with the least mean square 
root of 0,1352 (13,52 %) in the neural network's phase of 
learning (training). Tab. 3 displays the results achieved in 
the phase of learning with diverse transfer functions and 
rules (algorithms) of learning. 
 
Table 3 MNN - RMS error (Learning rule – Transfer function) 
Back-Propagation Neural Network (BPNN) 
Transfer function Learning rule DBD Delta Ext. DBD Norm.D 
Linear 0,3195 0,3817 0 0,3717 
Sigmoid 0,1352 0,1387 0,1401 0,1378 
Sinus 0,3680 0,3814 0,3641 0,3698 
Hyper.-Tan. 0,3688 0,3822 0,3819 0,3620 
 
2.2.3 Radial Basis Function Neural Network 
 
Radial Basis Function Networks (RBFNN) can in most 
general cases include any network that inside the neuron in 
the hidden layer has a radially symmetric transfer function. 
Learning in a network with radial basis functions can be 
defined by layers. Learning starts in input layer on the 
principle "without a teacher". As a result the position of the 
centre is defined. In output layer the calculation finishes 
and in relation to the real outputs the error is defined. In the 
output and hidden layer learning is conducted on the 
principle "with a teacher". In experimental work with 
RBFNN, after adjusting the network attributes, the results 
with the least square root  of 0,1132 (11,32 %) are obtained 
in the phase of the neural network learning (training). Tab. 
4 gives a survey of results of RBFNN in the phase of 
learning with diverse transfer functions and rules 
(algorithms) of learning. 
 
Table 4 RBFNN - RMS error (Learning rule – Transfer function) 
Back-Propagation Neural Network (BPNN) 
Transfer function Learning rule DBD Delta Ext. DBD Norm.D 
Linear 0,3161 0,3076 0,3308 0,2940 
Sigmoid 0,1281 0,1132 0,1189 0,1169 
Sinus 0,3160 0,3087 0,3281 0,2938 
Hyper.-Tan. 0,3163 0,3094 0,3321 0,2937 
 
2.2.4 Self-Organizing Map Neural Network 
 
Self-Organizing Map Neural Network (SOMNN) is 
one of important architectures of neural networks. It is 
developed in the course of years between the Adalin 
network and the Hopfield network. The key difference 
between the SOMNN and other networks is in the fact that 
it learns without supervision and that is why the key word 
in the name of the network is self-organizing. SOMNN is 
usually used in combination with other layers of neural 
networks, notably for the problems of estimation and 
classification. The network begins to learn without 
supervision, then the supervision of learning (training) is 
required for the output layer. It is necessary for the network 
to have a necessary number of iterations so as to be able to 
stabilize. The experimental work with SOMNN gave the 
results with the least average square error of 0,1317 (13,17 
%) in the phase of the neural network learning (training). 
Tab. 5 gives a review of the SOMN results obtained in the 
phase of learning with diverse functions and rules 
(algorithms) of learning. 
 
Table 5 SOMNN - RMS error (Learning rule – Transfer function) 
Back-Propagation Neural Network (BPNN) 
Transfer function Learning rule DBD Delta Ext. DBD Norm.D 
Linear 0,3477 0,3871 0,3925 0,3632 
Sigmoid 0,1655 0,1348 0,1364 0,1317 
Sinus 0,3476 03791 0,4073 0,3628 
Hyper.-Tan. 0,3468 0,3733 0,3879 0,3624 
 
2.2.5 General Regression Neural Network 
 
As a rule, it can be said that the General Regression 
Neural Network is used for solving the problems of 
prediction as well. Main advantages of GRNN are: quick 
learning, convergence to optimal regression if number of 
samples is large enough. It can be effective with even a 
smaller number of data. The experimental work with 
GRNN, after adjusting the network attributes, gave the 
results with the least square error of 0,2085 (20,85 %) in 
the phase of learning (training) of the neural network. 
 
2.3 Review of the Best Results with the Selected Neural 
Networks 
 
After carrying out the experimental work and 
designing numerous architectures for the purpose of 
modelling prediction with the selected neural networks in 
the phase of learning, tabular survey of results is given for 
each neural network (Tab. 2 – Tab. 5). The tables display 
the diverse used algorithms – rules of learning (Delta, 
Delta-Bar-Delta, Ext. Delta-Bar-Delta, Norm.-Cum. Delta) 
and transfer functions (Linear, Sigmoid, Sinus, 
Hyperbolic-Tangent). Following the experimental phase of 
neural networks learning, the next phase, validation, was 
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carried out. In this phase a new dataset sample for 
validation was used. In the validation phase the weights of 
connections between neurons were not changed and the 
weights were adopted that were realised with the minimal 
RMSE. The validation phase results are shown in Tab. 6 
along with the best results in the learning phase. 
 
Table 6 Review of RMS error for diverse neural networks in the phase of 
learning and validation 
No. Type of Neural Network Best Cases - NN phases Learning Validation 
1 Back-Propagation Neural Network (BPNN) 0,1076 0,1243 
2 Modular Neural Network (MNN) 0,1352 0,1445 
3 Radial Basis Function Neural Network (RBFNN) 0,1132 0,1324 
4 General Regression Neural Network (GRNN) 0,2085 0,2178 
5 Self-Organizing Map Neural Network (SOMNN) 0,1317 0,1338 
 
Fig. 4 shows the best results obtained in investigation 
in designing diverse architectures of neural networks in the 
phases of learning and validation. 
 
 




The paper is a continuation of the investigation into 
solving the parameter prediction problems in the grinding 
process of multilayer ceramics. The previously set 
investigation model and the results obtained by 
experimental work with Back-Propagation Neural 
Network are used in the study. Four additional neural 
networks are adopted: Modular Neural Network, Radial 
Basis Function Neural Network, General Regression 
Neural Network and Self-Organizing Map Neural 
Network. The continuation of investigation is conducted 
on the same dataset of technological data. In modelling the 
neural networks' diverse architectures, diverse rules 
(algorithms) of learning are used. Through experimental 
work the best architecture for every neural network is 
achieved by adjusting diverse attributes and adopting RMS 
error as a criterion for evaluation of the realised 
architectures. The set models of prediction  based on five 
diverse neural networks gave the following results: BPNN 
RMS in the phase of learning 10,76 %, in the phase of 
validation 12,43 %; MNN in the phase of learning 13,52 
%, in the phase of validation 14,45 %; RBFNN in the phase 
of learning 11,32 %, in the phase of validation 13,24 %; 
GRNN in the phase of learning 20,85 %, in the phase of 
validation 21,78 %; SOMNN in the phase of learning 13,17 
%, in the phase of validation 13,38 %. The obtained 
differences in error for all the five algorithms in the 
learning phase are up to10,09 % and up to 9,35 % in the 
validation phase. The obtained difference in error with 
BPNN and RBFNN is at the level of 0,5 %, and with regard 
to MNN and SOMNN it is up to 2,7 % with a notable 
difference of 10% in learning phase with regard to GRNN. 
The obtained levels of errors confirm the justifiability of a 
possible application of the set model. The obtained level of 
errors obtained with GRNN cannot provide justification for 
application.  
The studies and achieved results in this field and 
continuation of investigations on other machining systems 
could serve as a basis for implementation of neural 
networks into design procedures of technological 
processes thus enabling easier work and providing help to 
technologists in production preparation departments. 
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