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ANALYSIS OF A MULTIGRID ALGORITHM FOR TIME
HARMONIC MAXWELL EQUATIONS
JAYADEEP GOPALAKRISHNAN, JOSEPH E. PASCIAK, AND LESZEK F. DEMKOWICZ
Abstract. This paper considers a multigrid algorithm suitable for ecient solution
of indenite linear systems arising from nite element discretization of time harmonic
Maxwell equations. In particular, a \backslash" multigrid cycle is proven to converge
at rates independent of renement level if certain indenite block smoothers are used.
The method of analysis involves comparing the multigrid error reduction operator with
that of a related positive denite multigrid operator. This idea has previously been
used in multigrid analysis of indenite second order elliptic problems. However, the
Maxwell application involves a non-elliptic indenite operator. With the help of a few
new estimates, the earlier ideas can still be applied. Some numerical experiments with
lowest order Nedelec elements are also reported.
1. Introduction
The purpose of this paper is to study certain multigrid methods for the solution of
the discrete equations which result from time harmonic Maxwell equations. Since the
introduction of Nedelec elements [22], nite element methods using these curl - con-
forming elements have become a popular choice for discretization of Maxwell equations.
An analysis of the nite element method in the time harmonic case and lossless media
was provided in [20]. However, the ecient solution of the resulting linear systems has
remained a challenge, mainly because of two reasons: the linear systems are indenite
and the dierential operator curl has a large null space.
For the time harmonic problem, although a multigrid analysis has been lacking, nu-
merical experiments indicating the suitability of certain two-level and multilevel algo-
rithms can be found in literature [3, 4, 23]. Numerical results for parallel preconditioners
based on Schwarz overlapping techniques were reported in [23]. Computational experi-
ments with a multigrid V -cycle have been reported [3, 4]. More recently, an analysis for
an additive overlapping preconditioner and a two level multiplicative variant was given
in [16].
Two works that made recent advances related to development of preconditioners for
Maxwell equations, [1] and [17], deserve special mention. Both provided smoothers
for use in multigrid V -cycle for the positive denite bilinear form Λ(; ) dened later
in (2.1). These smoothers are based on two dierent subspace decompositions of the
Nedelec space. Our smoothers for the indenite problem are constructed based on the
same decompositions and our analysis makes use of the results in [1] and [17].
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The current paper provides an analysis for a multilevel algorithm. Specically, we
prove that the so-called \backslash cycle" gives a convergent linear iterative method with
a convergence rate independent of mesh size, provided the coarse grid is suciently ne.
The latter restriction stems from the indeniteness and seems unavoidable both in theory
and practice. Fundamentally dierent solution methods may be needed to overcome
this. Nonetheless, in spite of this restriction there are many practical applications (of
moderate frequencies) where a multigrid iteration using a relatively ne coarse grid can
reduce computational eort signicantly.
The analysis we will provide is based on [16] and an earlier paper on multigrid applied
to elliptic non-symmetric and indenite problems [6] (see also [8]). In [6], a perturbation
technique to analyze a multigrid algorithm for indenite or nonsymmetric operators was
developed. This involves comparing the error propagation operator of the multigrid al-
gorithm with that of a multigrid algorithm for a corresponding positive denite operator.
The dierence between these operators was then proved small for elliptic problems that
may be nonsymmetric or indenite. However, our application involves a non-elliptic
operator. We will show that techniques in [6] can still be applied. In [16], some funda-
mental estimates were developed concerning the approximation properties of the discrete
solution operator corresponding to the time harmonic Maxwell approximation. These
estimates will play an important role in the analysis given here.
The outline of the remainder of the paper is as follows. In Section 2, we dene
the problem and give the multigrid algorithm. Smoothers are dened and analyzed in
Section 3. Convergence estimates for the multigrid algorithm are given in Section 4.
Finally, the results of numerical experiments are given in Section 5.
2. The problem and multigrid algorithm.
We set up a model problem arising from time harmonic Maxwell equations and a
simple multigrid algorithm in this section. First we establish notation for some spaces
and their norms. Let Ω be an open bounded connected polyhedral domain in
R
3 and
let L2(Ω) denote the space of square integrable functions on Ω. We will use (; )Ω and
kk0,Ω to denote the inner product and norm respectively in L2(Ω) or L2(Ω)3. The latter
will often be abbreviated to k  k. In the space of vector functions in L2(Ω)3 with square
integrable curl , tangential traces n u on the boundary @Ω are well dened [15], and
we dene
H0(curl ; Ω) = fu 2 (L2(Ω))3 : curlu 2 (L2(Ω))3; n u = 0 on @Ωg:
Here n is the unit outward normal on the boundary @Ω. This space is normed with
kkΛ,Ω = Λ(; )1/2, where
(2.1) Λ(u; v) = (u; v)Ω + (curlu; curlv)Ω:
Analogous denitions hold for k  k0,D, (; )D, and kkΛ,D in domains D dierent from Ω.
In the notation for function spaces and their norms, when the domain is absent, it is to
be taken as Ω; for example, H0(curl)  H0(curl ; Ω).
We restrict our attention to the time harmonic Maxwell equations in a homogeneous
lossless media occupying Ω and also assume that the boundary of Ω is adjacent to a
perfect conductor. The following equation is a variational system for the electric eld
U 2 H0(curl ; Ω) given by Maxwell equations [11, 20] in the simple case of unit material
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properties:
(2.2) A(U ; v) = (F ; v) for all v 2 H0(curl ; Ω);
where
A(U ; v) = (curlU ; curl v)− !2(U ; v):
The vector F , being a constant multiple of electric current has zero divergence, and
consequently div U = 0. In (2.2), ! is a real number denoting frequency of propagation.
Note that there is a countable set of real values for ! for which (2.2) does not have a
unique solution [19]. Throughout this paper we assume that ! is not one of these values
and so (2.2) is uniquely solvable.
In our arguments later, we will need the solutions to (2.2) to be regular and hence,
we assume that Ω is convex. It is well known [14, 20] that U ; curlU 2 (H1(Ω))3 and
there is a constant CΩ depending only on Ω such that
(2.3) kUkH1 + kcurlUkH1  CΩkFk:
In (2.3), k  kH1 denotes the norm in (H1(Ω))3 and H1(Ω) = fu 2 L2(Ω) : ∇u 2
(L2(Ω))3g: For later use, let us also denote H10 (Ω) to be the set of functions in H1(Ω)
which vanish on @Ω.
The preconditioner which we shall consider is developed in terms of multilevel approx-
imation subspaces of H0(curl). We start with a coarse partitioning of Ω into (nonover-
lapping) tetrahedra T1 = f i1 : i = 1; : : : N0g. This forms a quasi-uniform mesh of mesh
size d1. A nested sequence of shape regular meshes Tk; k = 2; 3; : : : ; can be obtained by
successively rening T1, using, for e.g., techniques given in [2]. For a given tetrahedron
 , let hτ denote the radius of the largest ball contained in  and Hτ denote the diameter
of  . By uniformity, we assume that there is a constant  not depending on Ti satisfying
(2.4) hτ  Hτ for all  2 Ti; i = 1; : : : ; j:
Our goal is to solve the problem associated with the nest mesh Tj, for some integer
j > 1. The mesh size of T1 will be denoted by d1 and can be taken to be the diameter
of the largest tetrahedron. The mesh size of Tk is essentially 21−kd1.
For theoretical and practical purposes, the coarsest grid in the multilevel algorithm
must be suciently ne. For k = 1; : : : ; J , let Mk denote the lowest order Nedelec nite
element subspaces [22] of H0(curl) (of the rst kind) based on Tk+L for some L  0. The
coarsest approximation subspace M1 can be made suciently accurate by increasing L.
Since the meshes are nested, it follows that
M1 M2  : : : MJ :
The space Mk has a mesh size of hk = 2
1−L−kd1 = 21−kh1. Also let Wk be the subspace
of continuous scalar functions which are linear in every element of Tk+L. In Appendix A,
we show how our results can be generalized to higher order Nedelec elements.
It was shown in [20] (see also [21]) that the discrete problem of nding Uk 2 Mk
satisfying
(2.5) A(U k; v) = (F ; v) for all v 2Mk;
has a unique solution provided hk is small enough. We will assume that h1 is small
enough (or, equivalently L is large enough) so that (2.5) is uniquely solvable for k =
1; 2; : : : ; J .
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In our analysis, we shall use the projector P k : H0(curl) 7!Mk dened by
A(P ku; v) = A(u; v) for all v 2Mk;
and the orthogonal L2-projector Qk : (L
2(Ω))3 7!Mk dened by
(Qku; v) = (u; v) for all v 2Mk:
That P k is well dened (for k = 1; 2; : : : ; J) follows from the unique solvability of (2.5).
Let us also introduce, for each k, an operator Ak : Mk !Mk dened by
(Aku; v) = A(u; v) for all v 2Mk:
Problem (2.5), on level J , can be rewritten in the above notation as
(2.6) AJUJ = QJF :
We describe a simple multigrid algorithm for iteratively computing the solution UJ
of (2.6). Given an initial iterate u0 2MJ , we dene a sequence approximating UJ by
(2.7) ui+1 = MgJ(ui;QJF ):
Here MgJ(; ) is the map of MJ MJ into MJ dened by the following algorithm.
Algorithm 2.1. Set Mg1(v;w) = A
−1
1 w. Let k > 1 and v;w 2 Mk. Assuming that
Mgk−1(; ) has been dened, we dene Mgk(v;w) as follows:
(1) Set x = v + Rk(w −Akv).
(2) Mgk(v;w) = x + Mgk−1(0;Qk−1(w −Akx)):
Here Rk : Mk 7! Mk is a linear smoothing operator. Note that in this multigrid
algorithm (often called a \backslash cycle") we smooth only as we proceed to coarser
grids. Our smoothing operators will always be based on a generalized block Jacobi or
block Gauss Seidel iteration. In this case, the Gramm matrix inversions associated with
Qk, k = 2; : : : ; J are avoided (see, [5] or [24]). The smoother Rk will be dened in
Section 3.
MgJ(; ) is a linear map from MJ MJ into MJ . Moreover, the scheme is consistent
in the sense that v = MgJ(v;AJv) for all v 2 MJ . It easily follows that the linear
operator E = MgJ(; 0) is the error reduction operator for (2.7), that is
u− ui+1 = E(u− ui):
Error reduction operators for variational multigrid algorithms generally have a product
representation (see, e.g. [7]). Let T k = RkAkP k for k > 1 and set T 1 = P 1. Let
Eku = u−Mgk(0;AkP ku) and E0  I, the identity operator. Then
Ek = Ek−1(I − T k)
and
(2.8) E = (I − T 1)(I − T 2)    (I − T J):
The product representation of the error operator given above will be a fundamental
ingredient in the convergence analysis presented in Section 4.
The above algorithm is a special case of more general multigrid algorithms in that
we only use pre-smoothing. Alternatively, we could dene an algorithm with just post-
smoothing or both pre- and post-smoothing. The analysis of these algorithms is similar
to that above and will not be presented. Algorithms with more than one smoothing are
not generally advised since the smoothing iteration may be unstable.
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Our multigrid analysis is based on perturbation and the estimates for the positive
denite case. We dene eP k, Λk and eT k analogously to P k, Ak and T k using the form
Λ instead of A.
3. Smoothers
In this section, we consider some smoothers appropriate for the multigrid algorithm
(Algorithm 2.1). These smoothers are generalized Jacobi or Gauss-Seidel iterations,
based on subspace decompositions of [1] and [17].
First, let us review the decomposition of [1]. For any k 2 f2; 3; : : : ; Jg, let xk,i,
i = 1; : : : ; N Ik, denote the interior vertices of the mesh Tk+L. Let ΩIk,i denote the interior
of the union of the closures of the elements of Tk+L whose boundary contains xk,i. Let
M Ik,i (resp. W
I
k,i) denote the functions in Mk (resp. Wk) whose support is contained in
Ω
I
k,i. Then Mk admits the decomposition
Mk =
N IkX
i=0
M Ik,i:
Next, consider the decomposition of [17]. Let fφk,i : i = 1; : : : nMk g and f k,i :
i = 1; : : : nWk g denote the usual nodal bases of Mk and Wk respectively. Then this
decomposition is given by
Mk =
N IIkX
i=0
M IIk,i;
where M IIk,i equals the span of φk,i for i = 1; : : : n
M
k , while for i = n
M
k + j, j = 1; : : : ; n
W
k ,
it equals the span of ∇ k,j, and N IIk = nMk + nWk . Also let ΩIIk,i be such that Ω
II
k,i equals
the support of nonzero functions in MIIk,i,
M Ik,i = fu 2M Ik,i : (u;∇)ΩIk,i = 0 for all  2 W
I
k,ig for i = 1; : : : ; N Ik;
M IIk,i = M
II
k,i for i = 1; : : : ; n
M
k ;
and let M IIk,i for i = n
M
k + 1; : : : ; N
II
k be empty.
Our smoothers for the indenite form are based on the above decompositions. Let
d 2 fI; IIg. Operators Qdk,i, Λdk,i, and Adk,i are dened analogously to Qk, Λk and Ak, by
replacing Mk with M
d
k,i. The smoothing operators involve local solves on M
d
k,i, so before
we dene them we must ensure that the operators fAdk,ig are invertible. That this is
the case if h1 is taken suciently small, is a consequence of the Poincare-Friedrichs type
inequality of the next lemma. This inequality will also be important for a subsequent
perturbation analysis.
In the remainder of the paper, we adopt the convention of denoting by C or c a
generic constant independent of all mesh sizes fhkg and the number of levels J . It will
be explicitly stated when such an independence holds only in a range 0 < hk < H for
some H (i.e., only for small enough mesh sizes).
Lemma 3.1. For any q 2 Mdk,i, d 2 fI; IIg, k = 2; : : : ; J,
(3.1) kqk  Chkkcurlqk:
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Remark 3.1. Note that for discretely divergence free functions on a convex domain,
such an inequality is proved in [15]. However, Ωdk,i may be non-convex and we need the
constant in the inequality to be independent of the shape of the mesh patches. The proof
does not follow from a simple scaling argument as the discrete divergence free condition
does not carry over under linear mapping unless the transformation is unitary.
Remark 3.2. In the case d = II and lowest order elements, this inequality is well
known [17] and a simple proof can be given by a scaling argument.
Proof. Consider rst a tetrahedron  with a face f contained in the x{y plane with the
origin at the barycenter of the face. A function φ in the lowest order Nedelec edge space
on  with vanishing tangential components on f has the form
(3.2) φ = (0; 0; ) + (1; 2; 0) (x; y; z):
Here ; 1 and 2 are constants. Moreover, curlφ = 2α where α = (1; 2; 0). Also
note that if a is the vertex of  not in f , and c is any vertex of f , then the tangential
component of φ along the edge connecting a to c is given by
(3.3) ( a3 + (α c)  a)=ja− cj;
where a3 is the z-component of a. We will now prove the lemma for decompositions I
and II separately.
Case d = I: Let D be the domain formed by a collection of unit sized tetrahedra
j , j = 0; 1; : : : ; N meeting at vertex a and let the corresponding approximation spaces
(of H0(curl ;D) and H
1
0 (D) respectively) be denoted by M
0
D and W
0
D. Furthermore, let
M 0D = fv 2M 0D : (v;∇)D = 0; for all  2 W 0Dg: If we show that
(3.4) kvk  Ckcurl vk for all v 2 M 0D;
the required result follows easily by dilation.
Let φ 2 M 0D, and fj denote the face of j not containing a, and c be a vertex of
fj . Let a and c have local coordinate triples aj  (aj,1; aj,2; aj,3) and cj respectively
in the coordinate system on each tetrahedron which has fj in the x − y plane, and the
origin at its barycenter. Then, by (3.2), φ has the form φ = (0; 0; j) + αj  (x; y; z):
By (3.3), the tangential component of φ along the edge connecting a to c is given by
(j aj,3 + (αj  cj)  aj)=jaj − cj j: If l is another tetrahedron in D sharing the vertex c
then the same quantity is also given by (l al,3 + (αl  cl) al)=jal − clj: Here subscripts
l indicate coordinates in the l system. Thus,
(3.5) l =
j aj,3 + (αj  cj)  aj − (αl  cl)  al
al,3
:
Let v 2 M 0D. We will construct a function φ in M 0D which satises
(3.6) curlφ = curl v and kφk  Ckcurlvk;
with C depending only on the quasi-uniformity condition. Note that v−φ is a gradient
of a function in W 0D so
kvk  kφk  Ckcurl vk;
i.e., (3.4) follows if we construct φ satisfying (3.6).
MULTIGRID FOR MAXWELL EQUATIONS 7
We dene φ = v − ∇ 
a
where  
a
is the nodal function in W 0D which is one on a
and  is to be determined. Clearly, ∇ 
a
has a local representation of the form
∇ 
a
= (0; 0; j)
on j with j 6= 0. We choose  so that 0 = 0 in the above representation of φ. All of
the remaining j’s in the representation of φ can be determined from the αj’s by (3.5).
By quasi-uniformity, fal,3g are uniformly bounded away from zero so magnitudes of the
l’s can be bounded in terms of the α’s. Now (3.6) follows by quasi-uniformity and the
fact that the α’s can be bounded in terms of kcurlvk.
Case d = II: Let  , f , a, and c be as in the beginning of this proof. Then, in the
coordinate system there, the nodal basis function φ of the edge connecting a to c has the
representation (3.2). Moreover, if b is an alternate vertex of f , then  = −(αb) a=a3:
Since  can be bounded by α = curlφ=2, the proof can be nished in the same way as
before. 
Proposition 3.1. There exists an H > 0 such that whenever h1  H, any solution
pdk,i 2Mdk,i of the square system
A(pdk,i; vk,i) = A(u; vk,i) for all vk,i 2Mdk,i;
satisfies
(3.7)
∥∥pdk,i∥∥Λ,Ωdk,i  C kukΛ,Ωdk,i
for u 2Mk and for all i = 1; : : : ; Nk and d 2 fI; IIg. It follows that Adk,i is nonsingular.
Proof. In the case of decomposition I, the proof proceeds exactly as an analogous result
in [16, Lemma 4.2], and we omit it.
In the case d = II, for i = 1; : : : ; nMk , (3.7) follows for suciently small hk from
kcurlpdk,ik2 − !2kpdk,ik2 = (curlu; curlpdk,i)− !2(u;pdk,i);
by applying the Cauchy-Schwarz inequality on the right hand side, and Lemma 3.1 on
the left hand side. For the remaining i, since ! > 0,
kpdk,ik2 = (u;pdk,i);
so (3.7) follows. 
Not only does Proposition 3.1 yield the invertibility of Adk,i, but it also implies that
the projection operator, P dk,i : Mk 7!Mk,i, given by
(3.8) A(P dk,iu; vk,i) = A(u; vk,i) for all u 2 Mk; vk,i 2Mdk,i; d 2 fI; IIg;
is well dened. Moreover, (3.7) implies
(3.9)
∥∥P dk,iu∥∥Λ,Ωdk,i  C kukΛ,Ωdk,i
for all u 2Mk. Also dene eP dk,i analogously to P dk,i by replacing A with Λ in (3.8).
Now that we have proven the invertibility of Adk,i, we can dene the smoothers for the
indenite problem. Jacobi type smoothers JIk and J
II
k are given by
(3.10) J dk = γ
NdkX
i=0
(Adk,i)
−1Qk,i; d 2 fI; IIg;
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where γ is a scaling factor. Gauss-Seidel type smoothers Gdk for d 2 fI; IIg are dened
by the following algorithm:
Algorithm 3.1 (Indenite Gauss Seidel). Let f be in Mk. We dene G
d
k by
(1) Set v0 = 0 2Mk.
(2) Dene vi, for i = 1; : : : ; N
d
k , by
vi = vi−1 + (Adk,i)
−1Qdk,i(f −Akvi−1):
(3) Set Gdkf = vNdk .
The analogous Jacobi and Gauss-Seidel smoothers were given in [1] and [17] for the
positive denite operators Λk. These are denoted here by eJdk and eGdk, and are again
dened by (3.10) and Algorithm 3.1 respectively, but with Λ in place of A. The scaling
factor γ in (3.10) is chosen such that the Λ-norm of I − eJdkΛk is less than or equal to
one for k = 2; : : : ; J . Such a γ can be chosen independent of J by the limited overlap
property of the subspaces.
Remark 3.3. In implementation, the application of the operator (Adk,i)
−1Qdk,i reduces to
solving a linear system involving the stiness matrix associated with the indenite form
A(; ) and the Gramm matrix inversion corresponding to Qdk,i is avoided.
4. Analysis of the multigrid iteration.
In this section we provide an analysis of the multigrid iteration of Section 2. This
analysis is based on the product representation of the error operator (2.8). As done in [6]
for second order elliptic problems, our analysis is based on perturbation from the uniform
multigrid convergence estimates for a related symmetric positive denite problem.
We start with the estimate for the positive denite problem. For operators on Mk,
k = 1; : : : J , we will use k  kΛ to denote the operator norm induced by the vector norm
Λ(; )1/2: Set eRk to be any one of eJ Ik; eJ IIk ; eGIk and eGIIk . Let eT k = eRkΛk eP k for k > 1
and eT 1 = eP 1. Consider Algorithm 2.1 with Λk in place of Ak and eRk in place of Rk.
Its error reduction operator is
(4.1) eE = (I − eT 1)(I − eT 2)    (I − eT J):
The following result is contained in [1, Theorems 3.1 and 4.2], [17, Theorem 3.1] and
[18, Theorem 5.4].
Theorem 4.1. The multigrid error reduction operator in the case of the positive definite
problem satisfies
(4.2) Λ(eEu; eEu)  ^2Λ(u;u) for all u 2MJ ;
with 0 < ^ < 1 independent of J .
Remark 4.1. Although the results in [1] are formulated only for symmetric smoothers,
let us verify that (4.2) holds for the nonsymmetric Gauss-Seidel smoother eGIk as well,
as stated in Theorem 4.1. Indeed, we can be more general and consider instead the
smoothing operator eRk of a block successive over-relaxation iteration (SOR()) with a
relaxation parameter 0 <  < 2 (with the blocks based on fMdk,ig, d 2 fI; IIg). We
appeal to [9, Lemma 2.2], which shows that (4.2) holds for the eE obtained by any eRk,
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kI − eRkΛkkΛ  1; and(4.3)
(eR−1k u;u)  CΛ(u;u); for all u 2 (I − eP k−1)Mk;(4.4)
where eRk = eRk + eRtk− eRtkΛk eRk: Here eRtk is the L2-adjoint of eRk. That inequality (4.3)
holds for the eRk of SOR() follows immediately from the product representation,
I − eRkΛk = (I −  eP Ik,Nk)    (I −  eP Ik,1):
It remains to see that (4.4) holds for this smoother. Techniques in [1] can be used to
prove
inf
fuig
NdkX
i=1
Λ(ui;ui)  CΛ(u;u); for all u 2 (I − eP k−1)Mk;
where the inmum is taken over all decompositions u =
PNdk
i=1 ui such that ui 2 Mdk,i.
It can be shown as in [7, Theorem 2.2] that for the eRk of SOR(),
(eR−1k u;u)  (1 + c)22−  inffuig
NdkX
i=1
Λ(ui;ui); for all u 2Mk:
Thus, Theorem 4.1 holds for the SOR() smoother.
We will analyze the multigrid algorithm by examining the dierence between E andeE. Let Zk = T k − eT k and suppose we have
kZ1kΛ  ; and(4.5)
kZkkΛ  C1hk; for k = 2; : : : ; J; :(4.6)
Then, it can be shown that the dierence Ek − eEk is small by an argument of [6] (see
also [8, Lemma 11.1]). We include the argument here for the sake of completeness: First,
note that by triangle inequality, the Λ-norm of (I − T k) = (I − eT k − Zk) is less than
or equal to 1 + chk. Therefore,
kEkkΛ,Ω  (1 + c)
kY
i=2
(1 + chi);
which can be bounded by a convergent innite product. Thus kEkkΛ,Ω  C.
To continue, we observe the following recursion:
(4.7) Ek − eEk = (Ek−1 − eEk−1)(I − eT k)−Ek−1Zk
which implies that for k > 1,
kEk − eEkkΛ,Ω  kEk−1 − eEk−1kΛ,ΩkI − eT kkΛ,Ω + kEk−1kΛ,ΩkZkkΛ,Ω
 kEk−1 − eEk−1kΛ,Ω + Chk:
Repeated application of this inequality shows that the dierence Ek − eEk is small:
kEJ − eEJkΛ,Ω  c(h1 + ):
Thus, we have proven the following theorem:
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Theorem 4.2. Let E satisfy (2.8) and eE satisfy (4.1). Assume that (4.5) and (4.6)
holds. Then there are positive constants C, h^1 and ^ depending only on C1 above such
that if h1  h^1 and   ^,
kEkΛ  keEkΛ + C(h1 + ):
In (4.5) and (4.6), the operator norm of Zk can be taken to be that of Zk : MJ 7!
Mk or Zk : Mk 7! Mk, as both norms are equal. The proofs of our main results
proceed by verifying (4.5) and (4.6). In verication of (4.5), the nature of the subspace
decompositions is immaterial, and a coarse grid estimate of [16] is critical, as seen in the
following lemma.
Lemma 4.1. There exists H > 0 such that if h1  H then (4.5) holds with  = ch1.
Proof. For u; v 2MJ , the following identity holds:
(4.8)
Λ(Z1u; v) = Λ(P 1u− u; eP 1v)
= A(P 1u− u; eP 1v) + (!2 + 1)(P 1u− u; eP 1v)
= (!2 + 1)(P 1u− u; eP 1v):
It is shown in [16], using a duality argument utilizing the regularity assumption, that
there exists H > 0 such that if h1  H then
(u− P 1u;w)  Ch1 ku− P 1ukΛ kwkΛ
for all u 2MJ and w 2M1. Thus, the lemma follows. 
While verifying (4.6) for specic smoothers, it will be useful to have bounds for the
perturbation operators Zdk,i : MJ 7!Mdk,i, d 2 fI; IIg dened by
Zdk,i = P
d
k,i − eP dk,i:
Note that in the case of subspaces of gradients of decomposition II,
ZIIk,i = 0 for i = n
M
k + 1; : : : ; N
II
k :
An identity similar to (4.8) can be obtained for Zdk,i:
(4.9) Λ(Zdk,iu; v) = −(!2 + 1)(u− P dk,iu; eP dk,iv):
Lemma 4.2. There exists H > 0 such that if h1  H,
(u− P dk,iu; vk,i)  Chkku− P dk,iuk0,Ωdk,ikcurlvk,ik0,Ωdk,i
for all u 2MJ and vk,i 2Mdk,i, d 2 fI; IIg, k = 2; : : : ; J.
Proof. In the case d = I, observe that for any u 2 MJ , u − P Ik,iu is L2-orthogonal to
functions of the form ∇w for any w 2 W Ik,i. Decomposing vk,i = ∇w+x where w 2 W Ik,i
and x 2 M Ik,i and applying Lemma 3.1 gives
(u− P k,iu; vk,i) = (u− P k,iu;x)  Chkku− P k,iuk0,Ωk,ikcurlxk0,Ωk,i
= Chkku− P k,iuk0,Ωk,ikcurlvk,ik0,Ωk,i:
In the case d = II, the result immediately follows from Cauchy-Schwarz inequality and
Lemma 3.1 for vk,i 2 M IIk,i. For the remaining vk,i 2 M IIk,i, both sides of the inequality
of the lemma are zero. 
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The following theorem is our main result.
Theorem 4.3. In Algorithm 2.1, set Rk to any of the smoothers J
I
k;G
I
k;J
II
k and G
II
k
defined earlier. Then there exists an H > 0 such that whenever h1  H,
Λ(Eu;Eu)  2Λ(u;u) for all u 2MJ ;
for  = ^ + ch1. Here ^ is less than one (and independent of J) and is given by Theo-
rem 4.1 applied to the corresponding smoother eRk. In addition, c is independent of h1.
Proof. We apply Theorem 4.2. By Lemma 4.1, we need only verify (4.6) for each of the
smoothers J Ik;G
I
k;J
II
k and G
II
k . Since the proof for the case of the latter two smoothers
are completely analogous to the case of the smoothers based on decomposition I, we
only give the proof for J Ik and G
I
k.
In the case of Rk = J
I
k, the perturbation operator Zk, k > 1, satises
Zku = γ
NkX
i=1
(P Ik,i − eP Ik,i)u = γ NkX
i=1
ZIk,iu;
for any u 2Mk. By (4.9), Lemma 4.2 and (3.9),
(4.10) Λ(ZIk,iu; v) = (!
2 + 1)(P Ik,iu− u; eP Ik,iv)  chk kukΛ,ΩIk,i kvkΛ,ΩIk,i ;
for any u; v 2Mk. Hence,
Λ(Zku; v)  chk
NkX
i=1
kukΛ,ΩIk,i kvkΛ,ΩIk,i :
The inequality (4.6) now easily follows using the limited overlap properties of the do-
mains ΩIk,i. This completes the proof of the theorem when Rk = J
I
k.
Now consider the case Rk = G
I
k: As before, it suces to verify (4.6). Dene
eE i and
E i by eE i = (I − eP Ik,i)(I − eP Ik,i−1)    (I − eP Ik,1) and
E i = (I − P Ik,i)(I − P Ik,i−1)    (I − P Ik,1);
and let eE0 = E0 = I: Then the perturbation operator Zk : Mk 7! Mk for this example
is
Zk = T k − eT k = eENk − ENk :
We clearly have thateE i − E i = (I − eP Ik,i)(eE i−1 − E i−1)−ZIk,iE i−1:
Since the terms on the right are orthogonal with respect to Λ(; ),
k(eE i − E i)uk2Λ,Ω = k(I − eP Ik,i)(eE i−1 − Ei−1)uk2Λ,Ω + kZIk,iE i−1uk2Λ,Ω:
It follows from (4.10) that
∥∥ZIk,iv∥∥Λ,Ω  ChkkvkΛ,ΩIk,i. This and the fact that the
Λ-operator norm of (I − eP Ik,i) is bounded by one implies that
k(eE i − E i)uk2Λ,Ω  k(eE i−1 − Ei−1)uk2Λ,Ω + Ch2kkE i−1uk2Λ,Ωk,i:
Summing over i and obvious manipulations gives
(4.11) k(eENk − ENk)uk2Λ,Ω  Ch2k NkX
i=1
kE i−1uk2Λ,Ωk,i:
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We shall now show that for suciently small h1,
(4.12)
NkX
i=1
kE i−1uk2Λ,Ωk,i  Ckuk2Λ,Ω:
We rst note the identity
I − E i =
iX
m=1
P Ik,mEm−1:
Thus, by the arithmetic{geometric mean inequality, the denition of Ei and the limited
interaction property, it follows that
(4.13)
NkX
i=1
kE i−1uk2Λ,ΩIk,i  2
NkX
i=1
kuk2Λ,ΩIk,i + 2
NkX
i=1
ku− E i−1uk2Λ,ΩIk,i
 Ckuk2Λ,Ω + 2
NkX
i=1
∥∥∥∥∥
i−1X
m=1
P Ik,mEm−1u
∥∥∥∥∥
2
Λ,ΩIk,i
 C
 
kuk2Λ,Ω +
NkX
m=1
NkX
i=1
kP Ik,mEm−1uk2Λ,ΩIk,i
!
 C
 
kuk2Λ,Ω +
NkX
m=1
kP Ik,mEm−1uk2Λ,Ω
!
:
In order to estimate the last term on the right of (4.13), we write
(4.14)
kP Ik,mEm−1uk2Λ,Ω = kEm−1uk2Λ,Ω − kEmuk2Λ,Ω
− 2Λ(P Ik,mEm−1u; (I − P Ik,m)Em−1u):
Now by (4.9),
Λ(P Ik,mEm−1u; (I − P Ik,m)Em−1u) = (1 + !2)(P Ik,mEm−1u; (I − P Ik,m)Em−1u);
so by Lemma 4.2, we have
kP Ik,mEm−1uk2Λ,Ω  C(kEm−1uk2Λ,Ω − kEmuk2Λ,Ω) + Ch2kkEm−1uk2Λ,ΩIk,m:
Summing over m we conclude that
(4.15)
NkX
m=1
kP Ik,mEm−1uk2Λ,Ω  C(kuk2Λ,Ω + h2k
NkX
m=1
kEm−1uk2Λ,ΩIk,m):
Clearly (4.15) and (4.13) yield (4.12) for small enough h1.
Finally, we obtain from (4.12) and (4.11) that for k > 1,
kZkkΛ,Ω  Chk:
The theorem follows from Lemma 4.1 and Theorem 4.2. 
Remark 4.2. The same analysis could be used for the SOR() iteration considered in
Remark 4.1. In that case,
E l = (I − P dk,l)(I − P dk,l−1)    (I − P dk,1):
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H Degrees of
h
1/2 1/4 1/8 1/16 1/32
1/4 6 { { { {
1/8 7 7 { { {
1/16 9 9 8 { {
1/32 10 10 9 7 {
1/64 11 10 10 8 7
1/128 11 11 10 9 8
of freedom
108
1176
10800
92256
762048
6193536
Table 5.1. Preconditioned GMRES iteration counts for ! = 1 case. De-
grees of freedom at each renement level are also shown in the last column.
H
h
1/2 1/4 1/8 1/16 1/32
1/4 6 { { { {
1/8 7 7 { { {
1/16 9 9 8 { {
1/32 10 11 10 8 {
1/64 11 11 10 10 8
1/128 12 11 10 10 10
Table 5.2. Linear multigrid iteration counts with ! = 1.
Also, by Remark 4.1, Theorem 4.1 holds with the SOR() smoother.
5. Numerical results
Numerical experiments were conducted using lowest order Nedelec elements on cubes.
We report results of some of these experiments in this section. First of all, let us note
that not only can Algorithm 2.1 be used as a linear solver for (2.6), but it can also be
used to develop a preconditioner. Specically, the operator BJ : MJ 7! MJ dened by
BJg = MgJ(0; g) is a preconditioner for AJ in the sense that the inequalities
(5.1)
(1− )Λ(u;u)  Λ(BJAJu;u) and
Λ(BJAJu; v)  (1 + )Λ(u;u)1/2Λ(v; v)1/2
hold for all u; v 2 MJ , for suciently small coarse mesh sizes. These bounds easily
follow from Theorem 4.3 and  is as in the theorem. They imply that when GMRES
in Λ(; ) innerproduct is used to solve (2.6) with BJ as preconditioner, the number of
iterations remain bounded independently of renement level [12, 16]. In this section we
will investigate the performance of BJ as a preconditioner for use in GMRES, as well
as that of the linear solver MgJ(; ) given by Algorithm 2.1.
In all experiments, our computational domain was Ω = (0; 1)3. We only investigate
the multigrid algorithm with the smoother GIk based on decomposition I. The domain
(0; 1)3 was meshed by a hierarchy of multilevel uniform cubic meshes. Each mesh is
obtained by breaking up every cubic element of a coarser mesh into eight congruent
cubes, the coarsest mesh being just fΩg. Clearly, our analysis holds in this situation.
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H
h
1/2 1/4 1/8 1/16 1/32
1/4 ? { { { {
1/8 ? 35 { { {
1/16 ? 110 23 { {
1/32 ? 208 48 10 {
1/64 ? 266 62 15 8
1/128 ? 285 67 16 10
Table 5.3. Linear multigrid iteration counts for ! = 7. An entry \?"
indicates that Λ-norm of iterates became larger than 1099, and iterations
were stopped.
(In particular, a Poincare-Friedrichs inequality like that of Lemma 3.1 is obvious for
uniform cubic meshes.)
The linear system (2.6) is solved on a ne (k = J) mesh of mesh size h using one of the
two above mentioned iterative methods. The coarse solves of the multigrid algorithm
are done on a coarse (k = 1) mesh of mesh size H. All coarse solves were done by direct
methods of UMFPACK2.2 [10]. The right hand side of (2.6) was chosen so that the true
solution equals the interpolant of U(x; y; z) = [y(1− y)z(1− z); yx(1−x)z(1− z); x(1−
x)y(1 − y)]. We report iteration counts for a set of combinations of h and H. The
starting iterate was always zero. When the linear multigrid solver is used, the stopping
criterion was that the Λ-norm of error be reduced by a factor of 10−6. The stopping
criterion for GMRES was that the Λ-norm of the residual (pre-multiplied by BJ) was
reduced by a factor of 10−6. GMRES was set to restart after 50 iterations.
We start with the case ! = 1. GMRES iteration counts are reported in Table 5.1.
The preconditioner appears to be uniform, as iteration counts never exceeded 11 for all
combinations of h and H we considered. For comparison, the case h = 1=128 without
preconditioner did not converge even after 5000 iterations.
Iteration counts obtained using linear multigrid solver are reported in Table 5.2, and
these are in accordance with Theorem 4.3. Although in the case ! = 1, the algorithm
gives uniform iteration counts for all choices of H considered, this is no longer the
case for a higher wave number, as seen in Table 5.3. This is again in accordance with
Theorem 4.3, as its conclusion holds only whenever the coarse mesh is suciently ne.
We have also considered the performance of BJ as a preconditioner in GMRES for the
case of a higher wave number ! = 10: It is a good preconditioner only for smaller coarse
mesh sizes, as Table 5.4 shows. In other (unreported) experiments, the linear multigrid
algorithm for this wave number only converged for one of the combinations of h and H
considered. Theoretically, (5.1) guarantees that BJ is a good preconditioner only when
MgJ(; ) is a good contraction. Nonetheless, our experiments indicate that the coarse
mesh size at which BJ becomes a good preconditioner is larger than that required for
MgJ(; ) to be a good contraction. Similar observations have been made in studies of
multigrid algorithms for the Helmholtz equation [13]. This may be an argument in favor
of using GMRES preconditioned with multigrid as a solution strategy, rather than the
linear multigrid solver. However, we must also keep in mind that if too large a mesh
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H
h
1/2 1/4 1/8 1/16 1/32
1/4 3 { { { {
1/8 2 37 { { {
1/16 3 48 18 { {
1/32 2 78 22 16 {
1/64 2 78 21 17 9
1/128 2 79 21 16 10
Table 5.4. Preconditioned GMRES iteration counts for ! = 10 case.
An entry of the form n indicates that although the residual of n-th GM-
RES iterate met the stopping criterion, the iterate diered from the true
solution by more than 10−3 in Λ-norm.
H
h
1/2 1/4 1/8 1/16
1/4 0.32 | | |
1/8 0.40 0.40 | |
1/16 0.42 0.42 0.42 |
1/32 0.42 0.42 0.42 0.42
1/64 0.42 0.42 0.42 0.42
! = 1
H
1/2 1/4 1/8 1/16
1/4 7.93 | | |
1/8 9.67 0.92 | |
1/16 10.01 0.65 0.60 |
1/32 10.06 0.58 0.44 0.43
1/64 10.07 0.58 0.43 0.43
! = 5
Table 5.5. Numerical convergence rates for the linear multigrid iteration.
size is used, GMRES may nd the residual too small and stop, even though the iterate
is far from the true solution (see entries n).
We conclude by providing numerical convergence rates for the linear multigrid itera-
tion, which also conrm our theoretical results. Entries of Table 5.5 provide estimates
for kI−BJAJkΛ obtained by means of the power method in the cases ! = 1 and ! = 5
for a few combinations of h and H. We see that the only dierence between the two
cases is that larger ! requires a smaller coarse grid size. Note, though, that once the
coarse grid is small enough, both cases give rise to approximately the same reduction
rates.
Appendix A
Here we will indicate how the main result of this paper can be generalized to higher
order Nedelec spaces (of the rst kind). Let Mk be dened with r-th order Nedelec
spaces on each tetrahedron and Wk be the corresponding conforming approximation
space with polynomials of degree at most r + 1. The algorithms and denitions of
subspace decompositions and smoothers generalize in an obvious way for the case of
decomposition I. As we shall see, Case II can also be generalized provided a suitable
choice of nodal basis is made,
Case I: First of all note that Theorem 4.1 holds with the higher order spaces, as
shown in [1]. The only proof in the previous sections that depended on the order of
the spaces is that of Lemma 3.1. We will now prove that the inequality of the lemma
holds for higher order spaces as well. We start by considering the set S of all possible
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quasi-uniform tetrahedral meshes contained in the unit ball with at least one vertex on
the unit sphere and every element having the origin as a vertex. Each element in S is
represented by a list of vertices and a list of tetrahedra (a tetrahedron number to vertex
number list). We can assign labels to the members of S so that two members have the
same label if and only if they have the same tetrahedra to vertex list. Quasi-uniformity
implies that the number of labels can be bounded in terms of  appearing in (2.4). Let
Rl be the subset of elements of S with the l’th label.
Any subdomain ΩIk,i can be dilated and translated to an element of S. Thus, it suces
to prove that (3.4) holds for each D in Rl with constant independent of D. The general
result holds taking the minimum of these constants over fRlg.
Clearly, each domain D 2 Rl has the same number of vertices, say m. We can dene
a distance on Rl by using any norm on the vertex set, e.g., the Euclidean norm on R
3m .
It follows from quasi-uniformity, that Rl is a closed and bounded set in this norm and
hence compact.
Let D be in Rl. Denote the corresponding approximation spaces (of H0(curl ;D) and
H10 (D) respectively) by M
0
D andW
0
D, and set
M 0D = fq 2M 0D : (q;∇)D = 0; for all  2
W 0Dg: Let
(A.1) I(D) = inf
q2 M ′D
kcurl qk0,D
kqk0,D :
Note that since D is simply connected with a connected boundary, if curl q = 0 and
q 2 M 0D then q is a gradient of a function in W 0D. It follows that I(D) > 0 for any
D 2 Rl. Thus, to prove that (3.4) holds uniformly for D 2 Rl, it suces to show that
I(D) is continuous.
Suppose p and q are vertex sets of two meshes in Rl, with corresponding domains Dp
and Dq, respectively. Let  > 0 be given. For s 2 fp; qg, let fesignli=1 denote a nodal basis
for M 0Ds. We identify functions in the above spaces with their extension by zero to the
unit ball B. Let z 2 M 0Dp be a function with kzk0,B = 1 for which the inmum in (A.1)
is attained and let
z =
nlX
i=1
cie
p
i and z
0 =
nlX
i=1
cie
q
i :
By quasi-uniformity, it is easy to see that if jp − qj is small enough (depending on ),
kz − z0kΛ,B  : Note that z0 is, in general, not in M 0Dq . Dene  0 2 W 0Dq by
(∇ 0;∇)B = (z0;∇)B for all  2 W 0Dq :
Then z00 = z0 − ∇ 0 is in M 0Dq . Moreover, if jp − qj is small enough, it can easily be
shown that kz00 − z0kΛ,B  , so
kz − z00kΛ,B  2:
Consequently,
I(q)− I(p)  kcurl z
00k0,Dq
kz00k0,Dq
− I(p)  C:
Interchanging the roles of p and q in the above argument we also get that I(p)−I(q) 
C: Thus, I(p) is continuous on Rl. This nishes the proof of Lemma 3.1 when d = I:
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Case II: Smoothing algorithms of this type can be generalized to higher order spaces
provided a suitable choice of nodal basis is made. Note that there choices of nodal basis
for which Lemma 3.1 does not hold. We will provide one example of a nodal basis for
which our analysis generalizes.
Once a set of degrees of freedom for Mk is dened, a corresponding nodal basis im-
mediately follows. The particular choice of the degrees of freedom we have in mind
consists of edge, face, and tetrahedral moments. For any domain D, let Pl(D) denote
the set of polynomials of degree at most l and let Pl(D) denote any basis for Pl(D). For
every interior edge e and interior face f of the k-th level mesh, dene the edge and face
moments
pe(u) =
Z
e
p(u  t) dt; qf(u) =
Z
f
q  (u n) ds;
for p 2 Pr−1(e) and q 2 (Pr−2(f))2. The tetrahedral moments are dened by mapping to
the reference tetrahedron ^ bounded by the planes x = 0, y = 0, z = 0, and x+y+z = 1.
Let Rr−3 be the set of all vector polynomials that are monomials of degree at most r−3
in one coordinate direction and zero in others, e.g., r = (xiyjzk; 0; 0) is in Rr−3. For
every tetrahedron  in the k-th level mesh, dene the tetrahedral moments
rτ (u) =
Z
bτ
r  bu dx;
where r 2 Rr−3, bu(bx) = Btu(x), and B is the matrix in the ane correspondenceb Bbx+b7!  . The edge, face, and tetrahedral moments dened above form a set of degrees
of freedom for Mk and dene a corresponding nodal basis B for Mk.
The basis B is divided into edge basis functions, face basis functions, and interior
basis functions: An edge basis function φpe corresponding to an interior edge e has
all of the above dened degrees of freedom equal to zero except pe(φ
p
e) = 1 for some
polynomial p 2 Pr−1(e). Similarly, a face basis function φqf has all its moments zero
except qf (φ
q
f) = 1 for some interior face f and some q 2 Pr−2(f)2. Finally, we have
interior basis functions φrτ supported on  such that all its moments are zero except
rτ (φ
r
τ ) = 1 for some r 2 Rr−3. Thus,
B =fφpe : for all interior mesh edges e and p 2 Pr−1(e)g [
fφqf : for all interior mesh faces f and q 2 (Pr−2(f))2g [
fφrτ : for all r 2 Rr−3 and all mesh tetrahedra g:
Our analysis generalizes to the case when Mk is decomposed as
Mk =
X
2B
span(φ) 
X
i
span(∇ k,i);
where f k,ig is a local nodal basis for Wk. To show this, we rst of all note that
Theorem 4.1 holds for this decomposition as can be seen by following the arguments of [1].
The only other ingredient in our analysis that requires generalization is Lemma 3.1. We
now show that kφk0,Ω  Chkkcurlφk0,Ω for all φ 2 B.
It suces to prove that there is a C^ > 0 such that
(A.2) kbφk0,bτ  C^kcurl bφk0,bτ ;
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for all φ 2 B with C^ independent of  . Here, as before, bφ(bx) = Bt φ(x), for x 2  for
some  on which φ is nonzero. Clearly, (3.1) follows from (A.2) by quasi-uniformity and
standard ane equivalence arguments since kφk0,τ  Ch3/2k kbφk0,bτ and kcurl bφk0,bτ 
Ch
−1/2
k kcurlφk0,τ .
We prove (A.2) for each type of basis function. First, we consider bφpe. Let Lbe denote
the space of functions v in the r-th order Nedelec space on b for which all edge, face, and
tetrahedral moments are zero except those associated to the edge be which is the image
of e. Clearly, bφpe is in Lbe. For any nonzero function bφ 2 Lbe, there exists a p 2 Pr−1( bf),
on a face bf adjacent to be, such that
0 6= (bφ  t; p)∂ bf = (p; curl bφ  n) bf − (∇p n; bφ) bf = (p; curl bφ  n) bf ;
where n is the outward unit normal on bf and t is a unit tangent vector on @ bf (appro-
priately oriented). Since the left hand side is nonzero, curl bφ 6= 0. Thus by the nite
dimensionality of L
be, (A.2) holds for all bφ 2 Lbe and hence holds for bφpe.
Next, let us show (A.2) for a mapped face basis function bφqf . Let L bf denote the
subspace of the r-th order Nedelec space on b for which all edge, face, and tetrahedral
moments are zero, except for moments on face bf . Clearly, bφqf is in L bf . For any nonzerobφ 2 L bf , there is a q 2 Pr−2(b )3 such that
0 6= (bφ n; q)∂bτ = (curl bφ; q)bτ − (bφ; curl q)bτ = (curl bφ; q)bτ :
Thus, curl bφ 6= 0 for all bφ 2 L bf and (A.2) follows for bφqf .
Finally, consider an interior basis function φrτ . Obviously, all face and edge moments
of bφrτ are zero. We will now only show that for r = (xiyjzk; 0; 0), curl bφrτ 6= 0, as the
argument is similar for other r 2 Rr−3. We argue by contradiction. If curl bφrτ = 0 thenbφrτ = ∇ for some  2 Pr−2(b). Moreover, since face and edge moments of bφrτ are zero,
 can be chosen such that  j∂bτ = 0. Therefore,
1 = (bφrτ ; r)bτ = −( ; div r)bτ :
If i = 0, i.e., r = (yjzk; 0; 0), then div r = 0, which is a contradiction. If i  1,
then by the denition of φrτ , (
bφrτ ; er) = 0 for er = (0; ixi−1yj+1zk=(j + 1); 0). However,
(bφrτ ; er)bτ = (bφrτ ; r)bτ , which is a contradiction. Therefore, curl bφrτ 6= 0, and (A.2) follows
for the interior basis functions as well. Thus, we have shown that Lemma 3.1 holds for
the nodal basis functions of B.
It is easy to see that there are various other choices of nodal bases for which the lemma
does not hold. For instance, in the case r  4 the function ∇(1234) (where i are
the barycentric coordinates of a tetrahedron ) is an example of an interior basis function
for which Lemma 3.1 does not hold. Another example is the function i∇j +j∇i in
the case r = 2. This function has only one nonzero edge moment, so may be a candidate
for an edge basis function. However, it has nonzero face moments. Our analysis does not
hold for decompositions based on such basis functions and it is not clear if the associated
indenite multigrid method is convergent.
References
[1] D. N. Arnold, R. S. Falk, and R. Winther. Multigrid in H(div) and H(curl). Numer. Math.,
85(2):197{217, 2000.
MULTIGRID FOR MAXWELL EQUATIONS 19
[2] D. N. Arnold and A. Mukherjee. Tetrahedral bisection and adaptive nite elements. In Grid gener-
ation and adaptive algorithms, pages 29{42. Springer, New York, 1999. Proceedings of a workshop
held in Minneapolis, MN, April 28{May 2, 1997.
[3] R. Beck, P. Deuflhard, R. Hiptmair, R. H. W. Hoppe, and B. Wohlmuth. Adaptive multilevel
methods for edge element discretizations of maxwell’s equations. Surveys Math. Indust., 8:271{
312, 1999.
[4] R. Beck and R. Hiptmair. Multilevel solution of the time-harmonic Maxwell’s equations based on
edge elements. Int. J. Numer. Meth. Engng., 1999.
[5] J. H. Bramble. Multigrid Methods. Number 294 in Pitman research notes in mathematics series.
Longman Scientic & Technical, Harlow, UK, 1993.
[6] J. H. Bramble, D. Y. Kwak, and J. E. Pasciak. Uniform convergence of multigrid V -cycle iterations
for indenite and nonsymmetric problems. SIAM J. Numer. Anal., 31(6):1746{1763, 1994.
[7] J. H. Bramble, J. E. Pasciak, J. P. Wang, and J. Xu. Convergence estimates for product iterative
methods with applications to domain decomposition. Math. Comp., 57(195):1{21, 1991.
[8] J. H. Bramble and X. Zhang. The analysis of multigrid methods. In P. G. Ciarlet and J. L.
Lions, editors, Handbook of Numerical Analysis, volume VII. North-Holland, Amsterdam, 2001. To
appear.
[9] J. H. Bramble and X. Zhang. Uniform convergence of the multigrid V -cycle for an anisotropic
problem. Math. Comp., 70:453{470, 2001.
[10] T. A. Davis and I. S. Du. A combined unifrontal/multifrontal method for unsymmetric sparse
matrices. ACM Trans. Math. Software, 25(1):1{20, 1999.
[11] L. Demkowicz and L. Vardapetyan. Modeling of electromagnetic absorption/scattering problems
using hp{adaptive nite elements. Comput. Methods Appl. Mech. Engrg., 152:103{124, 1998.
[12] S. C. Eisenstat, H. C. Elman, and M. H. Schultz. Variational iterative methods for nonsymmetric
systems of linear equations. SIAM J. Numer. Anal., 20(2):345{357, April 1983.
[13] H. C. Elman, O. G. Ernst, and D. P. O’Leary. A multigrid method enhanced by Krylov subspace
iteration for discrete Helmhotz equations. SIAM J. Sci. Comput., 23(4):1291{1315 (electronic),
2001.
[14] V. Girault. Incompressible nite element methods for Navier-Stokes equations with nonstandard
boundary conditions in R3. Math. Comp., 51(183):55{74, July 1988.
[15] V. Girault and P.-A. Raviart. Finite Element Methods for Navier-Stokes Equations. Number 5 in
Springer series in Computational Mathematics. Springer-Verlag, New York, 1986.
[16] J. Gopalakrishnan and J. E. Pasciak. Overlapping Schwarz preconditioners for indenite time
harmonic Maxwell equations. Math. Comp., 72(241):1{15 (electronic), 2003.
[17] R. Hiptmair. Multigrid method for Maxwell’s equations. SIAM J. Numer. Anal., 36(1):204{225,
1999.
[18] R. Hiptmair and A. Toselli. Overlapping Schwarz methods for vector valued elliptic problems in
three dimensions. In Parallel solution of PDEs, IMA Volumes in Mathematics and its Applications.
Springer{Verlag, Berlin, 1998.
[19] R. Leis. Exterior boundary-value problems in mathematical physics. In H. Zorski, editor, Trends in
Applications of Pure Mathematics to Mechanics, Volume II, number 5 in Monographs and Studies
in Mathematics, pages 187{203. Pitman, London, 1979. A collection of papers presented at a
symposium in Kozubnik, Poland, September 1977.
[20] P. Monk. A nite element method for aproximating the time-harmonic Maxwell equations. Numer.
Math., 63:243{261, 1992.
[21] P. Monk and L. Demkowicz. Discrete compactness and approximation of Maxwell’s equations in
R
3 . Math. Comp., 70:507{523, 2001.
[22] J. C. Nedelec. Mixed Finite Elements in R3 . Numer. Math., 35:315{341, 1980.
[23] W. Rachowicz, L. Demkowicz, A. Bajer, and T. Walsh. A two-grid iterative solver for stationary
Maxwell’s equations. In D. Kincaid et al., editors, Iterative Methods in Scientific Computation II.
IMACS, 1999.
[24] B. F. Smith, P. E. Bjrstad, and W. D. Gropp. Domain Decomposition. Parallel Multilevel Methods
for Elliptic Partial Differential Equations. Cambridge University Press, Cambridge, 1996.
20 JAYADEEP GOPALAKRISHNAN, JOSEPH E. PASCIAK, AND LESZEK F. DEMKOWICZ
Department of mathematics, University of Florida, Gainesville, FL 32611–8105
E-mail address : jayg@ima.umn.edu
Department of Mathematics, Texas A&M University, College Station, TX 77843–
3368.
E-mail address : pasciak@math.tamu.edu
Department of Aerospace Engineering and Engineering Mechanics, University of
Texas, Austin, TX 78712.
E-mail address : leszek@ticam.utexas.edu
