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PREFACE
With the advent of microelectronics and micromechanical systems, the benefits of
miniaturized technology became evident. While in the semiconductor industry,
silicon-based electronics did undergo a significant decrease in structural sizes, me-
chanical systems lacked this reduction for the most part. The demand to prepare
small structures on a large scale for various applications presented a challenge in
the synthesis and properties of the employed materials. With the discovery of car-
bon nanotubes by Iijima in 1991 [1], a material has been found that offers superior
porperties such as high tensile strength, excellent electrical and heat conductivity
while being lightweight, flexible and tunable by the specific atomic arrangement
in its structure. Because of its size of (1 . . . 100) nm in diameter and lengths up to
several centimeters it is as of now a promising candidate as a basic material in nu-
merous fields.
This thesis deals with carbon nanotubes (CNT) on two levels. After an intro-
duction of the properties of CNT and the employed measurement techniques, the
work focusses on the synthesis of single-walled carbon nanotubes (SWCNT). This
includes the exploration of an enhanced parameter space obtained from the merg-
ing of two well-known synthesis routes - laser ablation (LA) and chemical vapour
deposition (CVD). The results concerning the diameter and yield evolution fit well
within an established model for the nucleation and growth of SWCNT. The sec-
ond part of that chapter deals with the synthesis of 13C augmented SWCNT, which
can serve as containers for various materials. By the enrichment of 13C nuclei and
the use of non-magnetic catalysts, these nanotubes can be studied by nuclear mag-
netic resonance spectroscopy and the interaction of the tube walls with their in- or
exterior can be studied on a local scale. The unexpected diameter evolution with
13C content points to a complex nucleation mechanism involving the thermal con-
ductivity of the nucleating, supersaturated catalyst particle.
The second part of the thesis deals with the manipulation of multi-walled carbon
nanotubes (MWCNT). The determination of electrical andmechanical properties on
the nanoscale presents a challenge concerning the practical handling of these struc-
tures as well as the application of bulk-scale concepts to nanoscale objects. The use
11
Preface
of a transmission electron microscope (TEM) in conjunction with a nanomanipula-
tor for mechanical and electrical contacting enabled the investigation of the proper-
ties of individual nanotubes and a link to their structural pecularities. Interesting
effects, such as transport-dominating charge traps have been found and discussed.
The application of individual nanotubes as field emission tips has been found to
be impossible by a straightforward approach due to the presence of charge traps at
the active emission site. However, because of their small mass, self-sustained os-
cillatory behaviour has been found for field emitting nanotubes in the presence of
magnetic fields.
While filled nanotubes in general and ferromagnetically filled nanotubes in par-
ticular can be synthesized in large quantities using CVD, little work has been done
to investigate the controlled manipulation of the filling. By application of DC-
currents or square current pulses, the filling was found to move in a predefined
direction guided by the nanotube walls. Depending on the driving current, nano-
tube shape or composition of the filling, different regimes ofmaterial transport have
been identified. Partial cannibalization of the nanotube during this transport pro-
cess has also been observed and may be used in the future to reshape the nanotube
from its interior. The application of high driving currents leads to a full cannibal-
ization of the nanotube and complete or partial regrowth of tubular carbonaceous
nanostructures. From these experiments and results from literature, a transport
model is established and discussed. This model incorporates the transfer of momen-
tum from the electron wind to the filling material which implies a non-ballistic cur-
rent transport in multiple shells of the MWCNT. This is in good agreement with the
maximum-current results obtained from Joule-heating induced breakdown experi-
ments. Finally, mechanical measurements of the bending stiffness have been con-
ducted using resonant or non-resonant electrostatically or -dynamically induced
vibrations, which are observable in the TEM in great detail. This concludes the
work on these nanostructures and provides valuable insight into the electrical and
mechanical properties of these systems.
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1 CARBON NANOTUBES
Among all elements carbon displays the richest variety of compounds. But even the
pure element comes in allotropes of all dimensions, from diamond (3D) to graphite
(quasi-2D) and graphene (2D) to carbon nanotubes (1D) and fullerenes (0D). The
properties of these structures are radically different and the electronic system can
be either that of an insulator, semiconductor or metal depending on the specific
structure. In this chapter the basic concepts of the carbon structures will be pre-
sented with the focus on carbon nanotubes.
1.1 HYBRIDIZATION
Atomic carbon, being the sixth element and listed in column IV of the periodic table
has an 1s22s22p2 configuration. However, by hybridization, that is, the mixing of its
2s and 2p orbitals it can form up to four bonds with neighbouring atoms. The neces-
sary hybridization energy is small compared to the binding energy which explains
the appearance of the various spn orbitals with n ranging from one to three [2]. Di-
amond shows full sp3 hybridization and is tetragonally ordered, while graphene
shows sp2 hybridization. There, two 2p orbitals mix with the 2s orbital to form
three orbitals which are rotated by 120 degree and are coplanar. The remaining 2p
orbital is oriented perpendicular to this plane. In hexagonally ordered structures
such as graphene, nanotubes and even fullerenes the sp2 orbitals are responsible
for creating strong σ bonds while the remaining electron is usually delocalised in
a comparably weak π bond. This electron however is responsible for the major
electronic properties of these materials.
1.2 GRAPHENE
1.2.1 Crystal structure
Graphene is a two-dimensional (2D) sheet of carbon atoms organised in a hexagonal
lattice, with two non-equivalent atoms A and B (see figure 1.1). With aC−C = 1.42 A˚
13
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Figure 1.1: Real and reciprocal space description of graphene. The unit vectors ~a1 and ~a2 span the
unit cell and the atoms A (black dots) and B (white dots) form the two-atomic basis of
graphene. Likewise, the vectors~b1 and~b2 are the unit vectors of reciprocal space. The
reciprocal space points K and K′ are inequivalent.
being the nearest neighbour distance constant, the unit vectors ~a1 and ~a2 can be
expressed as
~a1 =
(√
3
2
a,
a
2
)
,~a2 =
(√
3
2
a,− a
2
)
, (1.1)
where a = |~a1| = |~a2| =
√
3 × 1.42 A˚ = 2.46 A˚ is the lattice constant of two-
dimensional graphene. Consequently the unit vectors ~b1 and ~b2 of the reciprocal
lattice are given by:
~b1 =
(
2π√
3a
,
2π
a
)
, ~b2 =
(
2π√
3a
,−2π
a
)
. (1.2)
Due to the two inequivalent atoms A and B, the reciprocal space also contains
inequivalent K points (termed K and K′) , i.e. they are not connected by a reciprocal
lattice vector. The center points on a line connecting the nearest K and K′ points are
called M points.
1.2.2 Electronic structure
The σ electrons form covalent bonds, but, as stated in section 1.1 the electronic prop-
erties are mainly determined by the delocalised π electron system. In a first or-
der approximation only the nearest neighbour contributions to the electronic struc-
ture are considered. The basis functions of graphene are two Bloch functions, con-
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structed from the atomic orbitals of the inequivalent atoms A and B
Φj =
1√
N
∑ ei
~k·~Rαφj
(
~r− ~Rα
)
(j = A, B). (1.3)
The Hamiltonian then takes the form of a 2x2 matrix, where the diagonal elements
HAA = HBB = ǫ2p is the orbital energy of the 2p level. The off-diagonal elements
HAB, are obtained by considering the three neighbouring B atoms at postions ~R1,
~R2, ~R3 relative to A:
HAB = t
(
ei
~k· ~R1 + ei~k· ~R2 + ei~k· ~R3
)
= t f (k). (1.4)
The value
t = 〈φA(r) |H| φB
(
r± aC−C
2
)
〉. (1.5)
is called transfer integral and its modulus is often denoted as the hopping parame-
ter γ0. f (k) can be expressed in the x, y coordinates of figure 1.1 as
f (k) = e
ikxa√
3 + 2e
− ikxa
2
√
3 cos
(
kya
2
)
(1.6)
Because of f (k) being a complex function and the requirement of the Hamiltonian
to be a Hermitian matrix we can write HBA = H∗AB, where ∗ denotes the complex
conjugate. With the help of equation 1.6 and the overlap integral
s = 〈φA(r)|φB
(
r± aC−C
2
)
〉 (1.7)
the explicit forms ofH and S can be written as:
H =


ǫ2p t f (k)
t f (k)∗ ǫ2p

 , S =


1 s f (k)
s f (k)∗ 1

 . (1.8)
By solving the secular equation det (H− ES) = 0 the eigenvalues E(~k) can be ob-
tained as
Eg2D(~k) =
ǫ2p ± tw(~k)
1± sw(~k) , (1.9)
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Figure 1.2: Energy dispersion of the π bands in graphene. The used parameters are ǫ2p = 0,
t = −3.033 eV and s = 0.129 [3].
where the + and − signs give the bonding π and anti-bonding π∗ band, respec-
tively. The function w(~k) is given by
w(~k) =
√∣∣∣ f (~k)∣∣∣2. (1.10)
In the left panel of figure 1.2 the energy dispersion for graphene is shown using
the parameters ǫ2p = 0, t = −3.033 eV and s = 0.129 [3]. Because of the smallness
of s it is often neglected in equation 1.9, giving rise to two symmetric bands around
E = ǫ2p. The energy dispersion can thus be approximated by
Eg2D(kx, ky) = ±t
√
1+ 4 cos
√
3kxa
2
cos
kya
2
+ 4 cos2
kya
2
. (1.11)
A cut through the 2D energy dispersion is shown in the right panel of figure 1.2.
The Fermi energy EF = 0 intersects the bands at the K and K
′ points, shrinking
the Fermi surface effectively to six points. However, at these points the density of
states vanishes, creating a zero-gap semiconductor. The dispersion relation around
these points is in the form of six cones with linear dispersion [3]. This linearity
is the reason for the existance of so-called Dirac-Fermions, that is, quasi-particles
with approximately zero effective mass [4]. The equi-energy contours around the
K and K′ points are circles for small energy, however, they deform into triangles
for higher energies as depicted in figure 1.3. This effect is called trigonal warping
effect [5] and will become important later on when interpreting the optical spectra
16
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( )
(
)
Figure 1.3: Energy dispersion of the π bands in graphene around the K (K’) points. The Dirac-cone
is clearly visible. Electrons on these states have a negligible effective mass. With higher
energy the cone deforms into a triangular shape, which is called the trigonal warping
effect.
of carbon nanotubes.
A remark is due to the band structure as derived above. As Reich noted in her
work [6], this nearest neighbour approximation only holds for a limited range of
wave vectors. She derived a value of t = −2.7 eV as best fit to the results obtained by
first-principle calculations, similar to the one obtained by Saito et al. [3]. However,
the tight-binding model, if extended to include third-nearest-neighbours, provides
a quite accurate fit of the dispersion obtained by first-principle calculations over the
whole Brillouin zone [6]. This complex treatment of the band structure is beyond
the scope of this thesis and the band structure given by equation 1.11 will be used
in all subsequent derivations.
1.2.3 Phonon modes of graphene
In order to derive the phonon dispersion relations in graphene a force constant
model is used. In this model, atoms i and j are connected by a force constant tensor
K(ij). By comparison with experimental neutron or x-ray scattering data [7, 8] it
has proven sufficient to only consider up to the fourth nearest-neighbours [7]. On
the other hand, four nearest-neighbours are at least required to take into account
the twisting motion of a bond [3]. By symmetry considerations, the amount of force
constants required can be reduced to 12 for the 18 neighbouring atoms for each A (B)
atom. The atoms are grouped into shells of first, second, third and forth neighbours,
17
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which have the same force constant tensor except for a rotation. For the first shell,
the interaction of atoms A and B1 can be written as
K(A,B1) =


Φ
(1)
r 0 0
0 Φ
(1)
ti 0
0 0 Φ
(1)
to

 . (1.12)
The Φ
(n)
x (x = r, ti, to) are the force constants for in-plane radial, transverse in-
plane and out-of-plane vibrations of an atom in the nth shell respectively. By a
rotation around the centre atom, the force constant tensors Kij of any atom in the
shell can be calculated. For the first shell this reads
KA,Bm = U−1m K(A,B1)Um (m = 1, 2, 3), (1.13)
where Um is the rotation matrix about z by an angle θm for the m
th atom in the shell.
This matrix is the unitary matrix for m = 1 and can be expressed as
Um =


cos θm sin θm 0
− sin θm cos θm 0
0 0 1

 . (1.14)
The vibrational frequencies ω can be obtained by solving the secular equation
D(~q)~u~k = 0, (1.15)
where ~u~k are the phonon eigenfunctions. Because the unit cell of graphene contains
two carbon atoms A and B, the dynamical matrix D is a 6 × 6 matrix. It can be
constructed of 3× 3 matrices as
D =

 DAA DAB
D
BA
D
BB

 , (1.16)
with
D
(ij)(~q) =

∑
j′′
K(ij
′′) − Miω2
(
~q
)
I

 δij −∑
j′
K(ij
′)ei~q·∆
~Rij′ , (i, j = A, B) (1.17)
where the first term is summed over all neighbour sites j′′ from the i-th atom where
K(ij) 6= 0 and the last term is summed over all equivalent sites to the j-th atom.
In periodic systems, the dynamical matrix elements are given by the product of
18
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Table 1.1: Force constants of a graphene sheet. Subscripts r, ti and to refer to radial, transverse in-
plane and transverse out-of-plane, respectively [7].
Fitted force constants ×Nm−1
Φ
(1)
r Φ
(1)
ti Φ
(1)
to Φ
(2)
r Φ
(2)
ti Φ
(2)
to Φ
(3)
r Φ
(3)
ti Φ
(3)
to Φ
(4)
r Φ
(4)
ti Φ
(4)
to
365.0 245.0 98.2 88.0 −32.3 −4.0 30.0 −52.5 1.5 −19.2 22.9 −5.8
the force constant tensor K(ij) and a phase factor ei
~k·∆~Rij , similar to the case of tight
binding calculations of the electronic structure (see section 1.2.2 and in particular
equation 1.4).
These force constants were adjusted to best fit experimental results obtained by
electron energy loss spectroscopy [7]. Another set of force constants has been ob-
tained by Dubay et al. [9] using ab-initio calculations. The largest difference be-
tween the two sets are the phonon branches near the M and K points.
1.3 SINGLE-WALL CARBON NANOTUBES
1.3.1 Real space description
Starting from graphene as the building material for single-wall carbon nanotubes
(SWCNT) [10] one can imagine the crystallographic structure as a rolled-up graphene
sheet. Because of the large aspect ratio (up to 106) [11] and confinement effects these
structures are considered to be one-dimensional objects. The specific orientation of
the hexagons (in detail, ~a1 of equation 1.1) with respect to the nanotube circumfer-
ence is almost arbitrarily between 0◦ and 30◦. This angle is called the chiral angle
θ. In addition, one defines the chiral vector ~C = (n,m) along the circumference of
the nanotube. The indices (n,m) are defined as the multiples of the unit vectors of
graphene such that
~C = n~a1 + m~a2 =: (n,m) (1.18)
In figure 1.4 the chiral vector connects the points O and A, which are mapped
into one point upon rolling-up. One distinguishes three types of carbon nanotubes,
those with ~C = (n, n) are called armchair, those with ~C = (n, 0) are called zigzag
and all others are called chiral nanotubes. This naming of armchair (θ = 30◦) and
zigzag (θ = 0◦) nanotubes stems from the shape of the cross-sectional ring. These
two types of carbon nanotubes which exhibit mirror symmetry are also called achi-
ral tubes.
In addition to the chiral vector one defines the unit vector ~T of the 1D carbon
nanotube which is normal to ~C. It is also called translational vector and is defined
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Figure 1.4: Real space description of SWCNT. The chiral vector ~C = (6, 2) and the translational
vector ~T = (5,−7) span the unit cell of the SWCNT. The chiral angle θ is the angle
between the chiral vector ~C and the unit vector of graphene,~a1.
as
~T = (t1, t2) =
(
2m + n
dR
~a1,−2n + m
dR
~a2
)
, (1.19)
where dR denotes the greatest common divisor dR = gcd(2n + m, 2m + n). By intro-
ducing d as the greatest comon divisor of n and m, dR can be expressed as
dR =

 d if n−m is not a multiple of 3d3d if n−m is a multiple of 3d (1.20)
Also, the diameter of the nanotube can be expressed in terms of the indices (n,m)
as
dt =
|~C|
π
= a
√
n2 + m2 + nm, (1.21)
where a = aC−C×
√
3 = 2.49 A˚ is the lattice constant of the graphene sheet. One has
to note, that aC−C is slightly larger in carbon nanotubes as compared to graphene.
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The unit cell of the nanotube is defined by the vectors ~C and ~T and contains
N =
2
(
m2 + n2 + nm
)
dR
(1.22)
hexagons of which each contains two carbon atoms.
1.3.2 Reciprocal space description
Since the unit cell of a carbon nanotube is defined by the vectors ~C and ~T, the recip-
rocal space is spanned by the vectors ~K2 along the nanotube axis and ~K1 in cirum-
ferencial direction. These vectors are entirely defined by the following relations:
~C · ~K1 = 2π, ~C · ~K2 = 0, ~T · ~K1 = 0, ~T · ~K2 = 2π. (1.23)
Strictly speaking, ~K1 is not a reciprocal lattice vector, since carbon nanotubes are
one dimensional objects. Because of the finite size of the circumference, we obtain
N parallel lines of lenght 2π/|~T| in direction of ~K2 each shifted by |~K1| in direction
of ~K1 with respect to its neighbour. The continuous lines in direction of ~K2 are only
obtained for nanotubes of infinite length. Nanotubes of finite length will exhibit a
spacing between wave vectors of 2π/Lt [12]. This effect will be disregarded in any
further discussion due to the high aspect ratio of the nanotubes. With the help of
the relations mentioned above one arrives at the reciprocal lattice vector as
~k =
(
k
~K2
|~K2|
+ µ~K1
)
µ = 0, . . . , N, − π|~T| < k ≤
π
|~T| (1.24)
and the Brillouin zone of a (6, 2) nanotube are the cutting lines presented in fig-
ure 1.5.
1.3.3 Electronic structure
With the help of the structural definitions of section 1.3.1 and section 1.3.2 and the
knowledge about the electronic structure of graphene as discussed in section 1.2.2
it is possible to derive the band structure of SWCNT by the zone-folding method.
Interestingly, the electronic properties of SWCNT depend on the chiral verctor ~C,
that is, the specific geometry of the nanotube. By cutting the energy dispersion
of graphene (equation 1.11) into the lines as defined by the reciprocal space of a
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Figure 1.5: Reciprocal space description of (6, 2) SWCNT projected onto the reciprocal space of
graphene. The Brillouin zone consists of 52 1D cuts in direction of ~K2 and length 2π/|~T|,
separated by ~K1. As can be seen, no line crosses the K point, therefore the nanotube is
semiconducting (as will be described in section 1.3.3).
SWCNT (equation 1.24) one obtains N pairs of energy dispersion curves.
Eµ(k) = Eg2D
(
k
~K2
|~K2|
+ µ~K1
)
(1.25)
If one of these cutting lines crosses the K or K′ point of the 2D Brillouin zone of
graphene, the nanotube will be metallic, because at these points the energy gap be-
tween valence and conduction band is zero (The density of states is non-zero at EF
as will be seen in section 1.3.4). If no cutting line passes through these points, the
nanotube exhibits semiconducting behaviour, i.e. has a finite energy gap. From ge-
ometrical zone-folding considerations one arrives at a simple rule for the character
of a SWCNT in term of the chiral indices n and m. If
2n + m = 3N (1.26)
is fulfilled, the tube will be metallic, otherwise semiconducting [3]. There exist two
types of semiconducting tubes, namely type I and II, which are defined by their
chiral indices 2n + m = 3N + 1 and 2n + m = 3N + 2, respectively.
The distance of the respective cutting line to the K point in semiconducting SWCNT
depends inversely on the diameter of the SWCNT [13]. This means, that for small
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Figure 1.6: Electronic bands of a (5, 5), (9, 0) and (10, 0) SWCNT.While the first two are metallic due
to the band degeneracy at the fermi energy the last one is a semiconducting nanotube
with an energy gap.
SWCNT the cutting lines are no longer close to the K point and thus the linear band
approximation will ultimatively fail, because at large k values, the equi-energy con-
tours are no longer circular, but deform into a triangle. This trigonal warping ef-
fect has implications on the position of the van Hove singularities in the density of
states, as will be discussed in section 1.3.4.
For small SWCNT, the curvature has the effect of opening a small band gap in the
order of some meV. This gap originates in a cruvature induced shift of the touch-
ing points of valence and conduction bands away from the K points [14]. These
corrections to the tight-binding model are normally disregarded for SWCNT with
diameter larger than ≈ 1 nm. Nevertheless, due to the symmetry of armchair tubes,
they always exhibit metallic behaviour. In armchair nanotubes the kx direction is
quantised as
√
3nkxa = 2πq q = 1, . . . , 2n and the band degeneracy between the
highest valence and lowest conduction band occurs at k = ±2π/3|~T|. Because the
curvature induced shifts of the touching points of valence and conduction bands
away from the K point are in these tubes along the Γ− K direction, they are always
on one of the cutting lines. This implies, that the degeneracy will always occur at
the Fermi energy, giving rise to their expected metallic properties, similar to 2D
graphene. In contrast, zigzag nanotubes only have crossing bands at the Γ point for
n being a multiple of 3. A shift of the touching points away from the K-points thus
induced a small energy gap, as the cutting line then misses this point. In all other
cases, a larger gap opens rendering the tube semiconducting, because there are no
cutting lines in the immediate vicinity of the K-points. In figure 1.6 the band struc-
ture is plotted for a metallic (5, 5) armchair, a metallic (9, 0) and semiconducting
(10, 0) zigzag nanotube respectively.
23
1 Carbon Nanotubes
1.3.4 Density of states
The density of states (DOS) of nanotubes is typical for a one dimensional system.
Because of
g(E) =
1
V
dN
dE
=
1
V
dN
dk
dk
dE
(1.27)
flat energy bands will yield spikes in the DOS known as van Hove singularities
(vHs). In contrast to semiconducting nanotubes with zero DOS in the band gap,
metallic tubes exhibit an additional finite DOS around the Fermi energy. Of par-
ticular interest are the vHs, which greatly enhance optical transitions and allow the
investigation of carbon nanotubes by optical absorption or resonant Raman spec-
troscopy. Due to symmetry conservation laws only transitions between equally
numbered vHs are allowed. The transitions have a high joint density of states
(JDOS) and their energies scale with the inverse of the diameter as
Eii = i · 2γ0aC−C/dt. (1.28)
The value of γ0 = 2.7 eV as found experimentally by the Delft group [15] is lower
than the one found for bulk graphite. If i is a multiple of 3 the transition belongs to
a metallic tube, otherwise to a semiconducting one. In particular, the width of the
semiconducting gap or metallic plateau respectively can be given by:
Escgap = 2γ0aC−C/dt Emplateau = 6γ0aC−C/dt. (1.29)
Due to the origin of the degenerate bands at EF = 0 in metallic SWCNT stemming
from the K points of graphene, the dispersion around the fermi energy is linear,
giving rise to a plateau with constant density of states for all metallic nanotubes.
It is worth to mention that this gap scales with the inverse of dt and that the tran-
sition in metallic SWCNT occurs at three times the energy of corresponding semi-
conducting SWCNT of equal diameter. As a note, the trigonal warping effect shifts
the position of the vHs for the semiconducting tubes of type I and II as defined in
section 1.3.3 into opposite directions [16]. This shift increases with the separation
energy and moreover, splits the vHs of metallic SWCNT into two, depending on
the chirality of the corresponding nanotube [13]. This effect has implications on the
shape and intensity of the optical absorption peaks as discussed in section 2.2.1.
As already pointed out in section 1.2.2 the employed next-neighbour tight-binding
model gives only a qualitative picture of the electronic properties. For quantitative
band structure calculations, which are necessary for individual (n,m) chirality as-
signments in Raman or photoluminescence spectroscopy, this simple tight-binding
model needs to be refined. Additional contributions arising from third-neigbour
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Figure 1.7: The Kataura plot depicts the dependence of the energy separations Eii of the van-Hove
singularities on the diameter. Black points denote semiconducting nanotubes and red
circles metallic ones. γ0 = 2.9 eV and aC−C = 1.44 A˚ were used for the calculation. (af-
ter [18])
tight-binding [6], ab initio calculations or by including σ–π hybridization [17] are
commonly used to create the so-called Kataura-plot (figure 1.7 [18]), which lists the
energy separation of the first vHs Eii in dependence on the nanotube diameter dt.
All the nanotube samples used for this thesis are big enough (dt > 1 nm) for the
effects to be only minor corrections and allow for a good description of the sample
properties by the simple tight-binding model.
1.3.5 Phonon modes of SWCNT
Especially with resonant Raman spectroscopy (see section 2.1) it is possible to gain
access to SWCNT phonon modes with great sensitivity. Like the electronic band
structure, the phononic bands can be derived by application of the zone folding
technique to the 2D phonon bands of graphene. In a first approximation, the phonon
modes of SWCNT can be derived in a similar manner as the electronic bands, by
zone folding the respective structure of graphene. With 2N atoms in the unit cell
of a ~C = (n,m) nanotube (~C and N defined by equations 1.18 and 1.22) we expect
6N phonon dispersion relations in the one dimensional Brillouin zone along the ~K2
direction. Similar to the electronic band structure, the phonon bands are obtained
by cutting the dispersions of graphene along the reciprocal vector as defined by
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equation 1.24. The 6N branches can be written as
ω
mµ
1D (k) = ω
m
2D(k
~K2
|~K2|
+ µ~K1),

 m = 1, . . . , 6, and − π|~T| < k ≤ π|~T|µ = 0, . . . , N − 1,


(1.30)
However, not all phonon modes from graphene can be directly mapped to SWCNT
phonons. One of these is the radial breathing mode (RBM) in SWCNT, where all
atoms move out radially from the nanotube center. This mode corresponds to a
translation of a graphene sheet, if not rolled up, and is therefore expected to have
zero frequency, which it has not in SWCNT. A more rigorous approach incorporat-
ing the finite curvature of the nanotube leads to a renormalization of the force con-
stants Φx (x = r, ti, to) and a 6N × 6N dynamical matrix, where only those 3× 3
submatrices are considered, whose corresponding atoms are within the 4th neigh-
bour distance [3]. The results for a (10, 10) nanotube are presented in figure 1.8
along with the phonon dispersion of graphene. Some of these modes will be dis-
cussed in the light of Raman spectroscopy in section 2.1.
0
200
400
600
800
1000
1200
1400
1600
F
re
q
u
en
cy
(
cm
)
-1
LO
iTO
oTO
LA
iTA
(c)(b)
DOS pi/T DOSΓ K Γ ΓM
(a)
oTA
(d)
Figure 1.8: Phonon dispersion in (a) graphene and (c) a (10, 10) SWCNT. Panels (b) and (d) show
the corresponding DOS. L denotes longitudinal, iT and oT in-plane and out-of-plane
transverse A acoustical and O optical modes. Because there is no parabolic band atω = 0
in the SWCNT, the DOS vanishes [7].
1.4 ELASTIC PROPERTIES OF CARBON NANOTUBES
Apart from the microscopic elastic properties presented in the phononic modes
in section 1.3.5 carbon nanotubes exhibit many interesting macroscopic properties.
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First, they have an incredibly high Young’s modulus in the order of 1 TPa [10, 19–
21]. Second, upon application of tensile stress they can elastically elongate up to
several percent without fracture [21, 22] and finally, by elastic deformation of the
cross section they can easily withstand large bending curvatures without breaking
the σ skeleton [23–25]. Often, the original cross-section of the nanotube is restored,
after the stress is released [21]. The high strength and elasticity in conjunction with
the low weight makes carbon nanotubes an interesting material for applications
where common materials such as steel would fail.
1.5 MULTI-WALL CARBON NANOTUBES
Multi-wall carbon nanotubes (MWCNT) share many, but not all of the features
of their single-walled brethren. MWCNT can be imagined as multiple sheets of
graphene rolled into nested cylinders. They have been discovered by Iijima in
1991 [1], two years before the synthesis of SWCNT. In the simplest case, these tubes
consist of only two layers [26] where a lot of SWCNT properties can still be ob-
served. In most cases however, the number of walls is higher and the diameters are
in the region of tens up to 120 nm [27]. Typically, the interlayer distance is 3.4 A˚ [3],
close to that of graphite. However, the general opinion differs on the specific elec-
tronic and mechanical properties. It is generally claimed, that MWCNT are ballistic
conductors, at least up to a certain length [28–30], provided they are free from in-
ner defects. In this case, most of the current is carried by the outer shell, which in
principle acts as a large SWCNT. However, there is some discrepancy in opinion
regarding the actual spatial position of current transport, i.e. only the outermost
layer or a combination of several layers depending on the value of the current and
bias [31, 32]. It is generally agreed, that MWCNT can carry current densities in the
order of 1× 109Acm−2. From a theoretical point of view, the electronic properties
are hard to model in general, since, except for the case of two armchair or zigzag
nanotubes, two adjacent tubes will form an incommensurate structure due to the ir-
rationality of |~C| and |~T| (as defined by equations 1.18 and 1.19, respectively). From
an application point of view, MWCNT are far more easily to synthesise and handle
than their single-walled counterparts. Because their structure consists of multiple
rolled-up graphene sheets, these shells can in principle be slid against each other
with little force, comparable to the sliding of graphene planes against each other
in bulk graphite. The movement of one nanotube inside another is subject to a pe-
riodic potential, which is more and more flattened depending on the number of
carbon atoms in the unit cell [3]. In fact, experiments done on telescoping the indi-
vidual shells of MWCNT have shown, that the van-der-Waals force acting on the
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sliding part is in fact constant, i.e. the sliding pair acts as a constant-force spring.
Apart from that, a small friction force depending on the lenght of the overlap is
present [33]. More insight into the mechanical properties will be given in chapter 5.
1.6 ELECTRICAL TRANSPORT IN CARBON NANOTUBES
To elucidate electrical transport phenomena in carbon nanotubes, one first has to
look into the general electrical transport properties of 1D systems. In conjunction
with 2D graphene as the origin of 1D CNT structures, we can, to a first approx-
imation, consider a 1D system as a 2D system, which is very small in one of its
directions. This constriction may be achived by geometrical confinement or, more
general, by a confining potential of some sort. In principle, we arrive at the prob-
lem of a continuous system in the longitudinal direction and a particle-in-a-box
problem in the transverse direction. This leads to a level quantization in the trans-
verse direction, giving rise to several discrete 1D energy bands, whose separation
in energy especially depends on the width of the constriction. In the lower limit,
there is only one single energy band, which can contribute to the transport. On
the other hand, the conductance related to this channel should still depend on the
length of the conductor. A continous reduction of this length (with the constraint
that this will not introduce length quantisation as in quantum dots) will reduce the
resistance linearly until the length of the conductor becomes shorter than the scat-
tering length. This means for lengths L much smaller than the mean free path Lm,
that charge carriers will be transmitted through the conductor without scattering.
This is called ballistic transport. Under the assumption, that the phase-relaxation
length is much shorter than the dimensions of the conductor, interference effects
can be neglected and the whole system can be treated semi-classically. Experiments
performed on such systems have shown, that the conductance approaches a finite
value Gc and does not reach infinity, as naively expected. This resistance (G
−1
c ) is
called the contact resistance and stems form the interface of the leads to the ballistic
conductor. The origin of this resistance is the number of transmitting modes. In-
side the ballistic conductor, only a few transverse mode may carry a current, but a
continuum of such modes is present in the leads. The necessary redistribution of
current manifests itself as the aforementioned contact resistance.
To calculate the contact resistance we imagine a structure of length L, width W
and macroscopic conductivity σ. As long as the sample is large, G = σW/L holds.
As we approach smaller dimensions, the sample becomes ballistic and the trans-
verse modes become quantised. For simplicity, we assume the contacts as reflec-
tionless, that is, each electron can exit our ballistic conductor into the leads without
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Figure 1.9: Simple model of a 1D ballistic conductor. Carriers entering into right-going states
from the left are in equilibrium with the left contact and vice versa. The potential
drop occurs entirely at the contacts. The picture assumes a parabolic conduction
band for the carriers.
reflection. As depicted in figure 1.9, the potential of the left side µL is higher than
that at the right hand side µR. Assuming a parabolic conduction band, electrons en-
tering the conductor from the left into +k states will thus be in thermal equilibrium
with the left contact and electrons entering from the right into −k states will be in
thermal equilibrium with the right contact. This means, that the quasi-Fermi levels
for the +k and −k states is different in the ballistic conductor. If we consider the
average quasi-Fermi level as the “voltage” we find, that the voltage drops entirely
at the interfaces. However, such a step-like voltage drop would result in an infinte
electric field. It is obvious, that this cannot be the case. A redistribution of charge
leads to screening effects and smoothes out this steep voltage drop at the interfaces.
This has been calculated for metallic carbon nanontubes [34]. In zeroth order ap-
proximation we can neglect this effect. The conductance at zero temperature can
then be calculated in the following way. Assuming a single transverse mode, the
current carried by the +k states of an electron gas of n electrons per unit length L
moving with a velocity v can be written as
I+ =
e
L ∑
k
v f +(E) =
e
L ∑
k
h¯−1 ∂E∂k f
+(E). (1.31)
The function f +(E) represents some occupation function for the +k states in the
conductor. The sum can be converted into an integral and a factor of 2 will be
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added for spin. In case, there are M modes carrying the current, we arrive at
I+ =
2e
h
∫ ∞
−∞
M(E) f +(E)dE (1.32)
If we assume the number ofmodes M to be constant in the energy range µL > E > µR,
the conductance is retrieved as
I =
2e2
h
M
(µL − µR)
e
⇒ Gc = 2e
2
h
M. (1.33)
For single-mode conductors this reduces to the conductance quantum
G0 =
2e2
h
= (12.9 kΩ)−1. (1.34)
The effect of quantised conductance has been verified experimentally in semicon-
ductor structures by van Wees et al. [35] and Wharam et al. [36] in 1988. One might
argue, that single defects acting as scatter centers can indeed produce a voltage
drop in the otherwise ballistic conductor. A good approach is to consider a single
scattering center about in the middle of the conductor. Calculations then show [37]
that there is a voltage drop Vs in the vicinity of the scatterer and a finite transmis-
sion probability T for an electron to pass the scatterer and (1− T) to be reflected
back. The total current through such a structure can be written as
I =
(
2e
h
)
MT(µL − µR) (1.35)
and the resistances G−1s and G−1c associated with the scatterer and the contacts, re-
spectively, are
G−1s =
h
2e2M
1− T
T
and G−1c =
h
2e2M
, (1.36)
which reduces to those obtained in equation 1.33 for completely ballistic conduc-
tors, i.e. T = 1. Of course, a voltage drop across a single scatterer also implies
the dissipation of energy. By calculation of the average energy of the current, one
can see that this is not as localised as the voltage drop, but the details of energy
relaxation from the electronic system to the lattice depend on the detailed inelastic
processes [37]. To conclude, ballistic transport has two properties: 1) no dissipation
of energy in the conductor itself, which 2) has a quantised conductance.
With the general transport properties of 1D systems as derived above in mind,
we now turn to the case of carbon nanotubes, especially metallic carbon nanotubes.
Firstly, in principle there are two ways to connect a CNT which differ especially for
MWCNT. End-bonded can be imagined as the nanotube being cut perpendicular
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to its axis and the opened face covered by the metallic electrode. Side-bonded, on
the other hand, is the attachement of metal leads to the side of the nanotubes. The
latter does not require a modification of the nanotube, but can be prepared by pre-
or postpatterning of electric leads with standard lithography techniques or in-situ
by a simple approach with a conductive tip. This, however, only contacts the outer
shell of a MWCNT and transport-wise this setup can be considered as the equiva-
lent to having a very large SWCNT only. However, the inner shells are still present
and might contribute to the transport properties via Coulomb-dragging [38], tun-
neling currents [39] or be connected to the outer shell via defects [40]. For now, we
will neglect all these influences and concentrate on the transport behaviour for a
single MWCNT shell. Section 1.3.3 described the electronic structure of a CNT and
equation 1.29 yields the energy separation between the individual non-crossing sub-
bands. Furthermore, metallic CNT have a finite DOS at the Fermi energy, because
of two crossing bands, originating from cutting lines through the K point in the
graphene band structure. In the language of the above paragraph, these bands cor-
respond to two transverse modes. Theminimum conductance of a metallic SWCNT
at zero temperature is thus 2G0. Above and below these bands are a number of sub-
bands, whose energy separation depends inversely on the diameter. At room tem-
perature (kT ≈ 25meV) all nanotubes with dt ≥ 30 nm can be considered metallic,
because their least separated subbands will contain a sufficient number of free elec-
trons. Depending on the number of actually participating bands, the conductance
of a MWCNT can be much larger than 2G0. However, some experiments revealed,
that MWCNT might even have only one quantum of conductance as the lower
limit [41], although later experiments of the same group relativate these results and
discuss the missing conductance to possibly stem from non-ideal conditions in the
leads [42]. End-bonded MWCNT have been witnessed to be multi-channel ballistic
conductors (M ≈ 460) [43]. However, there is no established value for the mean
free path in CNT. Some sources claim values as low as 100 nm [39], while others
estimate the mean free path to be in the order of tens of micrometers [41–43]. As at
least some of the setups use liquid immersion of the nanotubes on one side, special
care has to be taken to account for skin formation and related effects [44]. Neverthe-
less, the ballistic regime of transport does depend on the applied bias. The optical
phonon scattering length is much shorter than for acoustic phonons [45, 46], which
are only weakly coupled to electrons [47]. Furthermore, an increase in bias will
shift additional subbands in the region of possible transmission. Transport through
these bands, however, encounters a difficulty. Svizhenko et al. [34] calculated the
screening length of the potential drops inside the CNT, depending on diameter and
length. It is evident, that there is at least some electric field present in the nanotube,
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which can lead to a shift of the band structure, as depicted in figure 1.10 [48]. Elec-
trons injected into non-crossing subbands, that is, all but the two metallic bands,
will at some point encounter a region in space, where the subband will have a zero
in its dispersion relation. That means the velocity is zero at this point and the elec-
tron will undergo Bragg reflection and not be transmitted. This creates a transport
bottleneck, limiting the current-carrying capacity of a CNT. A second possibility
is also plausible, especially for large voltage gradients. The non-crossing valence-
subband electron might tunnel the region in space where only the crossing bands
exist and continue its path on a noncrossing conduction-subband. This process is
called Zener-tunneling. Anantram showed, that, depending on the nanotube diam-
eter, energy and potential profile Zener-tunneling can have a significant impact on
the current-carrying capacity of CNT [48]. On the other hand, not all experimen-
tal work could prove that MWCNT are indeed ballistic conductors. Measurements
of current-induced breakdown [49, 50] or local temperature measurements [51] led
the respective groups to conclude, that the transport in their CNT is not ballistic.
Li et al. [52] also mentions the possibility of electrostatic breakdown of the nano-
tube structures electric fields of about 10Vnm−1. Although the average electric
fields present in the nanotube are usually much smaller, highly localised defects
can give rise to locally high fields [37, 50].
Figure 1.10
Shift of the band structure around
the K point in the presence of a po-
tential. Electrons injected on the
left side into right-moving states can
be transmitted on crossing bands
(black dots, dashed line). Electrons
injected into non-crossing subbands
can undergo Bragg reflection (grey
dots, solid line) or Zener-tunneling
(white dots, dotted line)
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Up to now, only transport through the outer shell has been considered. Inter-
shell conductance is normally disregarded due to the poor coupling of shells in
graphite, but might be more important in MWCNT because of their curvature and
crosslinks between individual shells. Collins et al. [53, 54] showed that the current
in MWCNT is indeed carried by multiple shells and that the individiual shells have
breakdown currents very similar to a SWCNT, even with similar I − V character-
istics. Bourlon et al. [39, 55] showed with non-local voltage measurements during
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electrical transport that there is indeed a contribution of inner shells, depending on
the number of participating subbands and mean free paths [56]. Huang et al. [49]
could demonstrate by in-situ experiments, that a failure of the innermost shell of a
MWCNT leads to a significant decrease in current, proving that this shell carried a
current. Their measured increase in resistance with decreasing number of shells is
indicative of an intershell tunneling process. For MWCNT with disordered surface,
e.g. by absorption of species from handling in air, etc., the coupling with an ordered
inner layer devoid of interaction with the environment can lead to an enhancement
in the mean free path [56]. The same is observed for generated defects, which are
supposed to create crosslinks to otherwise structurally perfect shells [40]. Bour-
lon [55] points out, that the experimenal determination of the contribution of inner
shells to electrical transport is not easy to estimate. Collins [53] states, that the sim-
ple picture of parallel conductors might not necessarily hold, if contact effects and
intershell coupling is considered. Computational studies by Hansson et al. [57] on
telescoping double wall CNT reveal a reduction of the conductance only by about
a factor of 2 for intershell resonance tunneling when compared to single nanotube
transport. Telescoping nanotubes are of particular value for the study of intershell
coupling, because they allow one to determine the nature of the coupling by vari-
ations in the overlapping length. It has been found, that transport through such a
system can be well described in terms of a localization theory [37] on the individ-
ual shells [58]. The resistance is expected to depend exponentially on a length x [37],
which is proportional to the number of scatterers in the path of the current transport.
Due to quantum interference effects each scatterer introduces amultiplicative factor
to the total resistance. Thus the resistancewill increase exponentially with length, in
contrast to the classical Ohmic picture, which only predicts a linear increase, due to
non-coherent transport. While the low field regime then shows Ohmic conductance
through thermally assisted hopping, the high field region will show larger conduc-
tivity due to field induced hopping. This has been observed by Cumings et al. [58].
An interesting result of these measurements is the fact, that the evolution of the re-
sistance with telescoping distance (and as such, an increase in the total length of the
system) can be well explained by the localization theory and does not necessarily
require an overlap dependent transmission probability for intershell transport.
To conclude this chapter, there are many aspects of carbon nanotubes, which are
to date not very well understood and different experimental results can explain
contradictory models equally well. In this context, the results obtained in this work
presented in chapter 5 will be compared and interpreted with established models
and theories which are most probable in light of the structural pecularities of the
investigated samples and the specific experimental setup.
33
34
2 ANALYSIS TECHNIQUES
2.1 RAMAN SPECTROSCOPY
Raman spectroscopy in general is a useful tool to study the phonon modes in a
material. The measurement principle can be explained as follows. When light is
irradiated onto a sample, a part of it is scattered inelastically, that is, it either looses
or gains energy. This loss or gain in energy stems from the creation or absorption
of a phonon in the material under investigation. For this scattering to occur, the po-
larizability of the molecules (or nanostructures) needs to change. The light excites
an electron into an either virtual or real electronic state from which it relaxes under
emission of a photon. If a phonon is created or absorbed during this relaxation, that
is, the light is scattered inelastically, one speaks of a Stokes or anti-Stokes process,
respectively. In all Raman scattering processes the total energy and momentum are
conserved, i.e.
h¯ωout = h¯ωin ± Ephonon ~kout =~kin ±~qphonon (2.1)
2.1.1 Classification of Raman processes
Depending on the amount of scattering processes and phonons involved, resonant
raman scattering (RRS) Stokes processes can be classified as presented in figure 2.1.
The resonance in RRS comes from the fact, that one of the transitions, namely the
excitation or the emission of the photon is a transition between two real electronic
states. For the sake of simplicity, only incident resonance (i.e. excitation to a real
state) will be discussed in detail, however, similar arguments hold for the case of
scattered resonance. As it can be seen in figure 2.1 (a) an incoming photon excites
an electron in a state ~k from the valence to the conduction band. In a first order
process, this electron then emits a phonon with wave vector ~q and scatters to a
virtual state before recombining with the hole in the valence band. This recombi-
nation is only possible if ~q ≈ 0, i.e. one ususally observes zone-center phonon
modes in a solid. Stemming from 2D graphite, the G-band around 1582 cm−1 along
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Figure 2.1: Classification of the different processes for (a) first and (b and c) second order resonant
Raman scattering for (top) incident and (bottom) scattered resonance conditions. The
dashed lines in panel (b) indicate a elastic scattering event, while the process in panel (c)
is a two phonon process. Solid (open) circles indicate real (virtual) electronic states [59].
with the nanotube specific low-frequency radial breathing mode (RBM) are the two
strongest single resonance features in SWCNT Raman spectra. Second order pro-
cesses involve two scattering events to occur after electron excitation. As depicted
in figure 2.1 (b), (c) an electron in state~k scatters to state~k +~q, scatters back to state
~k and finally recombines with the hole in the valence band. This process is called
double resonance [60] and can consist of one elastic and one inelastic process or two
inelastic scattering events combining one virtual and two real electronic states. The
former process will be called one-phonon and the latter two-phonon double reso-
nance (DR) Raman process, respectively [61]. These modes usually have an energy-
dispersive component, i.e. their frequency depends on the excitation energy. This
can easily be explained by a look at the band structure of graphene, which has a lin-
ear dispersion around the K point. By increasing the photon energy, the resonance
k-vector is shifted away from the K point, where valence and conduction bands
cross. This in turn implies a corresponding increase in the q vector of the phonon.
The initial (or final) k and the intermediate k + q states exist on the equi-energy con-
tour of the electronic structure, which is a circle for graphene around the K point.
The density of states for possible q thus becomes singular for q = 0 or q = 2k, mea-
suring k from the K point [62]. While the former does not depend on the excitation
energy, the latter is energy dispersive. By using different excitation energies it is
thus possible to observe the dispersion relations h¯ω(q) [61] by examining q = 2k
DR spectra. Most of the observable features in SWCNT Raman spectra are listed
in table 2.1. Their name is in most cases derived from the corresponding phonon
branches of graphite.
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Table 2.1: Raman features of Graphite and SWCNT
SR, DR1, DR2 denote single-resonance, double-resonance one-phonon and two-phonon
modes respectively
†several definitions exist for the relationship between ωRBM and dt, see also section 2.1.2
‡ G-band features in SWCNT split up into two features G+ and G− due to in-plane vibra-
tions along the nanotube axis and circumference, respectively [63]
Name ω(cm−1) ω(cm−1) type dωdEL Notes
EL = 2.41 eV 1.16 eV
iTA 288 127 DR1 129 iTA mode (q = 2k)
LA 453 183 DR1 216 LA mode (q = 2k)
RBM †248/dt †248/dt SR 0 Nanotube only, vibration of radius
IFM− 750 1025 DR2 -220 Combination mode oTO-LA (q = 2k)
oTO 860 860 DR1 0 IR-active in graphite
IFM+ 960 735 DR2 180 Combination mode oTO+LA (q = 2k)
D 1350 1284 DR1 53 LO or iTO mode (q = 2k)
LO 1450 1450 DR1 0 LO mode (q = 0)
BWF 1550 1550 SR 0 Plasmon mode, only metallic carbons
‡G 1582 1582 SR 0 Raman active mode of graphite
M− 1732 1765 DR2 -26 overtone of oTO mode (q = 2k)
M+ 1755 1755 DR2 0 overtone of oTO mode (q = 0)
iTOLA 1950 1663 DR2 230 combiantion mode of iTO and LA
G’ 2700 2568 DR2 106 overtone of D mode
2LO 2900 2900 DR2 0 overtone of LO mode
2G 3180 3180 DR2 0 overtone of G mode
2.1.2 Application to SWCNT sample analysis
The electronic and phononic structure of SWCNT has been described in section 1.3.3
and section 1.3.5 respectively. A more rigorous derivation of the photon-electron-
phonon interaction can be found in [64]. Because SWCNT show a very high elec-
tronic joint density of states (JDOS) the interaction probability for incident or emit-
ted light with energy between the major transitions with energy Exyy (x = S, M and
y ∈ N) is greatly enhanced. This technique is called resonant raman spectroscopy.
It increases the normal sensitivity by about three orders of magnitude [59]. How-
ever, because the electronic transitions depend on the diameter of the nanotube,
only the portion of nanotubes in the sample which are in resonance with the used
laser wavelength can be observed. Moreover, because phonons obey Bose-Einstein
statistics, the occupation of a certain mode (q, µ) is given by
n(q, µ) =
1
exp(h¯ω(q, µ)/kBT)− 1, (2.2)
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where kB is the Boltzmann constant. The intensity of the anti-Stokes signal (the
absorption of a photon) thus decreases with decreasing temperature. Although ad-
ditional data may be obtained by analyzing a sufficiently strong anti-Stokes sig-
nal [59], only Stokes signals will be evaluated in this work and the naming Ra-
man spectra is adopted also for Stokes spectra alone. Furthermore, most of the
raman active modes show some kind of dependence on diameter, which is espe-
cially pronounced for the RBM mode. Thus, a detailed study of these modes in
conjunction with the knowledge of the excitation energy allows for accurate diam-
eter determination and even ~C = (n,m) assignment [65]. In macroscopic samples
this often proves difficult for the less dispersive modes due to the overlap of reso-
nance profiles stemming from different nanotubes and is often only possible for the
RBMmode, which has the largest dispersion. In the following paragraph, the most
prominent raman active phonon modes are discussed in terms of their application
to gain insight into the composition of real samples.
Because a Raman spectrometer usually uses a laser with a small energy width,
only those nanotubes will contribute to the spectrum, which are either in incident
or scattering resonance with the laser energy. This means, for incident resonance,
one of their Eii or Eii − h¯ωphonon as defined by equation 1.28 has to match the laser
energy. The resulting Raman spectrum then exhibits at least some of the features de-
scribed in the previous paragraph, depending on the type, quality and abundance
of nanotubes in the sample. Typically, for nanotubes with equal diameter distribu-
tion, the intensity of the G-line is proportional to the abundance of SWCNT [66],
while the ratio of G/D-line intensity is proportional to the quality (i.e. crystallinity)
of SWCNT. This is because in SWCNT, the D-line transition is forbidden due to
selection rules [67]. However, also amorphous carbon contributes to this line, but
because of the absence of resonance conditions for non-tubular carbon this contribu-
tion is much weaker than that from (defect) carbon nanotubes. The overtone of the
D-line, the G’-line is an allowed transition and because of its diameter dependence
can be used to estimate the diameters of the SWCNT. It has to be noted that the
origin of the G’-line in carbon nanotubes is not fully understood yet. Also, the posi-
tion of the individual RBM peaks allow the determination of the diameters present
in the sample. However, if the distribution of diameters is broad, these procedures
require the use of several laser lines in order to ensure that all nanotubes can be
observed. Furthermore, because the resonance conditions are slightly different for
scattered resonance, where Elaser = Eii − h¯ωphonon, the G’-line may not represent
the same diameters as the RBM. If possible, optical absorption spectroscopy (OAS,
section 2.2) should be used for yield and diameter distribution determination. Ra-
man spectroscopy, on the other hand, is much more sensitive to very small yields
38
2.2 Optical Absorption Spectroscopy
of SWCNT and can be employed to track yield and diameter changes where OAS
is not sensitive enough.
The employed Raman spectrometer is a Bruker IFS100 Fourier Raman Spectro-
meter with a single 1.16 eV (1064 nm) laser line. This spectrometer analyzes the scat-
tered light from the sample in reflection mode by an interferometer. The employed
laser line is well suited to observe SWCNT in the diameter regions around 0.9 nm
and 1.5 nm, as can be seen in the Kataura plot figure 1.7. The general formula which
relates the RBM frequency to the diameter reads
ωRBM = A/dCNT + B. (2.3)
A and B are fit parameters and depend on the environment of the nanotubes [68],
the used parameters for our samples have been established as A = 233 cm−1 and
B = 14 cm−1 [69], which agrees well with the ab initio calculations of Ku¨rti et al. [70].
The samples are prepared by dispersing the nanotube-containing rawmaterial in
acetone and sonicating it to ensure homogeneity. Subsequently, the solution was
dropped onto heated plates of Al, resulting in a thin film of homogeneous mate-
rial. The proximity of the sample to the rough Al surface proved to increase the
sensitivity compared to pressed raw material on the same plates. This can be ex-
plained by the interaction of surface plasmons [71] or the so-called lightning-rod
effect [72], that is the local increase of the electric field strength at the sharp surface
edges. Also, metallic nanoparticles, i.e. catalyst particles can in principle act as en-
hancement centres. Therefore, a comparison of yield evaluation based only on the
intensity of the Raman signal is only possible, if the sample composition and prepa-
ration methods are similar. This means for quantitative measurements, that the
prepared films should be sufficiently thick such that surface enhancement effects
do not play a role.
2.2 OPTICAL ABSORPTION SPECTROSCOPY
Complementary to Raman spectrosopy (section 2.1) optical absorption spectroscopy
(OAS) can also be employed to study the vibrational modes of a molecule. While
Raman spectroscopy requires the change of polarizability in a molecular vibration,
OAS requires the polarisation itself to change. When a particular vibration does not
involve a dipole change the said mode is called inactive and cannot be observed
with OAS or infrared (IR) spectroscopy in particular. Because carbon nanotubes
consist only of carbon atoms they do not exhibit static dipole moments. Any visible
vibrational bands can thus be attributed to adsorbates or functionalisation, apart
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from the weak features created by dynamic dipoles [73]. A substitution of some of
the carbon atoms, with e.g. boron or nitrogen effects the bond polarisation and can
be studied with IR spectroscopy. Nonetheless, due to the peculiar band structure
of SWCNT they show distinct peaks in the absorbance in the energy range between
0.5 eV and 2.75 eV. These peaks are stronger and much higher in energy compared
to the IR features mentioned before, because of the large absorption cross-section
related to the van Hove singularities in the JDOS.
2.2.1 Application to SWCNT sample analysis
As described in section 1.3.3 and section 1.3.4, SWCNT exhibit singularities in the
JDOS, which increases their absorption cross section at specific energies, namely
at Eii as defined by equation 1.28. Samples containing SWCNT being observed in
transmission will thus show a decreased intensity at these energies corresponding
to the abundance and diameter distribution of the present nanotubes (see figure 2.2
for a sample spectrum). In detail, the values have to be corrected for excitonic effects
and electron-electron interactions. This influences especially the ES11 transition as
described in [74], leading to a blueshift of the observed absorption peak. Because
OAS uses white light it can, in contrast to single-wavelength Raman spectroscopy,
probe the entire population of CNT in the sample. Because of the simplicity of
the method, OAS has become a powerful tool to assess, compare and quantify the
quality of carbon nanotube samples on a bulk scale [75].
A detailed description of the photon-electron interaction leading to thematrix ele-
ments governing the absorption properties of photons is beyond the scope of this
thesis and can be found in [64]. The typical absorbance spectrum contains three
distinct peaks corresponding to the ES11, E
S
22 and E
M
11 transitions, respectively. Their
peak intensity is decreased and their width is incerased due to the trigonal warping
effect and the corresponding broading of the distribution of the Eii(dt) transitions
for increasing i. In addition, the spectrum exhibits a background, whose origin
is both the absorption of amorphous carbon species and the tail of the huge plas-
mon peak at about 5 eV [76]. Because the Eii absorption peaks occur only in carbon
nanotubes, but not in graphite, their normalised area can be used as a measure of
SWCNT abundance as will be shown in the following paragraph.
The samples are prepared with a similar procedure as for Raman spectroscopy.
After dispersing the as-producedmaterial in acetone and sonication to ensure homo-
geniety, a part of the solution is dropped onto a KBr-single crystal residing on a
heating plate at about 80 ◦C. The acetone evaporates and leaves a film of the mate-
rial on top of the crystal. This crystal is then measured in transmission and the ab-
sorbance is calculated from the transmission and renormalised with a background
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Typical OAS spectrum of
SWCNT. The peaks correspond
to transitions between match-
ing van-Hove singularities Eii.
The sample was extensively
purified to reduce the back-
ground signal from amorphous
carbon [77].
measurement performed on an empty KBr-crystal. In detail, the intensity I which
is transmitted through a sample of thickness l of a beam with intensity I0 relates
according to the Beer-Lambert law like
I = I0 × e−αl , (2.4)
whereas the absorption coefficient α is defined as
α =
4πκ
λ0
. (2.5)
The value κ is the imaginary part of the index of refraction and λ0 is the wavelength
of the incident light in free space. With the help of equation 2.4 and equation 2.5
one then defines the absorbance as
A = − ln
(
I
I0
)
=
4πκl
λ0
. (2.6)
To asses the SWCNT yield, two methods are applicable. In method 1 the area of
the ES11 peak [78] is determined after strapping the plasmon background and cor-
recting the peak for its excitonic nature [74]. A larger area means that more SWCNT
contribute to the transition. Diameter-related information can be obtained from
the fit parameters of a Gaussian distribution [78]1 to this peak. However, the use
of the ES11 peak for yield determination may be unreliable, especially for doped
1Strictly speaking, if the diameters dt are Gaussian distributed, the individual Eii transitions are
not, since Eii ∝
1
dt
. This effect can be neglected for most of the samples and a direct Gaussian fit
of the Eii peaks will yield correct results.
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SWCNT [79]. In method 2, the ES22 peak [75] is used for these calculations as it is
much less prone to doping and excitonic [74] effects and also allows to obtain the
same diameter-related information. Depending on the overall yield the ES22 peak
may not be clearly resolved. Both methods are subject to the following assump-
tions:
1. All SWCNT present in the sample contribute equally to the overall optical
absorption. This is tantamount to saying that the transition matrix element is
independent of the SWCNT chirality or diameter.
2. The absorption intensity is dominated by transitions between pairs of corre-
sponding vHs in the SWCNT DOS (e.g. only Eii), and any broadening is inde-
pendent of chirality and diameter.
3. The SWCNT in the sample have a Gaussian distribution of diameters.
4. The tight binding overlap integral γ0 is independent of the chirality or the
diameter.
In the results obtained from laser-assisted CVD (see section 4.1) method 1 was used,
because only the highest yield samples allowed the application of method 2 [80].
2.3 ELECTRON MICROSCOPY
Among Raman and optical absorption spectroscopy, electron microscopy (EM) is
one of the most useful tools to examine nanoscale material in general and carbon
nanostructures in particular. The possibility to gain local information on the mor-
phology of CNT and, if present, their filling is invaluable for synthesis process op-
timisation as well as for developing and testing applications based on CNT. These
include nanoscale electromechanical system (NEMS) as well as electronic circuits
based on CNT. To understand the big advantage of EM we have to introduce the
concept of resolution, namely the smallest angle or distance at which we are able
to distinguish two point sources from one. The resolution of an imaging system is
given by the Rayleigh criterion,
sin θR = 1.22
λ
D
(2.7)
where sin θR is the angular resolution, D is the diameter of the aperture and λ is
the wavelength. Application to microscopes leads to
R =
1.22λ
2α
(2.8)
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where R is the spatial resolution of two point sources, α is the numerical aperture.
For optical microscopes R ≈ 200 nm. To resolve even smaller structures, the wave-
length of the probe has to be reduced. According to deBrogli, electrons with (rela-
tivistic) momentum p can be treated as waves with a wavelength
λ =
h
p
(2.9)
where h is Planck’s constant. The wavelength of 300 keV electrons, as used in our
microscope, is λ = 2 pm. However, because electrons require totally different
lenses, a resolution analogous to light microscopy is not fully reached. Focussing
electrons is achieved by electrostatic or electrodynamic interactions. The latter prin-
ciple is commonly used in magnetic lenses. These magnetic lenses have larger lens
errors than their optical counterparts, meaning e.g. that the index of refraction is dif-
ferent for off-axis rays. The obtainable resolution is thus reduced to about 100 times
the electron wavelength. Only recently, Cs and Cc-corrected (spherical and chro-
matic aberration) electron microscopes have been developed and EM is now on the
way to achieve sub-A˚ resolution. Currently, world’s best electron microscope, the
TEAM0.5, is capable of achieving a resolution of 50 pm.
2.3.1 General realisation
There are several kinds of electron microscopes, most notably the transmission elec-
tron microscope (TEM) and the scanning electron microscope (SEM). While the for-
mer allows for the highest resolution by employing high energy electrons and so-
phisticated lens systems, the latter uses low energy (1 . . . 30) kV electrons to scan
the sample. These electrons excite X-rays, secondary electrons and are also scat-
tered back or transmitted. All of these signals can be used to gain knowledge about
sample morphology and/or composition. The low voltage sets a resolution limit.
Because the SEM sample chamber is very large, it can handle macroscopically large
and thick samples and is often the first choice to investigate a freshly synthesised
sample. However, compared to the TEM a SEM has lower vacuum and can thus
introduce contamination in the form of amorphous carbon deposits by electron in-
duced decomposition of residual hydrocarbons. This is often used on purpose to
“glue” objects to nanomanipulators or for electrical contacting of nanostructures.
On the contrary, the TEM has a very limited space for samples. Furthermore,
these samples have to be (at least partially) transparent to the electron beam, which
limits their thickness to values in the range of (1 . . . 150) nm, depending on elemen-
tal composition and operating voltage of the TEM. The TEM has a direct imaging
mode (also called conventional TEM (CTEM), or high resolution TEM (HRTEM))
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and a diffraction mode, where the diffraction image of the specific sample region
can be investigated. A variety of detectors can be used in the TEM. X-rays ex-
cited from incoming electrons can be analyzed, and transmitted electrons can be
analyzed for their scattering angle (dark field imaging), their energy loss (electron
energy loss spectroscopy; EELS) or their phase shift (electron holography). The pos-
sibility to focus the beam to a small disc allows for a scanning mode, similar to the
SEM, which can be used to obtain very local information of the material properties.
A simplified picture of a TEM is sketched in figure 2.3. The most important systems
Figure 2.3
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are the electron source and the objective lens. These are accompanied by a large
number of deflection and collimating units and apertures along the optical axis.
The electron source is used to generate a beam of electrons with a small energy
distribution. Electron sources can be tungsten or LaB6 cathodes or a field emission
gun (FEG). The latter is more expensive than the former two but offers better co-
herence and higher brightness. For high-resolution microscopy, FEG are therefore
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the best choice. The objective lens is another crucial part of electron-optic imaging.
Because it is the only lens which has to deal with electrons being scattered at large
angles and therefore reaching the lens at positions very far from the optical axis, the
quality of this lens in terms of a constant index of refraction is of utmost importance.
2.3.2 Objective lens and contrast transfer function
In electron microscopes, the objective lens is responsible for creating a magnified
image of the sample, or in more detail, of the electron wave function beneath the
sample. The objective lens is normally a magnetic lens, whose magnetic field en-
closes the specimen space entirely (so called twin objective lens). For special appli-
cations, field-free lenses exist. The two main contributions to a reduction in image
quality are the chromatic aberation Cc and the spherical aberation Cs of this lens.
The former includes the differences in the index of refraction for electrons of differ-
ent energy E, changes in high tension U and lens current I. Instead of a point the
electrons are focussed into a disc of diameter dc, where α is the numerical aperture.
dc = Cc × α×
√(
∆U
U
)2
+ 4
(
∆I
I
)2
+
(
∆E
E
)2
(2.10)
The spherical aberration originates from a dependence of the index of refraction
on the distance to the center of the lens. Instead of a point one gets a disc of diameter
ds, which can be calculated by
ds = Cs × α3. (2.11)
In contrast to Rayleigh’s criterion (2.7), where the aperture is required to be large,
these pecularities of a real lens require it to be small. Out of these two counter-
acting requirements one arrives at a compromise in order to achieve good resolu-
tion. One has to note a few pecularities when talking about resolution and con-
trast in EM. While amplitude contrast dominates at low resolutions and for thick
specimens, phase contrast becomes the dominant source of contrast at high magni-
fications and for thin specimens. For the latter, we introduce the weak-phase-object-
approximation (WPOA), which states that the electron wave only changes its phase,
but not its amplitude by interacting with the sample. This condition is only nearly
fulfilled for very thin and light samples. The image formation can then be described
by the action of a (phase) contrast transfer function (CTF) [82]
H(~k) = A(~k)× E(~k)× sin(B(~k)). (2.12)
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The term A(~k) is the aperture function, E(~k) is the envelope function incorporat-
ing the effects of spatial and temporal incoherence and B(~k) contains the influence
of the aberations of the system. The obtainable resolution, also called information
limit, has to be distinguished from the point resolution because of zeros in the CTF.
The point resolution of an electron microscope is the spatial frequency, where the
CTF has its first zero, while the information limit is in principle an effect of the
envelope function. A change in the defocus will also change the shape of the CTF.
Therefore it is possible to resolve all spatial frequencies contained in the object up to
the information limit, typically not within one micrograph, but through focal series
and exit wave reconstruction.
The object positions o(~r) and their respective intensities i(~r) are related by
i(~r) = o(~r)⊗ h(~r), (2.13)
where h(~r) is called the point spread function, which is defined as the Fourier trans-
form of H(~k). By application of the convolution theorem this can be written as
I(~k) = O(~k)⊗ H(~k). (2.14)
In detail, the aperture function A(~k) cuts off electrons scattered above a certain
(large) angle, thus reducing the obtainable information. Under normal circum-
stances, the envelope function E(~k) is the limiting factor. In particular, it is a product
of various contributions,
E(~k) = Es(~k)Ec(~k)Ed(~k)Ev(~k)ED(~k) (2.15)
where the factors have the following origins:
Es(k): angular spread of the source
Ec(k): chromatic aberration
Ed(k): specimen drift
Ev(k): specimen vibration
ED(k): detector.
It is usually the spherical aberration Cs that limits the spatial coherence and defines
Es(~k) and the chromatical aberration Cc, as well as current and voltage instabilities
that defines the effects of temporal incoherence in Ec(~k). These two envelope func-
tions determine the information limit. In particular, with ∆ f being the defocus, Ec
and Es are
46
2.3 Electron Microscopy
Ec = exp
[
−1
2
(πλ
dc
α
k2)
]
(2.16)
Es = exp[−(πα)2(∆ f k + Csλ2k3)2]. (2.17)
The function B(~k) is in the WPOA simply
B(~k) = sin(χ(k)), (2.18)
If only defocus and spherical aberration up to third order is taken into account, χ
will become rotationally symmetric about the optical axis and will only depend on
k =
∣∣∣~k∣∣∣ in the following form
χ(k) =
π
2
Csλ
3k4 − π∆ fλk2, (2.19)
where ∆ f is the defocus. A sketch of the CTF with the corresponding envelope
terms can be seen in figure 2.4 for the conditions of optimal defocus. This optimal
defocus value is called extended Scherzer focus. Its value originates in the idea, to
counter the k4-term in equation 2.19 with the k2-term in the same equation. There-
fore,
∆ fScherzer = −1.2
√
Csλ. (2.20)
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Figure 2.4: Contrast transfer function at extended Scherzer defocus. Orange denotes the envelope
function. The function has been calculated using the ctfExplorer from M. Sidorov [83]
47
2 Analysis techniques
2.3.3 Application to carbon nanotube samples
Carbon nanostructures suffer a main disadvantage when analyzed by electron mi-
croscopy. At 300 keV energy of the primary electrons, collision can transfer up to
70 eV to the carbon atoms, resulting in the breaking of chemical bonds and a slow
destruction of the carbon network. It is therefore important, that exposure times
are kept to a minimum. The usage of a lower voltage usually decreases the beam
intensity and the penetration depth of the electrons. This poses a serious challenge
to imaging filled MWCNT of 50 nm diameter and more. The signal from the fill-
ing is then too weak to gain knowledge on its crystal structure. The composition
and crystallographic orientation can be of great importance for understandingmass
transport phenomena inside MWCNT, as will be discussed in section 5.3. Further-
more, carbon nanotubes are often fixed only on one side. The interaction with the
elctron beam as well as thermal vibrations then reduce the obtainable resolution
significantly, because the images represent an average of the nanotubes’ positions.
Especially the contrast is reduced if the oscillation is not strictly in the focal plane.
It is therefore sometimes of advantage to defocus the image to gain contrast. This
additional contrast is gained at the expense of a reduced transmission of frequen-
cies, because the CTF then has additional zeros and a straightforward interpreta-
tion of dark and light areas is not possible anymore. A large defocus can also be
used in field emission experiments, where the emitting tip is charged and deflects
electrons [84]. In detail, an underfocus creates bright spots on negatively charge po-
sitions and dark spots on positive ones, while an overfocus has exactly the opposite
effect [85].
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The synthesis of different carbon nanostructures as well as the respective growth
models are widly discussed and not always conclusive up to a point which would
allow a generalisation or application to different methods or growth conditions.
It shall be pointed out, that this chapter will only briefly treat the aspects of arc-
discharge (AD), chemical vapour deposition (CVD) and laser ablation (LA). The
latter two will then be described in section 4.1 with regard to the mixed system
termed laser-assisted chemical vapour deposition (LACVD). Most of the synthesis
routes require the use of catalyst material, although catalyst-free synthesis has also
been reported [86, 87].
3.1 ARC-DISCHARGE
The first arc-discharge machine to synthesize carbon nanotubes was originally de-
signed for the production of SiC powder [88]. The arc-discharge setup consists in
essence of a chamber, which contains a background gas or gas mixture, where an
arc is ignited between two electrodes. These electrodes, the two feed rods, supply
both carbon and the catalyst material. The catalyst is usually a transition metal
such as nickel or cobalt, but also palladium and platinum are used as non-magnetic
catalysts. Either the carbon feedrod typically has a bore in which the catalyst pow-
der is pressed or a homogeneous carbon-catalyst mixture is pressed as a feedrod.
Between two of these feedrods is a small sparc gap, where during synthesis an
arc is ingnited. In this arc, carbon and catalyst material alike are vapourised and
from the resulting plasma metal and carbon clusters precipitate. Due to collisions
carbon-saturated clusters form, which at some point can nucleate and grow CNT.
The resulting raw material, which consists of nanotubes of different shapes and
sizes as well as amorphous carbon and metal particles, is collected afterwards from
the walls of the reactor. More details on the setup can be found in [89].
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or pump
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water
cooling
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Figure 3.1: Sketch of the laser ablation setup. The laser beam enters through a window from the left
and vaporizes carbon/catalyst material. The material is transported downstream and
collects on the water-cooled coldfinger. The inner tube and piping is not shown.
3.2 LASER ABLATION
Similar to arc-discharge, the main feature of laser ablation [90] is the creation of a
carbon-metal plasma. Apart from that, most of the details are rather different. The
setup is sketched in figure 3.1 and described in reference [91]. The feedrod is a
pressed cylinder (called target) of a homogeneous mixture of carbon and catalyst
powders. This target is mounted inside an oven in a stream of an inert gas. The fur-
nace allows for a variation of the temperature and flow velocity of the background
gas, which directly influences the nucleation of particles from the plasma as well
as the growth of CNT [92, 93]. A laser beam is used to vapourise the target mate-
rial in small quantities. The resulting plasma cools quickly and is swept away in
the stream of (hot) background gas to a water-cooled collector, where it condenses.
This black soot can then be collected for further use and analysis.
Our setup consists of a pulsed 1.08 µm laser (pulse duration 8 ns, repetition rate
15Hz, pulse power about 2.5GW) focussed to a spot of about 0.5 cm2 [80]. The
target holder material is either molybdenum or stainless steel and holds a 13mm
diameter pressed pellet of homogenized graphitic carbon and metal catalyst pow-
der. This holder is attached to a water-cooled copper coldfinger where the resulting
soot is collected. During synthesis, this holder resides in the hot zone of a hori-
zontal tube furnace, which is capable of temperatures up to 1600 ◦C. The furncace
encloses two concentric alumina tubes, where the gas flow is restricted to the inner
tube of 17mm inner diameter, where the target is located. The laser beam enters
through a quartz glass window into the inner tube, where it hits the target. Conse-
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quently, some targetmaterial is vapourised and forms a plasma, which cools against
the hot background gas. The temperature and the thermal conductivity as well as
the flow rate and the pressure of the background gas determine the cooling rate of
the vapourised material. At some point in time the material forms clusters which
in turn can nucleate CNT if they are in the right size window [94]. The resulting
soot, consisting of amorphous carbon, carbon encapsulated metal catalyst particles
and SWCNT is swept downstream with the carrier gas, where it condenses on the
coldfinger, effectively quenching any ongoing reaction. Flow rates of 0.4 lmin−1
nitrogen and oven temperatures of 1150 ◦C or 1430 ◦C for nickel-cobalt or platinum-
rhodium-rhenium catalysts have been determined to allow for an optimal yield of
SWCNT. The soot can then be collected and analysed by common techniques like
Raman spectroscopy (section 2.1) or OAS (section 2.2).
3.3 CHEMICAL VAPOUR DEPOSITION
Unlike the previous methods, most CVD systems do not use a plasma during syn-
thesis with the exception of plasma enhanced CVD (PECVD), which will not be dis-
cussed here, as the plasma is a mere enhancement of the general setup. Apart from
the HiPCO process (high pressure carbon monoxide disproportionation), the gen-
eral principle is based on the fact that organic precursors decompose in the hot zone
of an oven and the resulting carbon is then used to growCNT. In theHiPCOprocess,
carbon monoxide (CO) takes the role of the carbon supply [95]. Most setups require
the use of a catalyst, which can either be supplied in gaseous form along with the
precursor and a carrier gas (floating catalyst CVD) or in the form of individual par-
ticles on the surface of a substrate. Because many different nomenclatures exist and
are often not consequently followed, this section will use the abbreviation CVD as a
general name for all its variants like thermal, catalytic and plasma-enhanced CVD.
The process temperatures for the production of CNT are usually in the range from
(400 . . . 1000) ◦C [96]. The setup consists of a quartz tube inside a furnace where
the source gas is fed in through valves or a nozzle system. The source gas usually
consists of a carbon source and a carrier gas. In the supported catalyst method the
catalyst is applied to a substrate before growth. Two techniques are well suited for
this. Either, the catalyst is applied from a suspension and then dried or thin layers
of support and catalyst material are deposited by sputtering. Afterwards, it can be
reduced in a low pressure hydrogen atmosphere and an increased temperature al-
lows for the film to form small particles, which later on serve as nucleation centres.
The size of these catalyst particles is of crucial importance with regards to the size
of the grown CNT.
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In the floating catalyst method, the catalyst is introduced with the gas stream
either through a sublimation system or with an ultrasonic nebulizer. The catalyst
particles then form by decomposition of the corresponding organic compounds (e.g.
ferrocene) [97]. The combination with supported catalysts is also possible.
Normally, CVD synthesis results in multiwall carbon nanotubes even up to about
10mm length [96], however, with appropriate tailoring of the catalyst particles or
certain additives[98] the structure of the CNT can be influenced in a way to change
the orientation or the number of the graphene walls down to a SWCNT [99]. Even a
concomitant filling of the resultant nanostructures is possible, e.g. with iron, cobalt
or nickel [97]. The yield and structure is furthermore influenced by parameters like
flow rate, pressure and temperature. These three values influence in conjuction
with the type of carbon source the availability of carbon to the catalyst particles. In
most variants of CVD the carbon source is cracked by thermal activation, while in
the special case of plasma-enhanced CVD, some kind of plasma is thought to reduce
the energetic barrier for its decomposition. More insight into plasma-enhanced
CVD processs can be found in the review by Melechko et al. [96].
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SYNTHESIS
This chapter is divided into two sections. Section 4.1 not only concludes the presen-
tation of the different CNT synthesis setups presented in chapter 3 but also deals
with our setup of a CVD system, where the catalyst particles are generated by the
common laser ablation technique. This increase in parameter space allows one to
gain insight into growth and nucleation processes during laser ablation, because it
allows to separate the carbon generation from the catalyst particle generation. In a
comparison with general LA, the growth model from Ru¨mmeli et al. [94] is refined
with the data obtained in the laser-assisted CVD setup [80].
Section 4.2 deals with the influence of an arbitrary 13C-content in the target on
the LA-synthesized nanotubes. As will be shown, not only the vibronic properties
but also the diameter of the resultant SWCNT is influenced by the 13C-content. This
is a further addition and refinement to the growth model established in section 4.1
and in the work of Ru¨mmeli et al. [94, 100]. By further assumptions concerning the
thermal aspects of the nucleation mechanism, the observed diameter dependencies
in standard LA [94] and the effect of isotope-induced diameter changes can be suf-
ficiently well explained.
4.1 LASER-ASSISTED CHEMICAL VAPOUR DEPOSITION
Laser-assisted chemical vapour deposition (LACVD) combines the parameter space
of conventional floating catalyst CVD with the one from laser ablation setups. In
detail, the parameters to be investigated are the kind of carbon source, the flow rate,
the temperature, the molar carbon content, the pressure, the target composition, the
catalysts and the diameter of the furnace. The motivation is to combine the narrow
diameter distribution of laser ablation with the freedom of choice of carbon source
and the lower temperatures of a conventional floating catalyst CVD setup. This
allows in principle for easy doping by change of the precursor.
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4.1.1 Experimental setup
The setup is basically the same as depicted in figure 3.1, with the following changes.
Instead of the two concentric alumina tubes a single quartz tube with an optional
16mm constriction in the center was used in a furnce with a maximum temperature
of 1100 ◦C. The targets for LA are mounted inside this quartz tube in the centre of
the hot zone of a horizontal furnace much like in a CVD setup. As ablating laser
the one described in section 3.2 (Nd:YAG 2.5GW, 8 ns, 1064 nm) was used. The
laser beam enters through a window at the front side of the furnace in line with
the applied gas stream. The targets consist either of a mixture of iron and carbon,
pure iron or a nickel-cobalt-molybdenum (50 : 40 : 10 wt.%) alloy. The metallic
targets were prepared by melting and subsequent solidification in an arc furnace.
The mixed targets are embedded in a molybdenum cap which is as well as the
metallic targets screwed andmounted onto amolybdenum rod. This rod is attached
to a water-cooled copper-coldfinger, where the reaction products condense and are
collected. The whole quartz tube is evacuated with a membrane pump prior to
filling with the source gas. The flow rate is monitored with analog flow meters and
the reactor pressure is regulated by an exit valve and a pressure gauge. Due to
the low amount of sputtered material from the pure metal targets, ablation times
were held constant at 5min and 1min for the mixed targets. The ablation of the
metal target leads to crater formation (as depicted in figure 4.1, which qualitatively
remained constant after some initial formation time. With reaction temperatures
larger than 800 ◦C the condensation of liquid byproducts on the coldfinger could be
observed. These are expected to be formed from free radicals [101] and to contain
aromatic or polyaromatic compounds. These compounds are solvable in acetone
and were removed from the cold finger prior to sample retrieval. A comparison
with an unpurified sample showed no difference in the Raman spectrum, however,
sample preparation proved to be more difficult. The use of ethanol as a carbon
source reduced this problem due to the etching effect of OH-radicals [102, 103].
Cleaning of the reactor tube between individual runs was ensured by running
synthetic air through the hot furnace and the target was cleaned by rinsing it with
acetone. The obtained samples were treated as described in section 2.1.2 and sec-
tion 2.2.1 for analysis with Raman or optical absorption spectroscopy, respectively.
The samples were analysed for yield and diameter distribution with Raman and,
where applicable, optical absorption spectroscopy. The results are presented in the
next section.
54
4.1 Laser-assisted chemical vapour deposition
BA
Figure 4.1: Crater formation by laser ablation of purely metallic targets after (A) 5min, (B) 35min.
4.1.2 Results
The experimental results from are presented in the following figures. Figure 4.2
shows the results of the highest yield samples, which were synthesized with the
NiCoMo (50 : 40 : 10 wt.%) catalyst and a 50mbar, 1 l/min ethanol atmosphere. The
diameters have been determined from the OAS spectra as described in section 2.2.1.
Because our Raman spectrometer employs a 1.16 eV laser line, it is possible to study
a large range of diameters by utilising both the ES11 and E
S
22 transitions under reso-
nance conditions. However, as one can see in figure 1.7 there is a diameter region
which cannot be accessed. Thus, the determination of the yield from Raman spectra
is in general not possible. As shown in figure 4.2, the yield obtained by the G-line
intensity and that determined fromOAS on the same samples show a strong correla-
tion. Therefore, this method was employed also for samples, which were unfeasible
for OAS. A determination of the mean diameter is not possible from Raman spec-
troscopy, but trends in the diameter can be shown upon changes in temperature,
pressure and flow rate. These trends can be established from the RBM modes, be-
cause the employed laser line allows for the observation of two groups of nanotube
diameters corresponding to SWCNT, where the ES11 or the E
S
22 transitions are in res-
onance. If the nanotube diameters are assumed to be Gaussian distributed, the two
observed peaks of the 1.16 eV spectra in figure 4.6 can be attributed to the cuts of
the diameter distribution at points, where the laser energy matches the ES11 or the
ES22 transitions. Because both of these peaks correspond to a part of an approximate
Gaussian distribution arising from a corresponding distribution in diameters (as as-
sumed in 2.2.1), their ratio is proportional to the diameter. If the RBM frequency
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Figure 4.2: Top-Left: Diameter-temperature dependence obtained from OAS for SWCNT synthe-
sized with NiCoMo (50:40:10 wt.%) catalyst in 50mbar ethanol; Right: Normalized
ES11 OAS peak of these samples after strapping the background. Inset: Raw spectrum
prior to strapping. Bottom-Left: Yield determined by OAS ES11-Area (squares) and Ra-
man G-mode intensity (circles). Lines on the left panels are to guide the eye.
distribution1 is defined with mean µRBM and width σ as
f (γRBM) =
1
σ
√
2π
exp
[
−0.5
(
γRBM − µRBM
σ
)2]
, (4.1)
the intensities at two positions γ1 and γ2 can be related to the mean diameter as
ln
[
f (γ1)
f (γ2)
]
=
1
2σ2
[
γ22 − γ21 + 2µRBM(γ1 − γ2)
]
. (4.2)
This equation is linear in µRBM, i.e. proportional to the mean of the Gaussian distri-
bution. The ratio on the left hand side can thus be used to track small changes in the
mean diameter, under the assumption of a nearly constant σ. To confirm the appli-
1As a simplification we assume the RBM frequencies to be Gaussian distributed instead of the
diameters. This assumption is valid as long as the width of the diameter distribution is much
smaller than its mean
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cability of this method, a standard LA-target (NiCoMo 5 : 4 : 1 wt.% catalyst) was
used in a temperature window from 900 ◦C to 1300 ◦C. The samples were analyzed
with OAS and multi-frequency Raman spectroscopy and the above described ratio
is depicted in figure 4.3. The clear dependence of the RBM-ratio on the diameter ob-
tained from OAS is confirmed, even although the value of σ changes. The reasons
for this behaviour are unclear. It is worth noting, that the samemissing dependence
on σ does also occur for a different laser line (i.e. the peaks at 157 cm−1 and 235 cm−1
in the spectra at 1.58 eV), which excites a completely different fraction of nanotubes.
Only if the two frequencies γ1 and γ2 are chosen very close together, the method
fails. This method was then applied to the low-yield samples obtained from the
laser-assisted CVD system to extract trends in the diameter. Finally, simulations
showed that the incorporation of a varying σ did not reproduce the measured cor-
relations. On the other hand, the extraction of data from the correlation fits was also
not possible, mainly due to matrix effects such as different cross sections for differ-
ent nanotube chiralities. Consequently, this method can be used to extract trends
in the diameter evolution, but is not applicable to gain quantitative access to the
diameter distribution.
Figure 4.4 shows the yield determined for different carbon feedstocks and target
compositions obained from synthesis with the 16mmwide reactor tube. In panel A,
a composite target consisting of iron and 25% carbon was used instead of pure
iron. In panel C, the argon-5% methan gas mixture was replaced by pure methane,
keeping the carbon content constant. Although the optimum temperature is always
900 ◦C, the yield is higher in A relative to B and C, due to the extra carbon available
in the reaction process. Panels D and E compare the yield for samples synthesised
using a pure iron target and cyclohexane and propane as a feedstock, respectively.
The cyclohexane was pumped from a liquid reservoir at 40mbar and the propane
pressure was adjusted at 80mbar to provide the same total amount of carbon per
unit time. The yield is increased as compared to methane and the optimum syn-
thesis temperature is reduced. Finally, panel F of figure 4.4 shows the results of an
alloyed NiCoMo target under the same conditions as for the pure metal target in
panel E. The yield profile is significantly broader than that of the iron target and
the optimum temperature is further reduced. Highest-yield samples from all pan-
els were investigated with TEM. Their overall morphology is similar, samples from
D to F consist of bundles of nanotubes as well as a fair fraction of carbon coated
catalyst material. The low yield samples A to C show more individual nanotubes
than bundles.
Figure 4.5 shows the yield and quality profile versus temperature for propane
and ethanol as a carbon source and NiCoMo alloy as a catalyst. Solid symbols are
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Figure 4.3: Correlation of two different RBM-ratios to the diameter obtained from OAS. The
inset shows the FWHM of the diameter as obtained from OAS. LA synthesis tem-
peratures are 950 ◦C to 1300 ◦C in steps of 50 ◦C from left to right. Target composition
was NiCoMo 5 : 4 : 1 wt.%.
used for the wider 40mm reaction tube, whereas open symbols denote the use of
the 16mm wide constriction. Both maximum yield and optimal temperature are
higher for ethanol than for propane. Furthermore, the wider reaction tube shows
improved characteristics regarding the overall yield as well as the quality (e.g. a
higher G/D) of the synthesised SWCNT.
Multi-frequency resonance Raman spectroscopy, as depicted for propane at two
selected temperatures in figure 4.6 panels A and B reveals a clear increase in the
SWCNTmean diameter with increasing temperature (decrease of the RBM frequen-
cies as can be seen by equation 2.3. Panels C and D on the right hand side of fig-
ure 4.6 show the RBM and high-frequency region (G-line, D-line) obtained for vari-
ous synthesis temperatures at infrared excitation (1.16 eV). The shift in the mean di-
ameter can easily be tracked via the relative ratio of the RBM responses at 163 cm−1
and 265 cm−1 (I163/I265) in the spectrum obtained with the 1.16 eV excitation laser line.
As stated in section 2.1.2, this specific energy covers a wide range of SWCNT diam-
eters. OAS studies performed on the same samples show the same increase in mean
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Figure 4.4: Yield-temperature dependence for different synthesis conditions: (A) 75% Fe, 25% C tar-
get in an 1 bar Ar0.95(CH4) 0.05 atmosphere, (B) 100% Fe, (C) 100% Fe in 50mbar CH4
atmosphere. (D) 100% Fe in 40mbar cyclohexane atmosphere, (E) in 80mbar propane
atmosphere, (F) NiCoMo (50 : 40 : 10 wt.%) in an 80mbar propane atmosphere. Lines
are to guide the eye.
diameter with temperature and a concomitant increase in the width of the diameter
distribution (see figure 4.2). The well resolved fine structure of the ES11 peak may be
a signature of the predominant diameters [74] or stem from a chirality dependence
of the corresponding transition matrix elements.
In figure 4.7 the mean diameter (left panels) and yield (right panels) are shown as
a function of either pressure (upper panels) or flow rate (lower panels) for SWCNT
synthesised from propane at 800 ◦C. An increasing pressure decreases the mean di-
ameter and diminishes the yield at the same time. An increasing flow rate increases
the mean diameter up to a saturation value while the yield runs through a clear
maximum just before the mean diameter starts to saturate. The various experimen-
tal observations on the yield and diameter distribtion described above are brought
together in a detailed microscopic model for the nucleation and growth of SWCNT.
This model will be described in the following subsection.
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4.1.3 Discussion
The results presented in figure 4.4 have a lot of different reasons concerning the
overall dynamics of SWCNT formation. All experiments were conducted in the
16mm reaction tube. It is evident, that neither Ar0.95(CH4) 0.05 at atmospheric pres-
sure nor the 50mbar CH4 do provide enough carbon to allow high-yield carbon
nanotube synthesis. This can partly be compensated by adding carbon to the target.
The effect of the lower overall pressure, that is, the absence of an inert carrier gas,
does not change the carbon tometal ratio in the reaction zone. It does change the dy-
namics of the evaporation plume, because a much lower background gas pressure
leads to a larger expansion of the plume [104], slower cooling and better intermix-
ing with the hydrocarbon gas. This changes both the nucleation point in time and
the respective numbers and sizes of catalyst particles, which nucleate SWCNT. It
has been found, that not all present catalyst particles can nucleate SWCNT [94]. In
these studies, which were conducted for a standard laser ablation setup, it was sug-
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Figure 4.6: (A) and (B)Multi-frequency Raman spectra for samples synthesizedwith a NiCoMo
catalyst in 100mbar / 0.5 l/min propane at (A) 800 ◦C (B) 1000 ◦C. The shift to larger
mean diameters can be tracked via the relative increase (or decrease) in the abun-
dance of large (small) diameter SWCNT (arrows). (C) Raman spectra of the RBM
and (D) high frequency region for different synthesis temperatures, normalized to
the G-mode.
gested that small particles lack the carbon to form a stable nucleating SWCNT cap
while large particles are encapsulated in graphitic carbon due to too much carbon
uptake. The remaining particles, which can be classified by a certain region of a vol-
ume to surface area form a so called nucleation window. Consequently, nucleation
occurs for all those particles of the catalyst, which fall into the nucleation window.
The increase in yield of the samples synthesised with cyclohexane and propane
compared to methane can be explained by the fact that the carbon availability is
strongly increased, due to higher molar carbon content. In addition, C–C bonds
are energetically easier to break as compared to the C–H bonds in methane. A rad-
ical induced decomposition is also likely [101], as the carbon to hydrogen ratio of
these compounds is much higher than in methane. The lower optimum tempera-
tures for these compounds can be explained as a reduction of available carbon at
high temperatures because of self-pyrolysis and self-polymerization and condensa-
tion to light and heavy oils [105, 106]. In this context it can easily be understood
that propane proved to be a little bit more stable than cyclohexane. The increased
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Figure 4.7: (A) and (C) Diameter and (B) and (D) yield dependence on pressure and flow rate
for SWCNT synthesized with NiCoMo (50 : 40 : 10 wt.%) catalyst in propane at
800 ◦C. The flow rate and pressure was fixed to 1 l/min and 40mbar respectively, the
reactor tube diameter was 40mm. Lines are to guide the eye.
width when using an alloyed NiCoMo catalyst (figure 4.4 F) can be explained by a
wider spread of particle compositions and thus slightly different eutectic tempera-
tures. For each of these temperatures, a part of the catalyst distribution lies in the
nucleation window and these catalyst particles are able to nucleate SWCNT [94].
Figure 4.5 shows the yield and quality results for two different carbon feedstocks,
propane and ethanol. It is easy to see that the yield is much higher when using
the larger 40mm diameter, reactor tube, in contrast to what one might expect [107].
This can be explained by two details. Firstly, the space for plume expansion is in-
creased, which effectively removes any constriction to plume expansion and, more
importantly, the gas velocity is much slower. Because the carbon for nanotube
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growth is not directly available as in LA, but has to be obtained from the decom-
position of hydrocarbons the slower gas velocity will increase the available carbon
for growth by prolonging the residence time in the (hot) reaction zone. Because
the optimum temperature does not change upon an increase in reactor diameter,
the strict dependence on thermal aspects of catalyst particle formation known from
LA [94] also holds for this hybrid system. The optimum temperature using ethanol
as a carbon feedstock is restored to 900 ◦C, which compares well with the work
of Nishide et al. [108] for a pure Co target. Ethanol allows for higher synthesis
temperatures because self-polymerization and self-pyrolysis are not as significant
as for propane, due to OH-radical formation. These radicals are also known to
etch amorphous carbon species [109], resulting in a better G/D ratio for the ethanol-
synthesized SWCNT (figure 4.5). OAS and Raman studies show that the mean di-
ameter and the width of the diameter distribution increase with temperature (fig-
ure 4.2), a behaviour known from similar LA experiments conducted at these tem-
peratures [100, 110]. However, the width of the diameter distribution saturates at
roughly twice that of a comparative LA sample. The shift in mean diameter can be
explained by a shift of the nucleationwindow against the precipitationwindow and
therefore different overlap. At higher temperatures the cooling is slower because
of a smaller temperature gradient. The resulting SWCNT have larger diameters be-
cause the catalyst particles have more time to coalesce/ripen. This model is also
applicable to the changes in the mean diameter upon a change of pressure and flow
rate. However, these changes are not as pronounced as compared to the changes
with temperature. Figure 4.7 shows these results, where a decrease of the mean di-
ameter (small I163/I265) with increasing pressure and decreasing flow is evident. In-
creased pressure means a higher carbon to metal ratio because of a higher thermal
conductivity and higher precurser density at the point of nucleation. The higher
carbon availability shifts the nucleation window to smaller particles, as bigger ones
are encapsulated because of an excess of carbon (see figure 4.8).
The yield is found to decrease with increasing carbon content, contrary to what
one might expect. This is, because the overlap of the nucleation window is shifted
towards the tail of the precipitating catalyst cluster distribution. Concomitant with
these results, a decrease of SWCNT diameters with increasing pressure has also
been reported for ferrocene-based floating catalyst CVD [111]. The flow-rate depen-
dence of the diameter and yield dependence follows similar arguments. Lower gas
velocities increase the carbon to metal ratio because of a prolonged residence time
in the active zone by increasing the time for precursor decomposition. Conversely,
the increase in diameters with increasing flow rate is already known from LA [94].
However, at very high gas velocities it is expected that the gas is not fully heated,
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Figure 4.8
The left panel shows the shift of the
nucleation window with respect to
the precipitating catalyst size distri-
bution. A change in carbon avail-
ability thus changes the overlap be-
tween these two windows, result-
ing in diameter and yield changes.
The right panel shows the respec-
tive catalyst particles and their car-
bon coverage. Small particles have
too little carbon to form a com-
plete hemisphere, while large parti-
cles are completly encapsulated in
carbon. Only particles within the nu-
cleation window can form a stable
hemisphere to nucleate SWCNT. Precipitatingcatalyst cluster size distribution
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leading to lower effective synthesis temperature. This counteracts the increase in
diameter, leading to a stabilization and a concomitant decrease in yield by a dimin-
ishing overlap of the two respective windows.
To conclude, the pulsed-laser-assisted CVD system inherits the dynamics of cata-
lyst particle formation from LA and extends the parameter space by an indepen-
dently tunable carbon feedstock. The yield is smaller than in state-of-the-art LA
systems, but the system has the advantage of lower synthesis temperatures. It has
to be noted, that no growth promoters like sulphur [99] or water vapour [112] were
used, which are known to greatly enhance SWCNT yield in CVD systems. The rela-
tive purity of the highest-yield sample (NiCoMo in 50mbar ethanol) as determined
by the method of Itkis et al. [75] amounts to about 12%, which is approximately
one fourth of that obtained from optimised laser ablation samples. The extended
lifetime of the targets is an advantage over standard LA systems, because the ab-
lated amount of material from the pure metal targets is much less than of a standard
mixed LA target. This could in principle reduce the downtime of system designed
for mass-production.
4.2 13C DOPED SINGLE WALL CARBON NANOTUBES
The study of SWCNT with electron spin or nuclear magnetic resonance (NMR) is
often hindered by the fact that the employed catalysts are ferromagnetic in nature
and cannot be removed completely from the sample. Furthermore, the signal from
nanotubes synthesised with natural graphite is very weak, because only 13C atoms
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(abundance about 1.1%) contribute. It is therefore feasible, to increase the content of
13C. LA is the natural choice of synthesis method, because it allows for a high yield,
a narrow diameter range and less byproducts than CVD or arc-discharge [100]. The
ability to fill these nanotubes with various materials including molecular magnets
allows the study of novel one-dimensional phases in their interior. Spectroscopy
responses from the nanotube and the filling can clearly be distinguished by the
choice of 13C enrichment. Because our SWCNT are synthesized with a nonmagnetic
PtRhRe catalyst, no magnetic byproducts are present and aggressive purification
techniques are not needed [100].
Apart from these advantages, the synthesis of 13C enriched SWCNT revealed a
change in the synthesis parameters compared those for natural graphite synthe-
sized SWCNT with the same catalyst mixture. Changes in the optical and Raman
response depending on the 13C-content were found and are evaluated along with
the changes in synthesis parameters in terms of the growth model presented in sec-
tion 4.1.3.
4.2.1 Experimental setup
The employed setup is in principle the one descibed in section 3.2. The catalyst,
which comprises 23% of the total mass of the target, consists of 82.5% Pt, 14% Rh
and 3.5% Re. The potential of Pt and Rh as non-magnetic catalysts has previously
been shown [12, 113] and the mixture described above showed the best results in
terms of the relative purity [100] in 0.4 l/min N2 flow. To manufacture the targets,
natural graphite (Spektralkohlepulver RW-A, Ringsdorff - SGL Carbon Group) and
13C (amorphous, 99% isotope purity, Sigma Aldrich) was pressed along with the
catalyst mixture into pellets of 13mm diameter. With increasing 13C content, the
targets were more and more brittle and did not stay in the pellet shape altogether
for 13C contents above 25%. A further disadvantagewas the breaking of pellets after
insertion into the hot zone of the oven due to mechanical relaxation of strain arising
from temperature gradients and during the first seconds of impinging laser pulses.
To remedy this situation, the carbon mixture was milled and pressed repeatedly,
until a stable pellet was obtained. The thus obtained pellets with arbitrary high
13C content were not as soft as their graphitic counterparts, but were still able to
withstand ablation times of more than 15min. The resulting soot was prepared
for OAS and Raman spectroscopy as described in section 2.2.1 and section 2.1.2,
respectively.
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4.2.2 Results
To determine the actual 13C content, Raman spectroscopy was used. Under the
assumption of a random distribution of 13C in the nanotubes, the phononic modes
of the nanotube are downshifted due to the increased average atomic mass as
ω
ω0
=
√
12+ c0
12+ c
, (4.3)
Figure 4.9
Raman spectra of the G-line
region for different 13C-doped
SWCNT. The line is shifted by the
increase in atomic mass and the
features are washed out in the
mixing region. The dashed line is
to guide the eye.
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whereω0 and c0 = 0.011 denote the quantities of natural carbon respectively [114].
The downshift of the graphitic mode (G-line) as presented in figure 4.9 was used
to calculate the 13C content, because at least one part of the G-line is diameter
independent [59]. The individual components of this line are broadened up to a
content of around 50%, whereafter the fine structures start to reappear. This can
be attributed to the existence of nanotubes of slightly different isotopic composi-
tion or the ill-defined phonon modes through the random distribution of 12C and
13C atoms. With the help of OAS the mean diameters were determined and found
to decrease with increasing 13C content up to about 50%, whereafter the diameter
increases again (see figure 4.10A). Superimposed on this behaviour is a general de-
crease in mean diameter with increasing 13C content. In contrast to the results for
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nanotubes synthesised on the basis of natural graphite with the same catalyst mix-
ture, the diameter increases for constant 13C content upon an increase in synthesis
temperature from 1400 ◦C to 1600 ◦C [100]. Moreover, it was found that the actual
13C content was always less than the target content, which indicates a preference
for 12C, which will be discussed in the next section. By the incorporation of the Pt
catalyst in the form of Pt(acac)2 (Platinumacetylacetonate), this can be counteracted
to some degree compared to targets prepared as described above.
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Figure 4.10: (A) Diameter dependence of the nanotubes on 13C content. The diameter follows a
parabolic shape and is smallest for a ≈ 50% mixture. Superimposed is a general de-
crease of diameters for 13C enriched SWCNT. (B) Difference between nominal and actual
13C content in SWCNT. The fractionization presents a severe challenge for the synthesis
of highly enriched SWCNT.
4.2.3 Discussion
The results from the previous section shall be explained in terms of the growth
model from section 4.1.3 and thermal aspects of catalyst particle generation in LA se-
tups. As alreadymentioned, themean diameter for this catalyst (Pt0.825Rh0.14Re0.035)
saturates around 1400 ◦C at about dt,1.1% = 1.5 nm [100]. Upon increased isotope
doping, the mean diameter changes in an approximate parabolic form with a mini-
mum around dt,50% ≈ 1.35 nm (figure 4.10. The residual linear decrease of the diam-
eter with 13C content is a direct result of the increased carbon mass. The parabolic
behaviour is indicative of an isotope mixing effect. These are known to have signifi-
cant effects on the phonon-mediated heat transport [115] and thermal conductivity,
which has been discussed for several bulk materials in reference [116] and with re-
gard to Si nanowires in reference [117]. Changes in the thermal conductivity of
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the carbon saturated catalyst particle change the dynamics of cap formation and
thus SWCNT nucleation, resulting in a reduction of the apparent growth temper-
ature. This reduction in apparent growth temperature can directly be thought of
as a change in the temperature gradient of the particle upon cooling. Because the
heat from the centre of the particle cannot travel fast enough to the surface, this
increases the temperature gradient and slows the cooling. This effect is obviously
stronger for larger particles, which have a higher ratio of volume-to-surface-area,
i.e. can store proportionally more energy than what is compensated by the increase
in exchange surface. The outer shell of such a particle is therefore at a significantly
different temperature than its core. This has an impact on the nucleation dynam-
ics, because these involve the diffusion of carbon from the core to the surface. It
can therefore be assumed, that the large-diameter part of the particle distribution
cannot nucleate nanotubes. Upon an increase in furnace temperature to 1600 ◦C,
the diameters can be increased, a behaviour which is not observed for SWCNT syn-
thesis with natural graphite and temperatures above 1400 ◦C [94]. This restoration
of diameter is a logical consequence of the above picture, because an increase in
the oven temperature reduces the temperature gradient. This effectively restores
the nucleation conditions for the large-particle fraction, which was unable to nucle-
ate before. This increase in diameters is not seen for natural graphite nanotubes.
Because the nucleating fraction is already at the tail of the catalyst particle distribu-
tion, there are no bigger particles available to be “activated” at higher temperature,
hence, the diameter does not increase. A decrease in the thermal diffusivity of the
carbon-metal gas after ablation is only of minor importance, because smaller ther-
mal diffusivities lead to larger diameters, an effect which is of opposite sign to the
observed one [94]. Jost et al.arrive at the conclusion, that at least one reaction step
in SWCNT formation is thermally activated [91]. Furthermore, it is known that mix-
tures of isotopes create a higher apparent activation enthalpy [118]. The raise of an
activation enthalpy decreases the reaction rate which is equivalent to a decrease in
temperature. By an increase in temperature, the reaction rate can then be restored
back to its original value.
Raman studies showed, that the 13C content in the nanotubes differed from those
in the targets, indicating isotope fractionalisation. This can be explained by evapo-
ration efficiency differences for 12C and 13C and different diffusion rates within the
catalyst particles, promoting the observed preferred 12C incorporation. To circum-
vent this 12Cpreference, the Pt-catalyst was replacedwith Pt(acac)2 (
natC10H16O4Pt),
and the additional carbon from this compound was compensated by a reduction of
the amount of added carbon, which was purely 13C. This sample showed in fact a
slightly higher 13C content in the nanotubes than in the target (90% in the SWCNT
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vs. 85% in the target). This effect can be explained by incomplete dissociation upon
laser ablation or preferred reaction of 12C with O and H from the Pt(acac)2, thus ef-
fectively removing 12C from the active carbon supply. The use of such mechanisms
should provide a means to increase the 13C content above that obtainable through
the use of the isotopically 99% pure carbon powder alone.
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When talking about nanoscale materials, one has to remember that this includes all
materials which are of approximately 100 nm size in at least two dimensions. Thus,
carbon nanotubes with typical lengths ranging from about one hundred nanome-
ters up to a few centimeters are still considered nanoscale due to their lateral dimen-
sions between 1 nm for SWCNT and 150 nm for MWCNT. Because these structures
are in general invisible in optical microscopes, one has to use electron microscopy
(section 2.3) to study their structure and behaviour during manipulation. As a con-
sequence, the structures are typically influenced by the interaction with the electron
beam. The comparably low vacuum of the scanning electron microscope (SEM) and
the low energy of the primary beam lead to secondary electron induced deposition
of amorphous carbon. In contrast, the ultra high vacuum (UHV) in the transmission
electron microscope (TEM) and the low generation of secondary electrons leads to a
much reduced deposition of contamination on the samples. Furthermore the higher
resolution of the TEM allows for a more detailed and especially local analysis of the
structural properties of the nanostructures. Therefore the selection of a nanostruc-
ture with the desired properties is possible. However, the usage of a TEM also
presents some challenges, especially concerning the size of nanomanipulators and
sample sizes. Because the sample and the manipulator has to fit inside the pole
piece of the objective lens, the height of the sample holder is restricted to a few mm
and shadowing effects from imperfect vertical mounting and limited z-control of
the sample height impose a size constraint to any sample. Furthermore, any me-
chanical vibrations strongly influence the imaging process as well as the measure-
ments of the electrical properties, because a sliding of the contacts can occur. This
chapter introduces the experimental setup and presents the results of the electrical
transport measurements. The filling inside the carbon nanotubes can be manipu-
lated by pulsed or DC current. Depending on the magnitude of this current and the
diameter of the nanotubes, various effects can be observed. They are described in
section 5.3 along with a possible explanation of these effects.
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a b c d e f g h i k l
Figure 5.1: Schematics of the STM-TEMholder. (a) holder framework, (b) connectors to thewires em-
bedded in the framework, (c) plastic separator, (d) pogo block with springs, (e) insulating
mounting plate, (f) aluminum cylinder (optional), (g) substrate sample, (h) STM-tip, (i)
tip-holder (hat), (k) conductive ball for intertial drive, (l) piezoelectric drive
5.1 EXPERIMENTAL SETUP
Our setup is basically a scanning tunneling microscope (STM) built for the use in-
side a TEM. This STM-TEM-holder incorporates a three-axis piezoelectric drive on
one side. A scheme is presented in figure 5.1. The holder (HS100) is commercially
available from Nanofactory.
The left hand side of the holder allows for themounting of an insulating substrate
and the connection of up to four electrical contacts via a so called pogo-block. This
block contains also four springs, which keep the sample in place when the holder
is turned upside down during the vacuum cycle. The accessible area by TEM is
some millimeters away from the insulating substrate, so some kind of extension is
required. This extension was realised in the form of an aluminum cylinder with
an optional side-screw. The use of a cylinder allows for the vertical mounting of
substrates with as-grown CNT from CVD or alternatively electrochemically etched
tungsten tips. Both the substrate and the tips were fixed in place by means of con-
ductive silver glue, while the cylinder was fixed with the help of conductive epoxy.
Although the setup allows in principle for four-terminal measurements, the lack of
adequate finger structures forced the use of this side as a single electrode only. The
right hand side consists of the piezo crystals and a conductive, polished ball. On
this ball rests the tip-hat, where the tungsten or gold tip is mounted via two screws
and which utilises eight springy legs to stick to the ball. The conjunction of the ball
and the piezo drives allows for a coarse movement as a stick-and-slip drive [119]
and a fine movement by adjusting the voltage of the piezoelectric crystal. Due to
theweight of the hat and the horizontal mounting, there is usually some coupling of
the axes during coarse movement. The hat is always used as the ground electrode.
Biases applicable to the substrate electrode are in the range of −140V to 140V.
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Table 5.1: Chemical reactions at the cathode and anode during the etching of W-tips.
Cathode: 6H2O+ 6 e
– −→ 3H2 + 6OH – Ered=−2.48 eV
Anode: W+ 8OH – −→WO 2 –4 + 4H2O+ 6 e – Eox=−1.05 eV
W+ 2OH – + 2H2O −→WO 2 –4 + 3H2 E=1.43 eV
5.1.1 Tip etching
The tungsten tips were electrochemically etched with 2mol/dm3 NaOH solution. The
setup is sketched in figure 5.2. The working principle is essentially the one de-
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Figure 5.2
Setup for the etching of tungsten
tips. (a) wire holder, (b) tungsten
wire (anode), (c) etching solution,
(d) cathode with hole, (e) part that
will later be the tungsten tip, (f)
catcher. Once the wire is etched
through, the tip will drop into the
catcher by its own weight.
scribed by Klein et al. [120] and Kulawik et al. [121]. The tungsten wire (0.4mm di-
ameter) is lowered through a hole in the cathode, where a drop of solution resides.
The immersed wire serves as the anode. Upon application of a voltage above 1.45V,
the reaction commences. The reaction consists of two parts as written in table 5.1.
The current was set to never exceed 50mA. Once the wire is nearly etched through,
the lower part of the wire separates and drops into the collecting container by its
ownweight and etching stops. Using the power supply as a constant current source
produced rather blunt tips, while the use at a constant voltage of about 2.5V pro-
duced smaller tips, which were covered by an oxide layer of some nm thickness, as
observed by TEM. Lower voltages throughout the etching process reduced the tip
diameter as well as the oxide layer. The reason for this might be the partial depo-
sition of the WO 2 –4 ions to the anode due to their enrichment in the solution and
a concomittant depletion of OH – ions. Furthermore, with shrinking diameter of
the tungsten wire, local depletion might occur. The introduction of an oscillating
current (0mA to 30mA, 1Hz) close to the etch-through reduced the thickness of the
oxide layer. These tips then served as manipulator tips for use inside the TEM-STM
holder described in section 5.1.
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5.1.2 Samples and sample preparation
Mainly, two kinds of samples were used, MWCNT on substrates or pre-attached
to W-tips. The two different kinds of MWCNT were synthesised by CVD. The first
kind of nanotubes, hereafter called VGL tubes were synthesised by ferrocene-based
floating catalyst CVD [97]. The substrate consisted of pieces (about 1 cm2) of a stan-
dard SiOx/Si/SiOx-wafer where up to 10 nm iron was deposited. The metal layer
can be used for electrically contacting the bottom part of the as-grown nanotubes.
They are typically at least piecewise filled with iron and the outer diameter of these
tubes is in the order of 30 nm to 80 nm. The inner diameter, which is the diameter
of the filling is about half that size. The second kind of nanotubes, called DB tubes
hereafter, were synthesised using a ferrocene-dichlorobenzenemixture [98], similiar
to the method described by Wang et al. [122]. The substrate in this case had a 10 nm
aluminum layer and a thin 0.5 nm iron sputtered on top of the otherwise identical
SiOx/Si/SiOx-wafer. These tubes are smaller in diameter than the aforementioned
VGL tubes, but most importantly they have fewer carbon shells. The piecewise
filling has been determined to consist of monocrystalline iron carbide (Fe3C) [98].
The substrate samples were prepared by splitting the Si-wafer pieces along crys-
tallographic directions to rectangles of about 0.5mm height and 1.5mmwidth. One
of these pieces was then attached to the aluminum cylinder depicted in figure 5.1
with the help of silver glue, which was also used to connect one side of the top of
the substrate to the aluminum cylinder. The cylinder in turn was connected to the
bias input of the holder. The nanotubes on tips were attached in a scanning electron
microscope (SEM) with the help of a nanomanipulator. A W-tip was used as mani-
pulator tip and approached to the free end of a CNT standing upright from the sub-
strate. This end was glued to the W-tip by amorphous carbon deposition. Once the
nanotube had been sufficiently fixed, the nanomanipulator was retracted and the
nanotube stuck to the W-tip by breaking either at its base or at some arbitrary weak
spot. The nanotube-on-a-tip was then transferred to the TEM and mounted into
the hat. A similar, but empty tip was glued opposite into the aluminum cylinder.
Both sample mounting techniques require a good estimation of the height at which
to place the sample, because the object stage of the TEM can only shift by about
380 µm in positive or negative z-direction. Furthermore, it has to be noted that the
vertical placement of the substrates is usually not perfect. Small angular deviations
lead to a shadowing effect of a part of the nanotubes, i.e. the nanotubes cannot be
observed along their entire length. Nevertheless, a typical sample contains a suffi-
cient amount of nanotubes suitable for the investigation of their electrical and/or
mechanical properties.
74
5.2 Electric transport measurements
5.2 ELECTRIC TRANSPORT MEASUREMENTS
Carbon nanotubes in general exhibit many different behaviours, when probed by
electrical transport measurements. SWCNT are either metallic or semiconducting,
depending on their chirality (n,m) as defined by equation 1.26. The electrical prop-
erties of MWCNT are commonly thought to be dominated by their external shell,
since the leads are normally connected to the outermost shell only. Because this
shell has a much larger radius than SWCNT the energy gap (as defined by equa-
tion 1.29) is very small, typically in the meV range, such that all MWCNT can be
expected to have sufficent numbers of mobile carriers at room temperature. Fur-
thermore, many subbands can contribute to the conduction at room temperature
because their electrons have a finite chance to be at or above the Fermi level [43].
As all measurements of this work have been carried out utilizing MWCNT, these
nanotubes are in the future considered metallic. Tunneling between adjacent shells
as well as carbon interlinks between the shells can allow for the participation of
deeper shells in the electrical transport. The general transport properties as well
as an overview about the results from literature are presented in section 1.6. This
section mainly deals with the obtained results in terms of basic experimental diffi-
culties and their solutions and results on CVD-synthesised carbon nanotubes.
Due to the limitations of the employed setup and the used samples all investi-
gated nanotubes will be considered diffusive conductors. Although occasionally
low resistances (down to 10 kΩ) have been measured, this is by no means an indi-
cation for ballistic transport. Room temperature conductivities for MWCNT can be
in the order from one to several hundred G0 depending on the number of active
transport channels and shells. Furthermore, all observations of current-induced
breakdown showed that the breakage occurs in the central region of the nanotube.
This result agrees with the expectation of the effect of a uniform resistive heat dis-
sipation along the nanotube, because due to finite thermal conductivity the centre
region of the nanotube will be at a higher temperature than the end regions. Upon
contact annealing as described in section 5.2.1 all measured nanotubes had resis-
tances between 10 kΩ and 100 kΩ, which can also be an indication of a remaining
contact resistance. Because this contact resistance Rc cannot be separated from the
true nanotube resistance RNT,true in the conducted two-probe measurements, for
the remainder of this work the total resistance Rtotal = Rc + RNT,true will be termed
nanotube resistance.
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5.2.1 Contact annealing and cutting
Because in most cases at least one of the leads does not form a good electrical con-
tact, some annealing is required to make a reliable measurement. The reasons for
this initially bad contact are twofold. Firstly, the base of the nanotube might not
form a good contact to the substrate. Secondly, the tungsten tip is usually covered
with a thin layer of oxide, which prevents the realisation of ohmic contacts on this
side. There are a couple of possibilities to get rid of this hinderance to electrical
contact. The freshly etched tips can be annealed in vacuum to sublimate the oxide
layer, or an additional etching step in concentrated hydrofluoric acid can be used.
However, any transfer out of vacuumwill immediately reoxidise the surface which
results in the formation of at least a very thin, sub-nanometer oxide layer. This
means, that all processes to improve the tip-nanotube contact should be applicable
in-situ. Inside the TEM, a mechanical contact is established with the STM tip to the
nanotube. A small bias (≈ 20mV) is applied across the nanotube and the current
is monitored. Then, the electron beam of the TEM is focussed on the contact and
left there. The 300 keV electrons cause a knock-on energy transfer of up to 70 eV to
the carbon atoms, effectively breaking all chemical bonds. The carbon might then
reduce the surface oxide or form carbides.
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Figure 5.3: Effect of electron-beam induced contact annealing. The current increases upon irradia-
tion with the focussed beam of the TEM up to a saturation value. The shaded areas mark
time periods of mechanical movement of the stage or tip, which degrades the electrical
contact. The inset shows the resistance in the same timeframe. The applied measurement
bias was set to 5mV.
As shown in figure 5.3, the current increases linearly and then saturates at some
value. This process is very sensitivy to mechanical movement of the system. An-
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Figure 5.4
Extreme case of oxide con-
tamination of the tungsten
tip. The carbon from a
MWCNT (a) reacted with the
thick oxide layer (c) to form
metallic clusters (b) upon ap-
plication of a 5.5V bias pulse.
(d) Themetallic core of the tip
without oxide is marked by
the dashed outline.
other possibility is the application of short (0.5ms), but large (> 2.5V) bias pulses.
During these pulses, the power dissipates basically at the high resistance at the
contacts, which leads to local heating and the reduction of surface oxides and/or
the formation of surface carbides. The micrograph presented in figure 5.4 shows a
thick oxide layer before annealing and a clear reduction to a denser metallic state
after the pulse had been applied. In figure 5.5 it is shown, that either a single pulse
can be applied multiple times or the pulse height increased. The resistance is then
observed to saturate at some value, presumably the nanotube resistance up to a fac-
tor of two (equal dissipation in the contacts and in the nanotube). This annealing
process is different from contact annealing in SEMmicroscopes as in the TEM there
is no deposition of amorphous carbon as “contact glue”.
To separate nanotubes from the substrate, the application of a pulling force with
the STM tip usually suffices. The strain in the nanotube will lead to mechanical
failure at the weakest spot. However, even for amorphous carbon assisted glueing
of the nanotube, this weakest spot is often near the STM tip and results in a failure
to extract a long nanotube. Alternatively, the nanotube breaks at its base and a large
number of carbonaceous and catalyst material along with other nanotubes will be
pulled off, rendering the nanotube useless for experiments which require individual
nanotubes as e.g. the determination of Young’s modulus by mechanical resonance
frequency measurements. Thus, it is convenient to employ the electron beam of
the TEM to cut the nanotube at the desired length. This process is possible in the
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Figure 5.5: (A) shows the reduction of resistance with the application of multiple pulse of equal
height and (B) shows the reduction of resistance with the application of pulses of increas-
ing height. The saturation value is R ≈ 26 kΩ. Pulse length was 0.5ms in both cases.
TEM, because basically no contamination is deposited on the nanotube during high-
electron dose illumination. To facilitate the cutting process, the nanotube is put
under large stress, while the electron beam of the TEM is reshaped with the help of
the condensor stigmator control to a narrow, but long ellipsoid perpendicular to the
nanotube axis. A small current flow is used to determine the time, when the two
parts of the nanotube are separated. The micrographs in figure 5.6 are snapshots of
the cutting process.
Figure 5.6: Snapshots of the cutting of a DB-type CNT. The electron beam was reshaped to form a
highly eccentric ellipse and moved slowly from the left to the right of the nanotube.
One can see, that there is no deposition of carbon, but the carbon from the nano-
tube reshapes. The applied stress is then responsible for the opening of a small gap
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in the nanotube, which widens with time. If no stress is applied, the electron beam
driven amorphisation and reorganisation of the carbon network does not lead to
the opening of such a gap in most cases. The detailed process is assumed to be
related to stretched bonds between the carbon atoms. A transfer of energy from
the electron beam leads to the knock-off of atoms and the breakage of bonds. The
atoms then reform bonds preferably at sites that do not require bond stretching, i.e.
away from the original location. Furthermore, some atoms may be knocked off and
evaporated altogether.
5.2.2 Results on electrical transport
The determination of the resistance was conducted in at least one of the two follow-
ing methods. In method A a low bias (< 100mV) was applied and the measured
current was used to calculate the resistance. Inmethod B, the bias is first swept from
−V0 to V0, where V0 is arbitrarily chosen depending on the nanotube diameter and
history of the experiment. Since all I–V curves of contacted nanotubes were point
symmetric about the origin, the determination of electrical properties was thereafter
restricted to positive bias sweeps only. The reason for this is the unknown value of
the breakdown current Ibd, i.e. the current where the nanotube undergoes structural
changes up to mechanical failure. Because this process is very fast in vacuum, the
voltage has to be approached from below. Additionally, increases in the current can
lead to further contact annealing and sudden reduction of the resistance, resulting
in jumps in the current. Therefore it is advantageous, to sweep the voltage from 0V
to V0 instead of starting with a high voltage value. The conductance G = R
−1 can
then be determined from the I–V curve by a linear fit of the low bias region and the
differential conductance ∂G∂V provides information about the addition of subbands
for transport or the effects of current saturation. Breakdown curves also present an
opportunity to gain valuable information about the nanotube. From the value of
the breakdown current Ibd and the spatial location of the breakdown point one can
draw conclusions about the transport mechanism and the comparison with mea-
sured currents during mass transport (see section 5.3) allows for an estimation of
the the “mass transport temperature”. Because all experiments are conducted in-
side the TEM, the presence of the magnetic field of the objective lens might have an
influence on the resultant resistances. Measurements conducted outside the TEM
in 4-probe configuration on VGL-nanotubes showed only a small influence (0.5%)
of the perpendicular magnetic field (B=2T) on the measured resistance [123].
In some cases, a measurement of the dependence of the current on time with-
out pre-annealing was possible . Figure 5.7 shows such spectra, where the current
strongly fluctuates between different levels, although the bias voltage is kept con-
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Figure 5.7: The current dependence on time shows abrupt jumps in the current for constant bias. An
increase in bias (from (A) to (F)) leads to faster jumps. The colored lines denote assumed
major (red, orange) and minor (blue) jumps in each spectrum.
stant. This behaviour is actually very similar to the one obtained from field emis-
sion experiments (as described in section 5.2.4). It can be qualitatively explained
by a tunneling of carriers into a quantum-dot-like structure. This structure may
possess several electronic states which can be occupied and the detailed occupancy
of these charge traps can lead to a level alignment and resonant tunneling [124].
Similar signals have been detected at low bias/low temperature measurements on
SWCNT [125]. Upon an increase in the bias voltage, the current increases, but still
shows the fluctuations. Notably, the small current fluctuations inrease in frequency
with current until they can not be resolved anymore. This behaviour points to a
thermally activated tunneling and/or hopping. Sometimes, a tilted background is
observed, which can be interpreted as quasi-continuous degradation of some part
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of the nanostructure. Furthermore, the current jumps in the individual spectra are
of unequal absolute and relative height, which indicates atomic reordering and a
shift of the respective electronic levels. This is especially visible in figure 5.7C.
In panels D through F the minor levels can no longer be resolved and even the
medium-high jumps are not very pronounced anymore. Only large jumps over sev-
eral µA as in panel D can be clearly recognised. At some point (I > 50µA) the
structure is annealed by heat dissipation. A reduction of the bias to the starting
value then shows improved conductivity and the absence of the current fluctua-
tions. A similar behaviour has been observed by Jhang et al., who explains the be-
haviour with the reversible motion of defects betweenmetastable states. It has to be
noted, that the results of Jhang et al. [125] occur on a completely different bias and
temperature scale. MWCNT however, might contain more localised defects such
as intershell-links, pentagon-heptagon defects or bonds to the filling to facilitate
metastable states with longer lifetimes than those described for metallic SWCNT.
Good and reproducible I–V curves allow for a discussion of the underlying trans-
port mechanisms. In figure 5.8A, a nanotube of about 90 µm diameter was con-
tacted with the STM tip and after some electron beam annealing the resistance was
determined as R = 17.5 kΩ. Further increase in the bias led to a movement of the
iron filling towards the substrate, which resulted in an improvement of the con-
tact to the substrate. Concomittantly, the electrical contact between the tungsten tip
and the nanotube might have improved by thermal annealing. Figure 5.8 B shows
selected I–V curves to demonstrate the effect of current induced annealing. The
nanotube was not subjected to any pulses, but the measurement of these curves
had an annealing effect due to the high current-limit. In figure 5.8C an increase in
the maximum bias does not change the overall characteristics any more, i.e. the an-
nealing process is complete. The resistance reaches its lowest value at R = 9.5 kΩ
and then suddenly increases to R = 11.5 kΩ. Interestingly, the maximum current at
3.5V drops from 453µA to 427 µA. This difference is in the same range as the cur-
rent limit for a single metallic SWCNT [47] so it is very plausible that this represents
the observation of the (at least partial) loss of a single shell. Another feature is the
non-linearity in the high bias regime (figure 5.8D). The differential conductance d IdV
increases at first, runs through a maximum and finally decreases. The increase in
conductance can be explained by the addition of subbands contributing to transport
via Zener-tunneling [55] or an increase in the number of conducting carbon shells.
It can also be ascribed to space charge effects at the contacts [54] limiting the trans-
port at low bias. The decrease agrees well with the observation of current satura-
tion of individual nanotube shells by optical and zone-boundary phonon scattering.
The lowest value reported for this current saturation lies in the range of 12 µA [54].
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Figure 5.8: (A) Micrograph of Fe-filled VGL-type nanotube prior to emptying. (B) Irreversible in-
crease in conductance upon several voltage cycles. The annealing effect is complete after
the jump after the first sweep up to about 2.5V. Panel (C) shows the presumed loss of a
conducting shell (current decrease marked by the arrow). Also visible is the absence of
further annealing effects upon voltage increase. (D) Begin of saturation in the high-bias
regime. Sweeping time was set to 40ms in all cases, resulting in 112.5V s−1 for the sweep
presented in (D).
Larger values have been reported by Bourlon et al. [55]. Concomitant with these
results, metallic SWCNT have been shown to be limited in their current carrying
capacity at about 25 µA [47] by these effects. The I–V curves of figure 5.8C and D
can thus be well explained with a single shell loss and phonon-induced current
saturation in the shells participating in electric transport.
The number of metallic shells Nmet at room temperature can be determined by
the following relation:
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Nmet =
(douter − 30 nm)
2× 0.34 nm +
1
3
(30 nm− dinner)
2× 0.34 nm . (5.1)
The first term originates from the fact that for nanotubes with diameters larger
than 30 nm the energy gap is smaller than the thermal energy kBT at room temper-
ature and of the remaining shells on average one third can be considered metallic.
For higher temperatures, the cutoff of 30 nm may no longer hold. It can be down-
scaled to dinner by 30 nm× 300K/T.
For the nanotube presented in figure 5.8A the number of metallic shells at room
temperature yields 90, as obtained by equation 5.1. This implies a current limit of
2250 µA. However, there are signs of current saturation and individual shell failure
much earlier, which implies heat dissipation limitations due to diffusive transport
or electron irradiation induced defects, which hinder current transport through all
shells. Furthermore, it has to be noted that due to intershell resistances, the trans-
port is likely to be limited to the outermost few shells [39].
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Figure 5.9: Electrical breakdown measurements on (A) a VGL-type and (B) two parallel DB-type
nanotubes. Strong annealing or shell fusing effects can be seen for the nanotube in (A),
while the inset in spectrum (B) allows for the determination of individual steps in the
current upon breakdown. The sweeprate in (A) was 100V s−1 and in (B) 0.8V s−1.
Exemplary results from electrical breakdown measurements of two other nano-
tubes are presented in figure 5.9. The sweeping rate for the nanotube in the left
panel was 100V s−1 and for the one in the right panel 0.8V s−1. The breakdown
current for the first nanotube (douter ≈ 75 nm, dinner,max ≈ 13 nm in the left panel
of figure 5.9 amounts to 2355 µA. This corresponds to a current density of about
8× 1010Acm−2. A simple estimation involving the total number of shells yields 91,
resulting in a theoretical maximum current of 2275 µA. This estimation can be jus-
tified by the fact, that close to breakdown, more shells are thermally activated. At
T > 700K, a temperature which will easily be reached, all nanotube shells above
13 nm will be metallic. Most likely due to the high sweeping rate, the total dissi-
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pated power cannot damage the nanotube fast enough to cause early breakdown.
Slightly higher values for the single shell conductance have been found by break-
down measurements conducted on two parallel double-walled DB-nanotubes (see
figure 5.9 B and figure 5.16 in section 5.3.1 for a micrgraph) which yielded
Ibd = 113µA, corresponding to an average of about 29 µA per shell, although the in-
dividual shells carry different amounts of current. The negative differential conduc-
tance during breakdown can be attributed to heating effects and the rearrangement
of atoms.
5.2.3 Controlled shell failure
Owing to the nature of MWCNT, controlled shell failure allows for the determina-
tion of the intershell conductance. In figure 5.10A a nanotube was subjected to con-
tinuously higher currents and the applied bias was stopped shortly after a single-
shell breakdown event occured, as presented in the inset of figure 5.10 B. After each
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Figure 5.10: Panel (A) shows he nanotube before shell failure, (B) the increase in resistance upon fail-
ure of subsequent shells, (C) the spectrum of the double wall CNT and (D) the spectrum
of the remaining SWCNT. The inset in (B) shows the voltage sweep with the breakdown
event of a single shell and insets in (C) and (D) show the corresponding micrographs to
the spectra.
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breakdown event, the resistance increased by approximately 7.5 kilohm, which can
be interpreted as the intershell resistance. For a total length of the nanotube of 2 µm
this corresponds to an intershell conductance of G = 1/15 (kΩ µm)−1. This value
agrees well with the results obtained from non-local voltage drop measurements
performed by Bourlon et al. [39]. At some point, the nanotube reformed into a dou-
blewall nanotube of smaller diameter near the failure point. As the spectrum in
figure 5.10C shows, the current saturates around 50µA, a value which is expected
for two conducting shells. Upon the breakdown of the outer shell, the inner shell
forms a SWCNT of smaller diameter and the resultant I–V curve (figure 5.10D)
changes completely. Instead of the up to this point metallic behaviour, this nano-
tube shows semiconducting behaviour with a gap of about 1 eV. The asymmetry of
the I–V curve can be attributed to the formation of Schottky barriers [126].
5.2.4 Field emission
Field emission from sharp tips can be well explained by the Fowler-Nordheim-
equation [127],
j(E) = K1
|E|2
Φ
exp[−K2Φ3/2|E|−1]. (5.2)
In this equation, j is the current density, Φ is the workfunction of the material, E is
the electric field and K1 and K2 are constants. The electric field E on the tip is much
larger than E0 = V/d, where d is the distance between flat electrodes and V is the
applied potential difference. This is also commonly described in the form of a field
enhancement factor β, which is a scaling factor for the local field strength resulting
from the change of parallel plate configuration to a particular geometry.
E = βE0 = β
V
d
. (5.3)
One can easily see that carbon nanotubes are bound to have a very high β due to
their high aspect ratio L/r [128]. Theoretical estimations show β = L/r + 3.5 [129].
Most calculations consider the nanotube to be resting on a planar cathode, which is
not applicable to our experiments, because the tungsten tip has a rather small diam-
eter compared to the large anode. The total enhancement factor is then a product of
a microscopic and macroscopic contribution [130]. The macroscopic contribution of
a conical tip of length h and top radius r to β can be expressed as [131]
βmacro = 4.69+ 0.72
(
h
r
)
. (5.4)
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The nanotube can be assumed cylindrical, its contribution to β can then be modeled
by [132]
βmacro = 1.2×
(
2.15+
h
r
)0.9
. (5.5)
The microscopic contribution can then be determined by
βNT = β/βmacro, (5.6)
where β is the total field enhancement factor [128]. The value of βNT for SWCNT
bundles has been determined to be in the order of 103 [128].
Figure 5.11
Current-bias dependence
of a MWCNT used as a
field emission cathode.
The inset shows the
Fowler-Nordheim-Plot.
Arrows indicate jumps in
the current as a result of
emitter reconfiguration,
the red lines are to guide
the eye.
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The field emission experiments were conductedwithmultiwall carbon nanotubes
which suffered electrical breakdown. The end fixed to the movable tip of our STM-
TEM holder described in section 5.1 is biased negatively with respect to the sub-
strate on the other side (i.e. positive voltages applied to the substrate, because for
experimental reasons the STM-tip remains grounded). Because the opposing sub-
strate is either covered by conductive glue or by a high density of nanotubes it
can be considered flat in a first approximation. The obtained I–V curves (e.g. fig-
ure 5.11) show no current for negative voltages (nanotube as the anode), which
justifes the assumption of a flat counter electrode. For positive voltages (nano-
tube as the cathode) the current increases exponentially. In contrast to the work
of Zhao et al. [128], the knee on the high bias side of the curve is not clearly visible,
as the inset in figure 5.11 shows. However, especially for slow voltage sweeps one
often observes jumps in the current. These can be attributed to a reconfiguration of
the emitting sites or local charge traps which change the detailed field geometry on
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the emitting nanotube tip. These effects canmask the knee. For a fixed voltage, time
resolved measurements show quantised jumps in the emission current. The curves
in figure 5.12A through C are taken at constant bias, panel D shows the effect on
the I–V scans. Often, the system jumps between a small number of states, which
may originate in a change in the occupancy of the respective elctronic states or in a
rearrangement of the carbon skeleton at the open edge of the nanotube.
1.2
1.4
1.6
1.8
C
u
rr
en
t
(µ
A
)
0 20 40 60 80 100
Time (ms)
A
1.3
1.5
1.7
0 20 40 60 80 100
Time (ms)
C
u
rr
en
t
(µ
A
)
B
0 20 40 60 80 100
1.9
2.1
2.3
2.5
C
u
rr
en
t
(µ
A
)
Time (ms)
C
0 50 60 70 80 90
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
Bias (V)
C
u
rr
en
t
(µ
A
)
D
Figure 5.12: Time dependence of the field emission current. The discrete jumps between a small
number of states can be attributed to occupation of edge states and/or rearrangement
of the carbon skeleton at the nanotube tip.
Unfortunately, these random jumps rarely allow for the determination of field-
enhancement factors. The field enhancement factor from the 2mm long and≈ 65 nm
diameter tungsten tip alone is about 45 000, the nanotube (1 µm long and ≈ 26 nm
diameter) contribution according to equation 5.5 is about 61, due to its short length
compared to the tungsten tip. Nevertheless, emission from tungsten tips with ra-
dius r < 2 nm was observed under similar experimental conditions. This corre-
sponds to β ≈ 7.5× 105 which is about a factor of three lower than
βNT,tip = βtip × βNT ≈ 2.7× 106. (5.7)
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Figure 5.13:Micrograph (A) and schematics (B) of self-sustained oscialltion by field emission. The
interaction of the magnetic field with the field emission current causes a Lorentz force,
trying to displace the nanotubes. This reduces the Lorentz force, leading to an oscilla-
tory behaviour even with only DC bias applied. The schematic is the simplified model
covered in the text.
It is therefore questionable, if equation 5.6 still holds, if the radius of the “macroscopic”
tip is comparable to that of the emitting nanotube.
In the case of a freshly broken nanotube, as depicted in figure 5.13A, the inter-
action of the emission current with the magnetic field of the objective lens causes
a Lorentz force ~F = L~I × ~B on the anode and cathode nanotubes. This is schemat-
ically drawn in figure 5.13 B. Both nanotubes will behave as single-side clamped
beams, whose deflection can be estimated using the Euler-Bernoulli beam theory.
As the solution of a bending beam is rather difficult, the following assumptions
will be made to simplify the calculations.
1. The two nanotube tips are separated at rest (i.e. at t = 0) by a distance d0 and
have no vertical offset.
2. The movement of the nanotubes is restricted to a plane. Since the angle of
deflection is small, sin(x) ≈ x.
3. The nanotubes behave as beams of lengths L1 and L2 with infinite bending
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stiffness which are mounted on a torsion spring of spring constant k1 and k2,
respectively.
4. The nanotubes have the same diameter, since both nanotubes are obtained
from one original tube by electrical breakdown.
5. The field emission current depends on the distance d of the two nanotube tips,
only. Since the distance changes only locally, all field enhancement factors are
considered constant. The current I scales as I = I0d
2
0/d2 exp
[−c(d− d0)]. The
constant c ≈ 6830Vµm−1 eV−3/2φ3/2U−1 ≈ 560µm−1, where φ = 5eV is the
work function of carbon and U = 135V is the applied bias. For simplicity it
is assumed that the electric field E can be described by E = U/d between the
two nanotubes of about equal cross sectional area. This means, that the oppos-
ing nanotubes are considered as the electrodes and all contributions from the
macroscopic geometry are disregarded.
The equation of motion for the two endpoints u1 [t] and u2 [t] of the opposing nano-
tubes can then be written in the following way:
− I0BL
2
i
2
d20(
u1 [t]− u2 [t]
)2
+ d20
exp
[
1− c
(√(
u1 [t]− u2 [t]
)2
+ d20 − d0
)]
+
+
ρAL3i
2
d2
(
ui [t]
Li
)
dt2
+ ki
(
ui [t]
Li
)
+ g
d
(
ui [t]
Li
)
dt = 0,
(5.8)
where i = 1, 2 and ρ is the density of carbon. The effective cross-sectional area
of the nanotubes is denoted by A and B is the magnetic field of the objective lens.
The parameter g is a damping parameter. The system of the two coupled differ-
ential equations above can be solved numerically using Mathematica. The output
of the simulation shows an oscillatory behaviour, as depicted in figure 5.14. The
parameters used for the simulation are in the units kg, s and µm. The values for
the constants are estimates based on the conducted experiments and are shown in
table 5.2. The values for the spring constants ki were optimised to yield the approx-
imate amplitudes observed by experiment. The simulation shows, that a sustained
oscillatory behaviour over many periods induced by a Lorentz-force acting on the
nanotubes is a good explanation for the effects observed in experiments inside the
TEM. The details of amplitude, periodicity and shape of the oscillations depend on
the exact parameters of the system, which can only be estimated in our setup. How-
ever, the possibility to generate high frequency AC-currents with a DC voltage can
open up new possibilities for applications of CNT. A plot of the resulting current
and amplitudes is shown in figure 5.14, using the simulation parameters shown in
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Table 5.2: Constants used for the simulation of the self-sustaining oscillation during field emission.
ρ A L1 k1 L2 k2
kgµm−3 µm2 µm µNµmrad−1 µm µNµmrad−1
2.2× 10−15 3.9× 10−4 5.34 7.17× 10−3 10.44 4.73× 10−2
I0B d0 g
kg s2 µm µNµmrad−1 s−1
4× 10−5 3× 10−1 3.52× 10−12
table 5.2.
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Figure 5.14: Results of the simulation using equation 5.8 and the parameters from table 5.2. The
timeframe has its zero at 0.5ms and was chosen far from the beginning to ensure that
the influence of the starting parameters has been damped away. The shown behaviour
is constant up to at least 2ms, which is the limit of the simulation.
5.3 MASS TRANSPORT MEASUREMENTS
The investigation of mass transport in or on nanotubes is of special interest due to
the possibility to deliver zeptograms of mass to predefined spots using the nano-
tubes to guide the cargo to its destination. There are two categories, the transport
of attached particles on the nanotube [133] or on movable outer shells [134] and
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the transport of material inside the nanotube [135, 136]. Especially the latter is of
particular interest, since it protects the material from environmental effects such as
chemical reactions or evaporation. Furthermore, a movemement of a magnetic fill-
ing can be utilised as amagnetic nano-switch or to increase or decrease themagnetic
field on a local scale. Iron or iron carbide filled carbon nanotubes are the system of
choice for the investigation of these effects. In this section, the results from various
experiments conducted on these structures are presented and discussed in terms of
a simple model.
A nanotube can be filled after synthesis or during growth. Our nanotubes have
been synthesised along with their filling [97, 98], which may give rise to chemi-
cal bonds between the core material (the filling) and the surrounding carbon walls.
Especially at defect sites this binding can contribute to a stronger trapping of the
filling. To move the filling in a nanotube, there has to be a driving force. The experi-
mental setup uses either a DC current flow or individual current pulses through the
nanotube to induce the transport of core material. Although this setup looks rather
simple, several forces can be expected to act and have to be considered to gain ac-
cess to the details of the mechanism. Their relative strength, although mostly not
directly accessible, is what can be observed in experiments. As already mentioned,
there is a friction force stemming from the adhesion of the filling to the nanotube
walls, which is expected to occur especially at defects. Classically, the surface and
interfacial tension will try to reform the shape of the filling [137] especially during
the movement, because it is in a more mobile state. A process directly related to
this is Ostwald ripening [138]. Because the filling is not always homogeneous and
may be segmented, the processes of ripening by atomic diffusion also provides a
driving force for the movement of material. However, on the nanoscale, energies
related to facetting also become important, because the crystal can no longer be
treated by continuum theory alone. Facetting and atomic steps have been observed
during transport measurements and will be shown later on. In addition to that, the
thermal expansion coefficients of nanotube and filling might differ and an appli-
cation of current will then not only lead to an increase in temperature, but also in
pressure due to the very small in-plane thermal expansion [139]. Furthermore, the
dissipation of heat in the nanotube leads to thermal gradients, which are known to
drive mass transport on carbon nanotubes [134]. This contribution however does
not depend on the specific direction of the current and this behaviour as a driving
force makes it easy to identify. Electromigration [140, 141] on the other hand very
well depends on the sign of the applied bias and furthermore, the magnitude of
the current. In brief, the application of an electric field E will produce two forces
in opposite directions, one acting on the positively charged core atoms in direction
91
5 In-situ Nanomanipulation
of the field (the direct force Fd) and one acting on the electrons in the opposite di-
rection. These electrons will scatter on their way to the anode at core atoms and
transfer some momentum. This transfer of momentum is called electron wind and
the apparent result is a force Fw excerted on the core atoms. Because the wind force
also depends linearly on the electric field [142], the net force Feff can be expressed in
terms of an effective valency Z∗ and electric field E = ρj as [143]
Feff = |e|Z∗E = |e|Z∗ρj, (5.9)
where ρ denotes the resistivity and j the current density. Theoretical calculations
of the direct and wind force can be found in [141, 142]. The electromigration force
is a good canditate for the driving force behind the mass transport in filled car-
bon nanotubes [136], because it changes sign upon voltage reversal. Furthermore,
Mingo et al. [144] calculated the forces for species adsorbed on the outer shells of
carbon nanotubes. The proposed mechanism is a reduction of a diffusion barrier in
direction of the electron flow, which is consistent with our observation for a filling
of the nanotubes. The mechanism of elastic and especially inelastic electron scatter-
ing from the inner shells on the filling are thus an appealing mechanism to describe
mass transport in filled MWCNT. With the above general discussion in mind, the
following section presents and discusses the experiments conducted on iron and
iron carbide filled MWCNT.
5.3.1 Results
Our setup allows for the application of a DC bias voltage or individual bias pulses
to the sample. Because the mass transport phenomenon is closely linked to current
or current density, it is important to know the resistance of the nanotube under
investigation. A determination of the high-bias resistance, where mass transport
occurs is only possible in the DC-mode, because the applied voltage pulses are nor-
mally higher than the bias values in DC-mode. Prolonged exposure to the resulting
current might not only damage the nanotube, but also move the filling prior to ob-
servation. Although the I–V curve of MWCNT is slightly nonlinear, as discussed
in section 5.2.2, the low-bias resistance is a good estimate. Therefore, between indi-
vidual current pulses, a small bias (about (20 . . . 50)mV) is used to generate a small
current which can bemonitored. This current also allows for a tracking of resistance
changes after the individual movement steps.
In figure 5.15 a series of TEM micrographs is presented, each with the bias pulse
applied prior to taking the picture. The nanotube is of the VGL-type, i.e. it is prob-
ably filled by iron [97]. An accurate determination of the filling was not possible
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Figure 5.15
Movement of iron filling in pulsed
mode, (A) schematic setup with
tip on the lower end and substrate
on the upper end of each micro-
graph; (B) micrograph of the nano-
tube before voltage application, (C)
sequence involving an inhomogen-
ity at the top and (D) at the bot-
tom. The complete sequence and the
applied pulses can be found in ap-
pendix 6.1.
due to the absence of pronounced diffraction reflexes. The filling can be moved
by the application of short bias pulses. The applied background bias has been set
to −20mV, the measured current at that bias after a single 3.5V pulse is −875 nA,
which corresponds to a resistance of about 23 kΩ. The resistance did not change
significantly with the subsequent pulses during the whole process (≈ ± 10%), ex-
cept for the application of the first 4.5V pulse (see appendix 6.1 for details), where-
after the resistance was reduced to 20 kΩ. The current during the movement can
be extrapolated using the low-bias resistance, which leads to Imove ≈ 150 µA and a
current density of about jmove = 3× 106Acm−2, which is in good agreement with
the results obtained by Svensson et al. [136]. There are some details worth noting.
When the filling reaches the inhomogeneity at the top (figure 5.15C), the extra mate-
rial there moves in the opposite direction to join the large part, thereby reducing the
surface area of the filling, the same happens at the lower part. A simple reversal of
the voltage under such circumstances leads to a fragmentation (figure 5.15D), pre-
sumably due to a pinning at the inhomogeneities and/or capillary forces. Once the
voltage (and thus the current) has been increased, the filling does not only reduce
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its total surface area, but also there is sufficient energy available to overcome these
forces and allow the filling to move as a whole. One should note, that the actual di-
ameter of the filling is larger than that of the hollow nanotube core, indicating some
reaction of the material with the carbon walls. This was observed in many cases for
VGL-tubes and will be discussed later on. An operation with overall higher voltage
leads to a more compact filling, also larger than the inner diameter. However, the
diameter of the hollow core does not change after the filling has moved through the
respective section.
Pulsed current experiments were also conducted on DB-tubes (i.e. Fe3C filled
MWCNT [98]). These nanotubes have a much smaller ratio of outer to inner di-
ameter and possess only a few carbon walls. Furthermore, they are mostly partly
filled and unfilled sections tend to look collapsed. Experiments to unfold such a
section by trying to force the filling in this direction were unsuccessful. These
nanotubes however have an advantage: the filling does not react with the sur-
rounding carbon walls, probably due to the already high carbon content and/or
defect-free walls. Nevertheless, these nanotubes seldom occur individually and
are often parallelly aligned in bundles of two to ten tubes, making an observa-
tion of effects and the determination of the actual current through the active nano-
tube difficult. In one prominent case (see figure 5.16), a small iron carbide clus-
ter can be switched between two different positions by a single 0.5ms pulse. One
A B C
Figure 5.16: Irreversible switching of Fe3C-filling in a DB-type nanotube between the states marked
by the red and green arrows. The necessary voltage pulse was±3.6V. The loss of filling
material with each pulse amounts to about 18%.
has to note, that the switching current density is higher compared to VGL-tubes
(jmove ≈ 5× 107Acm−2). After each switching operation, the volume of the filling
is decreased by approximately 18%. The breakdown current density was deter-
mined to be only a factor of two higher. This points to a high operating tempera-
ture, which obviously favours the evaporation of the filling. The breakdown curve
is presented in figure 5.9 B. The total current through both nanotubes, having a
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total of four shells, before breakdown is about 110µA. Thus, the average current
limit per shell is only slightly larger than the 25µA [47] obtained by Yao for metallic
SWCNT. However, as the inset in figure 5.9 B shows, the steps in the current are of
unequal height and two of them are much larger than the average value. Further-
more, the current is found to decrease with increasing bias, which can be attributed
to a rearrangement of carbon due to the dissipation of Joule heat.
In contrast to the nanotubes presented in figure 5.16, DB-nanotubes synthesised
under only slightly varied synthesis conditions showed quite different behaviour.
Although the overall morphology of the sample was the same, these nanotubes
lack the decoration with carbon shells and carbide particles on their exterior. How-
ever, transport experiments yielded rather surprising results. In contrast to the high
currents described above, the filling (also Fe3C) started to move at lower current
densities, as is shown in figure 5.17. The nanotube is contacted on the right side
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Figure 5.17: Reversible movement of Fe3C-filling in a DB-type nanotube. Micrographs of (A) start-
ing position, (B) end position, (C) return to starting position, (D) filling in starting posi-
tion after≈ 200 pulses. Panel (E) shows the average movement per pulse in dependence
on the dissipated energy.
with the W-tip. The movement was driven using a pulsed bias with ton = 0.5ms
and V = (2.3 . . . 2.8)V. The low-bias resistance was determined as 30 kΩ. In this
experiment, the current did not only flow to the left, but split up, because the nano-
tube was contacted about in the middle. Under the simple assumption of equal
resistances along both paths the current neccessary for movement is 33µA corre-
sponding to a current density of 3.1× 106Acm−2. After a complete roundtrip of
the filling with Vbias,pulse = ±2.8V, the system showed no degradation, i.e. the
length of the filling remained unchanged. Then, a section around the attached par-
ticle was chosen and the individual lengths of the steps were determined over a
total length of about 100 nm in dependence on the driving voltage. As the sus-
pected process is thought to be of the kind of activated diffusion, the movement
speed is plotted against the total dissipated energy E = tonU
2/2R in figure 5.17 E.
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The factor 2 stems from the assumption of an equal splitting of the current to both
sides of the nanotube. The movement shows an activated behaviour, clearly vis-
ible in the non-linearity. If fitted by a simple exponential function of the type
∆x = ∆x0 × exp [Epulse/E0], the activation energy E0 = 12.7 nJ can be determined.
The alternative explanation of a melting phase and a movement phase contradicts
this behaviour, because such a model predicts a sublinear behaviour instead of the
observed superlinear one. Thus one can conclude, that a melting phase, if present
at all, does not play a signifcant role in the movement of the filling inMWCNT. This
argument, although only a hint, will be justified later by the results on movement
in larger VGL-nanotubes.
The observations of mass transport in VGL-nanotubes differ from the previously
described observations for DB-nanotubes. The main reason is the geometry, since
VGL-nanotubes have many more carbon walls and a comparably smaller space in
their interior. Also, the microstructure of these tubes is not as perfect over large
distances as was observed in DB-tubes. They usually contain long segments of a
slightly corrugated shape or have a chain-like structure. The latter does only allow
for short range mass transport, because the high density of defects typically forms
bonds with the filling and destroys reversability and reproducablity. On the other
hand, the straight segments can be used as guide tubes for amovement of the filling,
similar to DB-tubes. Because of the increased number of carbon walls, one would
expect a much higher total current, since the shells are assumed to be saturated in
current from larger to smaller diameters, as described in section 1.6. This is not re-
ally the case. Although the currents are higher (in the order of (100 . . . 250) µA) the
current densities are lower by about one order of magnitude due to the large num-
ber of carbon walls. After an initial forming process, in which the filling reduces its
surface area and expands into the shell structure, no overall change in volume or
shape of the filling is observed. The filling then does not only move in the interior
of the nanotube, but rather absorbs and regrows carbon walls at the front and back
respectively, thus partially cannibalizing the nanotube. This can be seen in the high-
resolution micrographs of figure 5.18C,D and figure 5.19. Both experiments were
conducted under DC bias, which was manually adjusted to keep the movement
speed constant. The movement is rather slow, because the bias was adjusted to only
≈ (10 . . . 20)mV above the threshold. While pulsed measurements give plenty of
time to study the structure after each movement step, DC-driven movement allow
for a live observation of the processes, which is only limited by the capture rate
of the CCD camera or the human eye, respectively. Quite obviously, the diameter
of the filling is larger than the hollow core of the nanotube during the movement
process. The existance of well defined lattice planes in figure 5.18A as well as in
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Figure 5.18: High-resolution micrographs taken during the movement of the filling. (A) shows
the state of the filling after reforming with the lattice planes clearly visible. (B) and
(C) are micrographs of the front face of the crystal taken during movement and
show facetting and in (B) lattice planes and carbidic domains. Finally, (D) shows
clear steps, where the carbon walls are absorbed into the moving filling. The steps
are about 3.4 A˚ in height, consistent with the interwall-spacing in MWCNT. All
images have been treated with imaging software to increase contrast. Red lines are
drawn to emphasise lattice planes, red arrows denote regions of interest.
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Figure 5.19: High-resolution micrographs of the movement of the filling under DC-bias. (A) shows
the initial state prior to bias application, (B) is a micrograph of the farthest distance
from the starting point (the tip is in the loewer right corner). The sequence (C) shows
the templated nucleation of a defect. (D) is a sequence, where the FFT of the crystal
shows clear diffraction spots, indicating a solid particle. The inset in the last image
shows the front face of the filling. Yellow arrows denote equivalent positions on the
nanotube and red arrows denote regions of interest.
the micrographs of figure 5.19 is an indication of the filling being in the solid state.
Furthermore, the front face of the filling in figure 5.18 B, C shows facetting, with
the lattice planes in (B) approximately parallel to the lower face. The diffraction
images presented in figure 5.19D were obtained by a Fourier-Transform of the core
section of the respective micrographs of figure 5.19D. The clear diffraction spots
which do not vary their position in time show that at least the central section of
the filling is indeed solid during the whole process. In fact, the filling seems to
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be carbidic instead of the expected pure iron [97]. Micrographs taken before the
movement also indicate a carbidic filling and no change of crystal structure was
observed during reshaping. Also in figure 5.18 B, the fringes can be interpreted as
carbidic phases [145]. This means, that the carbon from the shells can be dissolved
in the filling and then desorbed at the back face, where templated carbon walls are
regrown. Interestingly, as visible in figure 5.19 B, the defects in the outer shell nu-
cleate defects on the regrown nanotubes. The effect of templated growth has also
been observed for cobalt-filled MWCNT, with the exception that no carbon is ab-
sorbed at the front [146]. In their experiment, the cobalt either grows walls on the
back side until it is depleted of carbon or encompasses the whole nanotube to canni-
balise a raw nanotube at its front face, similar to the observed growth described in
section 5.3.2. The necessary currents are of the same order of magnitude, ≈ 100µA
and ≈ 250µA, respectively. In contrast to our observation, the particle in their ex-
periments is assumed to be molten. This may be true for the latter experiments,
but is very questionable for the movement of a particle inside a nanotube. The par-
tial cannibalisation has also been observed in pulse-driven movement experiments
with a long filled section of MWCNT. The filling there took the shape of a “snake”,
with a pronounced accumulation of material at the “head”-side (figure 5.20). This
can be explained by too much filling material compared to figure 5.19. A complete
reforming process would therefore create a particle much larger than the diame-
ter of the host nanotube, which is obviously not favoured energetically. A reason
for this can be an energy barrier to the absorption of carbon, which increases with
decreasing curvature. A reversal of the bias causes the expanded section to travel
through the whole nanotube to the new front face. Thus it seems obvious, that the
driving force for the part of the filling which is further outside (and intersects the
carbon walls) is stronger than for the inner parts. If the current is thought to be
mainly carried by the outer shells, this is not a surprising result. Furthermore, the
region where the carbon wall is replaced by filling material can be thought of as a
scattering center, which would greatly enhance momentum transfer. On the other
hand, the absorption of carbon at the front face of the head requires some energy
and offers a natural resistance to material transport.
It has to be noted that the applied pulsed voltages are larger than their DC coun-
terparts. This has two reasons. First, the short application of a pulse allows for a
higher driving voltage, because the movement is limited to the time of bias appli-
cation. Second, a decision about whether a movement does indeed occur requires
the filling to travel a minimum distance which can be clearly resolved. This in
turn requires a higher movement speed during the short time period. Experiments
with DC-driven motion for about 6 s and subsequent pulsing with the same voltage
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Figure 5.20:Movement of the filling towards the top (A) and towards the bottom (B). The filling
adjusts its shape in dependence of the direction of the electron wind. Yellow arrows
denote equivalent positions on the nanotube. The black dots on the nanotube are iron
particles located outside the nanotube. They do not follow the directional movement of
the filling and have been found to move occasionally in a random manner.
(104 pulses, 0.6ms each with 60ms separation) yielded similar traversed distances,
indicating independence of movement characteristics of the used driving method.
From high-resolution micrographs taken with a Titan3 (Titan Cube, 300 kV, Cs cor-
rected) TEM as the one presented in figure 5.18 B the forming of steps of 0.34 nm
height can be observed, which corresponds approximately to the intershell distance
in MWCNT. The appearance of facets and traveling steps along crystal faces is a
strong indication of a surface-diffusion mechanism for the filling. While the metal
is transported with the electron wind in some kind of activated diffusion behaviour,
the carbon is dissolved and desorbed without a large change in position. This
could in principle be verified directly with the help of sectionally 13C-doped filled
MWCNT and single-nanotube Raman spectroscopy, which will show a change in
the G-line spectrum when the 13C part is dissolved in the filling.
To conclude, the whole process can be categorised into several steps. First, the
filling is heated along with the nanotube by Joule heat arising from the diffusive
transport of electrons. Second, the momentum transfer from electrons in the neigh-
bouring or crossing shells results in a knock-off of metal atoms from their position
in direction of the electronwind. This hopping leads to vacancies which are filled by
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material from the back face, where atoms are transported towards the sides via the
inward diffusion of vacancies to reduce the number of free edge- or corner-states.
On the front face, the atoms can basically only diffuse inwards, because the crys-
tal surface still offers lower energy than further transport along the carbon walls.
The high local temperature favours the formation of good crystallographic faces be-
cause of a higher mobility. This process repeats itself until some inhomogeneities
are encountered, where conditions such as local temperature, diameter of the nano-
tube, amount of available carbon, concentration of defects, etc. change drastically.
The system then tries to find a new state of quasi-equilibrium, which often results
in a reshaping of the filling up to the point of device failure. Three types of such a
A1
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Figure 5.21: The three common failure types of mass transport systems. (A) Destruction of the guid-
ing carbon walls and reshaping of the filling. (B) Closed compartments hinder move-
ment and carbon absorption due to the parallel orientation of carbon sheet and particle
surface. (C) Evaporation of the filling due to high temperature.
failed device can be seen in figure 5.21, where the filling either reshapes itself to a
carbon encapsulated sphere larger than the host nanotube or encounters closed car-
bon shells. Both structures are very stable, because the graphitic planes are parallel
to the filling, i.e. there are no dangling bonds where the absorption of carbon can
commence. Furthermore, a spherical shape represents a surface energy minimum
and in most cases the device did not recover to a controlled movement. However,
because the encapsulating carbon has a curvature, it is not completely inert. With
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the help of very high voltages the filling can also be driven through such struc-
tures but not in such a controlled manner as described above. The regrown carbon
walls are in most cases not concentric shells, but irregularly formed sheets of car-
bon, sometimes resembling sections of MWCNT. Further insight into the processes
occuring in this regime will be given in the next section. The third possibility of
failure is the evaporation of filling material due to too high current densities. It is
likely that this also occurs for the two previous cases, but due to the irregular shape
of the particle during high-power movement it cannot be directly observed. Evapo-
ration of spherical particles has been observed occasionally and the evaporation of
such particles always resulted in empty multiwalled carbon spheres. The number
of walls increased during the evaporation, which can be explained by a carbon-
saturated metallic (or carbidic) particle where the metal evaporates predominantly.
5.3.2 In-situ growth
Apart from the regrowth of carbon walls inside a MWCNT during movement, also
growth phenomena have been observed where the new nanotube and the carbon
supply differ in shape, morphology and diameter. These cases are different from the
ones described in section 5.3.1 as the catalyst particle acts typically as a connector
between carbon supply and grown nanotube, i.e. it encompasses the entire diame-
ter of the new tube. This in turn means, that there is no guiding of movement and
effects such as surface tension and local inhomogeneities play a much more impor-
tant role. This can be seen in figure 5.22, where the filling does not move homoge-
neously, but rather in stages. The carbon absorbed at the front face is desorbed at the
back face and at the sides, with the exception of one small hole. It can be assumed
that the particle effectively reduces its carbon content by this process and starts to
move, once enough carbon has been deposited. Often, particle fragmentation oc-
curs, which leaves an empty or partly filled ellipsoidal carbon cage and the particle
escapes perpendicular to the plane of observation (figure 5.22 F). There, the new
absorption of carbon restarts the whole process. Under certain circumstances, the
mode can change to a continuous growth mode. If a part of the particle gets stuck,
e.g. by pinning at local defects, the remaining material is still driven forward, thus
elongating the particle (figure 5.22H, I). Because the stuck part is located outside of
the nanotube, the current through it is much smaller than through the remaining
particle, which encompasses the entire cross section of the nanotube. By the action
of the surface tension and the electron wind, the particle will therefore reform into
a long ellipsoid and diameter of the grown nanotube reduces accordingly. Once
surface tension becomes dominant, the particle is pulled to the side and the cross
section of the nanotube is purely carbon. An increase in the voltage will then lead to
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Figure 5.22: Growth of carbonaceous nanostructures. (A) Spherical particle formed by current in-
duced breakdown of the nanotube walls. (B,C) Upon application of current pulses, the
particle fragments, leaving behind massive amounts of carbon. (D-F) The particle starts
to grow a tubular structure, but the opening is not on its axis. (G) The particle fragments
again, leaving a nearly completely encapsulated particle behind. (H-K) Pinning of one
part of the particle leads to a continuous reduction of the diameter of the freshly grown
nanotube. A higher voltage pulse relaxes the pinning and restores the spherical shape of
the particle. Greenish arrows mark equivalent positions and red arrows denote regions
of interest.
a relaxation of the trapped part and the particle will attain its lowest energy shape,
a sphere (figure 5.22K). In figure 5.23 the current runs from bottom to top, i.e. the
electron wind from top to bottom. The nanotubes are of DB-type and the filling of
three parallel filled nanotube segments has broken through the walls and reformed
into a shape with smaller surface-area-to-volume ratio in order to minimise surface
tension. Concomitantly, the carbon from the walls has been absorbed in the filling
and forms graphitic shells on some parts of the catalyst particle. From the lower
part, empty nanotube material is fed into the filling by moving it with the piezo
drive. The pulsed voltages to facilitate the movement of the filling and growth of
the new nanotube are in the range of (3.6 . . . 4.3)V. As can be seen from the micro-
graphs, in a first step the filling fragments and the upper part encapsulates in car-
bon. This encapsulation is often observed during staged growth, when the filling
does not move continuously during the growth period and often leads to a chained
series of nearly complete graphitic shells. The lower part remains movable and the
carbon walls are only grown on the side of the catalyst particle. Unfortunately, the
103
5 In-situ Nanomanipulation
A
B
C
D
E F G H
I
K L M
Figure 5.23:Micrographs showing in-situ MWCNT growth. (A-D) reshaping of the filling and ab-
sorption of surrounding carbon, (E-F) shows cannibalisation of nanotube material from
the lower end and fragmentation of the particle with simultaneous carbon encapsula-
tion. (G) The upper particles of (F) rejoins the main fragment, but is fragemented again
in (H). (I-K) Growth of a large diameter MWCNT from the remaining particle, which
moves downwards. (L) Bias reversal leads to reversal of growth direction and also frag-
mentation and carbon encapsulation. The particle at the top is the remainder of the sec-
ond fragment inmicrographs (H-I). (M) Another reversal of the bias reverses the growth
direction again. Due to the high voltage (4.3V) and the high number of defects, carbon
walls parallel to the filling can be absorbed. The different yellow/orange arrows denote
equivalent positions and red arrows denote regions of interest, respectively. Scale bars
are valid for all following micrographs unless they are changed.
crystallographic structure of this particle could not be determined due to eletron
beam induced and thermal mechanical vibrations. Interestingly, the whole process
still obeys the directionality observed in other experiments, i.e. the nanotube can
also be grown in the other direction by a reversal of the bias. This behaviour was
discussed for cobalt-filled MWCNT, where the cobalt is believed to be molten [146].
Although the shape of the diffraction fringes and crystal morphology are indicative
of severe restructuring during movement, similar behaviour observed in environ-
mental TEM studies without current for the growth of MWCNT point to the exis-
tance of a solid core [147]. The nucleation and growth of nanotube structures does
not depend on a molten catalyst particle, as demonstrated by in-situ experiments
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using a hot-stage [145]. Thus, it is quite plausible that the extremely high tempera-
tures are only a neccessity for creating a sufficient amount of new carbide phase (an
endothermic process) and that the actual growth is also a matter of decomposition
and electromigrative activated diffusion as described in the previous section. Nev-
ertheless, the ability to restructure carbon nanotubes on a local scale presents new
opportunities in device design and optimisation.
5.4 MECHANICAL PROPERTIES
Carbon nanotubes are predicted to have a high Young’s modulus while being an ex-
tremely lightweight material [1, 25]. The experimental determination of this value
has spawned great interest and resulted in several dynamic and static methods.
The static methods include electrostatic bending [25] or tensile strength measure-
ments [148, 149]. The dynamic methods are closely linked to the determination
of a resonance frequency of a cantilevered or double-clamped nanotube using AC
voltages [25] or magnetic fields [150]. Also, thermal vibrations have been used to
estimate the Young’s modulus of cantilevered SWCNT [20]. From this variety of se-
tups, only the resonance method and a modified Lorentz-force method have been
applied. The results for our MWCNT are presented in sections 5.4.1 and 5.4.2.
5.4.1 Electrostatic oscillations
If nanotubes are clamped on one side, they can be driven in a resonant vibration
with an alternating voltage. The voltage will induce a charge at the nanotube tip
which then interacts with the charge of the counter electrode to produce an attrac-
tive force. This leads to a bending of the nanotube. In a first order approximation,
the nanotube can be treated as a cantilevered beam of length L, Young’s modulus E,
second moment of inertia I, density ρ and cross-sectional area A. This beam fulfills
the equation of motion of an Euler-Bernoulli-beam, which reads in its most general
form
− ∂
2
∂x2
EI
∂2u
∂x2
+ σ0A
∂2u
∂x2
+ F = ρA
∂2u
∂t2
, (5.10)
where F is an external force and σ0 is the tensile stress. The coordinate u runs in the
direction of bending and the coordinate x runs along the beam. The equation can
be simplified under the assumptions of σ0 = 0 and F = 0 and position independent
E and I to
∂4u
∂x4
+
ρA
EI
∂2u
∂t2
= 0. (5.11)
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By the separation of variables with the ansatz u(x, t) = un(x) · exp (iωnt) and the
definition of β4 = ρAω
2
n
EI the equation can be further simplified to
∂4un
∂x4
− β2nun = 0. (5.12)
The solutions to this equation with the boundary conditions of a clamped-free beam
are in the form of the transcendental equation
1+ cos (Lβ)n cosh (Lβ)n
sin (Lβ)n − sinh (Lβ)n = 0, (5.13)
which can be directly related to the eigenfrequencies [25]
νn =
(Lβ)2n
8π
1
L2
√
D2outer + D
2
inner
√
E
ρ
, (5.14)
where Douter and Dinner are the outer and inner diameter of the nanotube, respec-
tively. The values of (Lβ)n are numerical constants. On the other hand, the driving
force for a voltage V(t) = Vdc + Vac cos (ωt) can be expressed as a function of Vdc,
Vac, the workfunction difference ∆V between the carbon nanotube and the metal
counter electrode and some nanotube specific parameter a as [25]
F(t) = a
[
(∆V + Vdc)
2 + 2(∆V + Vdc)Vac cos (ωt) + 1/2V
2
ac cos (2ωt) + 1/2V
2
ac
]
.
(5.15)
Thus, the mechanical resonance frequency can be determined in the following way.
First, the AC-frequency is swept until resonance conditions are met. This resonance
condition corresponds to the 2ω term, which is independent of the Vdc bias. The
second resonance occurs at twice the frequency and belongs to the 1ω term. The am-
plitude of this resonance can be decreased to zero by adjusting Vdc to −∆V. These
two resonances belong to the same (Lβ)n, i.e. the same mode of oscillation. From
the mechanical frequency, Young’s modulus can be calculated using equation 5.14.
However, sometimes this method produces two resonances very close to each other
in frequency (see figure 5.24). These two resonances are different in the observed
shape of vibration and also show different apparent oscillation amplitudes at their
respective resonance frequency. It has to be noted, that the determination of am-
plitudes is only possible for in-plane oscillations, since only the projection of the
amplitude onto the focus-plane of the TEM is observable. Observations from simi-
lar experiments in the SEM showed that the path of the tip of the vibrating nanotube
sometimes describes an ellipse rather than an oscillation in just one dimension. This
behaviour might be linked to defects in the nanotube and/or pre-bending, which
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Figure 5.24:Micrographs of electrostatically induced oscillations. Two modes are visible (A) with
92.5 kHz and (B) with 100 kHz. The geometrical relations point towards two orthogonal
principal axes of oscillation. A Gaussian 2 pixel blur was applied to all micrographs to
improve visibility of the nanotube.
lifts the transversal isotropy of the nanotube. Defects in the nanotube are thus not
treated locally, but result in a reduction of average stiffness of the system in a cer-
tain direction. If only a bending is considered, this system can be represented by
two principal axes of average bending stiffness, which define a natural coordinate
system. An electrostatic force applied at an arbitrary angle α to these principle axes
results in an excitation of both axes. This can lead to the observed elliptical move-
ment under specific ratios of the force constants and for angles α 6= 0,π/2. If the
exciting electrostatic force is in resonance with one of the principle axes, the oscilla-
tory movement will have a larger amplitude along this axis. Consequently, upon a
sweep of the frequency of Vac, both resonances will be observable for certain angles
α. It has to be noted, that both principals should form a sufficient angle to the fo-
cus plane, otherwise the resonant movement might by obscured by self-shadowing
effects.
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5.4.2 Lorentz force oscillations
The method for the determination of Young’s modulus E described in section 5.4.1
is limited by the fact, that no information can be obtained on the details of the
mounting, i.e. the fixation of the nanotube. This fixation is normally done by de-
positing amorphous carbon to keep the nanotube attached to some relatively stiff
W-tip. However, often the obtained value of E was very low. The samples were
investigated in the TEM to gain access to structural details which might explain the
low values. It was found that the nanotube fixation can have a significant influence
on the calculated properties obtained by vibration and deflection experiments. Be-
cause an accurate mathematical description of the interaction of a static voltage on
the charge distribution along the nanotube depends very much on the microscopic
details of the nanotube itself, a different approach was considered. The nanotube
was connected to oneW-tip on each side to avoid shadowing by a macroscopic sub-
strate. After some contact annealing, a current was passed through the nanotube
and by the interaction of the current I with the magnetic field B = 2 T of the ob-
jective lens the action of the Lorentz force ~FL = L ·~I × ~B on the nanotube could be
observed as a bending, which is symmetric about the position for I = 0.
The angle between the nanotube axis and the magnetic field was determined
by shifting each end into focus with the help of the z-control and calculating the
height difference. To improve the accuracy of the determination of the deflection,
the current was applied as a 200Hz square-wave. Because the integration time of
the CCD-camera employed in the TEM is much larger than one switching period,
the resultant image is a superposition from the positive and negative current direc-
tion and acts as a self-reference for precise measurement of the deformation along
the nanotube within one micrograph. As can be seen in figure 5.25, the separation
2u of the double images depends on the coordiante x along the nanotube. This be-
haviour will be modeled using the Euler-Bernoulli beam equation 5.10. Because the
timescale for switching is much longer than the resonance frequency, the problem is
reduced to determine the static solution to a bending beam under a homogeneous
load density w. For constant Young’s modulus E and second area moment of inertia
J (to avoid confusion with the current I), equation 5.10 reduces to
EJ
∂4u
∂x4
− σ0A∂
2u
∂x2
= −w, (5.16)
where A is the cross-sectional area of the nanotube and σ0 denotes the axial tension.
Because our setup does not allow for a determination of the axial stress, the second
term is neglected and the experiments were conducted in a way to ensure that this
assumption is valid. In addition, one experiment was performed, in which a large
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axial stress was applied and the resultant bending amplitudes were compared. The
influence of the axial stress on the bending amplitude can be modeled with the
general solution to equation 5.16 and will be presented later on.
In contrast to the methods established in the literature to model strictly clamped
or hinged (=simply supported) mountings [151], the model presented here was de-
signed to incorporate the influence of the mountings on the bending amplitude. A
comparision of the normalised bending shapes for strictly clamped or hinged fixa-
tion is presented in figure 5.26A, along with the measured data points.
1µm
Figure 5.25: Composed micrograph of a nanotube in the TEM subjected to 200Hz square-wave bias.
The alternating current creates two bending states, which are superimposed on the im-
ages due to the slow CCD camera.
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Figure 5.26: (A) Simulation of the bending curve and data obtained from the nanotube in figure 5.25.
(B) Fit of the model for a Bernoulli-beam with torsion-spring endpoints.
In light of the experimental data, the boundary conditions for solving equation 5.16
for a nanotube of length L are as follows:
u|x=0 = 0 u|x=L = 0 (5.17)
EJ ∂
2u
∂x2
∣∣∣
x=0
= k1 · ∂u∂x
∣∣∣
x=0
EJ ∂
2u
∂x2
∣∣∣
x=L
= −k2 · ∂u∂x
∣∣∣
x=L
(5.18)
The bending moment M at the endpoints can be expressed in terms of the load
density w and the length of the nanotube as M = −wL212 or 0 for a clamped or simply
supported nanotube, respectively. Because the data shows that the deflection is
symmetric about x = L/2, k1 = k2 = k can be used to simplify the evaluation. The
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bending line can be represented as
u(x) =
2EJ(−2wx4 + 4wLx3 − 2wL3x) + kL(−wx4 + 2wLx3 − wL2x2)
24EJ(2EJ + kL)
, (5.19)
which reduces to the classical solutions for the hinged and clamped case for k = 0
and k = ∞, respectively. For the nanotube presented in figure 5.25 (L = 8.06µm,
outer diameter douter = 39 nm, inner diameter dinner = 12 nm, current I = 20µA) a
fit of u(x) using E and k as parameters reveals k = 43.5 fN rad−1 and E = 287GPa.
The value for Young’s modulus is well within the range reported in the litera-
ture [152] and about a factor of 1.6 higher than the value obtained by the assumption
of a stiff (k = ∞) mounting. The corresponding moment at the fixations points is
thus reduced to
M|x=0,L = −
kL
2EJ + kL
wL2
12
= −0.84 · wL
2
12
. (5.20)
The result of the fitting procedure is shown in figure 5.26 B. To verify the consistent
behaviour of the measurement setup, it is possible to measure the relation between
the CNT deflection and the applied current, which is presented in figure 5.27. A
Figure 5.27
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linear relation indicates a reasonable performance of the experiment and constant
conditions at the fixation points, i.e. no further annealing. Using the value of k
obtained from the fit above and the data obtained from the deflection-current de-
pendence, the value of E = 277GPa can be determined, a good agreement to the
result above.
These results also compare well with mechanical resonance experiments (as de-
scribed in section 5.4.1) performed on the same nanotube. These experiments yield
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E = 150GPa under the assumption of a rigid mounting. If the mountings for
Lorentz-force deflection are considered rigid, the value E = 180GPa can be ob-
tained. The remaining difference can be attributed to the different influence of
particles located outside the CNT on the measured properties in the two setups.
Other nanotubes investigated with the Lorentz-force method yielded moduli in the
range of (0.3 . . . 1.8)TPa for assumed rigid mountings, thus these are lower bound
estimates. As MWCNT are known to have a wide range of elastic moduli [20], this
spread of experimental results is expected. In principle, this method is similar to the
electrostatic excitation of suspended nanotubes and the measurement of the local
deflection amplitude by atomic force microscopy [151, 153]. However, it does not
require a mechanical interaction with the nanotube, no high-frequency electronics
and no extensive sample preparation like electron beam lithography (EBL). It shall
be pointed out, that an axial stress can be of significant influence on the measured
bending amplitude and thus the calculated E. To study this influence, the nanotube
from figure 5.25 was subjected to a large axial stress and the current was increased
to 35µA. The deflection amplitude in the middle decreased by about a factor of 10.
From a plot of u(σ0A)
∣∣
x=L/2 obtained by solving the equation 5.16 and using the
same value of k obtained from above, the applied tensile force can be determined
as 235 nN, more than two orders of magnitude larger than the transverse Lorentz
force. This is presented in figure 5.28. In this way, tensile forces can be determined
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Figure 5.28: Dependence of the maximum deflection amplitude on the applied axial stress. The
dashed line corresponds to the experiment with the intentionally applied stress.
on the nanoscale, if the reference point σ0 = 0 can be exactly determined. By com-
parison, the elongation of the nanotube due to such a force is on the order of 2 nm
for an ≈ 10 µm long nanotube. Such an elongation can hardly be measured inside
the TEM.
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The study of carbon nanotubes in terms of optimised synthesis routes as well as
their individual properties is a prerequisite to their successful commercial appli-
cation and integration into industry products. Although both laser ablation (LA)
and chemical vapour deposition (CVD) still have open questions remaining, each
new insight into the immense parameter space provides knowledge towards the
developement of a single nucleation and growth model. This developement is nec-
essary to understand and optimise the processes responsible for clean and reliable
nanotube production and may one day allow for the synthesis of nanotubes with
tailored properties such as chiralities and functionalisation. In addition, the need to
reduce the synthesis temperatures for compatibility with silicon-based electronics
or biological systems presents a further challenge.
6.1 SUMMARY
In chapter 4 a growth model from laser ablation [94, 100] has been discussed in
terms of the new results from a pulsed-laser-assisted CVD setup. The dependence
of the diameter and yield on the employed carbon source, pressure, flow rate and
reactor diameter can be well explained with this model. In brief, it separates the
conditions for nucleation and growth and states that nanotube synthesis is only
successful, if the nucleation window and the catalyst particle size distribution have
a significant overlap. This overlap depends on parameters like the temperature,
pressure, etc. known from CVD and laser power and thermal diffusivities, which
influence the cooling rate, as known from LA. This model was then extended by the
incorporation of the carbon availability. The usage of pure metal targets provided a
good means to increase the longevity of the laser ablation component, namely the
target, of the system.
In addition to these results, the synthesis of 13C augmented nanotubes [100] with
arbitrary 13C content provided a further insight into the nucleation mechanism.
The 13C content did not only shift the phononic modes of the nanotubes, but also
changed their mean diameter in a parabolic fashion with the smallest diameter be-
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longing to an approximate 1 : 1 mixing ration of 13C and 12C. This unusual be-
haviour and the unexpected restoration of the diameter upon an increase in tem-
perature could be well explained by a change of phonon thermal conductivity in
the catalyst particle, resulting in an effectively lowered synthesis temperature. It
has been shown, that the strong isotope fractionation effect can be counteracted
by the incorporation of prereacted catalysts, where oxygen and/or hydrogen effec-
tively remove 12C from the gas phase1. 13C doped CNT can be used as containers
for various substances and allow the study of the interaction between the CNT and
the filling by nuclear magnetic resonance spectroscopy.
With the help of a transmission electron microscope (TEM) and an in-situ 3-axes
nanomanipulator it was possible to study the electrical and mechanical properties
of multi-wall carbon nanotubes (MWCNT). The electrical measurements allowed
for the determination of the nanotube resistance and breakdown current. The trans-
port mechanism has been found to be of diffusive nature as could be deduced from
mass transport and breakdown experiments. An upper current limit per shell in
the range of 25 µA has been found, in good agreement with literature values [39].
Field emission from individual nanotubes as well as conduction through bad con-
tacts revealed the presence of charge traps and the formation of discrete plateaus
of current flow depending on the occupancy of these traps. An increase in driving
voltage and thus dissipated power led to an increase in the transition frequencies
and partial or complete reorganisation of the carbon network. Also, Lorentz-force
induced sustained oscillations with applied DC-bias have been observed for two
opposed nanotubes in field emission configuration.
Upon an application of pulsed or DC-current of sufficient magnitude, themetallic
or carbidic filling of the nanotubes can be moved in direction of the electron wind
with a current-dependent speed. The proposed transport mechanism is electromi-
grative and thermally activated diffusion, i.e. the transfer of momentum from the
electrons to the atoms of the filling. Thermal gradients on the other hand influence
the process only to a small extend. It has been found that interface and surface
energies play an important role and manifest themselves in a reshaping and/or
facetting of the filling. Depending on the driving power, partial or complete canni-
balisation and regrowth of carbon shells could be observed. Defects on the outer
shells can nucleate new defects on the regrown carbon in the interior or lead to a
pinning of the filling. The in-situ growth of complete nanotubes from a hot catalyst
particle which is fed with solid carbon has been found to be strongly dependent on
the size of the particle, the carbon availability and other experimental parameters.
1The reason may be preferential reaction with 12C or incomplete fragmentation in the laser beam,
because in our experiment the main part of the 12C was bound in Pt(acac)2
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Only under specific conditions, which allowed a quasi-continuous growth, tubu-
lar structures were formed. Staged growth on the other hand leads to a chained
series of nearly complete graphitic shells. All processes are found to be at least par-
tially thermally activated, which can be deduced from the fact that mass transport
is typically suppressed near the contact to the (relatively) massive STM-tip due to
its behaviour as a heat sink.
The determination of mechanical properties based on the application of an oscil-
lating electric field between the nanotube and a counter electrode have been per-
formed inside the TEM, similar to the work of Poncharal [25]. A second resonance
mode with approximately perpendicular direction of movement to the main reso-
nance has been found and is attributed to a second principal axis of stiffness, i.e. a
lifting of the cylindrical degeneracy. To explain the low values obtained from the
determination of Young’s modulus from such experiments, a quasi-static bending
experiment was conducted, which uses Euler-Bernoulli beam theory in conjunction
with a homogeneous Lorentz force on the nanotube. In this experiment, the shape
of the bending was measured along the length of the nanotube and modelled by
taking into account the non-perfect fixation on both sides. The resultant correction
increased the calculated Young’s modulus by a factor of about 1.6. A qualitative ex-
periment was conducted, which showed the feasability of this method to determine
also the tensile force by a reduction of the bending amplitude.
6.2 OUTLOOK
The in-situ measurement and synchronous observation of transport processes and
their related microscopic structures allows for a much more comprehensive dataset
but also imposes new challenges concerning sample preparation and radiation-
damage induced effects. The newly developed 6-probe structures [123] allow for
multi-probe in-situ measurements and the determination of contact resistances at
the expense of another preparation step. They also allow for the determination
of the influence of the filling and its position on electrical properties of the host
nanotube. The possibility to use the STM-tip as a local gate on these suspended
nanotubes or graphene sheets greatly improves the value of the setup to study vari-
ous electric transport properties in dependence on gate position and voltage on the
nanometer and millivolt scale. The study of electrically induced vibrations or the
motion of defects on this scale requires the use of low-voltage (80 kV) abberation-
corrected electron microscopy to minimise radiation induced defect formation. The
refinement of the described techniques ofmass transport formagnetic nano-switches
and field-emission based oscillator devices will provide further insight into their
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one day commercial applicability. Even 18 years after their initial discovery [1],
nanotube research is still a hot topic, especially with respect to their industrial ap-
plication.
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Figure 6.1:Movement of iron filling in pulsed mode, with one pulse applied prior to taking the im-
age. The voltage pulses are for the first row: (0V; 12 × 3.5V;−3.5V; 2 × −3.9V; 6 × −3.5) and
8×−3.5V; 7× 3.5V;−3.5V; 8× 4.5V for the second row.
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