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Abstract The article introduces a new algorithm for solving a class of equilibrium prob-
lems involving strongly pseudomonotone bifunctions with a Lipschitz-type condition. We
describe how to incorporate the proximal-like regularized technique with inertial effects.
The main novelty of the algorithm is that it can be done without previously knowing the in-
formation on the strongly pseudomonotone and Lipschitz-type constants of cost bifunction.
A reasonable explain for this is that the algorithm uses a sequence of stepsizes which is di-
minishing and non-summable. Theorem of strong convergence is proved. In the case, when
the information on the modulus of strong pseudomonotonicity and Lispchitz-type constant
is known, the rate of linear convergence of the algorithm has been established. Several of
experiments are performed to illustrate the numerical behavior of the algorithm and also
compare it with other algorithms.
Keywords Proximal-like method · Regularized method · Equilibrium problem · Strongly
pseudomonotone bifunction · Lipschitz-type bifunction
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1 Introduction
The equilibrium problem (briefly, EP) [6,39] is well known as the Ky Fan inequality early
studied in [17,41]. Mathematically, problem (EP) can be considered as a generalization of
many mathematical models such as variational inequality problems, optimization problems,
fixed point problems, complementarity problems and Nash equilibrium problems, see, e.g.,
[6,16,28,39]. So, problem (EP) becomes an attractive field in mathematics as well as in ap-
plied sciences. In recent years, problem (EP) has been widely studied in both theoretically
and algorithmically. Some methods for solving problem (EP) can be found, for instance, in
[3,4,7,8,13,18,21,22,23,24,25,26,27,28,34,35,37,40,42,44,45]. One of the most popu-
lar methods for solving problem (EP) is the proximal point method (PPM). This method was
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first introduced by Martinet [36] for monotone variational inequality problems and after that
it was extended by Rockafellar [43] to monotone operators. Moudafi [37] extended further
the PPM to EPs for monotone bifunctions. In [27], Konnov also introduced another version
of the PPM with weaker assumptions.
Another notable class of solution methods for solving problem (EP) is given by the so-
called descent methods [29,30]. They are based on the reformulation of the problem (EP) as
a global optimization problem through the gap function or D-gap function and the regular-
ization technique. The computations in these approaches often consist of evaluating the gap
function at a point and searching the optimization direction based on the exact solution of
a convex optimization problem. In recent years, the descent-like methods have been widely
and intensively investigated under various types of weaker assumptions imposed on feasible
set and cost bifunction, and also to reduce the computational complexity of algorithms, see,
e.g., [9,10,12,15].
Now, we are interested in a method, which is based on the auxiliary problem principle, was
early introduced in [18] and its convergence was also studied. Recently, the authors in [42]
have further extended and investigated the convergence of it under different assumptions
that equilibrium bifunctions are pseudomonotone and satisfy a certain Lipschitz-type condi-
tion [34]. The method in [18,42] was also called the extragradient method due to the results
of Korpelevich [31] on saddle point problems. Another similar method, which is called the
two-step proximal method, has been recently considered by the authors in [32]. The main ad-
vantage of this method is that it only requires to proceed a value of bifunction at the current
approximation. Its convergence was also established under the hypotheses of pseudomono-
tonicity and Lipschitz-type condition of bifunctions. In recent years, many iterative methods
based on the extragradient-like methods have been proposed for solving problem (EP) under
various types of conditions, see, for instance [21,23,24,32,46] and the references therein.
It is emphasized here that the aforementioned extragradient-like methods often use step-
sizes which depend on Lipschitz-type constants of equilibrium bifunctions. This means that
the Lipschitz-type constants must be the input parameters of used method, and so the prior
knowledge of these constants is a requirement in actual fact for constructing sequences of
solution approximations. That fact can make some restrictions in applications because the
Lipschitz-type constants are often unknown or difficult to approximate. Very recently, the
works [19,20] have introduced the two extragradient-like methods (with two proximal-like
steps over iteration) for solving strongly pseudomonotone and Lipschitz-type equilibrium
problems where their main advantage is that they can be done without the prior knowledge
of Lipschitz-type constants and of the modulus of strong pseudomonotonicity.
In this paper, we introduce continuously a new algorithm for solving problem (EP) involv-
ing strongly pseudomonotone bifunctions with a Lipschitz-type condition. As in [19,20], the
new algorithm also can be performed in the case the information on strongly pseudomono-
tone and Lipschitz-type constant is unknown. This comes from a fact that the algorithm has
used a variable sequence of stepsizes which is diminishing and non-summable. A theorem of
strong convergence is proved. In the case, when the modulus of strong pseudomonotonicity
and Lipschitz-type constants of cost bifunction are known, the rate of linear convergence of
the algorithm is established. A notable difference in comparison with the extragradient-like
methods in [19,20] is that the proposed algorithm only uses a proximal-like regularized step
per each iteration. In addition, the regularized step in the algorithm has been combined with
inertial effects which has been studied recently by several authors, see, for instance, in [1,
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2,11,33,38] and the references therein. As the results in [1,2,11,33,38], the extrapolation
inertial term is intended to speed up the convergence properties. The main advantages of the
new algorithm in this paper have been also confirmed by several numerical results.
The remainder of this paper is organized as follows: In Sect. 2 we recall some definitions
and preliminary results used in the paper. Sect. 3 introduces in details the inertial regular-
ized algorithm and gives an estimate on the sequence generated by the algorithm. Sect. 4
analyzes the convergence of the algorithm in the case the strongly pseudomonotone and
Lipschitz-type constants are unknown. When these constants are known, we will establishe
the rate of linear convergence of the algorithm in Sect. 5. Finally, in Sect. 6 we compare
the numerical behavior of the new algorithm with the regularized algorithm (without inertial
effect) and the extragradient-like ones having the same features proposed in [19,20].
2 Preliminaries
The paper concerns about solving an equilibrium problem in a real Hilbert space H. Let C
be a nonempty closed convex subset of H and let f be a bifunction from H×H to the set of
real numbers ℜ such that f (x,x) = 0 for all x ∈C. Recall that the equilibrium problem (EP)
for the bifunction f onC is to find x∗ ∈C such that
f (x∗,y)≥ 0, ∀y ∈C. (EP)
Solution methods for solving problem (EP) are often relative to theory of monotonicity of
an operator or a bifunction. Now, we recall some concepts of monotonicity of a bifunction,
see [6,39] for more details. A bifunction f :H×H → ℜ is called:
(i) strongly monotone onC if there exists a constant γ > 0 such that
f (x,y)+ f (y,x)≤−γ ||x− y||2, ∀x,y ∈C;
(ii) monotone onC if
f (x,y)+ f (y,x)≤ 0, ∀x,y ∈C;
(iii) pseudomonotone on C if
f (x,y)≥ 0=⇒ f (y,x)≤ 0, ∀x,y ∈C;
(iv) strongly pseudomonotone onC if there exists a constant γ > 0 such that
f (x,y)≥ 0=⇒ f (y,x)≤−γ ||x− y||2, ∀x,y ∈C.
It is easy to see from the aforementioned definitions that the following implications hold,
(i) =⇒ (ii) =⇒ (iii) and (i) =⇒ (iv) =⇒ (iii).
The converses in general are not true. We say that a bifunction f : H ×H → ℜ satisfies
Lipschitz-type condition if there exists a real number L> 0 such that
f (x,y)+ f (y,z)≥ f (x,z)−L||x− y||||y− z||, ∀x,y,z ∈ H. (LC)
Note that if A : H → H is a Lipschitz continuous operator, i.e., there exists L > 0 such that
||Ax−Ay|| ≤ L||x− y|| for all x,y ∈ H, then the bifunction f (x,y) = 〈Ax,y− x〉 satisfies the
Lipschitz-type condition (LC) with the constant L. Indeed, we have that f (x,y)+ f (y,z)−
f (x,z) = 〈Ay−Ax,y− z〉 ≥ −||Ay−Ax||||y− z|| ≥ −L||y−x||||y− z||. Thus, condition (LC)
holds for f .
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Remark 2.1 The Lipschitz-type condition (LC) implies the following condition which is
called the Lipschitz-type condition in the sense of Mastroeni [34],
f (x,y)+ f (y,z)≥ f (x,z)− c1||x− y||2− c2||y− z||2, ∀x,y,z ∈ H, (MLC)
where c1 > 0, c2 > 0 are two given constants. Indeed, if condition (LC) holds then by the
following relation (√
L
2µ
||x− y||−
√
Lµ
2
||y− z||
)2
≥ 0,
we have
f (x,y)+ f (y,z)≥ f (x,z)−L||x− y||||y− z|| ≥ f (x,z)− L
2µ
||x− y||2− Lµ
2
||y− z||2
for any µ > 0. This means that the Lipschitz-type condition of Mastroeni (MLC) in [34]
holds for the bifunction f with c1 =
L
2µ and c2 =
Lµ
2
.
Throughout this paper, for solving problem (EP), we assume that bifunction f :H×H →ℜ
satisfies the following conditions:
(A1) f (x,x) = 0 for all x ∈C;
(A2) f is strongly pseudomonotone onC with some constant γ ;
(A3) f satisfies the Lipschitz-type condition (LC) on H with some constant L;
(A4) f (x, .) is convex and lower semicontinuous and f (.,y) is hemicontinuous onC.
Note that, under hypotheses (A2) and (A4), problem (EP) has an unique solution, denoted
by x∗. The Lipschitz-type conditions are often used in establishing the convergence of
extragradient-like methods for EPs, see, e.g., [21,23,24,32,42,46]. Recall that a function
h :C→ ℜ is called hemicontinuous on C if lim
t→0
h(tz+(1− t)x) = h(x) for all x, z ∈C. The
proximal mapping of a proper, convex and lower semicontinuous function g :C→ ℜ with a
parameter λ > 0 is defined by
proxλg(x) = argmin
{
λg(y)+
1
2
||x− y||2 : y ∈C
}
, x ∈ H.
The following is a property of the proximal mapping, see [5] for more details.
Lemma 2.1 For all x ∈ H, y ∈C and λ > 0, the following inequality holds,
λ
{
g(y)−g(proxλg(x))
}≥ 〈x−proxλg(x),y−proxλg(x)〉 .
Remark 2.2 From Lemma 2.1, it is easy to show that if x= proxλg(x) then
x ∈ argmin{g(y) : y ∈C} :=
{
x ∈C : g(x) =min
y∈C
g(y)
}
.
The following technical lemma will be used to prove theorem of convergence in Sect. 4.
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Lemma 2.2 [1] Let {Φn}, {∆n} and {θn} be sequences in [0,+∞) such that
Φn+1 ≤Φn+θn(Φn−Φn−1)+∆n, ∀n≥ 1,
+∞
∑
n=1
∆n <+∞,
and there exists a real number θ with 0 ≤ θn ≤ θ < 1 for all n ≥ 0. Then the followings
hold:
(i) ∑+∞n=1[Φn−Φn−1]+ <+∞, where [t]+ :=max{t,0};
(ii) There exists Φ∗ ∈ [0,+∞) such that limn→+∞ Φn = Φ∗.
Finally, in any Hilbert space, we have the following result, see, e.g., in [5, Corollary 2.14].
Lemma 2.3 For all x, y ∈ H and α ∈ ℜ, the following equality always holds
‖αx+(1−α)y‖2 = α‖x‖2+(1−α)‖y‖2−α(1−α)‖x− y‖2.
3 Inertial regularized algorithm
This section introduces a new algorithm for solving problem (EP) involving strongly pseu-
domonotone and Lipschitz-type bifunctions. The algorithm can be considered as a combi-
nation of the proximal-like regularized technique and inertial effect. The following is the
algorithm in details.
Algorithm 3.1 (Inertial Regularized Algorithm - IRA) .
Initialization: Choose x0, x1 ∈C and two sequences {λn} ⊂ (0,+∞) and {θn} ⊂ [0,1].
Iterative Steps: Assume that xn−1, xn ∈C are known, calculate xn+1 as follows:
Step 1. Set wn = xn+θn(xn− xn−1) and compute for each n≥ 1,
xn+1 = proxλn f (wn,.)(wn).
Step 2. If xn+1 = wn then stop and xn+1 is the solution of problem (EP).
Otherwise, set n := n+1 and go back Step 1.
Remark 3.3 The main task of Algorithm 3.1 is to compute the proximal mapping in Step 1.
This can be equivalently rewritten as
xn+1 = argmin
{
λn f (wn,y)+
1
2
||wn− y||2 : y ∈C
}
.
Under hypotheses (A1) and (A4), from Lemma 2.1 and Remark 2.2, it is easy to see that if
Algorithm 3.1 terminates at some iterate n, i.e., xn+1 = wn then xn+1 is the solution of prob-
lem (EP). Throughout the paper, we assume that Algorithm 3.1 does not stop. This means
that the sequence {xn} generated by Algorithm 3.1 is infinite. When θn = 0, Algorithm 3.1
can give us a regularized algorithm with a proximal-like step. As in [1,2,11,33,38], when
θn 6= 0, the extrapolation term θn(xn−xn−1) is called the inertial effect and intended to speed
up the convergence properties. This is also illustrated in our numerical experiments in the
final part of this paper.
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Also, under hypotheses (A2) and (A4), problem (EP) has an unique solution. This unique
solution will be denoted by x∗ in what follows. The following lemma will be used repeatedly
in the next two sections.
Lemma 3.4 Suppose that assumptions (A1) - (A4) hold. Then, the sequence {xn} generated
by Algorithm 3.1 satisfies the following estimate,
(1+λn(2γ −L
√
λn))||xn+1− x∗||2 ≤ (1+θn)||xn− x∗||2−θn||xn−1− x∗||2
−Mn||xn+1− xn||2+Nn||xn− xn−1||2,
where
Mn = (1−θn)(1−L
√
λn), Nn = θn
[
1+θn+(1−θn)(1−L
√
λn)
]
.
Proof From the definitions of the proximal mapping and of xn+1, we can write
xn+1 = proxλn f (wn,.)(wn) = argmin{ fn(x) : x ∈C} , (1)
where fn(x) = λn f (wn,x)+
1
2
||x−wn||2. From relation (1) and using the optimality con-
dition, we obtain 0 ∈ ∂ fn(xn+1) +NC(xn+1). Thus, there exists g∗n ∈ ∂ fn(xn+1) such that
−g∗n ∈ NC(xn+1), i.e.,
〈g∗n,x− xn+1〉 ≥ 0, ∀x ∈C. (2)
Since f (wn, .) is convex, fn(x) is strongly convex with the modulus 1. This implies that
fn(xn+1)+ 〈gn,x− xn+1〉+ 1
2
||x− xn+1||2 ≤ fn(x), ∀x ∈C, (3)
for any gn ∈ ∂ fn(xn+1). Substituting gn = g∗n and x = x∗ into relation (3) and using relation
(2), we get
fn(xn+1)+
1
2
||x∗− xn+1||2 ≤ fn(x∗),
which together with the definition of fn implies that
||xn+1− x∗||2 ≤ 2λn { f (wn,x∗)− f (wn,xn+1)}+ ||wn− x∗||2−||xn+1−wn||2. (4)
Using the Lipschitz-type condition of f and the Cauchy inequality, we obtain that
f (wn,x
∗)− f (wn,xn+1)≤ f (xn+1,x∗)+L||xn+1−wn||||xn+1− x∗||
≤ f (xn+1,x∗)+ L
2
(
1√
λn
||xn+1−wn||2+
√
λn||xn+1− x∗||2
)
. (5)
Since x∗ is the solution of problem (EP), f (x∗,xn+1)≥ 0. Thus, from the strong pseudomo-
tonicity of f , we obtain that f (xn+1,x
∗) ≤ −γ ||xn+1− x∗||2. This together with relation (5)
implies that
f (wn,x
∗)− f (wn,xn+1)≤−(γ − L
√
λn
2
)||xn+1− x∗||2+ L
2
√
λn
||xn+1−wn||2.
Multiplying both two sides of the last inequality by 2λn, we obtain
2λn ( f (wn,x
∗)− f (wn,xn+1)) ≤ −λn(2γ −L
√
λn)||xn+1− x∗||2
+L
√
λn||xn+1−wn||2. (6)
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It follows from relations (4) and (6) that
(1+λn(2γ −L
√
λn))||xn+1− x∗||2 ≤ ||wn− x∗||2− (1−L
√
λn)||xn+1−wn||2. (7)
From the definition of wn and Lemma 2.3 we have
||wn− x∗||2 = ||(1+θn)(xn− x∗)−θn(xn−1− x∗)||2
= (1+θn)||xn− x∗||2−θn||xn−1− x∗||2
+θn(1+θn)||xn− xn−1||2. (8)
It also follows from the definition of wn that
||xn+1−wn||2 = ||xn+1− xn−θn(xn− xn−1)||2
= ||xn+1− xn||2+θ 2n ||xn− xn−1||2−2θn 〈xn+1− xn,xn− xn−1〉
≥ ||xn+1− xn||2+θ 2n ||xn− xn−1||2−2θn||xn+1− xn||||xn− xn−1||
≥ ||xn+1− xn||2+θ 2n ||xn− xn−1||2−θn
[||xn+1− xn||2+ ||xn− xn−1||2]
= (1−θn)||xn+1− xn||2−θn(1−θn)||xn− xn−1||2. (9)
Combining relations (7), (8) and (9), we get
(1+λn(2γ −L
√
λn))||xn+1− x∗||2 ≤ (1+θn)||xn− x∗||2−θn||xn−1− x∗||2
−(1−θn)(1−L
√
λn)||xn+1− xn||2
+θn
[
1+θn+(1−θn)(1−L
√
λn)
]
||xn− xn−1||2,
which together with the definitions of Mn, Nn implies the desired conclusion. Lemma 3.4 is
proved.
Remark 3.4 In the case, when f satisfies the condition (MLC) of Mastroeni in [34] with two
constants c1 and c2 then we have the following estimate
(1+2λn(γ− c2))||xn+1− x∗||2 ≤ (1+θn)||xn− x∗||2−θn||xn−1− x∗||2
−M¯n||xn+1− xn||2+ N¯n||xn− xn−1||2, (10)
where M¯n = (1−θn)(1−2λnc1), N¯n = θn [1+θn+(1−θn)(1−2λnc1)] . Indeed, from re-
lation (4) and the condition (MLC) of f that
f (wn,x
∗)− f (wn,xn+1)≤ f (xn+1,x∗)+ c1||xn+1−wn||2+ c2||xn+1− x∗||2,
we obtain
||xn+1− x∗||2 ≤ 2λn
[
f (xn+1,x
∗)+ c1||xn+1−wn||2+ c2||xn+1− x∗||2
]
+||wn− x∗||2−||xn+1−wn||2.
This together with the fact f (xn+1,x
∗)≤−γ ||xn+1− x∗||2 implies that
||xn+1− x∗||2 ≤ 2λn
[−γ ||xn+1− x∗||2+ c1||xn+1−wn||2+ c2||xn+1− x∗||2]
+||wn− x∗||2−||xn+1−wn||2.
Thus
(1+2λn(γ− c2))||xn+1− x∗||2 ≤ ||wn− x∗||2− (1−2λnc1)||xn+1−wn||2. (11)
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It follows from relations (8), (9) and (11) that
(1+2λn(γ − c2))||xn+1− x∗||2 ≤ (1+θn)||wn− x∗||2−θn||xn+1−wn||2
−(1−θn)(1−2λnc1)||xn+1− xn||2
+θn [1+θn+(1−θn)(1−2λnc1)] ||xn− xn−1||2,
which, from the definitons of M¯n and N¯n, is equivalent to relation (10).
4 Inertial regularized algorithm without prior constants
In this section, we consider Algorithm 3.1 for solving problem (EP) for a bifunction f
which is strongly pseudomonotone with some modulus γ (hypothesis (A2)) and satisfies
the Lipschitz-type condition (LC) with some constant L (hypothesis (A3)). However, as in
[19,20], we will establish that Algorithm 3.1 can be done without the prior knowledge of the
constants γ and L. This is particularly interesting when those constants are unknown or dif-
ficult to approximate. In order to get that result, in Algorithm 3.1 we consider the sequence
of stepsizes {λn} ⊂ (0,+∞) and the sequence of inertial parameters {θn} ⊂ [0,1] satisfying
the following conditions:
(H1): limn→∞ λn = 0, (H2) : ∑∞n=0 λn =+∞.
(H3): {θn} is non-decreasing and θn ∈ [0,θ∗] for some θ∗ ∈ [0, 13 ).
A simple example of sequence {λn} satisfies conditions (H1) and (H2) as λn = 1(n+1)p for
each n≥ 0, where p ∈ (0,1]. We have the following first main result.
Theorem 4.1 Under hypotheses (A1) - (A4) and (H1) - (H3), then the sequence {xn} gen-
erated by Algorithm 3.1 converges strongly to the unique solution x∗ of problem (EP).
Proof Since 0 ≤ θ ∗ < 1
3
, we obtain 0 ≤ 2θ∗
1−θ∗ < 1. Now let σ be fixed in the interval
( 2θ∗
1−θ∗ ,1). Since λn → 0, there exists n0 ≥ 0 such that for all n≥ n0,
1−L
√
λn ≥ σ and 2γ −L
√
λn ≥ γ > 0. (12)
It follows from Lemma 3.4 and relation (12) that, for all n≥ n0,
||xn+1− x∗||2 ≤ (1+λn(2γ −L
√
λn))||xn+1− x∗||2
≤ (1+θn)||xn− x∗||2−θn||xn−1− x∗||2
−Mn||xn+1− xn||2+Nn||xn− xn−1||2. (13)
where Mn and Nn are recalled that
Mn = (1−θn)(1−L
√
λn), Nn = θn
[
1+θn+(1−θn)(1−L
√
λn)
]
. (14)
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Let ϕn = ||xn− x∗||2− θn||xn−1− x∗||2 +Nn||xn− xn−1||2. Thus, from the non-decreasing
property of {θn} and relation (13), we obtain that
ϕn+1−ϕn = ||xn+1− x∗||2−θn+1||xn− x∗||2+Nn+1||xn+1− xn||2
−||xn− x∗||2+θn||xn−1− x∗||2−Nn||xn− xn−1||2
≤ ||xn+1− x∗||2− (1+θn)||xn− x∗||2+Nn+1||xn+1− xn||2
+θn||xn−1− x∗||2−Nn||xn− xn−1||2
≤ −Mn||xn+1− xn||2+Nn+1||xn+1− xn||2
= −(Mn−Nn+1)||xn+1− xn||2. (15)
Moreover, from the definitions of Mn, Nn+1, relation (12), and the facts σ ∈ ( 2θ∗1−θ∗ ,1) and
1−L
√
λn+1 < 1 , we have for all n≥ n0 that
Mn−Nn+1 = (1−θn)(1−L
√
λn)−θn+1
[
1+θn+1+(1−θn+1)(1−L
√
λn+1)
]
≥ (1−θn)σ −θn+1 [1+θn+1+(1−θn+1)]
≥ (1−θn+1)σ −2θn+1 (since θn ≤ θn+1)
≥ (1−θ∗)σ −2θ∗ := K > 0.
This together with relation (15) implies that
ϕn+1−ϕn ≤−K||xn+1− xn||2, ∀n≥ n0. (16)
Thus, {ϕn}+∞n=n0 is non-increasing. It follows from the definition of ϕn that ϕn≥ ||xn−x∗||2−
θn||xn−1− x∗||2, and thus, we obtain for all n≥ n0 that
||xn− x∗||2 ≤ ϕn+θn||xn−1− x∗||2 ≤ ϕn0 +θ∗||xn−1− x∗||2.
Hence, we get by the induction that
||xn− x∗||2 ≤ ϕn0(1+θ∗+ . . .+θ n−n0∗ )+θ n−n0∗ ||xn0 − x∗||2, ∀n≥ n0,
which implies that
||xn− x∗||2 ≤ ϕn0
1−θ∗ +θ
n−n0∗ ||xn0 − x∗||2. (17)
It also follows from the definition of ϕn+1 that ϕn+1 ≥ −θn+1||xn− x∗||2, and thus, from
relation (17),
−ϕn+1 ≤ θn+1||xn− x∗||2 ≤ θ∗||xn− x∗||2 ≤ θ∗ϕn0
1−θ∗ +θ
n−n0+1∗ ||xn0 − x∗||2. (18)
Thus, from relation (16), we obtain for all N ≥ n0 that
K
N
∑
n=n0
||xn+1− xn||2 ≤ ϕn0 −ϕN+1 ≤
ϕn0
1−θ∗ +θ
N−n0+1∗ ||xn0 − x∗||2. (19)
Passing to the limit in the last inequality as N → ∞ and nothing that θ∗ ∈ [0, 13 ) and K > 0,
we obtain
∞
∑
n=n0
||xn+1− xn||2 <+∞, (20)
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which implies that
lim
n→∞ ||xn+1− xn||
2 = 0. (21)
It follows from relation (13) that
||xn+1− x∗||2 ≤ (1+θn)||xn− x∗||2−θn||xn−1− x∗||2
+Nn||xn− xn−1||2. (22)
Let Φn = ||xn− x∗||2, ∆n = Nn||xn− xn−1||2 and rewrite shortly inequality (22) as follows
Φn+1 ≤ Φn+θn(Φn−Φn−1)+∆n. (23)
Note that {Nn} is bounded, and thus, from (20) we obtain that ∑∞n=n0 ∆n <+∞. This together
with (23) and Lemma 2.2 implies that lim
n→∞ Φn = Φ∗ ∈ ℜ, i.e.,
lim
n→∞ ||xn− x
∗||2 = Φ∗ ∈ ℜ. (24)
It follows from relations (7) and (12) that, for all n≥ n0,
(1+ γλn)||xn+1− x∗||2 ≤ (1+λn(2γ −L
√
λn))||xn+1− x∗||2 ≤ ||wn− x∗||2
which, together with (8) and the non-decreasing property of {θn}, implies that for each
n≥ n0,
γλn||xn+1− x∗||2 ≤−||xn+1− x∗||2+ ||wn− x∗||2
= −||xn+1− x∗||2+(1+θn)||xn− x∗||2−θn||xn−1− x∗||2
+θn(1+θn)||xn− xn−1||2
=
[||xn− x∗||2−||xn+1− x∗||2]+ [θn||xn− x∗||2−θn||xn−1− x∗||2]
+θn(1+θn)||xn− xn−1||2
≤ [||xn− x∗||2−||xn+1− x∗||2]+ [θn||xn− x∗||2−θn−1||xn−1− x∗||2]
+θ∗(1+θ∗)||xn− xn−1||2.
Let N ≥ n0 be fixed. Using the last inequality for n= n0,n0+1, . . . ,N and summing up these
inequalities, we obtain that
γ
N
∑
n=n0
λn||xn+1− x∗||2 ≤ ||xn0 − x∗||2−||xN+1− x∗||2+θN ||xN− x∗||2
−θn0−1||xn0−1− x∗||2+θ∗(1+θ∗)
N
∑
n=n0
||xn− xn−1||2.
Passing to the limit in the last inequality as N → ∞ and using relattions (20), (24) and the
boundedness of {θn}, we obtain that
∞
∑
n=1
λn||xn+1− x∗||2 <+∞,
which, together with hypothesis (H2), implies that lim
n→∞ inf ||xn+1 − x
∗||2 = 0. In view of
relation (24), we see that the limit of
{||xn+1− x∗||2} exists. Thus, lim
n→∞ ||xn+1− x
∗||2 = 0
which completes the proof of Theorem 4.1.
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Now, we consider several corollaries of Theorem 4.1. By choosing θn = 0, we obtain the
following corollary.
Corollary 4.1 Suppose that hypotheses (A1) - (A4) and (H1) - (H2) hold. Let {xn} be a
sequence generated by the following manner: choose x0 ∈C and for each n≥ 0, compute
xn+1 = proxλn f (xn,.)(xn).
Then, the sequence {xn} converges strongly to the unique solution x∗ of problem (EP).
Remark 4.5 In the case when θn = 0, we see that Nn = 0,Mn ≥ 0 and 2γ−L
√
λn ≥ γ for all
n≥ n0. Thus, it follows from relation (13) that
(1+ γλn)||xn+1− x∗||2 < (1+λn(2γ −L
√
λn))||xn+1− x∗||2
≤ ||xn− x∗||2, ∀n≥ n0.
This is equivalent to ||xn+1−x∗||2 < 11+γλn ||xn−x∗||2. Thus, by the induction, we obtain for
each n≥ n0 that ||xn+1− x∗||2 < 1∏ni=n0 (1+γλi) ||xn0 − x
∗||2. Hence, as in [19], we come to the
following estimate, for each n≥ n0,
||xn+1− x∗||2 < ||xn0 − x
∗||2
1+ γ ∑ni=n0 λi
. (25)
Next, we consider a special case when problem (EP) is a variational inequality problem
(VIP). Let A :H → H be a nonlinear operator. The problem (VIP) for an operator A on C is
to find x∗ ∈C such that
〈Ax∗,x− x∗〉 ≥ 0, ∀x ∈C. (VIP)
Recall that an operator A :C→H is called: (i) Lipschitz continuous onH if there exists a real
number L> 0 such that ||Ax−Ay|| ≤ L||x−y|| for all x,y∈H; (ii) strongly pseudomonotone
on C if there exists a real number γ > 0 such that the following implication holds,
〈Ax,y− x〉 ≥ 0=⇒ 〈Ay,x− y〉 ≤ −γ ||x− y||2, ∀x,y ∈C.
Let f (x,y) = 〈Ax,y− x〉 for all x,y ∈ H. Then, proxλ f (x,.)(x) = PC(x−λAx) for all x,y ∈ H
and λ > 0, and if A is Lipschitz continuous and strongly pseudomonotone then assumptions
(A1) - (A4) hold for f . Thus, the following corollary follows directly from Theorem 4.1.
Corollary 4.2 Suppose that A : H → H is a strongly pseudomonotone and Lipschitz con-
tinuous operator and x∗ is the unique solution of problem (VIP) for A on C. Let {xn}
be a sequences generated as follows: Choose x0, x1 ∈ C and for each n compute wn =
xn+θn(xn− xn−1) and
xn+1 = PC(wn−λnAwn),
where {λn} ⊂ (0,+∞), {θn} ⊂ [0,1] are two sequences satisfying hypotheses (H1) - (H3).
Then {xn} converges strongly to the unique solution x∗ of problem (VIP).
Remark 4.6 Algorithm 3.1 cannot converge linearly under hypotheses (H1) and (H2). In-
deed, consider our problem for f (x,y) = x(y− x) for all x,y ∈ C = H = ℜ and Algorithm
3.1 for θn = 0 and λn 6= 1 for all n≥ 0. The unique solution of the problem is x∗ = 0. From
Algorithm 3.1 we obtain xn+1 = (1−λn)xn. Since lim
n→∞ λn = 0 and xn 6= 0 for all n ≥ 0, we
have
lim
n→∞
||xn+1− x∗||
||xn− x∗|| = limn→∞ |1−λn|= 1.
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Thus, we cannot find any real number α ∈ (0,1) such that ||xn+1−x∗|| ≤α ||xn−x∗|| for each
n≥ 0. This says that Algorithm 3.1 cannot be linearly convergent. In the next section, we will
establish the rate of linear convergence of Algorithm 3.1 when the strongly pseudomonotone
and Lipschitz-type constants are known.
5 Inertial regularized algorithm with prior constants
This section also studies the convergence of Algorithm 3.1 under hypotheses (A2) and (A3).
However, unlike the previous section, we consider the case when the modulus of strong
pseudomonotonicity γ and the Lipschitz-type constant L are known. In that case, we estab-
lish the rate of linear convergence of Algorithm 3.1. For the sake of simplicity, in Algorithm
3.1, we consider that λn = λ , θn = θ for all n≥ 0. In order to obtain the rate of convergence
of the algorithm, we consider the following assumptions:
(H4) 0< λ <min
{
4γ2
L2
,
1
L2
}
.
(H5) 0≤ θ <min
{
λ (2γ −L
√
λ ), 1−L
√
λ
3−L
√
λ+2λ (2γ−L
√
λ )
}
.
We have the following second main result.
Theorem 5.2 Under hypotheses (A1) - (A4) and (H4) - (H5), then the sequence {xn} gen-
erated by Algorithm 3.1 converges linearly to the unique solution x∗ of problem (EP). More-
over, there exists M > 0 such that for all n≥ 1,
||xn+1− x∗|| ≤Mαn,
where
α =
√
1+θ
1+λ (2γ −L
√
λ )
∈ (0,1).
Proof It follows from Lemma 3.4 with λn = λ , θn = θ for all n≥ 0 that
(1+λ (2γ −L
√
λ ))||xn+1− x∗||2+(1−θ)(1−L
√
λ )||xn+1− xn||2
≤ (1+θ)||xn− x∗||2+θ
[
1+θ +(1−θ)(1−L
√
λ )
]
||xn− xn−1||2.
Dividing both two sides of the last inequality by 1+λ (2γ −L
√
λ )> 0, we obtain that
||xn+1− x∗||2+B||xn+1− xn||2 ≤ A||xn− x∗||2+C||xn− xn−1||2, (26)
where
A=
1+θ
1+λ (2γ −L
√
λ )
, B=
(1−θ)(1−L
√
λ )
1+λ (2γ −L
√
λ )
, (27)
C =
θ
[
1+θ +(1−θ)(1−L
√
λ )
]
1+λ (2γ −L
√
λ )
. (28)
Under hypotheses (H4) - (H5), we see that A > 0, B > 0 and C ≥ 0. Relation (26) can be
rewritten as follows:
||xn+1− x∗||2+B||xn+1− xn||2 ≤ A
(||xn− x∗||2+B||xn− xn−1||2)
−(AB−C)||xn− xn−1||2. (29)
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Now, under hypothesis (H4) and (H5) we will imply that AB ≥ C. Indeed, it follows from
(H5) that θ(3−L
√
λ +2λ (2γ−L
√
λ ))≤ 1−L
√
λ . Thus, since 3−L
√
λ = (1−L
√
λ )+2,
we obtain 2θ(1+λ (2γ −L
√
λ ))≤ (1−θ)(1−L
√
λ ). This together with the fact 1−θ ≤
1−θ 2 implies that 2θ(1+λ (2γ−L
√
λ ))≤ (1−θ 2)(1−L
√
λ )= (1+θ)(1−θ)(1−L
√
λ ).
Multiplying both two sides of this inequality by 1
(1+λ (2γ−L
√
λ ))2
, we come to the following
estimate
(1+θ)(1−θ)(1−L
√
λ )(
1+λ (2γ −L
√
λ )
)2 ≥ 2θ
1+λ (2γ −L
√
λ )
.
Thus, since 2θ = θ [1+θ +(1−θ)]≥ θ
[
1+θ +(1−θ)(1−L
√
λ )
]
, one has
(1+θ)(1−θ)(1−L
√
λ )(
1+λ (2γ −L
√
λ )
)2 ≥ θ
[
1+θ +(1−θ)(1−L
√
λ )
]
1+λ (2γ −L
√
λ )
.
This together with the definitions of A, B, C is equivalent to the inequality AB ≥ C or
AB−C ≥ 0. Thus, from relation (29), we obtain
||xn+1− x∗||2+B||xn+1− xn||2 ≤ A
(||xn− x∗||2+B||xn− xn−1||2) .
Therefore, we obtain by the induction that
||xn+1− x∗||2+B||xn+1− xn||2 ≤ An
(||x1− x∗||2+B||x1− x0||2) , ∀n≥ 0.
Thus ||xn+1− x∗||2 ≤ An
(||x1− x∗||2+B||x1− x0||2), i.e.,
||xn+1− x∗|| ≤Mαn,
where M =
√
||x1− x∗||2+B||x1− x0||2 and
α =
√
A=
√
1+θ
1+λ (2γ −L
√
λ )
.
Note that from hypothesis (H5) we obtain that α ∈ (0,1). Theorem 5.2 is proved.
Remark 5.7 In view of Remark 3.4 and the proofs of Theorem 4.1 and 5.2, we can establish
the same convergence results for equilibrium problem (EP) with the Lipschitz-type condi-
tion (MLC) in [34] under some suitable conditions imposed on stepsize as well as inertial
parameter. It is worth mentioning that from the left-hand side of inequality (10), we always
need the condition γ > c2. This condition was also used in the regularized method, see, e.g.,
[40, Corollary 2.1]. We leave the proof in details to the readers.
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6 Numerical illustrations
This section presents several experiments to illustrate the numerical behavior of the pro-
posed algorithm - IRA (Algorithm 3.1) with different parameters, and also to compare with
three other algorithms having the same features, namely the regularized algorithm - RA
(see, Corollary 4.1), the extragradient method (EGM) presented in [19, Algorithm 1] and
the modified extragradient method (M-EGM) proposed in [20, Algorithm 3.1]. As in [19,
20], the main advantage of Algorithm 3.1 is that it can be done without the prior knowl-
edge of strongly pseudomonotone and Lipschitz-type constants of cost bifunction. This, as
mentioned above, comes from the use of sequences of stepsizes being diminishing and non-
summable. We use the following five sequences of stepsizes,
λn =
1
(n+1)p
, p= 1, 0.7, 0.5, 0.3, 0.1,
and five inertial parameters as θn ∈ {0.1, 0.15, 0.2, 0.25, 0.3}. In the case, when the solu-
tion of the problem is unknown we use the function
D(x) = ||x−proxλ f (x,.)(x)||2
for some λ > 0 to describe and compare the computational performance of all the algo-
rithms. Note that if D(x) = 0 then x is the solution of the problem. Otherwise, if the solution
x∗ of the problem is known, we use the function E(x) = ||x− x∗||2. All the programs are
written in Matlab 7.0 and computed on a PC Desktop Intel(R) Core(TM) i5-3210M CPU@
2.50GHz, RAM 2.00 GB.
6.1 Numerical behavior of Algorithm 3.1
This subsection studies the numerical behavior of Algorithm 3.1 on two test problems for
different control parameters. The followings are the examples in details.
Example 1. In this example, we consider a test problem generalized from the Nash-Cournot
oligopolistic equilibrium model in [14,16] with the price and fee-fax functions being affine.
The test problem is descibed as follows (also, see [19,20,21]): Assume that there are m
companies that produce a commodity. Let x denote the vector whose entry x j stands for
the quantity of the commodity produced by company j. We suppose that the price p j(s)
is a decreasing affine function of s with s = ∑mj=1 x j, i.e., p j(s) = α j−β js, where α j > 0,
β j > 0. Then the profit made by company j is given by f j(x) = p j(s)x j− c j(x j), where
c j(x j) is the tax and fee for generating x j. Suppose that C j = [x
min
j ,x
max
j ] is the strategy
set of company j, then the strategy set of the model is C := C1×C2× ...×Cm. Actually,
each company seeks to maximize its profit by choosing the corresponding production level
under the presumption that the production of the other companies is a parametric input. A
commonly used approach to this model is based upon the famous Nash equilibrium concept.
We recall that a point x∗ ∈C =C1×C2×·· ·×Cm is an equilibrium point of the model if
f j(x
∗)≥ f j(x∗[x j]) ∀x j ∈C j, ∀ j = 1,2, . . . ,m,
where the vector x∗[x j] stands for the vector obtained from x∗ by replacing x∗j with x j. By
taking f (x,y) := ψ(x,y)−ψ(x,x) with ψ(x,y) := −∑mj=1 f j(x[y j]), the problem of finding
a Nash equilibrium point of the model can be formulated as:
Find x∗ ∈C such that f (x∗,x)≥ 0 ∀x ∈C.
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Now, assume that the tax-fee function c j(x j) is increasing and affine for every j. This as-
sumption means that both of the tax and fee for producing a unit are increasing as the quan-
tity of the production gets larger. In that case, the bifunction f can be formulated in the
form
f (x,y) = 〈Px+Qy+q,y− x〉 ,
where q ∈ ℜm and P, Q are two matrices of order m such that Q is symmetric positive
semidefinite and Q−P is symmetric negative semidefinite. However, unlike in [23,24,25,
42], we consider here that Q−P is symmetric negative definite. From the property of Q−P,
if f (x,y)≥ 0, we have
f (y,x) ≤ f (y,x)+ f (x,y) = (x− y)T (Q−P)(x− y)≤−γ ||x− y||2,
where some γ > 0. This shows that f is strongly pseudomonotone, i.e., (A2) holds for
f . Also, from the symmetric property of Q and a straightforward computation, we obtain
f (x,y)+ f (y,z)− f (x,z)= (y−x)T (P−Q)(z−y)≥−||P−Q||||y−x||||z−y||. Thus, f sat-
isfies the condition (LC). The hypotheses (A1) and (A4) are automatically satisfied. A more
general form of the bifunction f above has been presented in [42] and hypotheses (A2) and
(A3) were also implied in details in [42, Lemmas 6.1 and 6.2]. Then, Algorithm 3.1 can be
applied in this case. For experiments, our problem is done in ℜm with m= 100; the feasible
set is a polyhedral set, given by
C =
{
x ∈ ℜm+ : Ax≤ b
}
,
where A is a random maxtrix of size l×m with l = 10, and the vector b∈ℜl+ is chosen such
that the following point x0 ∈C. The starting points are x0 = x1 = (1,1, . . . ,1)T ∈ ℜm. The
datas are as follows: all the entries of q is generated randomly and uniformly in (−2,2) and
the two matrices P, Q are also generated randomly1 such that their conditions hold. All the
optimization subproblems are effectively solved by the function quadprog in Matlab. Figs.
1 - 4 show the numerical behavior of algorithm IRA in this example for several different
inertial parameters and sequences of stepsizes.
Example 2. Now, consider the equilibrium problem in the Hilbert space H = L2[0,1] with
the inner product 〈x,y〉= ∫ 10 x(s)y(s)ds and the induced norm ||x||2 = ∫ 10 x2(s)ds. The feasi-
ble setC is the unit ball B[0,1] and the bifunction f is of the form f (x,y) = 〈Ax,y− x〉 with
the operator A : H → H defined by
A(x)(t) =
∫ 1
0
[x(t)−F(t,s) f (x(s))]ds+g(t), x ∈ H, t ∈ [0,1], (30)
where
F(t,s) =
2tset+s
e
√
e2−1 , f (x) = cosx, g(t) =
2tet
e
√
e2−1 .
Note that g(t) is chosen such that x∗(t) = 0 is the solution of the problem. Since the map-
ping S(x)(t) =
∫ 1
0 F(t,s) f (x(s))ds is Fre´chet differentiable and ||S′(x)h|| ≤ ||x||||h|| for all
x, h∈H. Thus, a straightforward computation implies that f is monotone (so, pseudomono-
tone) and satisfies the Lipschitz-type condition. We do not know whether f is strongly pseu-
domonotone or not?!, but we still wish to make numerical experiments for this example,
1 We randomly choose λ1k ∈ (−2,0), λ2k ∈ (0,2), k = 1, . . . ,m. We set Q̂1, Q̂2 as two diagonal matrixes
with eigenvalues {λ1k}mk=1 and {λ2k}mk=1, respectively. Then, we construct a positive semidefinite matrix Q
and a negative definite matrix T by using random orthogonal matrixes with Q̂2 and Q̂1, respectively. Finally,
we set P= Q−T
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Fig. 4 Example 1 with θn = 0.3.
and a fact that if yes, we also do not need to know the Lipschitz-type and strongly pseu-
domonotone constants of f . All the optimization problems in the algorithms are reduced
to the projections on C which are explicitly computed. The integral in (30) and others are
computed by the trapezoidal formula with the stepsize τ = 0.001. The starting points are
x0(t) = x1(t) = t+0.5cos t. The numerical results are described in Figures 5 - 8.
From the aforementioned results, we see that the convergence rate of algorithm IRA
depends strictly on the convergence rate of the sequence of stepsize λn, and that algorithm
IRA seems to work better when λn is more slowly diminishing, and also when inertial pa-
rameter θn is larger. For example, in view of Figures 1 and 2, after the first 300 iterations,
the sequence D(xn) generated by algorithm IRA with λn =
1
n+1 approximates 10
−7 while
that one with λn = (n+1)
−0.1 = 110√n+1 is 10
−30.
6.2 Compare Algorithm 3.1 with others
In this part, we present several experiments in comparisons algorithm IRA with others. As
mentioned above, we will compare algorithm IRA with three algorithms having the same
features as RA, EGM and M-EGM. In comparisons, we use θn = 0.3 for algorithm IRA,
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and λn =
1
n+1 or λn =
1
10
√
n+1
for all the algorithms. The starting points are the same as in
the previous part.
Table 1 reports the numerial results for Example 1. In this example, since the solution of
problem is unknown, we have used the stopping criterion as D(xn) ≤ TOL. As in [19,20]
and the previous experiments, it is seen that the convergence rate of the algorithms depends
strictly on the convergence rate of sequence of stepsize λn. So, we choose here the different
tolerance TOL which is based the choice of λn. The comparisons include the number of
iterations (Iter.) and the execution time in second (CPU(s)).
Table 2 shows the results for Example 2. The stopping criterion is used here as E(xn)≤TOL.
In view of Tables 1 and 2, we see that algorithm IRA works the best in both number of
iterations and execution time. Also, it is worth mentioning that algorithm IRA with inertial
effects is better than the regularized algorithm RA which works without inertial term.
Remark 6.8 The rate of convergence proved in Theorem 5.2 shows that the smaller is the
inertial parameter θ , the smaller is the parameter α of the rate. Then, the convergence rate
is better when the inertial parameter is not used, i.e., when θ = 0. This contradicts the
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Table 1 A comparison between algorithm IRA (with θn = 0.3) and others in Example 1
IRA (Alg. 3.1) RA EGM M-EGM
λn m TOL CPU(s) Iter. CPU(s) Iter. CPU(s) Iter. CPU(s) Iter.
50 10−4 0.76 29 1.17 47 2.26 48 2.34 47
10−6 3.47 109 7.48 214 14.35 221 15.16 218
1
n+1 70 10
−4 1.45 34 2.02 54 4.25 56 4.41 55
10−6 7.02 131 14.25 256 27.30 263 28.32 260
100 10−4 3.54 37 5.59 64 9.88 67 9.83 66
10−6 16.66 148 31.07 293 62.75 299 66.16 297
50 10−20 2.69 55 4.57 95 9.60 104 10.09 104
10−25 3.41 72 6.11 123 11.51 134 11.59 134
1
10√n+1 70 10
−20 4.10 53 7.34 92 16.67 102 17.64 102
10−25 5.70 68 10.81 118 26.41 131 25.35 131
100 10−20 8.76 57 14.16 97 30.62 107 30.52 106
10−25 11.23 74 18.95 126 40.76 137 40.23 137
Table 2 A comparison between algorithm IRA (with θn = 0.3) and others in Example 2
IRA (Alg. 3.1) RA EGM M-EGM
λn TOL CPU(s) Iter. CPU(s) Iter. CPU(s) Iter. CPU(s) Iter.
1
n+1 10
−5 4.21 38 6.44 56 13.43 63 9.03 63
10−7 7.41 55 10.04 83 22.74 92 14.10 92
1
10√n+1 10
−5 0.68 8 0.87 10 3.72 23 1.98 16
10−7 0.88 10 1.35 14 5.74 33 2.94 24
numerical experiments presented in this section where the algorithm is considered with the
sequence {λn}. This can be due to our bad choice of the rate parameter α (depends on
θ ) which originates from the analyzied techniques in the paper. This also suggests for a
forthcoming work to study and reanalyze Algorithm 3.1 where we can choose a function
α = α(θ) which optimizes the convergence rate of the algorithm.
7 Conclusions
The paper has proposed a new inertial regularized algorithm for solving strongly pseu-
domonotone and Lipschitz-type equilibrium problems. The algorithm is a combination be-
tween the proximal-like regularized technique and inertial effects. By using a sequence of
stepsizes being diminishing and non-summable, the proposed algorithm can be done without
the prior knowledge of the modulus of strong pseudomonotonicity and the Lipschitz-type
constant of cost bifunction. Theorem of strong convergence has been proved. In the case,
when those constants are known, we have established the rate of linear convergence of the
algorithm. Several numerical results have been reported to illustrate the computational per-
formance of the algorithm in comparisons with other algorithms. These numerical results
have also confirmed that the algorithm with inertial effects seems to work better than with-
out inertial effects.
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