Abstract-A hybrid force/position control architecture for object transportation by a mobile robot formation is introduced. The architecture consists of an object level controller that computes actuation forces/torques to push an object along a desired path. These desired forces/torques are provided to a multirobot actuation subsystem that uses a closed-loop hybrid force/position controller to generate commands for individual robots within the subsystem. Accordingly, these robots apply the required net force and torque to the object while also maintaining relative positions with respect to themselves and to the object, thereby ensuring stable motion and efficient torque generation. This novel use of a hybrid controller for the mobile multirobot cluster prevents large environmental forces on the object. Furthermore, abstraction of the cluster as an actuator enhances flexibility, making design of the object controller independent of the number, location, and maneuverability of individual robots. The architecture is validated experimentally.
I. INTRODUCTION
Multirobot cooperation is a promising field with potential benefits ranging from providing redundancy to enabling reconfigurable, distributed sensing at scales that would be impractical or prohibitively expensive with a single unit [1] . One area of research within this field is object transportation, where a group of robots moves an object that is too large or heavy for a single robot.
Most multirobot object transportation research has focused on terrestrial applications, although examples exist as well for aerial [2] , [3] and marine environments [4] - [6] . There are three primary strategies for multirobot object transportation: form (or force) closure, where robots prevent object motion in all directions; conditional closure, where external forces (like gravity or friction) prevent movement in directions that are not constrained by the robots; and object closure, where the robots surround the object with inter-robot distances that guarantee that the object remains inside the mobile group of robots [7] . Manipulators, static and mobile, typically move objects using form closure [8] - [10] . Small robot groups, usually pairs, often utilize conditional closure [11] - [13] . Object closure is used mainly by decentralized multirobot control techniques [14] , [15] , though centralized techniques have used it as well [16] .
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Digital Object Identifier 10.1109/TMECH.2016.2580539 mobile robots without grasping mechanisms typically have controllers that solely control the positions and/or velocities of the robots and object, though force feedback has been utilized in some instances [18] . The use of force control and force feedback has several benefits such as preventing large forces that could damage the object or the robots themselves.
Our previous work in multirobot object transportation divided the objective of pushing a box along a desired path into two tasks: 1) applying forces to the box to move it along the path; and 2) maintaining the robot formation's desired size and location relative to the box [19] . In this paper, we unify these tasks by controlling the mobile multirobot cluster with a hybrid force/position control architecture, a strategy that integrates several simple controllers and which has previously been employed for controlling a single static manipulator [20] . The benefits of this hybrid multirobot controller compared with other works are the explicit use of force control, which ensures system safety and enables dynamic object control; the integration of robot force and position control, promoting features such as the simple reassignment of either to different dimensions of the multirobot system (a feature that will be particularly attractive for pushing jointed or flexible objects); and the abstraction of the multirobot system as a single closed loop actuator subsystem within an overall object control system that focuses on the desired motion of the transported object. This abstraction decouples decisions regarding desired object control forces and torques from actuator details such as the number of robots being used to transport the object, the relative locations of the robots, etc.
In this paper, we present our abstracted and unified control architecture. This begins with a simple object controller focused on path keeping, an actuation subsystem implemented through the use of multiple robots described by a "cluster space" state representation, and a hybrid position/force inner loop actuation control law that computes velocity commands for individual robots. We then describe a simple experimental testbed used to evaluate this technique. Finally, we present experimental results for two robots using this strategy in order to move an object along a prescribed path. Fig. 1 depicts the scenario of interest. We wish to move a large object along a desired path. The position of the object is denoted by frame {O}, and the path is defined by the function p = f (x, y). For ideal path control, the object moves along the desired path such that the object frame's origin coincides with an instantaneous path frame {P} that has itsx P unit vector aligned tangentially to the path in the direction of motion; the object is allowed to move along the path at an arbitrary open loop rate Object's location is defined by a frame {O} located at its center. The instantaneous frame {P} has its origin at the point of the path closest to {O} with thex P unit vector tangent to the path in the direction of desired motion. The distance between the origins of {O} and {P} is defined as the cross-track error, (e C T ).
II. OBJECT CONTROLLER
with no explicit timing requirements such as is typical in full trajectory control. In practice, the object may be offset from the path by a cross-track error (e CT )
The object path controller is the outermost loop in the proposed architecture, shown in Fig. 2 . The controller calculates the torque and force to apply to the object using the path control algorithm described in [21] . For this initial paper, the desired object control force (F ob j ) alongx O is set to a constant at a value of the average static friction force between the object and the ground. An object control torque (T ob j ) is used to turn the object towards the desired path if a cross-track error exists. We calculate this torque using a proportional law based on the error between the object's heading (θ O ) and the desired object heading (θ D ), as shown in
(1)
The desired object heading has a default value of the local path heading (θ P ) with an offset angle that steers the object back to the path, as shown in (2) . This offset angle is proportional to the perpendicular distance from the path (e CT ) although it is limited such that it can never be more than ±90°, which is equivalent to moving directly toward the path. The gain (k CT ) dictates how aggressively the object is turned in order to steer it back onto the path
The desired object control force F ob j and torque T ob j are combined into a desired actuation vector τ consisting of the force in thex O direction, F x ; the force in theŷ O direction, F y ; and the torque aroundẑ
III. CLUSTER SPACE MULTIROBOT CONTROL
The desired actuation vector in (3) is provided to the actuator system for implementation. In this paper, implementation is performed by a multirobot formation, and the control of that formation leverages our previous work in cluster space control.
Mobile robots are typically controlled using position state variables based on their individual location and orientation, which we refer to as robot space pose variables. An example of a position vector containing the robot space variables for two planar vehicles is
where (x i , y i ) is the position of robot i in the plane, and (θ i ) is the orientation of robot i.
Alternatively, the position of a mobile multirobot system can be described using state variables representing the location and geometry of the robot group. This is the approach adopted by the cluster space control technique, an operational space inverse Jacobian/Jacobian transpose control architecture described in detail in [22] and which has been used in a wide variety of applications [23] , [24] . Cluster space control uses a full degreeof-freedom state representation and treats the mobile multirobot group as a virtual articulating mechanism. The geometric nature of this approach is particularly relevant for object transport given the alignment and relative position constraints inherent between the robots and the object.
For the simple two-robot cluster used in this research, we assign a cluster frame at the center of the two robots and align the cluster frame'sŷ C unit vector such that it points toward robot 1 as shown in Fig. 3 . The cluster position (x c , y c , θ c ) is defined as the location and orientation of the cluster frame with respect to the object frame, which is signified by the superscript O preceding the variables in the figure. The size of the cluster d is the distance from the cluster frame origin to each robot. Finally, the relative orientations of each robot with respect to the cluster frame are given by (ϕ 1 , ϕ 2 ). The complete cluster pose vector is provided in
As described in [22] , the robot space and cluster space pose vectors are related to each other through kinematic functions, as shown in (6) and (7) . The elements of a Jacobian J are defined by the partial derivatives of the kinematic equations with respect to the robot variables, as shown in (8) . Furthermore, the robot space and cluster space velocities are related through Jacobian transforms as shown in (9) and (10) [h 1 (c 1 , . . . , c 6 ) . . . h 6 (c 1 , . . . , c 6 
These relationships allow robot cluster motion to be specified in and control commands to be computed in the cluster space, promoting ease of use, abstraction, and well-behaved cluster space behavior [22] . The kinematic transforms are then used to convert cluster control commands into individual robot-specific commands for implementation.
Similar to robot and cluster space pose vectors, we can also define robot and cluster space force vectors as described in [25] . The robot space force vector f consists of forces and torques Fig. 2 . Control architecture consists of a series of controllers. The outermost controller is the object controller, which calculates the desired force and torque to apply based on the location of the box relative to the desired path. The hybrid controller generates robot space commands based on the desired cluster space variables, application force, and torque. Robot level controllers are used to transform the robot space commands that assume holonomic vehicles into commands that can be accepted by the mobile robots. corresponding to the corresponding elements of the robot space position vector
The cluster space force vector for our two robot formation is
where the variables are related to the corresponding elements of the cluster space position vector: (f x , f y ) are the forces applied by the cluster in thex C andŷ C directions; T c is the torque about the cluster origin, f d is the inline force between robots, and (Γ 1 , Γ 2 ) are the torques from each individual robot. As with the robot space and cluster space velocities, the robot space and cluster space force vectors are related through the Jacobian transforms shown in (13) and (14) [25]
IV. HYBRID POSITION/FORCE CLUSTER CONTROL
For multirobot object transport, we want to control contact forces between the robots and the object while simultaneously controlling the positions of the robots relative to each other and the object in order to provide stable actuation and efficient torque generation. To achieve this, we adopt a hybrid controller that implements force control in a direction perpendicular to the face of the object and position control within the plane of the object's surface. Each of these controllers is implemented in the cluster state space given its level of abstraction and convenient geometric representation. Each controller also uses a resolved rate control strategy given that the robots are commanded through velocity set points. Accordingly, the object controller's actuation commands, provided in (3), are used to specify the f x and T c elements of the desired cluster space force vector, provided in (12) , given that these elements result in forces on the object
The force controller is also provided the actual cluster torque vector, which is generated by applying the forward kinematic transforms, shown in (14) , to the measured robot-space forces, which are provided by force sensors. For the experimental results presented in this paper, the force controller consisted of the following resolved rate control law:
whereċ f is the force controller's cluster velocity command, k p is a vector of proportional gains, k ff is a vector of feed-forward gains, τ d is the desired cluster space force vector defined in (15) , and τ m is the measured cluster space force vector. The rotational command inċ f ,θ c , generated by the controller is limited by a command conditioner to prevent the robots from disengaging from the object. In parallel to the force controller, a simple proportional controller was used for cluster space position control
whereċ p is the position controller's cluster velocity command, c d is the desired cluster space pose, c is the measured cluster space pose, and k p is a vector of proportional gains. A departure from the hybrid force/position architecture used with manipulators is the use of velocity-based compensation commands,ċ f andċ p , instead of forces and torques. This was motivated by the fact that the mobile robots available for testing accept forward and rotational velocity commands. Ideally, a dynamic controller would have been used; this will be explored in future work.
The outputs of the two controllers are combined through a pair of selection matrices, S and S . S, a diagonal matrix with all elements set to 0 or 1, is used to select the outputs from the position controller to pass into the command vector. S passes outputs from the force controller to the command vector and is a related to S, with complementary diagonal elements such that
The sum of the selection matrices' outputs is a vector of desired velocities in cluster space, oċ d . This desired cluster space velocity vector is then multiplied by an inverse Jacobian matrix, which transforms the cluster space velocity vector into desired robot space velocities, as described in (10) .
The desired robot space command vector is split into commands for each individual robot. However, these commands contain lateral velocities that are not achievable by the nonholonomic testbed vehicles. To compensate, the commanded velocity bearing is converted to a set point for a robot-level heading control loop such that the robot turns toward the desired direction of motion. In parallel, the commanded forward velocity is limited to its projection in the direction of the velocity bearing; this leads to full speed when the robot is headed in the right direction but a proportionally reduced speed when a turn is required. Equations for the individual robot level controllers are available in [26] .
V. TESTBED
To validate the control architecture, a series of experiments were undertaken to push a box along a specified path. Two Pioneer AT TM robots were outfitted with a hinged force sensor, allowing them to apply forces perpendicular to the face of the box. The robots were also equipped with wireless modems for sending force measurements to an off-board controller and for receiving velocity commands. An UltraWideBand tracking system was used to track position of the robots and the box; this system provides position measurements that approximate a normal distribution with a variance of 0.04 m [27] . The mobile robot with modifications can be seen in Fig. 4 . A component block diagram of the experimental system is available in [19] .
The testbed provided several challenges for verifying the proposed control architecture. First, the forces associated with moving a box across a surface are dominated by Coulomb friction, so the interaction forces varied less than desired. As an option for future indoor tests, we plan to place the box on casters in order to vary this characteristic. Second, the robots receive velocity commands implemented by their own on-board controllers to achieve desired wheel speeds. This use of a resolved rate control strategy makes it challenging to try to control interaction forces; in the future, we plan to use a model-based dynamic controller in order to improve performance [25] . Third, latency associated with the off-board computing of cluster commands via a wireless link required us to operate at slow speeds; in the future, a more robust communication system and the migration of some control functions to on-board the robots will allow operation at higher velocities. Finally, the experimental workspace was limited due to the coverage area of the UltraWideBand tracking system. In future work, we will apply this technique to a larger scale and more dynamic marine testbed using multiple boats.
VI. EXPERIMENTS
Experimentation consisted of a series of trials, where the box was given a random offset from a desired straight line path. The robots were placed so that their force plates were nearly in contact with the side of the box prior to the start of each trial. In all three cases, the robots repositioned the box to the desired path and then tracked it with a relatively small offset, as can be seen in Fig. 5 . Ideally, the robots would have pushed the box further along the line, but the workspace was limited. The box converged to the path in the last two trials as well, though there was some slight overshoot during the third trial. While it appears that d is steadily increasing in the first trial, trials 2 and 3 show that the variable remains bounded within 0.5 m of the desired value. Offsets in the cluster space parameters, which were larger for d than o y c , are not surprising given the use of a proportional controller and were deemed acceptable. We note that an integral control term could be used to improve d performance in the future. Furthermore, we note that the objectlevel controller computes its torque commands based on the real-time value of d thereby preventing such deviations from directly impacting object-level control.
Due to the nature of the testbed and force sensors, the cluster force variables were not controlled smoothly to the desired values. The force measurements were noisy, and even when filtered there were steady-state offsets due to calibration issues. However, the control architecture overcame these challenges and passed appropriate commands to the robots in order to achieve the desired goal of path following. Fig. 7 shows the forward velocity commands to the two robots from the first trial. As expected, robot 1 (the right robot) is initially given a larger velocity command, effectively pushing harder in order to turn the object to the left toward the direction of the desired path. As time passes and the object nears the desired path, the differ- Fig. 7 . Robot commands over time in trial 1 show that the force controller is effective for the object transportation application. Initially robot 1 is commanded at a higher velocity, in order to turn the object towards the desired path. As the object aligns with the path the difference between the commands for the two robots decreases.
ence between the two commands decreases. Finally, when the object is being pushed along the path, the two commands are effectively the same.
VII. CONCLUSION
In this paper, we have integrated several conventional control approaches within a hybrid force/position control architecture in a novel way, using it control a group of mobile robots in order to transport a large object along a desired path. Use of the force control element of this architecture prevents the application of potentially damaging interaction or environmental forces and improves actuation effectiveness. Use of the position control function ensures that the robots are positioned in a configuration for stable pushing and efficient torque generation with respect to the object, preventing the robots from slipping off the end of the box and positioning them so that adequate torques can be applied in either direction. The hybrid architecture is implemented as the inner loop of the object control system, promoting flexibility by making the design of the object controller independent of the number, location or type of robots used. An initial set of experimental demonstrations show that the architecture is effective at safely transporting a large object along a desired path.
Moving forward, we plan to extend control architecture functionality in several ways. First, we are working on an optimization function to determine robot position set points to ensure stability and efficient torque generation for a different numbers of robots and for more complex objects (e.g., angled objects, objects with hinged joints, etc.). We are also integrating a state machine to manage the process of having the robot formation approach, transport, and disengage from an object. We also plan to apply the control architecture to more challenging testbeds, such as an existing multiboat system operating in a more dynamic marine environment.
