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Abstract
This paper discusses the nume´raire-based utility maximization problem in markets with
proportional transaction costs. In particular, the investor is required to liquidate all her
position in stock at the terminal time. We first observe the stability of the primal and
dual value functions as well as the convergence of the primal and dual optimizers when
perturbations occur on the utility function and on the physical probability. We then study
the properties of the optimal dual process (ODP), that is, a process from the dual domain
that induces the optimality of the dual problem. When the market is driven by a continuous
process, we construct the ODP for the problem in the limiting market by a sequence of ODPs
corresponding to the problems with small misspecificated parameters. Moreover, we prove
that this limiting ODP defines a shadow price.
Keywords. Utility maximization problem, Transaction costs, Stability, Optimal dual pro-
cesses, Shadow price processes
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1 Introduction
The utility maximization problem with constant proportional transaction costs is thoroughly
studied recently. In this paper, we restrict ourselves to consider such a problem with a nume´raire-
based general model, in which the investor aims to solve the maximization problem on the
expected utility over her terminal wealth. In this market, the stock price is driven by a process
S which is not necessarily a semimartingale. However, the investor buys the stock at the price
S but receives only (1 − λ)S when selling them, where λ denotes the constant proportional
transaction costs. The investor trades the stock S with admissible strategies and is required to
liquidate all her position in stock at the terminal time T . The utility maximization problem on
the positive half-line is formulated with a set A(x) of admissible trading strategies:
E
[
U
(
V liqT (ϕ)
)]
→ max!, ϕ = (ϕ0, ϕ1) ∈ A(x), (1.1)
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where ϕ0 and ϕ1 denote her position in bond and in stock, respectively.
For frictionless market models beyond semimartingales, in general, arbitrage opportunities
exist, so that the utility maximization problem could not be wellposed. However, the presence
of transaction costs could exclude such strategies: for example, Guasoni [Gua06] has showed
that the fractional Black-Scholes model is arbitrage-free when arbitrarily small proportional
transaction costs were taken into consideration. In this case, optimal strategies can be found
for the maximization problem with a finite indirect utility function [Gua02]. With proportional
transaction costs λ, the duality theory for utility maximization dates back to the seminal work
of [CK96, CW01] when S is driven by an Itoˆ process, which has been afterward extended by
[CS16a, CSY17] to the general framework when the utility function supports only the positive
half-line. Besides, we refer the reader to [DPT01, Bou02, BM03, CO11, Yu17] in the similar
context but with possibly multivariate utility functions.
In [CS16a], the solution couple ϕ̂ = (ϕ̂0, ϕ̂1) for the primal problem is associated with the
solution of the following dual problem
E[V (yY 0T )]→ min!, Y = (Y
0, Y 1) ∈ B(1). (1.2)
Indeed, the problem (1.1) is solved under the assumption of the existence of consistent price
systems introduced in [JK95]. Precisely, a consistent price system is a couple of processes
Z = (Z0, Z1) consisting of a strictly positive martingale Z0 and a positive local martingale Z1
such that
SZt :=
Z1t
Z0t
∈ [(1 − λ)S, S], 0 ≤ t ≤ T, a.s.
These processes take the role of “equivalent local martingale measures” (or “equivalent local
martingale deflators”) when the same problem is considered under the assumptions of (NFLVR)
(or (NUPBR)) in a frictionless market. Instead of the Fatou limit argument in [KS99], the
domain B(1) of the dual problem (1.2) is a collection of all optional strong supermartingales
which are limits of consistent prices systems in the sense [CS16b]
Znτ −→ Yτ , in P, for all 0 ≤ τ ≤ T. (1.3)
We point out that the duality result in [CS16a, CSY17] is not only static but also dynamic,
which means that one can find an optimal dual process (for short, ODP) Ŷ =
(
Ŷ 0, Ŷ 1
)
in B(1)
whose first component Y 0 attains the optimality of (1.2). In addition, if the process Ŷ 0 is a
local martingale, then a shadow market can be defined as in [CS16a] via
Ŝ :=
Ŷ 1
Ŷ 0
.
Conceptually, the so-called shadow market is a frictionless market driven by some price pro-
cess S˜ lying between the bid-ask spread [(1−λ)S, S]. If the investor trades with S˜ frictionlessly
instead of with S under transaction costs, the utility maximization problem (1.1) is solved by
the same trading strategy which yields the same optimality. As far back as the work [CK96],
the relation between the ODP and the shadow price process has been investigated. It is worth
mentioning that such process always exists if the probability space is finite, see [KMK11]. How-
ever, it could fail to exist in a general context (see counterexamples in [BCKMK13, CMKS14]).
Concerning the utility maximization problem (1.1), the sufficient conditions for the existence of
a local martingale type ODP are studied in [CSY17, CPSY17], so that in their cases, a shadow
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price can be constructed by the result of [CS16a].
In the present paper, we concern ourselves with the sensitivity of the duality result obtained
in [CS16a, CSY17]. In particular, we consider the question:
How the small changes on input parameters (initial wealth, the inverstor’s preferences, etc...)
exert influence on the optimal strategy and the optimality of the problem (1.1)?
In the framework without transaction costs, the research on the stability of a problem sim-
ilar to (1.1) dates back to [JN04] (see also [CR07]), in which Jouini and Napp have proved the
Lp-convergence (p ≥ 1) of the optimal investment-consumption strategy when the utility func-
tion was perturbed in the Itoˆ-process market. Afterwards, this result has been generalized by
Larsen [Lar09] to consider a similar problem in the general continuous semimartingale market.
Similar to [JN04], Larsen has imposed a growth condition on the sequence of utility functions.
On the other hand, if only the pathwise convergence of the utility functions was assumed, he
has a counterexample for its non-sufficiency to deduce the continuity of the value function.
(See also [Kv11] for detailed discussion on this uniform integrability (UI) type condition). In
[Kv11], Kardaras and Zˇitkovic´ allowed variations not only on the preferences of the investor
but also on the subjective probabilities and have obtained the L0-stability for the primal and
dual optimizers and the continuity of the value functions and their derivatives. More recently,
Xing has investigated this problem in [Xin17] when the target exponential utility function is
approximating by functions defined either on R or on the half-line. Another type of stability
problem is studied in [Lv07, Fre13, BK13, Wes16] (see also [MW13]), where misspecifications
of the model are denoted by variations of the coefficients for the risky process.
The present paper is organized as follows. In section 2 we introduce the formulation of
the model and the duality result for solving the problem (1.1) with a ca`dla`g price process S.
Then, we conduct a sensitivity analysis in Section 3, in which we adapt the (UI) condition in
[Kv11] to the context under transaction costs. For a sequence of perturbed initial wealth, of the
investor’s preferences and of the market’s subjective probabilities, we find the L0-stability of
the primal and dual optimizers and the continuity of the primal and dual value functions along
with their derivatives. Section 4.1 devotes to the study on the dual domain of the problem (1.2)
and the property of ODPs, which complements the results in [CS16a, CSY17]. In particular,
we show that for Y ∈ B(1), the first component Y 1 is a local martingale if and only if Y 0
is a local martingale. Moreover, we provide a simple explanation of why the ODP must be
a local martingale in [CSY17] when S is continuous and the running liquidation value of the
optimal wealth process is bounded away from 0 (see (4.3)). Another important observation is
that the optimal dual process is not unique, which is in contrast to the result in the classical
frictionless theory. Thanks to W. Schachermayer, a counterexample is constructed with a simple
time-changed geometric Brownian motion. In addition to the static stability result in Section
3, we investigate moreover the so-called dynamic stability in Section 4.2 based on our studies
on ODPs in the previous subsection. Mathematically, if {Ŷ n}n∈N of ODPs associated with the
perturbed problems, then there exists at least a convex combination of {Ŷ n}n∈N that admits
a limit Ŷ (x;U,P) in the sense of (1.3). This limit must be an ODP of the limiting problem.
When the situation of [CSY17, CPSY17] is under consideration, the dynamic stability result
suggests a possible way for constructing a shadow price process for the limiting problem from
the ones of the perturbed problems, which is studied in Section 4.3.
3
2 Formulation of the utility maximization problem
In this section, we introduce a nume´raire-based market model with transaction costs and exist-
ing duality results obtained in [CS16a].
Fix a finite time horizon T > 0. The market involves proportional transaction costs 0 <
λ < 1, in other words, a financial agent has to buy stock shares at the higher ask price St, and
only receives a lower bid price (1− λ)St when selling them.
Assumption 2.1. The stock price process S = (St)0≤t≤T is strictly positive, ca`dla`g, adapted
and based on a filtered probability space (Ω,F , (Ft)0≤t≤T ,P) satisfying the usual conditions of
right continuity and saturatedness. Additionally, we assume FT− = FT and ST− = ST .
Remark 2.2. The additional assumptions FT− = FT and ST− = ST are to avoid special notation
for possible trading at the terminal time T . That is, without loss of generality, we assume that
the price S does not jump at the terminal time T , while the investor can still liquidate her
position in the stock shares, so that we may let ϕ1T = 0. For more details on these assumptions
we refer to, e.g., [CS06, Remark 4.2] or [CS16a, p. 1895].
Definition 2.3. A trading strategy, modeling the holdings in units of the bond and of the stock,
is an R2-valued, predictable, finite variation process ϕ = (ϕ0t , ϕ
1
t )0≤t≤T such that the following
self-financing constraint is satisfied:∫ t
s
dϕ0u ≤ −
∫ t
s
Sudϕ
1,↑
u +
∫ t
s
(1 − λ)Sudϕ
1,↓
u ,
for all 0 ≤ s < t ≤ T , where ϕ1 = ϕ1,↑ − ϕ1,↓ denotes the canonical decompositions of ϕ1 into
the difference of two increasing processes.
Remark 2.4. Any finite variation process ϕ is la`dla`g. As pointed out in [CSY17], we may assume
trading strategies to be ca`dla`g, if the price process is continuous.
Definition 2.5. Fix the level 0 < λ < 1 of transaction costs. For trading strategy ϕ =
(ϕ0t , ϕ
1
t )0≤t≤T , we define its liquidation value V
liq
t (ϕ) at time t ∈ [0, T ] by
V liqt (ϕ) := ϕ
0
t + (ϕ
1
t )
+(1− λ)St − (ϕ
1
t )
−St.
A trading strategy ϕ is called admissible, if V liqt (ϕ) ≥ 0 for all 0 ≤ t ≤ T .
For x > 0, we denote by A(x) the set of all admissible, self-financing trading strategies
ϕ = (ϕ0t , ϕ
1
t )0≤t≤T , starting with the initial endowment (ϕ
0
0, ϕ
1
0) = (x, 0). Denote by C(x) the
convex subset of terminal liquidation values
C(x) :=
{
V liqT (ϕ) : ϕ ∈ A(x)
}
⊆ L0+(P),
which equals the set
{
ϕ0T : ϕ = (ϕ
0, ϕ1) ∈ A(x), ϕ1T = 0
}
as defined in [CS16a].
We use a utility function to model the agent’s preferences.
Assumption 2.6. Let U : R+ → R be a strictly increasing, strictly concave and smooth
function, satisfying the Inada conditions U ′(0) =∞ and U ′(∞) = 0, as well as the condition of
“reasonable asymptotic elasticity” introduced in [KS99], i.e.,
AE(U) := lim sup
x→∞
xU ′(x)
U(x)
< 1.
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Given the initial endowment x > 0, the agent wants to maximize his expected utility at the
terminal time T :
E
[
U
(
V liqT (ϕ)
)]
→ max!, ϕ ∈ A(x). (2.1)
In order to avoid the trivial case, we have the following assumption.
Assumption 2.7. Suppose that
sup
g∈C(x)
E[U(g)] <∞,
for some x > 0.
The duality theorem on the utility maximization in [CS16a] requires an assumption on the
existence of consistent prices systems, which is similar to the existence of equivalent martingale
measures or some similar weaker conditions for frictionless markets.
Definition 2.8. Fix 0 < λ < 1. A λ-consistent price system is a two dimensional strictly
positive process Z = (Z0t , Z
1
t )0≤t≤T with Z
0
0 = 1, that consists of a martingale Z
0 and a local
martingale Z1 under P such that
S˜t :=
Z1t
Z0t
∈ [(1− λ)St, St], 0 ≤ t ≤ T, a.s.
We denote by Zλ(S) the set of λ-consistent price systems and we say that S satisfies the con-
dition (CPSλ) of admitting a λ-consistent price system, if Zλ(S) is nonempty.
Definition 2.9. We say that S satisfies the condition (CPSλ) locally, if there exists a strictly
positive process Z and a sequence {τn}n∈N of [0, T ] ∪ {∞}-valued stopping times, increasing to
infinity, such that each stopped process Zτn defines a λ-consistent price system for the stopped
process Sτn . We call this processes Z local λ-consistent price system and denote by Z loc,λ the
set of all such processes.
Assumption 2.10. The stock price process S satisfies (CPSµ) locally, for all 0 < µ < λ.
Definition 2.11 (Optional strong supermartingale). A real-valued stochastic process X =
(Xt)0≤t≤T is called optional strong supermartingale, if
(1) X is optional;
(2) Xτ is integrable for every [0, T ]-valued stopping time τ ;
(3) For all stopping times σ and τ with 0 ≤ σ < τ ≤ T , we have
Xσ ≥ E [Xτ | Fσ] .
Remark 2.12. The notion of such processes introduced by Mertens in [Mer72] is a generalization
of ca`dla`g supermartingales. The readers are also referred to [DM82, Appendix I] for more
properties of these processes.
Definition 2.13. We denote by B(y) the set of all optional strong supermartingale deflators,
which are pairs of nonnegative optional strong supermartingales Y = (Y 0t , Y
1
t )0≤t≤T such that
Y 00 = y, Y
1 = Y 0S˜ for some [(1 − λ)S, S]-valued process S˜ = (S˜t)0≤t≤T , and Y
0(ϕ0 + ϕ1S˜) =
Y 0ϕ0 + Y 1ϕ1 is a nonnegative optional strong supermartingale for all (ϕ0, ϕ1) ∈ A(1). Accord-
ingly, define
D(y) =
{
Y 0T : (Y
0, Y 1) ∈ B(y)
}
, for y > 0.
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Remark 2.14. In the frictionless case, we do not need to pass to the optional version of super-
martingale deflator, since the wealth process associated with a trading strategy is always ca`dla`g
as a stochastic integral, which is not necessarily true in the new context.
The polarity between the sets C := C(1) and D := D(1) ⊆ L0+(P) are established in [CS16a,
Lemma A.1], which means that C andD in this new context satisfy verbatim the conditions listed
in [KS99, Proposition 3.1]. As a result, the following duality result in [CS16a] is straightforward
by following the lines of [KS99].
Theorem 2.15 (Duality Theorem, [CS16a, Theorem 3.2]). Under Assumptions 2.1, 2.6, 2.7,
2.10, define the primal and dual value functions as
u(x) := sup
g∈C(x)
E[U(g)],
v(y) := inf
h∈D(y)
E[V (h)], (2.2)
where
V (y) := sup
x>0
{U(x)− xy}, y > 0,
is the conjugate function of U .
Then, the following statements hold true.
(i) The functions u(x) and v(y) are finitely valued, for all x, y > 0, and mutually conjugate
v(y) = sup
x>0
[u(x)− xy], u(x) = inf
y>0
[v(y) + xy].
The functions u and v are continuously differentiable and strictly concave (respectively,
convex) and satisfy
u′(0) = −v′(0) =∞, u′(∞) = v′(∞) = 0.
(ii) For all x, y > 0, the solutions ĝ(x) ∈ C(x) and ĥ(y) ∈ D(y) exist, are unique and take
their values a.s. in (0,∞). There are
(
ϕ̂0(x), ϕ̂1(x)
)
∈ A(x) and
(
Ŷ 0(y), Ŷ 1(y)
)
∈ B(y)
such that
V liqT
(
ϕ̂(x)
)
= ϕ̂0T = ĝ(x) and Ŷ
0
T (y) = ĥ(y). (2.3)
(iii) If x > 0 and y > 0 are related by u′(x) = y, or equivalently by x = −v′(y), then ĝ(x) and
ĥ(y) are related by the first order conditions
ĥ(y) = U ′
(
ĝ(x)
)
and ĝ(x) = −V ′
(
ĥ(y)
)
, (2.4)
and we have
E
[
ĝ(x)ĥ(y)
]
= xy.
In particular, ϕ̂0(x)Ŷ 0(y) + ϕ̂1(x)Ŷ 1(y) is a P-martingale for all
(
ϕ̂0(x), ϕ̂1(x)
)
∈ A(x)
and
(
Ŷ 0(y), Ŷ 1(y)
)
∈ B(y) satisfying (2.3).
(iv) Finally, we have
v(y) = inf
(Z0,Z1)∈Zloc,λ
E
[
V (yZ0T )
]
.
6
Remark 2.16. Similar to [KS99, Proposition 3.2] (see also [CS16a, Appendix A]), the infimum
of v(y) defined in (2.2) could be approximated by the element from {Z0T : Z ∈ Z
loc,λ}, i.e.,
v(y) := inf
h∈D(y)
E[V (h)] = inf
Z∈Zloc,λ
E[V (yZ0T )]. (2.5)
We clarify here notations for our argument of stability in the following sections. For the
utility maximization problem in the market under the physical probability P, we employ
B(y) = B(y,P), D(y) = D(y,P), Zλ = Zλ(P), Z loc,λ = Z loc,λ(P).
Moreover, we call the optional strong supermartingale deflator
(
Ŷ 0(y), Ŷ 1(y)
)
∈ B(y) in-
ducing Ŷ 0T (y) = ĥ(y) optimal dual process (ODP). Sometimes, we use the calibrated processes
Ŷ := (Ŷ 0, Ŷ 1) ∈ B(1), and by abuse of definition, we still call it ODP. Similarly, we call the
trading strategy
(
ϕ̂0(x), ϕ̂1(x)
)
∈ A(x) satisfying V liqT
(
ϕ̂(x)
)
= ĝ(x) optimal primal process
(OPP).
When solving a utility maximization problem in the frictional market, we often wonder
whether this market can be replaced by a frictionless market that yields the same optimal strat-
egy and utility. Such frictionless market is called shadow market for the utility maximization
problem.
Definition 2.17. A semimartingale S˜ = (S˜t)0≤t≤T is called shadow price process for the
optimization problem (2.1) if
(i) S˜ takes its values in the bid-ask spread [(1− λ)S, S].
(ii) The solution ϕ˜ = (ϕ˜0, ϕ˜1) to the corresponding frictionless utility maximisation problem
E
[
U
(
x+ ϕ1 · S˜T
)]
→ max!, (ϕ0, ϕ1) ∈ A(x; S˜)
exists and coincides with the solution ϕ̂ = (ϕ̂0, ϕ̂1) to (2.1) under transaction costs, where
A(x; S˜) denotes the set of all self-financing and admissible trading strategies for the price
S˜ without transaction costs in the classical sense as in [KS99].
If an ODP for the dual problem of the utility maximization satisfies appropriate conditions,
then a shadow price process can be constructed by this ODP. This is concluded in [CS16a].
Proposition 2.18 ([CS16a, Proposition 3.7]). For a fixed x > 0, suppose that all conditions
for Theorem 2.15 hold. Assume that the dual optimizer ĥ(y) equals Ŷ 0T (y), where u
′(x) = y and
Ŷ (y) ∈ B(y;P) := (Ŷ 0(y), Ŷ 1(y)) is a couple of P-local martingale. Then, the strictly positive
semimartingale Ŝ := Ŷ
1(y)
Ŷ 0(y)
is a shadow price process for the optimization problem (2.1).
On the other hand, each shadow price process can be represented by the quotient of some
ODPs. Here below is the result obtained in [CS16a].
Proposition 2.19 ([CS16a, Proposition 3.8]). If a shadow price Ŝ exists, it is given by Ŝ =
Ŷ 1(y)
Ŷ 0(y)
for an ODP (Ŷ 0(y), Ŷ 1(y)) ∈ B(y,P) of the dual problem (2.2).
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3 Static stability
For a fixed physical probability measure P and a fixed utility function U , for any initial endow-
ment x, by Theorem 2.15, the primal problem (2.1) can be solved by some ϕ̂0T (x;U,P) ∈ C(x;P)
and the optimal value is denoted by u(x;U,P). On the other hand, for the dual input y > 0,
the dual problem (2.2) parameterized by (V,P) admits a solution Ŷ 0T (y;V,P) ∈ D(y;P) and
the optimal value is denoted by v(y;V,P). In this section, we study how the optimality of the
primal and dual problems is affected by
• perturbations of the initial endowment and of the dual input;
• variations of the investor’s utility;
• misspecification of the underlying market model.
Assume that the variations of the investor’s utility is represented by a sequence of perturbed
utility functions (Un)n∈N and that of the underlying market model is described by a sequence of
probabilities (Pn)n∈N. Now we introduce the strict mathematical formulation of this problem, in
which we make assumptions in accordance with the ones in [Kv11] for considering the frictionless
case with random endowments.
Assumption 3.1. For each n ∈ N, Pn ∼ P and limn→∞Pn = P in total variation, limn→∞Un =
U pointwise and xn → x > 0, yn → y > 0.
Remark 3.2. (1) For each n, the Radon-Nikodym derivatives dPn
dP
exists. Moreover, denote
Z˜nt := E
P
[
dPn
dP
∣∣∣∣Ft] ,
which is a P-martingale. It is obvious that Z loc,λ(P) 6= ∅ implies Z loc,λ(Pn) 6= ∅, for each
n ∈ N. Precisely, for any Z ∈ Z loc,λ(P), Z˜−1Z ∈ Z loc,λ(Pn) and for any Z
′ ∈ Z loc,λ(Pn),
Z˜Z ′ ∈ Z loc,λ(P). Moreover, we define Z˜n := Z˜
n
T =
dPn
dP
.
(2) That limn→∞Un = U pointwise implies the pointwise convergence of the sequence of their
Legendre-Fenchel transforms, i.e., limn→∞ Vn = V pointwisely. Indeed, {Un}n∈N is a family
of concave functions on finite-dimensional space. Then, pointwise convergence is equivalent
to epi-convergence on the interior of the domain of the limiting function and moreover, Un
epi-converges to U is equivalent to the conjugate sequence Vn converges to V (for more
general analysis, see [SW77, RW98]).
(3) Due to the convexity, the sequences {Un}n∈N, {Vn}n∈N as well as their derivatives {U
′
n}n∈N,
{V ′n}n∈N converge uniformly on compact subsets of (0,∞) to their respective limits U , V ,
U ′ and V ′ (see e.g. [Roc70, Theorem 10.8 and 25.7] for a general statement).
In the frictionless case, Larsen mentioned in [Lar09, Section 2.6] that the pointwise conver-
gence of {Un}n∈N is not sufficient to prove the upper semi-continuity of the value function v
and more structure conditions on the converging sequence of {Un}n∈N should be imposed. In
the present paper, we introduce the following assumption, whose analogue in the frictionless
case could be found in [Kv11, Section 2.3.2].
Assumption 3.3. Define
ZT :=
{
Z0T : (Z
0, Z1) ∈ Z loc,λ
}
.
There exists Z0T ∈ ZT , such that for all y > 0 the family
{
Z˜nV
+
n
(
y
Z0
T
Z˜n
)}
n∈N
is P-uniformly
integrable.
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Theorem 3.4. Under the assumptions for Theorem 2.15 and under Assumptions 3.1, 3.3, we
have the following limiting relationship for value functions and optimal solutions:
lim
n→∞
u(xn;Un,Pn) = u(x;U,P), lim
n→∞
v(yn;Vn,Pn) = v(y;V,P); (3.1)
lim
n→∞
∂
∂x
u(xn;Un,Pn) =
∂
∂x
u(x;U,P), lim
n→∞
∂
∂y
v(yn;Vn,Pn) =
∂
∂y
v(y;V,P); (3.2)
lim
n→∞
ϕ̂n,0T (xn;Un,Pn) = ϕ̂
0
T (x;U,P), lim
n→∞
ĥ(yn;Vn,Pn) = ĥ(y;V,P), a.s. (3.3)
To prove this theorem, we first need to reformulate the dual problem vn with the help of
the following proposition.
Proposition 3.5. If h˜ ∈ D(y,P), then for each n ∈ N, h˜
Z˜n
∈ D(y,Pn). Conversely, if h ∈
D(y,Pn), then hZ˜n ∈ D(y,P).
Proof. Without loss of generality, let h ∈ D(1,Pn). By definition of D(1,Pn), there is a
nonnegative Pn-optional strong supermartingale (Y
0, Y 1) with Y 00 = 1, Y
0
T = h, satisfying that
Y 1
Y 0
∈ [(1 − λ)S, S], and ϕ0Y 0 + ϕ1Y 1 is a nonnegative Pn-optional strong supermartingale for
all ϕ ∈ A(1). Define
Z˜nt := E
P
[
dPn
dP
∣∣∣∣Ft] ,
which is a P-martingale. Clearly, Z˜n = Z˜
n
T .
It suffices to show the supermartingale property of the process ϕ0Y 0Z˜n+ϕ1Y 1Z˜n under P,
for all ϕ ∈ A(1). For 0 ≤ s < t ≤ T and ϕ = (ϕ0t , ϕ
1
t )0≤t≤T ∈ A(1), by Bayes’ formula, we have
immediately
(ϕ0sY
0
s + ϕ
1
sY
1
s )Z˜
n
s ≥ E
P
[(
ϕ0tY
0
t + ϕ
1
tY
1
t
)
Z˜nt
∣∣∣Fs] .
Analogously we may show the first assertion.
Sketch of proof of Theorem 3.4. The proof, which is very similar as in [Kv11] by setting the
random endowments q = 0, will be basically in four steps. In order to avoid redundancy, we
just sketch the proof and list what will be needed in the context with transaction costs. We
therefore refer the readers to [Kv11, Section 3] for more details.
(1) By Proposition 3.5, the dual problem v(·;Vn,Pn) corresponding to the utility maximiza-
tion problem parameterized by (Un,Pn) can be reformulated with the parameters (Un,P).
Precisely,
v(y;Vn,Pn) = inf
h∈D(y,Pn)
E
Pn [Vn(h)] = E
Pn
[
Vn
(
ĥ(y,Pn)
)]
= inf
h∈D(y,P)
E
P
[
Z˜nVn
(
h
Z˜n
)]
= EP
[
Z˜nVn
(
ĥn(y,P)
Z˜n
)]
,
where Z˜n converges to 1 in L
1(P) and thus in L0(P); the dual optimizer ĥ(y;Pn) ∈ D(y,Pn)
and ĥn(y;P) ∈ D(y,P) attain the infimum v(y;Vn,Pn). The equality above corresponds
to (3.1) in [Kv11]. We can subsequently proceed exactly the same as [Kv11, Section 3.2] to
have the semi-continuity
v(y;V,P) ≤ lim inf
n→∞
v(y;Vn,Pn), for y > 0,
the proof of which depends on the properties of the functions {Vn}n∈N and V as well as
Assumption 3.1 and Remark 3.2.
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(2) The dual value function has an upper-semicontinuity property. Indeed, for any Z0T ∈ ZT , y >
0, we define
D˜(y, Z0T ) :=
{
h ∈ D(y,P) :
ZT
h
∈ L∞
}
,
then the counterparts of Lemma 3.3 and 3.4 from [Kv11, Section 3.3] in the context with
transaction costs are listed as follows:
Lemma 3.6 (compare [Kv11, Lemma 3.3]). Fix y > 0, let Z0T ∈ ZT be such that V
+(yZ0T ) ∈
L1(P), Then
v(y;V,P) = inf
h˜∈D˜(y,Z0
T
)
E
P
[
V
(
h˜
)]
.
Lemma 3.7 (compare [Kv11, Lemma 3.4]). Suppose for some f ∈ L0+, the collection
{Z˜nV
+
n (f/Z˜n)}n∈N is P-uniformly integrable. Let h ∈ L
1(P) be such that h ≥ f a.s. Then
lim
n→∞
Z˜nVn
(
h/Z˜n
)
= V (h) in L1(P).
With the help of these two lemmas, we can show as [Kv11, Section 3.3.2] that
v(y;V,P) ≥ lim sup
n→∞
v(y;Vn,Pn), for y > 0.
(3) From the results in (1) and (2) and the fact that v(·;Vn,Pn) and v(·;Vn,Pn) are convex
functions, we can conclude that
lim
n→∞
v(yn;Vn,Pn) = v(y;V,P).
On the other hand, since u(·;U,P) (resp. u(·;Un,Pn)) is the Legendre-Fenchel transform
of v(·;V,P) (resp. v(·;Vn,Pn)). For the similar reason as Remark 3.2 (2) and (3), we have
lim
n→∞
u(xn;Un,Pn) = u(x;U,P).
Thus, (3.1) is proved. To see (3.2), it suffices to apply the epi-convergence properties of
u(·;Un,Pn) → u(·;U,P) and of v(·;Vn,Pn) → v(·;V,P) and proceed the argument on the
graphical convergence of the subdifferentials, which is the same as [Kv11, Section 3.4].
(4) Finally, to prove the L0-convergence of the dual optimizer limn→∞ ĥ(yn;Vn,Pn) = ĥ(y;V,P)
in (3.3), we can first define an auxiliary sequence fn := n
−1yZ0T + (1 − n
−1)ĥ(y;V,P) ∈
D˜(y, Z0T ), for some Z
0
T ∈ ZT such that V
+(Z0T ) ∈ L
1(P). Obviously, fn → ĥ(y;V,P) in L
0.
Then, one could prove by following the procedures in [Kv11, Section 3.5.2] the claim that
there exists a subsequence indexed by {nk}k∈N, such that
lim
k→∞
Pnk
{
ĥ(ynk ;Vnk ,Pnk) ∈ [k
−1, k],
fnk
Z˜nkT
∈ [k−1, k],
∣∣∣∣∣ĥ(ynk ;Vnk ,Pnk)− fnkZ˜nkT
∣∣∣∣∣ > k−1
}
= 0,
where a more elaborate version of the method used in the proof of [DS94, Lemma A1.1]
plays the key role. The other part of (3.3) can be obtained in view of (2.4), (3.2) and
Remark 3.2.
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4 Dynamic stability
In the previous section, the stability result is only on the terminal values of the wealth processes
as well as the terminal values of the optional supermartingale deflators attaining the dual opti-
mality. In the present section, we focus on the dynamics of the whole process which attains the
optimizer. In particular, we will first investigate properties of the optimal dual processes and
discuss the so-called dynamic stability. Moreover, we construct a shadow price process for the
limiting problem parameterized by (x;U,P) by the sequence of shadow prices corresponding to
the problems parameterized by {(xn;Un,Pn)}n∈N.
Throughout this section, we need the following assumption, which is necessary for the exis-
tence of shadow price processes (see [CSY17]).
Assumption 4.1. Additionally, we assume that the stock price is driven by a continuous pro-
cess.
4.1 Properties of optional strong supermartingale deflators
In this subsection, we first study the properties of optional strong supermartingale deflators,
which are necessary for the argument on the dynamic stability. For the simplicity of notation,
we consider only Y := (Y 0, Y 1) ∈ B(1). Since the processes Y 0 and Y 1 are optional strong
supermartingales, according to [Mer72], they admit the Doob-Meyer-Mertens decomposition,
which is an analogue of the Doob-Meyer type decomposition for ca`dla`g supermartingales, i.e.,
Y i =M i −Ai, i = 0, 1, (4.1)
whereM i is a ca`dla`g local martingale and Ai is a nondecreasing la`dla`g predictable process. We
now introduce the following proposition, which shows the relation between the nondecreasing
parts A0 and A1, that is, symbolically,
(1− λ)StdA
0
t ≤ dA
1
t ≤ StdA
0
t .
Proposition 4.2. Let Assumption 4.1 hold and Y := (Y 0, Y 1) ∈ B(1). The processes Y 0 and
Y 1 admit the unique Doob-Meyer-Mertens decomposition as (4.1). Let ε+ λ ≤ 1 and let σ be a
stopping time taking values in [0, T ]. Define
τε := inf
{
t ≥ σ
∣∣∣ St
Sσ
= (1 + ε) or (1− ε)
}
∧ T.
Then, for all stopping time τ satisfying σ ≤ τ ≤ τε,
(1− ε)(1 − λ)SσE
[
A0τ −A
0
σ
∣∣Fσ] ≤ E [A1τ −A1σ∣∣Fσ]
≤ (1 + ε)SσE
[
A0τ −A
0
σ
∣∣Fσ] . (4.2)
Remark 4.3. A similar lemma can be found in [CSY17, Lemma 3.5], which gives the property
(4.2) for a particular supermartingale deflator constructed as the Fatou limiting process of a
sequence of local consistent price systems. We remark that our simple proof of the above
proposition will not depend on the construction of Y , but only on the supermartingale property
of the process ϕ0Y 0 + ϕ1Y 1, for all ϕ ∈ A(1).
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Proof. Consider the following trading strategy ϕ = (ϕ0t , ϕ
1
t )0≤t≤T ∈ A(1) defined by
(ϕ0t , ϕ
1
t ) :=

(1− (1− λ)(1 − ε), 0) , 0 ≤ t < σ;(
−(1− λ)(1− ε), 1
Sσ
)
, σ ≤ t < τε;(
V liqτε (ϕ), 0
)
, τε ≤ t ≤ T.
Obviously, this trading strategy defined as above is λ-self-financing and admissible. Indeed, we
only need to consider the worst case, i.e., the stock price attains (1 − ε)Sσ, then we have for
σ < t ≤ T , the liquidation value
V liqt (ϕ) ≥ −(1− λ)(1− ε) + (1− λ)
1
Sσ
(1− ε)Sσ = 0.
By the definition of the optional strong supermartingale deflator, we obtain that for each τ ∈
Jσ, τεK,
− (1− λ)(1 − ε)(M0σ −A
0
σ) +
1
Sσ
(M1σ −A
1
σ)
≥ E
[
−(1− λ)(1− ε)
(
M0τ −A
0
τ
)
+
1
Sσ
(
M1τ −A
1
τ
) ∣∣∣Fσ] .
We may assume without loss of generality that M0 and M1 are true martingales, otherwise,
stopping technique applies. Therefore, we obtain
E
[
A1τ −A
1
σ|Fσ
]
≥ (1− ε)(1 − λ)SσE
[
A0τ −A
0
σ
∣∣Fσ] .
For the other inequality, let us define another trading strategy ϕ = (ϕ0t , ϕ
1
t )0≤t≤T ∈ A(1) by
(ϕ0t , ϕ
1
t ) :=

(λ+ ε, 0) , 0 ≤ t < σ;(
(1− λ) + λ+ ε,− 1
Sσ
)
, σ ≤ t < τε;(
V liqτε (ϕ), 0
)
, τε ≤ t ≤ T.
With the same argument, we have that for each σ ≤ τ ≤ τε,
(1 + ε)SσE
[
A0τ −A
0
σ
∣∣Fσ] ≥ E [A1τ −A1σ|Fσ] ,
which ends the proof.
The following corollary is straightforward.
Corollary 4.4. For each optional strong supermartingale deflator
(
Y 0, Y 1
)
∈ B(1), if the first
component Y 0 is a local martingale, then the second component Y 1 is also a local martingale.
Remark 4.5. Actually, we can still have Corollary 4.4 without Lemma 4.2. By defining an
admissible trading strategy (ϕ0t , ϕ
1
t )0<t≤T = (1+
1
n
,− 1
n
) and (ϕ0t , ϕ
1
t )0<t≤T = (1−
1
n
, 1
n
), n ∈ N,
we can complete the proof.
Next, we study the local martingale property of the ODP in the framework of [CSY17].
Actually, Czichowsky et al. found in [CSY17] a sufficient condition which guarantees this local
martingale property of ODPs when S is continuous, that is, the liquidation value process of
OPPs is a.s. strictly positive, i.e., inf0≤t≤T V̂
liq
t (ϕ̂) > 0, a.s. We summarize this result from
[CSY17] as the following proposition.
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Proposition 4.6 ([CSY17, Proposition 3.3]). Fix the level 0 < λ < 1 of transaction costs. We
assume that Assumption 4.1 and all assumptions for Theorem 2.15 are satisfied. In addition,
we suppose that the liquidation value process of the optimal primal process ϕ̂ = (ϕ̂0t , ϕ̂
1
t )0≤t≤T ∈
A(x) is strictly positive, i.e.,
inf
0≤t≤T
V̂ liqt (ϕ̂) := inf
0≤t≤T
{
ϕ̂0t + (1− λ)(ϕ̂
1
t )
+St − (ϕ̂
1
t )
−St
}
> 0, a.s. (4.3)
Let y = u′(x), then there exists a local λ-consistent price system Ẑ ∈ Z loc,λ, such that yẐ0T = ĥ.
Remark 4.7. The continuity of the price process S is essential in the above proposition. Oth-
erwise, counterexamples could be found, e.g., in [CMKS14]. Very recently, it is proved in the
paper [CPSY17] that (4.3) holds if we assume the condition of “two way crossing” (TWC) (see
Bender [Ben12] for definition). This condition implies that S satisfies (CPSµ) locally for all
0 < µ < 1. (See the proof of Theorem 2.3 in [CPSY17].)
The proof of the proposition above in [CSY17] is based on the strict positivity of the liqui-
dation value of OPP and [CSY17, Lemma 3.5] (see also Lemma 4.2). In the present paper, we
give a proposition which is a little stronger than [CSY17, Proposition 3.3], however, its proof is
much reduced. Indeed, the result of Proposition 4.6 constructs such ODP which is a couple of
local martingales and this is sufficient for the construction of a shadow price process, whereas
the proposition below states that all ODPs are local martingales in the same framework. This
statement is meaningful in a frictional context, since unlike the frictionless case, the ODP is no
longer unique (a counterexample will be discussed later).
Proposition 4.8. Fix the level 0 < λ < 1 of transaction costs. Under the assumptions of
Proposition 4.6, let y = u′(x) and Ŷ ∈ B(y) be the optional supermartingale deflator associated
with the dual optimizer in the sense that Ŷ 0T = ĥ a.s. Then, Ŷ is a local martingale. In
other words, all λ-optional supermartingale deflator associated with the dual optimizer is a local
λ-consistent price system.
Proof. The stock price process S is continuous and thus S is locally bounded. We may assume
without loss of generality that the liquidation value of the OPP (V̂ liqt )0≤t≤T is predictable
(otherwise, consider the ca`gla`d version of the trading strategy), then from inf0≤t≤T V̂
liq
t > 0,
we can find a sequence of a.s. increasing and diverging stopping times {̺m}
∞
m=1, such that, for
each m ∈ N and t ∈ [0, T ], we have V̂ liqt∧̺m ≥
1
m
,
1
m
≤ (1− λ)St∧̺m ≤ St∧̺m .
Fix the optimal trading strategy
(
ϕ̂0(x), ϕ̂1(x)
)
∈ A(x). It is easy to verify that
(
ϕ̂0·∧̺m −
1
m
, ϕ̂1·∧̺m
)
∈ A(x). Thus, (
ϕ̂0·∧̺m −
1
m
)
Ŷ 0 + ϕ̂1·∧̺m Ŷ
1
is an optional strong supermartingale. Recall that ϕ̂0Ŷ 0 + ϕ̂1Ŷ 1 is a martingale, so that Ŷ 0 is
an optional strong submartingale up to ̺m. As Ŷ ∈ B(y), Ŷ
0
·∧̺m has to be a martingale. So Ŷ
0
is a local martingale and by Corollary 4.4, Ŷ 1 is again a local martingale.
Remark 4.9. Similar to the frictionless case, an ODP is always a couple of local martingales
when S is continuous. It is to say that whenever the liquidation value is strictly positive, the
first coordinate of the ODP will not “lose” its mass. This can be seen if we proceed a similar
argument as the [GLY16, Appendix] to prove the above proposition. It suffices to replace the
wealth process by the liquidation value process.
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Unlike the frictionless case, we do NOT have the uniqueness for the ODPs, even for its first
coordinate. The non-uniqueness of the second coordinate ODPs is an easy observation. It may
already occur in the setting of finite Ω as was observed in [Sch17, Example 2.4]. For the non-
uniqueness of the first coordinate of ODPs, we gratefully acknowledge Walter Schachermayer
for the following counterexample (see also [Sch17]).
Example 4.10 (Walter Schachermayer). Let W = (Wt)t≥0 be an (F
W
t )t≥0-Brownian motion,
where (FWt )t≥0 is the natural filtration generated by W satisfying the usual conditions. We
assume that the investor’s utility is characterized by a logarithmic function U(x) = log(x). In
what follows, we first construct two frictionless markets driven by two different processes Ŝ and
Sˇ, and eventually find a market S with transaction costs, such that Ŝ and Sˇ are both shadow
price processes for this logarithmic utility maximization problem when trading with S. Moreover,
we prove that Ẑ = (Ŝ−1, 1) and Zˇ = (Sˇ−1, 1) are two ODPs for such problem, but Ẑ 6= Zˇ. The
construction is divided into three steps:
Step 1: Define
Nt = exp(Wt +
t
2), t ≥ 0.
Fix the level of transaction costs 0 < λ < 12 and define
τλ = inf {t : Nt = 2(1− λ)} .
Let Ŝ be a time-changed restriction of N on the stochastic interval J0, τλK, i.e.,
Ŝt = Ntan(pi
2
t)∧τλ , 0 ≤ t ≤ 1.
Consider a frictionless market driven by the process Ŝ, which is adapted to the time-changed
filtration F defined by Ft := F
W
tan(pi
2
t)∧τλ
. Then, Ẑ0 := (Ŝ)−1 defines a local martingale deflator
for Ŝ. Due to Merton’s rule, the logarithmic utility maximization problem is solved by the
strategy consisting of buying one stock at time t = 0 at price Ŝ0 = 1 and selling it at time t = 1
at price Ŝ1 = 2(1− λ) (we call it buy-hold-sell strategy).
Step 2: Next we define a perturbation of the process Ŝ which will be denoted by Sˇ. To do so we
first define a perturbation of Ẑ0 = (Ŝ)−1, then decompose this local martingale into Ẑ0 = M̂+P̂ ,
where
M̂t := E
[
Ẑ01
∣∣∣Ft] = 1
2(1− λ)
, P̂t := Ẑt − M̂t.
Note that P̂0 =
1−2λ
2(1−λ) and P̂1 = 0. Therefore, P̂ is a potential. Let σ := inf
{
t : P̂t = 1
}
, then the
stopped local martingale P̂ σ is bounded and thus is a martingale. Moreover, P[σ <∞] = 1−2λ2(1−λ) .
For δ > 0 choose an arbitrary Fσ-measurable function f taking values in [1− δ, 1 + δ] such that
E
[
f1{σ<∞}
]
=
1− 2λ
2(1− λ)
and such that f is not identically equal to 1 on {σ <∞}. Define the potential Pˇ by
Pˇt =
{
E[f1{σ<∞} | Ft∧σ ], 0 ≤ t ≤ σ,
fP̂t, σ ≤ t ≤ 1,
which is again a local martingale starting at Pˇ0 =
1−2λ
2(1−λ) and ending at Pˇ1 = 0. Note that
0 ≤ Pˇt ∈ [(1− δ)P̂t, (1 + δ)P̂t], 0 ≤ t < 1, a.s. Define Zˇ
0 := M̂ + Pˇ and Sˇ := (Zˇ0)−1. Then, the
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ratio Sˇt
Ŝt
∈ [(1 + δ)−1, (1 − δ)−1]. It is clear that the frictionless market driven by Sˇ has a local
martingale deflator Zˇ. This market again has the property that the log-optimal strategy is the
buy-hold-sell one as before.
Step 3: Define
mt = max(Ŝt, Sˇt), Mt = (1− λ)
−1min(Ŝt, Sˇt).
It suffices to assume that (1− λ)(1+ δ) < (1− δ) to have mt < Mt, 0 ≤ t ≤ 1, a.s. Define S by
St = (1− t)mt + tMt, 0 ≤ t ≤ 1,
which is continuous and adapted starting at S0 = 1 and ending at S1 = 2. Obviously, both Ŝ
and Sˇ remain in the bid-ask spread [(1 − λ)S, S]. Therefore, it is clear that both (Ẑ0, 1) and
(Zˇ0, 1) are elements in Z loc,λ(S). Since trading for S with transaction costs yields no more
than trading for Ŝ or Sˇ frictionlessly, the trading strategy to buy one stock at t = 0 and to sell
it only when t = 1 is optimal for the frictional logarithmic utility maximization problem with
S. By (2.4), we can verify that both (Ẑ0, 1) and (Zˇ0, 1) induce the dual optimizer ĥ = 12(1−λ) .
However, Ẑ0 6= Zˇ0.
4.2 Convergence of optimal dual processes
In this subsection, we move to discuss the dynamic stability, which means the stability of the
ODPs. For the sake of simplicity, we first consider the utility maximization problem under
perturbations of the initial endowment and of the utility function, while we keep the physical
probability measure unchanged, i.e., Pn ≡ P. We assume all conditions of Proposition 4.6
for each utility maximization problem u(xn;Un) as well as for the limiting problem u(x;U).
From the result in the previous subsection the optimal dual process Ŷ n := (Ŷ n,0, Ŷ n,1) :=
(Ŷ 0(yn;Vn), Ŷ
1(yn;Vn)) is a couple of P-local martingales, i.e., Ŷ
n ∈ ynZ
loc,λ(P).
Proposition 4.11. We assume all conditions of Proposition 4.6 for the market model and
for the utility function in each utility maximization problem u(xn;Un,P) (for short, u(xn;Un))
as well as for the limiting problem u(x;U,P) (for short, u(x;U)). Moreover, assume that
limn→∞ Un = U pointwise and xn → x > 0. Then, for a sequence of ODPs Ŷ
n := (Ŷ n,0, Ŷ n,1)
that associated with the dual optimizers ĥn (i.e., Ŷ n,0T = ĥ
n) corresponding to the dual problems
v(yn;Vn), there exists a couple of local martingales Ŷ := (Ŷ
0, Ŷ 1) and a subsequence of convex
combinations of {Ŷ n}∞n=0, denoted still by {Ŷ
n}∞n=0, such that for every [0, T ]-valued stopping
time τ , (
Ŷ n,0τ , Ŷ
n,1
τ
) P
−→
(
Ŷ 0τ , Ŷ
1
τ
)
.
Moreover, the couple Ŷ ∈ yZ loc,λ is an ODP corresponding to the limiting dual problem v(y;V )
with Ŷ 0T = ĥ.
Proof. Since for each n, Ŷ n ∈ ynZ
loc,λ ⊆ B(yn), then by [CS16b, Theorem 2.7], there exists
a subsequence of convex combinations of {Ŷ n}∞n=1, still denoted by {Ŷ
n}∞n=1 and an optional
strong supermartingale Ŷ = (Ŷ 0, Ŷ 1), for every stopping time τ taking values in [0, T ],
(Ŷ n,0τ , Ŷ
n,1
τ )
P
−→ (Ŷ 0τ , Ŷ
1
τ ). (4.4)
From the result of Theorem 3.4, in particular (3.2) and (3.3), we have Ŷ n,0T = ĥ
n P−→ ĥ = Ŷ 0T .
It is obvious that Ŷ ∈ B(y) and thus it is an ODP corresponding to the utility maximization
problem u(x;U). By applying Proposition 4.8, the constructed couple Ŷ = (Ŷ 0, Ŷ 1) is a local
martingale.
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Remark 4.12. If we assume only the conditions in Theorem 2.15 for each problem u(xn;Un)
and the limiting one u(x;U), then the results in the above proposition hold without the local
martingale property.
Remark 4.13. For the more general case including perturbations on the physical probability
measure, we assume the same as in the above proposition. In addition, we suppose that for each
n ∈ N, Pn ∼ P and limn→∞Pn = P in total variation. For each n, we solve a utility maximiza-
tion problem under Pn, and pick up an ODP
(
Ŷ 0(yn;Vn,Pn), Ŷ
1(yn;Vn,Pn)
)
∈ ynZ
loc,λ(Pn)
which is a couple of Pn-local martingales. By change of measure, we obtain
(Y˜ n,0, Y˜ n,1) :=
(
Ŷ 0(yn;Vn,Pn)Z˜
n, Ŷ 1(yn;Vn,Pn)Z˜
n
)
∈ ynZ
loc,λ(P) ⊆ B(yn,P). (4.5)
For each n, the processes (Y˜ n,0, Y˜ n,1) are P-local martingales. Moreover, from the fact Z˜nT → 1
in L1(P) and Theorem 3.4, we have
Ŷ 0T (yn;Vn,Pn)
dPn
dP
P
−→ ĥ(y, V,P) = Ŷ 0T (y;V,P),
where the right-hand side is the dual optimizer for v(y, V,P). Thus, again by [CS16b, Theorem
2.7], there exists a subsequence of convex combinations of {(Y˜ n,0, Y˜ n,1)}n∈N, denoted also by
{(Y˜ n,0, Y˜ n,1)}n∈N, such that for every stopping time τ taking values in [0, T ],(
Y˜ n,0τ , Y˜
n,1
τ
) P
−→
(
Ŷ 0τ , Ŷ
1
τ
)
. (4.6)
Any such limiting process
(
Ŷ 0, Ŷ 1
)
∈ yZ loc,λ(P) is an ODP for v(y;V,P), by applying Propo-
sition 4.8, which is a couple of P-local martingale.
Remark 4.14. Recall that we assume the usual conditions for the filtration throughout this
paper, then every ODP discussed in this subsection has a ca`dla`g modification. This property
is crucial for the construction of a shadow market.
4.3 Construction of shadow price processes
This subsection is devoted to the construction of shadow price processes for the limiting utility
maximization problem by a sequence of shadow price processes corresponding to the problem
with perturbations. Similar to the previous subsection, we first consider the case when Pn ≡ P.
Proposition 4.15. We assume all conditions in Proposition 4.11 for each utility maximization
problem u(xn;Un) as well as for the limiting problem u(x;U). For each n, suppose that Ŝ
n =
Ŝ(yn;Vn) is a shadow price process corresponding to the n-th problem, which can be represented
by Ŝn = Ŷ
n,1
Ŷ n,0
, where Ŷ n :=
(
Ŷ n,0, Ŷ n,1
)
∈ B(yn) is a P-local martingale. Then, there exists a
subsequence of convex combinations of
{
Ŷ n
}∞
n=0
and a limiting process Ŷ ∈ B(y) such that Ŷ n
converges to Ŷ in the sense of (4.4). Moreover, Ŝ := Ŷ
1
Ŷ 0
defines a shadow price process for the
limiting problem u(x;U).
Proof. This proposition can be proved by simply applying Proposition 4.11 and Proposition
2.19.
Remark 4.16. For the more complicated situation with perturbations on the physical probability
measure, we turn to the setting of Remark 4.13. By Proposition 2.19, for each n, there exists
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a shadow price process Ŝn for the utility maximization problem u(xn;Un,Pn), which can be
represented by some ODP corresponding to this problem, i.e.,
Ŝn(xn;Un,Pn) =
Ŷ 1(yn;Vn,Pn)
Ŷ 0(yn;Vn,Pn)
=
Y˜ 1(y;Vn,P)
Y˜ 0(y;Vn,P)
,
where the sequence {(Y˜ n,0, Y˜ n,1)}n∈N is from (4.5). Then, any limiting process (Ŷ
0, Ŷ 1) con-
structed as in Remark 4.13 in the sense (4.6) defines a shadow price process Ŝ(x;U,P) := Ŷ
1
Ŷ 0
for the limiting problem u(x;U,P).
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