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IMPROVING COVERAGE OF RECTANGULAR CONFIDENCE REGIONS
Hakan Gogtas, PhD
University of Pittsburgh, 2004
To find a better confidence region is always of interest in statistics. One way to find better
confidence regions is to uniformly improve coverage probability over the usual confidence
region while maintaining the same volume. Thus, the classical spherical confidence regions
for the mean vector of a multivariate normal distribution have been improved by changing
the point estimator for the parameter.
In 1961, James and Stein found a shrinkage estimator having total mean square error,
TMSE, smaller than that of the usual estimator. In 1982, Casella and Hwang gave an ana-
lytical proof of the dominance of the confidence sphere which uses the James Stein estimator
as its center over the usual confidence sphere centered at the sample mean vector. This
opened up new possibilities in multiple comparisons.
This dissertation will focus on simultaneous confidence intervals for treatment means
and for the differences between treatment means and the mean of a control in one-way and
two-way Analysis of Variance, ANOVA, studies. We make use of Stein-type shrinkage esti-
mators as centers to improve the simultaneous coverage of those confidence intervals. The
main obstacle to an analytic study is that the rectangular confidence regions are not rotation
invariant like the spherical confidence regions.
Therefore, we primarily use simulation to show dominance of the rectangular confidence
intervals centered around a shrinkage estimator over the usual rectangular confidence regions
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centered about the sample means. For the one-way ANOVA model, our simulation results
indicate that our confidence procedure has higher coverage probability than the usual confi-
dence procedure if the number of means is sufficiently large. We develop a lower bound for
the coverage probability of our rectangular confidence region which is a decreasing function
of the shrinkage constant for the estimator used as center and use this bound to prove that
the rectangular confidence intervals centered around a shrinkage estimator have coverage
probability uniformly exceeding that of the usual rectangular confidence regions up to an
arbitrarily small epsilon when the number of means is sufficiently large. We show that these
intervals have strictly greater coverage probability when all the parameters are zero, and
that the coverage probability of the two procedures converge to one another when at least
one of the parameters becomes arbitrarily large.
To check the reliability of our simulations for the one-way ANOVA model, we use numer-
ical integration to calculate the coverage probability for the rectangular confidence regions.
Gaussian quadrature making use of Hermite polynomials is used to approximate the cover-
age probability of our rectangular confidence regions for n=2, 3, 4. The difference in results
between numerical integration and simulations is negligible. However, numerical integration
yields values slightly higher than the simulations.
A similar approach is applied to develop improved simultaneous confidence intervals for
the comparison of treatment means with the mean of a control. We again develop a lower
bound for the coverage probability of our confidence procedure and prove results similar to
those that we proved for the one-way ANOVA model.
We also apply our approach to develop improved simultaneous confidence intervals for
the cell means for a two-way ANOVA model. We again primarily use simulation to show
dominance of the rectangular confidence intervals centered around an appropriate shrinkage
estimator over the usual rectangular confidence regions. We again develop a lower bound
for the coverage probabilities of our confidence procedure and prove the same results that
we proved for the one-way model.
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1.0 INTRODUCTION
After rejecting the null hypothesis in one way and two-way analysis of variance,(ANOVA),
or in other words, concluding that at least one of the cell means is different from all the other
cell means, the next step is to make an inference as to where this difference might be. This
is called multiple comparisons or simultaneous statistical inference.
The general principles of multiple comparisons were formed by Duncan, Scheffe´ and
Tukey, creating its current structure. There is no agreement as to which method of multiple
comparisons is the best. Simultaneous confidence intervals can be given for the cell means,
for comparisons of each mean with with a control, for all pairwise comparisons of means, and
for all linear combinations of the cell means. Sample means Xi are used as estimators for
population means θi in the classical methods. For example, classical simultaneous confidence
intervals take the form:
θi ∈ [Xi − cσi , Xi + cσi] , i = 1, .., n
where σi is the standard deviation of Xi and the half width, c, of the interval depends on
the method used (Duncan, Scheffe´ or Tukey).
Two types of confidence regions are often used:
1.The rectangular confidence regions
2.The spherical confidence regions
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We are investigating rectangular confidence regions, but we are motivated by previous
results for spherical confidence regions. Rectangular confidence regions have the following
form:
C0 = {Θ = (θ1, ..., θk) : |Xi − θi| ≤ cσi, i = 1..., n}
and c is a tabled constant depending on the method used. Keep in mind that given the
confidence procedure, the coverage probabilities of rectangular confidence regions are same
as the coverage probabilities of the corresponding simultaneous confidence regions. The
spherical confidence regions have the following form:
C = {‖X −Θ‖ ≤ sσ} , X = (X1, X2, ..., Xk)′ , Θ = (θ1, θ2, ..., θk)′
where ‖X −Θ‖ is the length of the vector, s is the radius of the sphere, and here all X ′is
are assumed to have standard deviation σ.
To find better simultaneous confidence intervals for the cell means is always of interest
in statistics. One way to find better simultaneous confidence intervals is to uniformly im-
prove the coverage probability of this confidence rectangle over the parameter space while
maintaining the same volume. We conjecture that this can be done by changing the point es-
timator for Θ. Such an approach has been successful for improving the coverage probabilities
of the classical spherical confidence regions.
In 1961, James and Stein found a shrinkage point estimator for Θ having total mean
square error,(TMSE), smaller than that of the usual estimator, X. In 1982, Casella and
Hwang proved that the confidence sphere which uses this point estimator as its center has
uniformly higher coverage probability than the usual confidence sphere centered at X while
maintaining the same volume. This opened new possibilities in multiple comparisons.
This dissertation focuses on simultaneous confidence intervals for treatment means. We
also consider simultaneous confidence intervals for the differences between each of the treat-
ment means and the mean of a control in one-way and two-way ANOVA studies. We make
use of Stein-type shrinkage estimators as centers to improve the simultaneous coverage of
these confidence intervals. The main obstacle to an analytic demonstration of this improve-
ment in coverage probability is that the rectangular confidence regions are not invariant
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under rotation, preventing the simplification of integral expressions for coverage probability
used in the study of the spherical confidence regions.
In Chapter 2, after introducing one-way and two-way ANOVA models and notations
for the models, we do a literature review for the simultaneous confidence regions for θi for
one-way and two-way ANOVA models, and also for the simultaneous confidence regions for
comparisons of cell means with a control mean for one-way ANOVA model. Then, we will
outline the main ideas and result of Fabian’s (1991) paper. Finally, we will do a literature
review for the James Stein estimator and Lindley estimator and generalization of Lindley
estimator, and for spherical confidence region centered at the James-Stein estimator, and
pretest estimator.
In Chapter 3, we first introduce our confidence procedure for the simultaneous confidence
intervals for the cell means. We give a lower bound for the coverage probability of our
rectangular confidence region that is a decreasing function of the shrinkage constant used
for the point estimator that is the center of the region. We prove that the simultaneous
confidence intervals centered around a shrinkage estimator define a rectangular confidence
region that dominates the usual rectangular confidence regions up to an arbitrarily small
constant for a sufficiently large number of means, n. We show that these intervals have
strictly greater coverage probability when all the parameters are zero, and that the coverage
probabilities of the two confidence procedures converge to one another when at least one of
the parameters becomes arbitrarily large.
In Chapter 4, we introduce our improved simultaneous confidence intervals for the com-
parison of treatment means with the mean of a control. Since the simultaneous confidence
intervals for the comparison of treatment means with the mean of a control have form simi-
lar to that of the simultaneous confidence intervals for the cell means, we are able to prove
results similar to those that we proved in Chapter 3.
Because we extensively use simulation to demonstrate the domination of our confidence
regions over the usual ones, we want to make sure that our simulation results are reliable. To
check reliability of our simulations, in Chapter 5 we use numerical integration to calculate
the coverage probabilities for the simultaneous confidence regions for the cell means in a
one-way ANOVA model.
3
In Chapter 6, we introduce our rectangular confidence region for two-way ANOVA mod-
els. We obtain results for two-way ANOVA models similar to those that we proved for the
one-way ANOVA models.
In Chapter 7, we discuss possibilities for future research.
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2.0 NOTATION AND LITERATURE REVIEW
For analysis of variance problems, we prefer use of the cell mean model, which has a more
straightforward interpretation. We will first introduce our notation for cell mean models
for one-way and two-way ANOVA models, then we will briefly review the literature dealing
with simultaneous confidence regions for the population means, θi, for one-way and two-way
ANOVA models and with spherical confidence regions centered at the James Stein,(JS), and
Lindley estimators.
2.1 BALANCED ONE-WAY ANALYSIS OF VARIANCE MODEL
In one-way analysis of variance (also known as the one-way classification),we assume that
data Yij are observed according to a model,
Yij = θi + ij, j = 1, ..., k, i = 1, ..., n, (2.1)
where the population means, θi, are unknown parameters and ij are i.i.d N(0,σ
2) error
random variables.
We will denote sample cell mean by Xi; thus,
Xi = Yi =
k∑
j=1
Yij
k
, (2.2)
and we let X = 1
n
∑n
i=1Xi, denote the average sample mean (often called Grand mean).
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If σ2 is known, the data can be reduced by sufficiency to X1, X2, ..., Xn which are indepen-
dent normally distributed random variables with means θ1, ..., θn and variances
σ2
k
, ..., σ
2
k
.
In this dissertation, we consider the balanced one-way analysis of variance (ANOVA) model
with both known and unknown σ2. In the Appendix, we give a modification of our procedure
for the unbalanced one-way ANOVA models with known or unknown σ2.
2.2 BALANCED TWO-WAY ANALYSIS OF VARIANCE MODEL
Suppose the data Yijk are obtained from a balanced two-way classification design. In such
a two factor experiment, there are I levels of factor A and J levels of factor B and K
replications for each treatment combination of the ith level of factor A and jth level of
factor B. The model is given by
Yijk = θij + ijk = θ + ai + bi + ci + ijk (2.3)
where θij is the population mean for the (i, j)− th treatment combination, θ is a constant ,
ai is the main effect associated with the ith level of factor A, bj is the main effect associated
with factor B, cij is the interaction of level i of factor A and level j of factor B, and ijk are
the error terms. The ijk are distributed independently and normally:
eijk ∼ N(0, σ2e), 1 ≤ i ≤ I, 1 ≤ j ≤ J, 1 ≤ k ≤ K. (2.4)
The sample mean of all the observations from the (i,j)th treatment combination will be called
the i, j sample cell mean and it is denoted as:
Yij =
K∑
k=1
Yijk
K
. (2.5)
Letting Xij be Yij, then the reduced data consists of X11...Xij...XIJ , and we can represent
Xij in the form,
Xij = X0ij +Wij, (2.6)
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In (2.6), X0ij is the additive main effect and Wij is the interaction effect. Here
X0ij ∼ N(0, I + J − 1
IJ
), Wij ∼ N(θij, (I − 1)(J − 1)
IJ
)
and
∑J
j=1Wij = 0, i=1,...,I;
∑I
i=1Wij = 0, j = 1, ..., J,
∑I
i=1
∑J
j=1Xoij = 0
The usual confidence rectangle for the population means, θij, under the (i, j) treatment
combination is
D1 = {Θ = (θ11, ..., θIJ) : (|Xij − θij| ≤ s, i = 1..., I, j = 1, ..., J} . (2.7)
where s = σe√
K
Φ−1(β
1
N +1
2
), N=IJK and Φ is the standard normal cumulative distribution
function.
2.3 LITERATURE REVIEW
We will do a literature review for the simultaneous confidence regions for population cell
means (Treatment means) θi, and also simultaneous confidence regions for comparisons of
the θi with a control mean, in one-way ANOVA problems. Then, we will review the lit-
erature concerning simultaneous confidence intervals for the population cell means θij in
two-way ANOVA problems, and also outline the main ideas and result of Fabian’s (1991)
paper. Then, we review the literature on the James-Stein and Lindley point estimators and
their generalizations. Finally, we review results for spherical confidence regions centered at
the JS estimator.
2.3.1 One-Way ANOVA Model
As we mentioned in the Introduction, simultaneous inference methods are either for tests or
for confidence intervals. We only review the methods for simultaneous confidence regions.
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2.3.1.1 The Usual Method If σ is known:
θi ∈ Xi ± cσi, i = 1, ..., n (2.8)
gives exact 100(1− α)% simultaneous confidence intervals for θi, where
c = Φ−1[(β1/n + 1)/2],
and β = 1− α.
If σ is unknown,
The Studentized Maximum Modulus (SMM) method, which gets its name because it is
based on the studentized maximum modulus statistic
max
1≤i≤n
|Xi − θi
σˆ√
ki
|,
provides exact 100(1 − α)% simultaneous confidence intervals for θ1, ..., θn, where ki is the
number of replications for the ith treatment. These intervals are
θi ∈ Xi ± |m|α,n,ν σˆ√
ki
, i = 1, ..., n (2.9)
where |m|α,n,ν is the 1 − α quantile of the student maximum modulus distribution, and is
computed as the solution of the equation
∫ ∞
0
[Φ(|m|α,n,νs)− Φ(−|m|α,n,νs)]nγν(s)ds = 1− α. (2.10)
In (2.10), Φ is the standard normal cdf, γν is the density of
σˆ
σ
and ν = n− 1.
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2.3.1.2 A Product Inequality Method The random variables
|Ti| = Xi − θiσˆ√
ki
, i = 1, ..., n
are independent except for the common divisor σˆ. If we assume that they are independent,
the appropriate simultaneous confidence intervals for θ1, ..., θn would be same as (2.9), except
for replacing |m|α,n,ν by the 1− α quantile t[1−(1−α)1/n]/2,ν of t-distribution with ν degrees of
freedom. The resulting simultaneous confidence intervals are
θi ∈ Xi ± t[1−(1−α)1/n]/2,ν
σˆ√
ki
, i = 1, ..., n. (2.11)
The confidence interval (2.11) is conservative; That is,
P (θi ∈ Xi ± t[1−(1−α)1/n]/2,ν σˆ√ki , i = 1, ..., n) ≥ 1− α.
2.3.1.3 The Bonferroni Inequality Method The familiar Bonferroni inequality states,
for any events E1, ...En that,
P (∪nm=1Ecm) ≤
n∑
m=1
P (Ecm) (2.12)
Applying the Bonferroni inequality to
Ei = {θi ∈ θˆi ± q σˆ√
ki
}
then the Bonferroni simultaneous confidence intervals are
θi ∈ Xi ± tα/2n,ν σˆ√
ki
, 1 ≤ i ≤ n, (2.13)
The Bonferroni confidence interval is always more conservative than the product inequality
confidence intervals because (1− α)1/n < 1− α/n for all α > 0 and n > 1.
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2.3.2 Simultaneous Confidence Regions for Comparisons with a Control
2.3.2.1 The Usual Method We are interested in simultaneous confidence regions for
comparisons of the θi with a control mean in the balanced one-way ANOVA problems with
known σ2. In the appendix, we give modifications of our procedure for the balanced one-way
ANOVA model with unknown σ2 and the unbalanced one-way ANOVA model with both
known or unknown σ2 .
If σ2 is known, we can assume without loss of generality that variance is 1.
The sample cell means, X1, ..., Xn, defined in (2.2), are independent normally distributed
random variables with means θ1, ..., θn and variance 1. The sample control mean is normally
distributed with mean θc and variance 1, independent of the sample cell means. The usual
confidence interval for multiple comparison with control is
E0 = {|Xi −Xc − (θi − θc)| ≤ c∗, i = 1, .., n} .
where c∗ is defined by,
P (E0) = P {|Yi| ≤ c∗, i = 1, ..., n} = 0.95. (2.14)
Where Yi = Xi −Xc − θi + θc , Y =

Y1
...
Yn
 has a n-variate normal distribution N(0,Σ),
and
Σ =

2 1 · · · 1 1
1 2 1 · · · 1
. . . . . . . . . . . . . . . . .
1 1 · · · 1 2
.
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2.3.2.2 Dunnett’s Method Dunnett’s (1955) two sided method provides the following
simultaneous confidence intervals for the difference between each new treatment mean θi and
the control mean θc when σ
2 is unknown:
θi − θc ∈ θ̂i − θ̂c ± |d|σ̂
√
2
k
for all i = 1, ...n
where |q| is the solution to the equation
∫ ∞
o
∫ ∞
−∞
[Φ(z +
√
2|q|s)− Φ(z −
√
2|q|s)]n|q|φ(z)γ(s)ds = 1− α
where Φ is the standard normal distribution function, φ is the standard normal density func-
tion and γ is the density of σˆ
σ
.
2.3.3 Two way analysis of variance
In the context of ANOVA studies, additive effects provide much simpler explanations of
the factor effects than do interacting effects. The presence of interacting effects complicates
the explanation of the factor effects because they must then be described in terms of the
combined effects of the two factors. The following strategy is suggested by most textbooks,
1. Examine whether the factors interact.
2. If they do not interact, examine whether the main effects are important.
3. If the factors do interact, examine if the interactions are important or unimportant.
4. If the interactions are unimportant, proceed as in step 2.
5. If the interactions are important, consider whether they can be made unimportant by a
meaningful simple transformation of scale.
6. For important interactions that can not be made unimportant by a simple transfor-
11
mation, analyze the two factor effects jointly in terms of treatment means θij.
2.3.3.1 Analysis of Factor effects when factors do not interact 100(1 − α)% si-
multaneous confidence intervals for θi and θj:
Yi.. ± t[1− α/2; (k − 1)IJ ]s{Yi..}
where σ2e is unknown, s
{
Yi..
}
= MSE
JK
.
Y.j. ± t[1− α/2; (k − 1)IJ ]s
{
Y.j.
}}
where σ2e is unknown, s
{
Y.j.
}
= MSE
IK
. t is the usual t distribution.
Fabian (1991) suggested a confidence rectangle for cell means θij that adapts to the
extent of interaction estimated by the data in that length of his confidence interval depends
on the largest interaction effect. Now, we will give the brief summary of the Fabian’s paper
(1991).
2.3.3.2 Fabian’s Procedure As I mentioned above the usual recommendation is to
neglect interactions and do analysis. Fabian (1991) suggested the following recommenda-
tion: ignore interactions and do analysis but estimate the error involved in neglecting the
interactions from the power of the test. Then he gave the following (1− α)% simultaneous
confidence interval for all cell means;
Yoij − s2 < θij < Yoij + s2 for all i, j (2.15)
where s2 = Kβ(D + ) + max |Wij| , D = |Zoij|,and  is a normal(0,(I-1)(J-1)/(IJ)) random
variable independent of D.
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He also stated that, one way method or usual recommendation for two way method,(1.18),
is substantially better than (2.15).
Gleser (1992) criticized the way Fabain constructed his simultaneous confidence interval.
He stated that the length of Fabian’s confidence interval constructed by triangular inequality
and has higher variance. He also argued the question that ”Can other methods be found
that preserve at least some of the benefits of (additive model) in saving variance,while still
accounting for possible interaction. He suggested the confidence rectangle centered at the
appropriate shrinkage estimator.
2.3.4 Stein Estimation Procedures in Spherical Confidence Intervals and Bayesian
Estimation
We will do literature review for point estimation results of the shrinkage estimator.
Then, we will do literature review for spherical confidence intervals centered at the shrinkage
estimator.
2.3.4.1 The Point Estimation Results for the Shrinkage Estimator
Stein (1956) showed that the usual maximum likelihood estimator for θ = (θ1, ..., θn),
namely
X = (X1, ..., Xn)
′
, has larger expected loss or risk than the estimator
δS(X) = (1− aσ
2
b+ ‖X‖2 )X,
where ‖X‖2 =∑ni=1X2i , provided that a is sufficiently small and b is sufficiently large.
James and Stein (1961) showed that each member of the class of estimators
δJS(X) = (1− aσ
2
‖X‖2 )X (2.16)
depending on a > 0, has a smaller total mean squared error, TMSE, than X for 0 < a <
2(p−2) and that a=p-2 gives the uniformly best estimator in this class of estimators, p ≥ 3.
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Baranchik(1964,1970) showed that the James-Stein (JS) positive part estimator has uni-
formly smaller TMSE than the James-Stein estimator. The positive part estimator is
δJS+(X) = (1− aσ
2
‖X‖2 )
+X (2.17)
where,
(1− aσ
2
‖X‖2 )
+ =
1−
aσ2Pn
i=1X
2
i
, if
∑n
i=1X
2
i ≥ aσ2
0 , if
∑n
i=1X
2
i ≤ aσ2.
Brown (1971) observed that the positive part estimator is also inadmissible. An explicit
estimator that dominates the JS positive part estimator in total mean squared error has
been given by Shao and Strawderman (1994).
Lindley (1962) showed that the estimator δ(X) = (δ1(X), ..., δn(X), where
δ(X) = X + (1− n− 3∑
(Xi −X)2
)(X −X) (2.18)
andX = (1/n)
∑n
i=1Xi, has a uniformly smaller mean squared error than the usual estimator
X of θ for n ≥ 4. This estimator shrinks toward an estimate of the average θ of the population
means. We briefly explain the main idea of Lindley’s estimator. In the one way ANOVA
model, the usual estimator of the vector of population cell means is the vector of sample cell
means. It is desirable to find the best linear unbiased estimator of θ of the form θˆ = a+ bX,
where a is a vector. The resulting least square line is θˆ = X + (1− n−1P
(Xi−X)2 )(X −X). This
estimator does not have a smaller total mean squared error, TMSE, than X. The estimator
with a smaller TMSE was obtained by Lindley by simply replacing n− 1 with n− 3.
Judge, Hill and Bock (1990) note that for shrinkage estimators to achieve significant risk
improvements as compared with MLEs, it is necessary to identify the region or subspace
where the location vector being estimated is either known or thought to lie as a result of
prior information. The best shrinkage estimators are those that shrink toward the correct
subspace or region.
Sclove (1968) considers the estimation of the coefficients of a linear model with an column
orthogonal design matrix at least three regression variables.He:
1. gives the form of the James-Stein estimator appropriate for this context;
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2. observes that the mean square error of prediction(MSEP) when James-Stein estimator is
used to estimate model coefficient is uniformly smaller than that resulting from using the
Least Squares,LS;
3. observes that when the estimated regression coefficients are significantly different from
zero JS is very close to the LS.
The observation that the JS and LS are very close when regression coefficients differ signifi-
cantly from zero motivates the idea of a preliminary test estimator.This kind of estimator is
formulated as follows:
1. A test of hypothesis is performed to see which regression coefficients are significantly
different from zero.
2. Regression coefficients that are not significantly different from zero are estimated by JS.
3. Regression coefficients that are significantly different from zero are estimated by LS.
Sclove also;
1. mentions a positive part estimator;
2. gives an induction of how to extend his results to the case of non-orthogonal design
matrices.
Judge et al.(1980) explain how a JS estimator may be viewed as a pretest estimator that
combines the restricted and unrestricted least square estimators. They explain how a Stein
like estimator originally formulated by Scolve, Morris, and Radhakrishnan (1972) dominates
the usual pretest estimator.
Saleh et al.(1990) give four estimators:
1. the restirected least squares estimator (RLSE);
2. the unrestricted least squares estimator (URLSE);
3. the preliminary test least squares estimator (PTLSE);
4. the shrinkage leasts square estimator (SLSE) (a JS type estimator).
They derive and compare the risk functions. They find that:
1. The RLSE has the smallest risk if the true regression coefficients satisfies the restriction
imposed on the estimated coefficients, but is unbounded when parameters move away from
the subspace of the restriction.
2. The SLSE generally has the smallest risk, but not when the parameter is in or near the
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restriction subspace;in this case PTLSE is better.
The authors recommend the use of PTLSE when the restriction subspace has dimension less
than three ; otherwise they advocate the PTLSE and SLSE with the SLSE preferred.
2.3.4.2 Spherical Confidence Intervals Centered at the Shrinkage Estimator
Brown (1966) and Joshi (1967) independently demonstrated the existence of a confidence
region for n ≥ 3 that dominates the usual confidence region Co(X) = {θ : ‖θ −X‖ ≤ χ(n;1−α)}.
Joshi proved that the set
CJ(x) =
{
θ :
∥∥θ − δS(X)∥∥2 ≤ c2} ,
has higher coverage probability than C0(x) if a is sufficiently small and b is sufficiently large.
Olshen(1977) simulated the coverage probability of CJ for selected a, b and ‖θ‖. The results
indicated that large gains in coverage probability can be achieved.
AS Stein(1962) and others noted, the James-Stein estimator arises in a natural fashion
as an ”Empirical Bayes Estimator”. This result can be seen by following argument:
Assume θi are a sample from a prior distribution, where θi, for i = 1, 2, ..., n is normally
and independently distributed with mean zero and variance τ 2 with joint density in vector
form g(θ/λ2). Then the Bayesian estimator of θ under the squared error loss is (1− 1
1+τ2
)θ̂.
These Bayesian result assume that (1− 1
1+τ2
) and τ 2 are known. If the investigator does
not know τ 2, he cannot use the Bayes rule. However, as Efron and Morris(1973) noted that
one can stop short of the Bayesian fold and attempt to estimate (1 − 1
1+τ2
) from the data.
Morris (1977) also simulated coverage probabilities for certain generalized Bayes estimators
resulting in fairly simple confidence region and again, results were good.
Two other important works are those of Faith(1976) and Berger(1980).Faith derives
confidence sets from Bayes credible sets and shows, for p=3 or 5, that these sets have small
volume and higher coverage probability than C0(x) except for an interval of middle values
of ‖θ‖2. Unfortunately, his confidence regions are difficult to work with, having complicated
shape arising from their Bayesian derivation. Berger also proceeds in a Bayesian fashion, but
also uses the posterior covariance matrix to construct confidence ellipsoids. Resulting sets
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are shown to have uniformly smaller volume than Co(X) , and to dominate C0 in coverage
probability for sufficiently large ‖θ‖2.
Casella (1980) extended the method of Faith and derived exact formulas for the cover-
age probability of spherical confidence regions centered at the James-Stein or positive-part
James-Stein estimators. Casella and Hwang (1982) proved that if the usual confidence sphere
is recentered at the positive-part James-Stein estimator, then the resulting confidence region
has a uniformly higher coverage probability for n ≥ 4.
Casella and Hwang (1983) studied the spherical confidence set,
CCH(X) =
{
θ : |θ − δJS+(X)| ≤ V (X)} where δjs+(X) is defined in (2.17) and V (X) is
derived through the use of the empirical Bayes argument. They stated conditions on V (X)
for the set CCH(X) to have a uniformly higher coverage probability than the usual spherical
confidence set at θ = 0. They failed to show numerical evidence for dominance in coverage
probabilities for the range of middle values of ‖θ‖2.
Casella and Hwang (1987) derived exact formulas for the coverage probability of the
spherical confidence set, CCH1(X) =
{
Θ : |Θ− δ(A)| ≤ sσ}, where A is n×n idempotent ma-
trix, k is the rank of A, 0 ≤ a ≤ n−k−2 and δ(A)(X) = AX+(1− a
X′ (I−A)X )
+(I−A)X. They
proved that CCH1(X) has uniformly higher coverage than the usual spherical confidence sets
for n ≥ 4. Also, they noted that for A = (1/n)11′ ,δ(A)(X) becomes the positive-part Lind-
ley’s estimator,δJSL+(X). They gave a evidence based on design simulations that the spher-
ical confidence set centered at δJSL+(X), CCH2(X) =
{
θ : |θ − δJSL+(X)| ≤ V (X)}where
V (X) is derived through the use of the empirical Bayes argument, has a uniformly higher
coverage probability than the usual spherical confidence set.
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3.0 ONE-WAY ANOVA MODEL
If the data Yij are obtained from a balanced one-way classification design,
Yij = θi + ij, j = 1, ..., k , i = 1, ..., n
where θi’s are the population means and ij are i.i.d N(0, σ
2) error random variables. We
first go over the known σ2 case, and then the unknown σ2 case. We explain the modification
of our procedure for the unbalanced one-way and two-way ANOVA models in the appendix.
3.1 KNOWN σ2 CASE
The sample means, X1, ..., Xn, are independent normally distributed random variables
with means θ1, ..., θn and variances
σ2
k
. Then, the usual confidence rectangle for the vector
Θ of cell means is
C0 =
{
Θ = (θ1, ..., θn) : |Xi − θiσ√
k
| ≤ c σ√
k
, i = 1, ..., n
}
. (3.1)
, where c = Φ−1(β
1/n+1
2
).
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Let
σ =
σ√
k
(3.2)
X∗i =
Xi −X
σ
(3.3)
ηi =
θi − θ
σ
(3.4)
Ui = X
∗
i − ηi (3.5)
Vi = Xi −X (3.6)
Zi =
Xi − θi
σ
(3.7)
Z =
X − θ
σ
(3.8)
θ =
∑n
i=1 θi
n
(3.9)
c = cσ
The confidence region we are proposing is
C1(X) =
{
θ = (θ1, ..., θk) : |R+(Xi −X) +X − ηi| ≤ c, i = 1, ..., n
}
=
{
θ = (η1, ..., ηk) : |R+X∗i + Z − ηi| ≤ c, i = 1, ..., n
}
(3.10)
where R+ is the positive-part Lindley’s shrinkage factor defined by
R+ = (1− aσ
2∑n
i=1(Xi −X)2
)+ = (1− a∑n
i=1X
∗2
i
)+. (3.11)
or equivalently,
R+ =
1−
aσ2Pn
i=1(Xi−X)2
:
∑n
i=1(Xi −X)2 ≥ aσ2
0 :
∑n
i=1(Xi −X)2 ≤ aσ2.
The quantity a is called the shrinkage constant.
Also observe that
∑n
i Ui = 0 and
∑n
i ηi = 0.
One confidence region A is said to dominate another (B) if region A has uniformly higher
the coverage probability than B; while maintaining the same or smaller volume.
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3.1.1 ANALYTICAL RESULTS
Keep in mind that the coverage probability of C1(X) is equal to that of C0(X) when the
shrinkage constant a is zero.
Lemma 3.1.1. lim‖η‖→∞ P (
∑n
i=1(Ui + ηi)
2 ≤ a) = 0.
Proof:
Let SS =
∑n
i=1(Ui + ηi)
2 and δ =
∑n
i=1 η
2
i . SS has a non central chi-square distribution
with a non centrality parameter δ. Then,
lim
‖δ‖→∞
P (SS ≤ a) = lim
‖δ‖→∞
∫ a
0
∞∑
j=0
δj exp−0.5δ
j!
exp−0.5SSSS0.5n+j−1
Γ(0.5n+ j)20.5n
dSS
Since all the conditions are met for the dominated convergence theorem, we can take the
limit inside of the integration and summation sign. Therefore;
lim
‖δ‖→∞
P (SS ≤ a) =
∫ a
0
∞∑
j=0
lim
‖δ‖→∞
δj exp−0.5δ
j!
exp−0.5SSSS0.5n+j−1
Γ(0.5n+ j)20.5n
→ 0.
Lemma 3.1.2. plim‖δ‖→∞(1−R+)maxi |Ui| = 0
Proof:
This follows from the previous lemma 3.1.1.
The following lemma proves that the coverage probabilities of C0 and C1 converge to one
another when at least one of the ηi becomes arbitrarily large.
Lemma 3.1.3. if η
′
η →∞, P (C1)→ P (C0).
Proof:
Again let δ =
√
η′η. For arbitrary  > 0, Let A = {(1−R+)maxi |Ui| ≤ }. Then from
lemma 3.1.1,
lim
‖δ‖→∞
P (Ac) = 0 (3.12)
Note that,
η ∈ C1 ⇔ −c ≤ Xi − θi − (1−R
+)(Xi −X)
σ
≤ c. (3.13)
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and η = θi−θ
σ
. Thus
P (η ∈ C1) = P {η ∈ C1 ∩ A}+ P {η ∈ C1 ∩ Ac}
≤ P (
{
−c−  ≤ Xi − θi
σ
≤ c+ 
}
∩ A) + P {Ac}
≤ P {−c−  ≤ Zi ≤ c+ }+ P {Ac}
= (2Φ(c+ )− 1)n + P {Ac} . (3.14)
Also
P (η ∈ C1) ≥ P
{
−c+  ≤ Xi − θi
σ
≤ c−  ∩ A
}
+ P {Ac}
≥ {−c+  ≤ Zi ≤ c− } − P {Ac ∩ −c+  ≤ Zi ≤ c− }
≥ P {−c+  ≤ Zi ≤ c− } − P {Ac}
= (2Φ(c− )− 1)n − P {Ac} . (3.15)
It follows from (3.12)-(3.15) that,
(2Φ(c− )− 1)n ≤ lim inf
δ→∞
P (η ∈ C1) ≤ lim sup
δ→∞
P (η ∈ C1) ≤ (2Φ(c+ )− 1)n
However  > 0 is arbitrary. Taking  → 0 and noting that Φ(.) is a continuous function of
its argument, the assertion of the lemma follows.
The following lemma says that when all of the population treatment means are zero, our
procedure has larger coverage probability than the usual procedure.
Lemma 3.1.4. For η
′
η = 0, or equivalently for each ηi = 0 , i = 1, ..., n, P (C1) ≥ P (C0)
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Proof:
For each ηi = 0, R
+ becomes R+ = (1− aPn
i=1 U
2
i
)+and P (C1) becomes
P (C1) = P
{
η : |R+Ui + Z| ≤ c, i = 1, ..n
}
=
∫
(U1,...,Un)
∫ (√n(c−R+U[1])
(
√
n(−c−R+U[n])
fU(U)ϕZ(Z)dZdU
where U[1] = maxi=1,...n Ui and U[n] = mini=1,...n Ui. Also, P (C0) can be written in a similar
way:
P (C0) = P
{
η : |Zi − Z + Z| ≤ c , i = 1, ..., n
}
= P
{
η : |Ui + Z| ≤ c , i = 1, ..., n
}
=
∫
(U1,...,Un)
∫ (√n(c−U[1])
(
√
n(−c−U[n])
fU(U)ϕZ(Z)dZdU
Note that U[1] must be ≥ 0 and U[n] must be ≤ 0 since
∑
i Ui = 0 because 0 ≤ R+ ≤ 1. It
follows that U[1] ≥ R+U[1] and U[n] ≤ R+U[n], and hence
∫
(U1,...,Un)
∫ (√n(c−R+U[1])
(
√
n(−c−R+U[n])
fU(U)ϕZ(Z)dZdU ≥
∫
(U1,...,Un)
∫ (√n(c−U[1])
(
√
n(−c−U[n])
fU(U)ϕZ(Z)dZdU
which proves that P (C1) ≥ P (C0). The following lemma and theorem state that for n=2,
there is not an universal domination. In other words, our confidence procedure can not
dominate the usual confidence region in every region for a common shrinkage constant.
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Lemma 3.1.5. For n=2, the coverage probability of C1 is
P (C1) =

∫√a/2−η1
−
√
a/2−η1
(2Φ(
√
2(c− |η1|))− 1)fU(U)dU+∫ −√a/2−η1
−(η1+c)−
√
(c−η1)2+2a
2
gU,η1,c,a(U)fU(U)dU
+
∫ (c−η1)+√(c+η1)2+2a
2√
a/2−η1
gU,η1,c,a(U)fU(U)dU : 0 ≤ η1 ≤
√
a/2
∫√a/2−η1
−
√
a/2−η1
(2Φ(
√
2(c− |η1|))− 1)fU(U)dU+∫ −√a/2−η1
−(η1+c)−
√
(c−η1)2+2a
2
gU,η1,c,a(U)fU(U)dU
+
∫ (c−η1)+√(c+η1)2+2a
2√
a/2−η1
gU,η1,c,a(U)fU(U)dU :
√
a/2 ≤ η1 ≤ c
∫ −(η1−c)+√(c+η1)2+2a
2
−(η1+c)+
√
(c−η1)2+2a
2
gU,η1,c,a(U)fU(U)dU : η1 ≥ c
(3.16)
where gU,η1,c,a(U) = 2Φ(
√
2(c− |u− a
2(U+η1)
|))− 1).
Proof: See appendix.
Theorem 3.1.1. For n=2, there exist a for each θi such that P (C1) ≥ P (C0).
Proof: See appendix.
We use the following lemma to develop a lower bound for P (C1).
Lemma 3.1.6. If a ≤ SS, then |(1 − R+)(Xi − X)| = |a(ViSS | ≤
√
a×n−1
n
≤ √a, where
SS =
∑n
i V
2
i and Vi is defined in 3.6.
Proof:
SS =
∑n
i V
2
i , and Vi = −
∑
j 6=i Vj. Consequently, by the Cauchy-Scharwtz inequality
∑
j 6=i
V 2j ≥
(
∑
j 6=i V
2
j
n− 1 =
V 2i
n− 1
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Moreover,
SS =
∑
j 6=i
V 2j + V
2
i ≥
V 2i
n− 1 + V
2
i = V
2
i
n
n− 1
Hence,
|Vi| ≤
√
SS × n− 1
n
.
Then for a ≤ SS,
|(1−R+)(Vi)| = a|Vi|
SS
≤
a
√
SS×(n−1
n
SS
≤
√
a
SS
×
√
a× (n− 1)
n
≤
√
a× (n− 1)
n
≤ √a.
completes the proof.
The following theorem states the our lower bound for P (C1).
Theorem 3.1.2. The lower bound P (C1) is
P (CL1) = P (−c+
√
a ≤ Zi ≤ c−
√
a, i = 1, ..., n, a ≤ SS).
Proof:
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Zi and Z are defined in 3.7 and 3.8, Vi is defined in 3.6.
P (C1) = P
{|Z − ηi| ≤ c, i = 1, ..., n, a ≤ SS}+
P
{|R+Ui + Z − (1−R+)ηi| ≤ c, i = 1, ..., n, a ≥ SS}
≥ P {|R+Ui + Z − (1−R+)ηi| ≤ c, i = 1, ..., n, a ≤ SS}
≥ P
{
|Ui − a
SS
Ui + Z − a
SS
ηi| ≤ c, i = 1, ..., n, a ≤ SS
}
≥ P
{
|Zi − Z − a
SS
Ui + Z − a
SS
ηi| ≤ c, i = 1, ..., n, a ≤ SS
}
≥ P
{
|Zi − a
SS
(Ui + ηi)| ≤ c, i = 1, ..., n, a ≤ SS
}
≥ P
{
|Zi − a
SS
Vi| ≤ c, i = 1, ..., n, a ≤ SS
}
≥ P
{
−c+ a
SS
Vi ≤ Zi ≤ c+ a
SS
Vi, i = 1, ..., n, a ≤ SS
}
.
Then from Lemma 3.1.6,
P (C1) ≥ P
{
−c+ a
SS
Vi ≤ Zi ≤ c+ a
SS
Vi, i = 1, ..., n, a ≤ SS
}
≥ P {−c+√a ≤ Zi ≤ c−√a, i = 1, ..., n, a ≤ SS}
Keep in mind that from Lemma 3.1.6 also implies that
P (CL1) ≤ P
{
−c+
√
a×n−1
n
≤ Zi ≤ c−
√
a×n−1
n
, i = 1, ..., n, a ≤ SS
}
≤ P (C1).
We need the following lemma for the last theorem.
Lemma 3.1.7. n→∞⇒ c→∞
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Proof:
c = Φ−1(
β1/n + 1
2
) and
β1/n + 1
2
= ΦΦ−1(
β1/n + 1
2
)
∂
∂n
β1/n + 1
2
=
∂
∂n
ΦΦ−1(
β1/n + 1
2
)
−β
1/n ln β
2n2
= φ
[
Φ−1(
β1/n + 1
2
)
]
× (Φ−1(β
1/n + 1
2
))
′
(Φ−1(
β1/n + 1
2
))
′
=
−β1/n lnβ
2n2
φ
[
Φ−1(β
1/n+1
2
)
]
c
′
=
−β1/n lnβ
2n2
φ
[
Φ−1(β
1/n+1
2
)
] (3.17)
c
′ ≥ 0 implies that c is an increasing function of n, therefore n→∞⇒ c→∞.
Lemma 3.1.8. c
n
→ 0 if n→∞ where c = Φ−1(0.951/n+1
2
).
Proof:
Observe that,
c = Φ−1(
β1/n + 1
2
)
Φ(c) =
β1/n + 1
2
1
n
Lnβ = ln(2Φ(c)− 1)
n =
ln β
ln(2Φ(c)− 1) . (3.18)
Then,
lim
n→∞
c
n
= lim
c→∞
c
lnβ
ln(2Φ(c)−1)
= lim
c→∞
1
ln β
ln(2Φ(c)− 1)
1
c
=
0
0
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we will apply the L’Hospital rule. To do that we need to take derivative of the both numerator
and denominator separately.
∂c
∂n
=
−1
ln β
2φ(c)
2Φ(c)−1
1
c2
=
−1
ln β
2c2
(2Φ(c)− 1)(1/√2pi) exp(c2)
→ 0
completes the proof.
Lemma 3.1.9.
i−) lim
n→∞
exp(c2)
n
→∞
ii−) lim
n→∞
exp(0.5c2)
n
→ 0
Proof:i-)
lim
n→∞
exp(c2)
n
= lim
c→∞
exp(c2)
lnβ
ln(2Φ(c)−1)
= lim
c→∞
1
ln β
ln(2Φ(c)− 1)
1
exp(c2)
=
0
0
Applying the L’hospital rule,
lim
n→∞
exp(c2)
n
= lim
c→∞
−1
ln β
2φ(c)
(2Φ(c)−1)
2c
exp(c2)
= lim
c→∞
−1
(2Φ(c)− 1) ln β
√
2/pi exp(0.5c2)
2c
→ ∞
completes the first part.
ii-)
By similar argument and applying L’hospital rule, it is easy to see that;
lim
n→∞
exp(0.5c2)
n
= lim
c→∞
−1
ln β
2φ(c)
(2Φ(c)−1)
c
exp(0.5c2)
= lim
c→∞
−1
(2Φ(c)− 1) ln β
√
2/pi
c
→ 0
completes the second part.
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Lemma 3.1.10. limn→∞
√
n
c
→ 0
Proof:
lim
n→∞
√
n
c
= lim
n→∞
√
n
Φ−1(β
1/n+1
2
)
→ ∞∞
Applyin L’hospital rule and using the equation 3.17,
lim
n→∞
√
n
Φ−1(β
1/n+1
2
)
= lim
n→∞
0.5n−1/2
−β1/n ln β
2n2
φ

Φ−1(β
1/n+1
2
)

= lim
n→∞
n3/2φ
[
Φ−1(β
1/n+1
2
)
]
−β1/nLnβ
→ ∞
completes the proof.
The usual recommendation for the shrinkage constant,a, is n− 3. Lemma 3.1.10 implies
that limn→∞
√
a
c
→ ∞. This means that a has to be bounded above by a constant. In the
following proofs, we assume that a is bounded above by a constant,m, such that a ≤ m < n.
Lemma 3.1.11. For a large enough n ,P (CL1) = 2(Φ(c−
√
a)− 1)n.
Proof:
Then from the theorem 3.1.2,
P (C1) ≥ P
{−c+√a ≤ Zi ≤ c−√a, a ≤ SS}
if limsup
a
n
≤ 1, then P (SS ≥ a) = 1, because SS has a non central chi squared distribution
that stochastically increasing in n.
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Then let E : {−c+√a ≤ Zi ≤ c−
√
a, i = 1, ..., n} and F = {a ≤ SS}. By given P (F c) = 0.
Then
P (C1) ≥ P
{−c+√a ≤ Zi ≤ c−√a, a ≤ SS}
≥ P (E)− P (F c ∩ E)
≥ P (−c+√a ≤ Zi ≤ c−
√
a)− P (a ≥ SS)
≥ P (−c+√a ≤ Zi ≤ c−
√
a) = 2(Φ(c−√a)− 1)n
Theorem 3.1.3. P (C1) dominate P (C0) up to an arbitrarily small constant for a sufficiently
large number of means, n.
Proof:
Observe that for a large enough n,P (SS ≤ a)→ 0, since limsup an = 0. Then,
P (C1) = P
{
η : |R+Ui + Z − (1−R+)ηi| ≤ c, SS ≥ a
}
.
From Theorem 3.1.2,
P (C1) ≥ (2Φ(c−
√
a)− 1)n, then Let ∆ = (2Φ(c)− 1)n− (2Φ(c−√a)− 1)n. We show that
limn→∞∆ = 0. Keep in mind that limn→∞(2Φ(c)− 1)n = 0.95. Then,
lim
n→∞
∆ = lim
n→∞
(2Φ(c)− 1)n[1− (2Φ(c−
√
a)− 1)n
(2Φ(c)− 1)n ]
= 0.95× [1− lim
n→∞
(2Φ(c−√a)− 1)n
(2Φ(c)− 1)n ]
Also observe that,
limn→∞
(2Φ(c−√a)−1)n
(2Φ(c)−1)n = exp
limn→∞ n ln (2Φ(c−
√
a)−1)
(2Φ(c)−1) .
Then,
lim
n→∞
n ln
(2Φ(c−√a)− 1)
(2Φ(c)− 1) = limn→∞
ln β
ln(2Φ(c)− 1) ln
(2Φ(c−√a)− 1)
(2Φ(c)− 1)
= lim
n→∞
ln β
ln(2Φ(c)− 1)
[
ln(2Φ(c−√a)− 1)− ln(2Φ(c)− 1)]
= lim
n→∞
ln β
[
ln(2Φ(c−√a)− 1)
ln(2Φ(c)− 1) − 1
]
→ 0
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Therefore, limn→∞
(2Φ(c−√a)−1)n
(2Φ(c)−1)n → 1. This implies that limn→∞∆ = 0.95× [1− 1] = 0.
We showed that the rectangular confidence intervals centered around a shrinkage estima-
tor have coverage probability uniformly exceeding that of the usual rectangular confidence
regions up to an arbitrarily small epsilon when the number of means is sufficiently large. We
also showed that these intervals have strictly greater coverage probability when all the main
effects are zero, and that the coverage probability of the two procedures converge to one
another when at least one of the main effects becomes arbitrarily large. We also developed
a lower bound for the coverage probability of the rectangular confidence region which is a
decreasing function of the shrinkage constant.
3.2 UNKNOWN σ2 CASE
The usual confidence rectangle for the vector Θ of cell means is
C0 = {Θ = (θ1, ..., θn) : |Xi − θi| ≤ c , i = 1, ..., n} , (3.19)
where c = |m|α,n,v σˆ√n , and |m|α,n,v is the 1 − α quantile of the Student maximum modulus
statistics, σˆ2 is the unbiased estimator of σ2. It was stated by most of the statistical text
book that when n goes to infinity, the quantile of Student maximum modulus statistics can
be replaced by the quantile of student t distribution.
We again use the shrinkage estimator with Lindley’s shrinkage factor and replace σ with
an unbiased estimator, σˆ2 =
Pn
i=1
P
j=1k(Yij−Xi)2
n(k−1) . Our confidence interval is the same as
(3.10), the only difference is the shrinkage estimator. The confidence interval is,
C1(X) =
{
θ = (θ1, ..., θk) : |R+(Xi −X) +X − θi| ≤ c)
}
(3.20)
where R+ is
R+ = (1− aσˆ
2∑k
i=1(Xi −X)2
)+. (3.21)
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That is,
R+ =
1−
aσˆ2Pn
i=1(Xi−X)2
:
Pn
i=1(Xi−X)2
σˆ2
≥ a
0 :
Pn
i=1(Xi−X)2
σˆ2
≤ a.
By using same notations in known σ case, (3.20) becomes
C1(X) =
{
η = (η1, ..., ηn) : |R+(Ui) + Z − (1−R+)ηi| ≤ c)
}
(3.22)
where
R+ = (1− aσˆ
2∑n
i=1(Ui + ηi)
2
)+.
Now, we try to derive same analytical results for the unknown σ case.
3.2.1 Analytical Results
Lemma 3.2.1. lim supη′η→∞
aσˆ2
SS
≤ 1
Proof:
Let γ1 =
√∑n
i=1 η
2
i , i =
ηi
γ1
and similarly let γ2 =
√∑n
i=1
∑k
j=1 η
2
ij, ij =
ηij
γ2
, where
ηi = θi − θ, and ηij = θij − θi . Observe that
∑n
i=1 
2
i = 1, and
∑n
i=1
∑k
j=1 
2
ij = 1.Keep in
mind that
∑n
i=1 η
2
i →∞ implies that γ1, γ2 →∞.
lim sup
η
′
η→∞
aσˆ2
SS
= lim sup
γ1,γ2→∞
a
Pn
i=1
Pk
j=1(Uij+ijγ2)
2
n(k−1)∑n
i=1(Ui + iγ1)
2
= lim sup
γ1,γ2→∞
a
γ22
γ21
Pn
i=1
Pk
j=1(
Uij
γ2
+ij)
2
n(k−1)∑n
i=1(
Ui
γ1
+ i)2
=
a
n(k − 1)
∑n
i=1
∑k
j=1 
2
ij∑n
i=1 
2
i
=
a
n(k − 1) ≤ 1.
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The following lemma proves that, the coverage probability of two procedures converge to
one another when at least one of the main effects becomes arbitrarily large.
Lemma 3.2.2. if η
′
η →∞, P (C1)→ P (C0) .
Proof:
Let γ =
√
η′η and i =
ηi
γ
. Then SS =
∑
(Ui + ηi)
2 =
∑
(Ui + iγ)
2 → ∞. Consider
P (C1),
P (C1) = P (|Z−iγ| ≤ c, i = 1, ..n, SS
σˆ2
≤ a)+P (|RUi+Z−(1−R)iγ ≤ c, i = 1, .., nSS
σˆ2
≥ a))
Observe that as γ goes to infinity, P (|Z− iγ| ≤ c, i = 1, .., n) goes to zero. Therefore P (C1)
becomes
P (C1) = P (|Ui − aσˆ
2(Ui + iγ)∑n
i=1(Ui + iγ)
2
+ Z| ≤ c, i = 1, ..., n, SS
σ2
≥ a).
From the previous lemma limγ→∞ P (SSσ2 ≥ a) = 1, then
P (C1) = P (|Ui − aσˆ
2(Ui + iγ)∑n
i=1(Ui + iγ)
2
+ Z| ≤ c)
P (C1) = P (max
i
(−c− Ui + aσˆ
2(Ui + iγ)∑n
i=1(Ui + iγ)
2
) ≤ Z ≤ min
i
(c− Ui + aσˆ
2(Ui + iγ)∑n
i=1(Ui + iγ)
2
))
=
∫
(T
[
min
i
(c−G(Ui, iγ)
]
− T
[
max
i
(−c−G(Ui, iγ)
]
)fU(U)dU
where
G1(Ui, iγ) = c− Ui
√
n
σˆ2
− a
√
n(Ui+ iγ)∑n
i=1(Ui + iγ)
2
G2(Ui, iγ) = −c− Ui
√
n
σˆ2
− a
√
n(Ui+ iγ)∑n
i=1(Ui + iγ)
2
and T is the cdf of t distribution.
Since T [mini(G1(Ui, iγ)]− T [maxi(G2(Ui, iγ)] ≤ 1 and f(U)(U) is absolutely continuous,
limγ→∞ P (C1) =
∫
(T [limγ→∞(mini(G1(Ui, iγ))]− T [limγ→∞(maxi(G2(Ui, iγ))])fU(U)dU.
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Observe that limγ→∞ aUiPk
i=1(Ui+iγ)
2
→ 0 and limγ→∞ aiγPk
i=1(Ui+iγ)
2
→ 0. Then P (C1) becomes
P (|Ui + Z| ≤ c , i = 1, .., n) = P (|Zi − Z + Z| ≤ c , i = 1, ..., n)
= P (|Zi|, i = 1, ..., n)
= P (C0)
Lemma 3.2.3. For η
′
η = 0, or for each ηi = 0 , i = 1, ..., n, P (C1) ≥ P (C0)
Proof:
P (C1) = EσˆP (C1/σˆ), then consider P (C1/σˆ),
P (C1/σˆ) =
∫
T (c−R+U[1])− T (−c+R+U[n])fU[1](U[1])fU[n](U[n])dU[1]dU[n]
≥
∫
T (c− U[1])− T (−c+ U[n])fU[1](U[1])fU[n](U[n])dU[1]dU[n]
where T is the probability density function for Z, U[1] = maxi Ui and U[1] must be positive
,U[n] = mini Ui and U[n] must be negative since
∑
i Ui = 0, and 0 ≤ R+ ≤ 1. It follows that,
P (C1) = EσˆP (C1/σˆ)
≥ Eσˆ
∫
T (c− U[n])− T (−c+ U[1])fU[1](U[1])fU[n](U[n])dU[1]dU[n]
= P (C0).
Theorem 3.2.1. A lower bound P (C1) is
P (CL1) = P (−c+
√
aσˆ ≤ Zi ≤ c−
√
aσˆ, aσˆ2 ≤ SS)
, where Xi = Zi + ηi.
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Proof:
If aσˆ2 ≤ SS, then consider aσˆ2
SS
(Xi −X),
|aσˆ
2
SS
(Xi −X)| ≤ aσˆ
2
SS
max
i
|Xi −X|
≤
√
aσˆ2
SS
√
aσˆ2
√
maxi(Xi −X)2
SS
≤
√
aσˆ2 =
√
aσˆ
Observe that if n→∞, the quantile of maximum modulus can be replaced by the quantile of
either t or z distribution. When we prove that the rectangular confidence intervals centered
around a shrinkage estimator have coverage probability uniformly exceeding that of the usual
rectangular confidence regions up to an arbitrarily small epsilon when the number of means
is sufficiently large, we make use of that fact.
Lemma 3.2.4. limn→∞ P (SS ≥ aσˆ2) = 1.
Proof:
As n → ∞, σˆ → σ. SS has a non central chi-square distribution ν degrees of freedom, let
SS1 has a central chi-square distribution with ν degrees of freedom. Then,
lim
n→∞
P (SS ≥ aσˆ2) = P (aσ ≤ SS) = 1− P (aσ ≥ SS) ≥ 1− P (aσ ≥ SS1) = 1
since a is bounded above by a constant, limsup
a
n
= 0.
Theorem 3.2.2. P (C1) dominate P (C0) up to an arbitrarily small constant for a sufficiently
large number of means, n.
Proof: From the previous theorem and lemma,
P (C1) ≥ P (CL1) = P (|Zi| ≤ c−
√
aσˆ)
= P (|Zi| ≤ c(1−
√
aσˆ
c
))
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Observe that as n→∞,
σˆ → σ√
a
c
→ 0
(1−
√
aσˆ
c
) → 1.
Moreover,
lim
n→∞
P (CL1) = lim
n→∞
EσˆP (|Zi| ≤ c−
√
aσˆ/σˆ) (3.23)
σˆ has a chi-square distribution and |P (|Zi| ≤ c −
√
aσˆ)| ≤ 1 is bounded. Therefore, all
the conditions for dominated convergence theorem are met, we can take the limit inside of
expectation.
lim
n→∞
EσˆP (|Zi| ≤ c−
√
aσˆ/σˆ) = Eσˆ lim
n→∞
P (|Zi| ≤ c−
√
aσˆ/σˆ)
= P (C0).
For both a known and an unknown σ cases, we proved that the rectangular confidence in-
tervals centered around a shrinkage estimator have coverage probability uniformly exceeding
that of the usual rectangular confidence regions up to an arbitrarily small epsilon when the
number of means is sufficiently large. We showed that these intervals have strictly greater
coverage probability when all the parameters are zero, and that the coverage probability of
two procedures converge to one another when at least one of the parameters becomes arbi-
trarily large. We also developed a lower bound for the coverage probability of the rectangular
confidence region which is a decreasing function of the shrinkage constant.
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3.3 SIMULATION RESULTS
Since we want to show that the coverage probability for our rectangular confidence pro-
cedure, P (C1), is uniformly higher than the coverage probability for the usual rectangular
confidence procedure, P (C0), for small number of means, and all the main effects are small,
we run the simulation for n = 2, .., 10 and we generate the main effects, η, from the following
set H = (−4,−3.75,−3.5, ..., 3.5, 3.75, 4).
We can write the coverage probability of our procedure the following way,
P (C1) = P
{
η = (η1, ..., ηn) : |R+(Zi) + Z − (1−R+)ηi| ≤ c)
}
,
where Z ′is are i.i.d N(0, 1), Z is N(0, 1/n), and c = Φ
−1(0.95
1/n+1
2
).
Lemma 3.3.1. P (C1) is sign invariant.
Lemma 3.3.2. P (C1) is permutation invariant.
To do simulations, we followed these steps;
Step 1: Generate Zin i = 1, ..., 10, 000 and store them where Zn is a n × 1 column ma-
trix.
Step 2: Generate all the possible ηjn by taking sign and permutation invariance into account
from the set above, H, where j = 1, ...K, and K is the total number of ηn generated, and ηn
is a n× 1 column matrix.
Step 3: Calculate c.
Step 4: For each j = 1, .., K, calculate
PSij = (Z
i
n − Zin)R+i − (1−R+i )ηin for each i = 1, ..., 10, 000.
Step 5: For j = 1, ..., K and i = 1, ..., 10, 000 , let CP ijn = 1 if all the values in PSij are in
[-c,c] and 0 o.w., where CP ijn is a n× 1 column matrix.
Step 6: Calculate the coverage probability for k = 1, .., K, Pk =
∑10,000
i=1
CP ikn
10,000
(See Appendix for the R codes).
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Plotting the coverage probabilities against the length of η makes sense for the spherical
confidence regions because Casella and Hwang proved that the coverage probability of the
spherical region depends only on the length of η. That is not the case for rectangular
confidence regions. To have a better understanding of our procedure, we also plot the
coverage probabilities against the maximum of |η|.
For n=2, we try to find the optimum range of the shrinkage constant, a, such that P (C1)
dominates P (C0). To find the optimum a, we ran simulations for a between 0 and 2 with 0.1
increments. The first thing we notice from simulations for a, when η is zero, is that P (C1) is
higher than P (C0) and P (C1) achieves its maximum for any choice of a. Secondly, we notice
from the simulation for a that coverage probabilities for our procedure are increasing in η
until η = 1, then the coverage probabilities are decreasing. We could not find a universal
a for all the η’s such that P (C1) is higher than P (C0) in every region. Therefore P (C1) is
not uniformly higher than P (C0) for n=2. We also plot the coverage probabilities against
the length of η for each a. One thing that is common for all values of a is that the coverage
probabilities are decreasing until the mid values of the length of η then it starts increasing
again. The sharpness of this dip depends on choice of a. As a increases, this dip becomes
sharper. (See Figure 8.1 - 8.8)
For n=3, Lindley proved that our shrinkage estimator, fittingly namely Lindley’s estima-
tor, did not have a smaller TMSE than the usual estimator. First we want to see if P (C1) is
uniformly higher than P (C0) for n=3. If so, we want to find the optimum range for a. We
run the simulations for different choices of a. Again, when η is around zero, P (C1) domi-
nates P (C0) and P (C1) achieves its maximum when η = 0 for any choice of a. As in n=2,
we plot the coverage probabilities against the length of η for each a. Again the coverage
probabilities are decreasing until the mid values of the length of η then it starts increasing
again. The sharpness of this dip depends on choice of a. As a gets bigger, this dip becomes
sharper. When a is less than 0.05, P (C1) is uniformly higher than P (C0). Therefore the
optimum range for a is [0,0.05]. The coverage probabilities are not a decreasing function of
the length of η for n=3. Since a at 0.05 is very small, we are not gaining very much by using
the shrinkage estimator. Therefore we agree with Lindley’s result. Since our simulations do
not indicate the domination of our procedure over the usual one, we do not plot the coverage
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probabilities against the maxi|ηi|(See Figure 8.9 - 8.16)
For n=4, we first plot the coverage probabilities against the length of η for each a, again
there is a dip and coverage probabilities are not decreasing function of length of η. Then
we plot the coverage probabilities against the maximum |η|, again there is a dip but the dip
is not as sharp as in the first graph. As a gets smaller, this dip is getting smaller like in
the first graph. When η is around zero, P (C1) is uniformly higher than P (C0) and P (C1)
achieves its maximum at η = 0 for any choice of a . When a is less than equal to 1, P (C1)
is uniformly higher than P (C0) everywhere. Therefore the optimum choice for a is 1. The
usual recommendation for a is n-3. We agree with the usual recommendation. (See Figure
8.17 - 8.21)
For n=5, we again try to find the optimum shrinkage constant, a. Again, when η is
around zero, P (C1) is uniformly higher than P (C0) for any choice of a in every region and
P (C1) achieves its maximum at η = 0. When a is less than equal to 2, P (C1) is uniformly
higher than P (C0) everywhere. Therefore the optimum choice for a is 2. Again, we agree
with the usual recommendation. As in n=4, we plot the coverage probabilities first against
the length of η then against the maximum |η|’s. We observe similar pictures, there is a dip
and the sharpness of that dip depends on a. The dip in the second graph is not as sharp as
the dip in the first graph. (See Figure 8.22)
For n equal 6,7,8,9, and 10, the coverage probabilities are not a decreasing function of
the length of η. We have similar pictures for each n. We again plot the coverage probabilities
first against the length η then against the maximum|η|. Again, there is a dip in the graph
and the dip depends on a. The dip in the first graph is sharper than that of the second
graph. When η = 0, P (C1) achieves its maximum and is uniformly higher than P (C0),
for every choice of a. However the usual recommendation for a did not work for each n.
The following table shows the optimum choice of a for each n. We also check the Casella’s
recommendation for a = 0.8(n−2), even tough Casella’s recommendation is for James-Stein
shrinkage estimator.(Figure 8.23 - 8.25)
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Recommendations for a
n The Usual Recommendation Casella’s Recommendation Optimum Choice
2 - - -
3 - 0.8 0.05
4 1 1.6 1
5 2 2.4 2
6 3 3.2 2
7 4 4 3
8 5 4.8 4
9 6 5.6 4
10 7 6.4 5
Table 3.1: Table for the Shrinkage Constant for One-Way ANOVA model
In conclusion, our simulations indicate that P (C1) is uniformly higher than P (C0), for
n = 4, ..., 10. We plot the coverage probabilities first against the length of η , then against
the maximum of the |η| for each n. We have similar pictures in both graphs. The only differ-
ence is the second graph is smoother than the first graph. There is a small dip, but the dip
is a function of a, when a gets smaller, the dip is getting smaller. The coverage probabilities
are not a decreasing function of either the length of η nor the maximum |η|. We also did
not agree with the usual recommendation for a for n ≥ 6. Based on our simulation, our
recommendation for a is [0.6(n− 2)] for n ≥ 4, where [X] is the nearest integer function.
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4.0 MULTIPLE COMPARISON WITH CONTROL
Dunnett (1955) stated that when a control is present, the comparisons of primary interest
may be the comparison of each treatment mean with the mean of a control. For example,
the control may be a placebo, or it may be a standard treatment. We call such comparisons
multiple comparison with a control. We are interested in simultaneous confidence intervals for
the multiple comparison with a control in the balanced one-way ANOVA model with known
σ2. We give the modification of our procedure for the balanced one-way ANOVA model with
unknown σ2 and the unbalanced one-way ANOVA model with both known or unknown σ2
in Appendix. The sample cell means, X1, ..., Xn, defined in (2.2) are independent normally
distributed random variables with means θ1, ..., θn and variance 1. The sample control mean
is normally distributed with mean θc and variance 1, independent of the sample cell means.
The usual confidence interval for multiple comparison with control is
E0 = {|Xi −Xc − (θi − θc)| ≤ c∗, i = 1, .., n} and
P (E0) = P {|Yi| ≤ c∗, i = 1, ..., n} = 0.95. (4.1)
Where Yi = Xi − Xc − θi + θc , Y =

Y1
...
Yn
 has normal distribution N(0,Σ), Σ =

2 1 · · · 1 1
1 2 1 · · · 1
. . . . . . . . . . . . . . . . .
1 1 · · · 1 2
, and c
∗ is the solution of (4.1).
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The confidence interval we are proposing is
E1 =
{|R+(Xi −Xc −X +Xc) +X −Xc − (θi − θc)| ≤ c∗, i = 1, .., n}
E1 =
{|R+Ui + Z − Zc − (1−R+)ηi| ≤ c∗, i = 1, ..., n} (4.2)
Where, Ui = Xi −X − ηi ,ηi = θi − θ, Z = X − θ, Zc = Xc − θc and
R+ =
1−
aPk
i=1(Xi−X)2
:
∑k
i=1(Xi −X)2 ≥ a
0 :
∑k
i=1(Xi −X)2 ≤ a.
Since 4.1 is very similar to 3.1, we would like to see if there is any kind of relationship
between c and c∗. In the following lemma’s, we are going to prove that c∗ ≥ c.
Lemma 4.0.3. c∗ ≥ c
2
.
Proof:
See appendix.
Lemma 4.0.4. c∗ ≥ c.
Proof:
P (E0) = P {|Xi −Xc − (θi − θj| ≤ c∗, i = 1, .., n}
= P {−c∗ +Xc ≤ Xi ≤ c∗ +Xc, i = 1, ..., n}
=
∫
[Φ(c∗ +Xc)− Φ(−c∗ +Xc)]n ϕ(Xc)(Xc)dXc
Where ϕ(Xc)(Xc) is standard normal distribution. We will investigate the properties of
[Φ(c∗ +Xc)− Φ(−c∗ +Xc)]n, let ∆(Xc) = [Φ(c∗ +Xc)− Φ(c∗ +Xc)]n
∂∆(Xc)
∂Xc
= n [Φ(c∗ +Xc)− Φ(−c∗ +Xc)]n−1 1√
2pi
(e−0.5(c
∗+Xc)2 − e−0.5(−c∗+Xc)2)
= n(n− 1) [Φ(c∗ +Xc)− Φ(−c∗ +Xc)]n−2
[
1√
2pi
(e−0.5(c
∗+Xc)2 − e−0.5(−c∗+Xc)2)
]2
+ n√
2pi
[Φ(c∗ +Xc)− Φ(−c∗ +Xc)]n−1
[
−(c∗ +Xc)e−0.5(c∗+Xc)2 + (−c∗ +Xc)e−0.5(−c∗+Xc)2
]
Observe that for Xc = 0,
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∂∆(Xc)
∂Xc
= 0 and ∂
2∆(Xc)
∂2Xc
= [Φ(c∗)− Φ(−c∗)]n−1 1√
2pi
(−2c∗e−0.5(c∗)2) ≤ 0.
This implies that for Xc = 0, ∆(Xc) achieves its maximum. Moreover,
[Φ(c∗ +Xc)− Φ(c∗ +Xc)]n ≤ [Φ(c∗)− Φ(c∗)]n.
Then,
P (E0) = 0.95 =
∫
[Φ(c∗ +Xc)− Φ(−c∗ +Xc)]n ϕ(Xc)(Xc)dXc
0.95 ≤ [Φ(c∗)− Φ(−c∗)]n
Φ−1(
0.951/n + 1
2
) ≤ c∗
c ≤ c∗.
The confidence interval we are proposing is defined in 4.2,
P (E1) = P
{|R+Ui + Z − Zc − (1−R+)ηi| ≤ c∗, i = 1, ..., n} and let Z1 = Z − Zc.Then our
confidence regions becomes,
P (E1) = P
{|R+Ui + Z1 − (1−R+)ηi| ≤ c∗, i = 1, ..., n} . (4.3)
4.3 is very similar to 3.10. The only difference is the constant term Z. In 4.3, Z1 has a
normal distribution with mean 0 and variance 1+ 1
n
. In 3.10, Z has normal distribution with
mean 0 and variance 1
n
.
4.1 ANALYTICAL RESULTS
Lemma 4.1.1. if η
′
η →∞, P (E1)→ P (E0) .
Proof:
Again let δ =
√
η′η. For  > 0, let A = {(1−R+)maxi |Xi| ≤ }. Then from the lemma
3.1.1,
lim
‖δ‖→∞
Ac = 0 (4.4)
Note that,
η ∈ E1 ⇔ −c∗ ≤ Xi − Zc − θi − (1−R+)(Xi −X) ≤ c∗. (4.5)
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and η = θi − θ. Thus
P (η ∈ E1) = P {η ∈ E1 ∩ A}+ P
{
η ∈ E1 ∩ Ac∗
}
≤ P {−c∗ −  ≤ Zi − Zc ≤ c∗ +  ∩ A}+ P {Ac}
≤ P {−c∗ −  ≤ Yi ≤ c∗ + }+ P {Ac} (4.6)
Also
P (η ∈ E1) ≥ P {−c∗ +  ≤ Xi − Zc − θi ≤ c∗ −  ∩ A}+ P {Ac}
≥ {−c∗ +  ≤ Zi − Zc ≤ c∗ − } − P {Ac ∩ −c∗ +  ≤ Zi − Zc ≤ c∗ − }
≥ P {−c∗ +  ≤ Yi ≤ c∗ − } − P {Ac} (4.7)
It follows from (3.12)-(3.15) that,
(2Φ(c− )− 1)n ≤ lim inf
δ→∞
P (η ∈ C1) ≤ lim sup
δ→∞
≤ (2Φ(c+ )− 1)n
However  > 0 is arbitrary. Taking  → 0 and noting that Φ(.) is a continuous function of
its argument, the assertion of lemma follows.
Lemma 4.1.2. For η
′
η = 0, or for each ηi = 0 , i = 1, ..., n, P (E1) ≥ P (E0)
Proof:
For each ηi = 0, R
+ becomes R+ = (1− aPn
i=1 U
2
i
)+and P (E1) becomes
P (E1) = P
{
η : |R+Ui + Z1| ≤ c∗, i = 1, ..n
}
=
∫
(U1,...,Un)
∫ (√n/n+1(c∗−R+U[1])
(
√
n/n+1(−c∗−R+U[n])
fU(U)ϕZ(Z)dZdU
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where U[1] = maxi=1,...n Ui, U[n] = mini=1,...n Ui and ϕ(Z) is the p.d.f of the standard normal
distribution. Also, P (E0) can be written in a similar way,
P (E0) = P
{
η : |Zi − Zc − Z + Z| ≤ c∗ , i = 1, ..., n
}
= P {η : |Ui + Z1| ≤ c∗ , i = 1, ..., n}
=
∫
(U1,...,Un)
∫ (√n/n+1(c∗−u[1])
(
√
n/n+1(−c∗−u[n])
fU(U)ϕZ(Z)dZdU
Observe that U[1] ≥ R+U[1] and U[n] ≤ R+U[n], and hence,
∫ ∫ (√n/n+1(c∗−R+U[1])
(
√
n/n+1(−c∗−R+U[n])
fU(U)ϕZ(Z)dZdU ≥
∫ ∫ (√n/n+1(c∗−U[1])
(
√
n/n+1(−c∗−U[n])
fU(U)ϕZ(Z)dZdU
which proves that P (E1) ≥ P (E0).
Theorem 4.1.1. The lower bound P (E1) is
P (EL1) = P (−c∗ +
√
a ≤ Zi − Zc ≤ c∗ −
√
a, a ≤ SS).
Proof:
Let Xi = Zi + θi, Z = X − θ, Vi = Xi −X, and Vi = Ui + ηi. Then for a ≤ SS, P (E1)
becomes,
P (E1) = P {|Zi − Z1 − ηi| ≤ c∗, a ≤ SS}+ P
{|R+Ui + Z1 − (1−R+)ηi| ≤ c∗, a ≥ SS}
≥ P {|R+Ui + Z1 − (1−R+)ηi| ≤ c∗, a ≤ SS}
≥ P
{
|Ui − a
SS
Ui + Z1 − a
SS
ηi| ≤ c∗, a ≤ SS
}
≥ P
{
|Zi − Zc − a
SS
(Ui + ηi)| ≤ c∗, a ≤ SS
}
≥ P
{
|Zi − Zc − a
SS
Vi| ≤ c∗, a ≤ SS
}
≥ P
{
−c∗ + a
SS
Vi ≤ Zi − Zc ≤ c∗ + a
SS
Vi, a ≤ SS
}
.
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Then from the lemma 3.1.6,
P (E1) ≥ P
{
−c∗ + a
SS
Vi ≤ Zi − Z1 ≤ c∗ + a
SS
Vi, a ≤ SS
}
≥ P {−c∗ +√a ≤ Zi − Z1 ≤ c∗ −√a, a ≤ SS} = P (EL1)
Keep in mind that P (EL1) ≤ P
{
−c+
√
a×n−1
n
≤ Zi − Zc ≤ c−
√
a×n−1
n
, a ≤ SS
}
≤ P (E1).
From Lemma 3.1.1 If n→∞, P (a < SS)→ 0, then
P (EL1) = P {−c∗ +
√
a ≤ Zi − Z1 ≤ c∗ −
√
a, a ≤ SS} = P {−c∗ +√a ≤ Zi − Z1 ≤ c∗ −
√
a}.
Theorem 4.1.2. P (E1) dominate P (E0) up to an arbitrarily small constant for a sufficiently
large number of means, n.
Proof:
P (E1) = P
{
η : |R+Ui + Z1 − (1−R+)ηi| ≤ c∗
}
= P {η : |Z1 − ηi| ≤ c∗, SS ≤ a}+ P
{
η : |R+Ui + Z1 − (1−R+)ηi| ≤ c∗, SS ≥ a
}
Observe that for a large enough n,P (SS ≤ a)→ 0 since a < n.Then,
P (E1) = P
{
η : |R+Ui + Z1 − (1−R+)ηi| ≤ c∗
}
.
From Theorem 4.1.1,
P (E1) ≥ P (−c∗+
√
a ≤ Zi−Zc ≤ c∗−
√
a) = EZc [Φ(c
∗ −√a+ Zc)− Φ(−c∗ +
√
a+ Zc)]
n
,
then let a∗ =
√
a and
∆ = [Φ(c∗ + Zc)− Φ(−c∗ + Zc)]n − [Φ(c∗ −
√
a+ Zc)− Φ(−c∗ +
√
a+ Zc)]
n
.
lim
n→∞
P (E0)− P (E1) = lim
n→∞
EZc∆
= EZc lim
n→∞
∆.
We need to evaluate limn→∞∆.
∆ = [Φ(c∗ + Zc)− Φ(−c∗ + Zc)]n
[
1− [Φ(c
∗ −√a+ Zc)− Φ(−c∗ +
√
a+ Zc)]
n
[Φ(c∗ + Zc)− Φ(−c∗ + Zc)]n
]
.
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Let A =
[Φ(c∗−√a+Zc)−Φ(−c∗+√a+Zc)]n
[Φ(c∗+Zc)−Φ(−c∗+Zc)]n , then let B = lnA,
where B = n× ln
[
Φ(c∗−a∗+Zc)−Φ(−c∗+a∗+Zc)
Φ(c∗+Zc)−Φ(−c∗+Zc)
]
and a∗ =
√
a, our aim is to show that
limn→∞B = 0
lim
n→∞
B = limn→∞ n× ln
[
Φ(c∗ − a∗ + Zc)− Φ(−c∗ + a∗ + Zc)
Φ(c∗ + Zc)− Φ(−c∗ + Zc)
]
and from Lemma 3.18, n = lnβ
ln(2Φ(c)−1)) .
lim
n→∞
B = lim
n→∞
ln β
ln(2Φ(c)− 1)) × ln
[
Φ(c∗ − a∗ + Zc)− Φ(−c∗ + a∗ + Zc)
Φ(c∗ + Zc)− Φ(−c∗ + Zc)
]
= lim
n→∞
ln β
[
ln(Φ(c∗ − a∗ + Zc)− Φ(−c∗ + a∗ + Zc))
ln(2Φ(c)− 1)) −
ln(Φ(c∗ + Zc)− Φ(−c∗ + Zc))
ln(2Φ(c)− 1))
]
→ ln β
[
0
0
− 0
0
]
Applying L’Hospital rule;
lim
n→∞
B = lim
n→∞
ln β
[ φ(c∗−a∗+Zc)
Φ(c∗−a∗+Zc)
2φ(c)
2Φ(c)−1
+
φ(−c∗+a∗+Zc)
Φ(−c∗+a∗+Zc)
2φ(c)
2Φ(c)−1
−
φ(c∗+Zc)
Φ(c∗+Zc)
2φ(c)
2Φ(c)−1
+
φ(−c∗+Zc)
Φ(−c∗+Zc)
2φ(c)
2Φ(c)−1
]
As n→∞, φ(c∗)
φ(c)
→ 0 since c∗ ≥ c.Therefore, B → 0. Since A = exp[B], as n→∞, A→ 1.
This implies that ∆→ 0. This completes the proof.
We showed that the simultaneous confidence intervals for the differences between treat-
ment means and the mean of a control in one-way ANOVAmodel centered around a shrinkage
estimator, have coverage probability uniformly exceeding that of the usual rectangular con-
fidence regions up to an arbitrarily small epsilon when the number of means is sufficiently
large. We also showed that these intervals have strictly greater coverage probability when all
the main effects are zero, and that the coverage probability of the two procedures converge
to one another when at least one of the main effects becomes arbitrarily large. We also
developed a lower bound for the coverage probability of the rectangular confidence region
which is a decreasing function of the shrinkage constant.
For P (E1) and P (C1), we have the same analytical results. Moreover, P (E1) and P (C1)
are in the same form (see 4.2 and 3.10). These reasons lead us to conclude that P (E1) behave
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like P (C1). In other words, when we graph P (E1) against either the length of the vector
of the main effects(‖η‖) or the absolute maximum of the main effects(maxi |ηi|); we expect
that the coverage probabilities will be a decreasing or an increasing function of neither ‖η‖
nor maxi |ηi|. Similar to the relationship between P (C1) and P (C0), P (E1) will have higher
coverage probabilities than P (E0) for n ≥ 4.
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5.0 NUMERICAL INTEGRATION
Since we used extensive simulation to prove the P (C1) is uniformly higher than P (C0), for
n = 2,...10, the next step is to make sure our simulation results are reliable. For n=2,3,4,
we use the numerical integration method to calculate the coverage probabilities.
The most widely investigated method for approximating a definite integral is
∫ b
a
w(x)f(x)d(x) ≈
n∑
i=1
Aif(xi). (5.1)
here w(x) is a function. The xi are called the points (or nodes) of the formula and the
Ai are called coefficients (or weights). If w(x) is nonnegative in [a, b], then n points and
coefficients can be found to make (5.1) exact for all polynomials of degree ≤ 2n − 1; this
is the highest degree of precision which can be obtained using n points. Such formulas are
usually called Gaussian quadrature formulas because they were first studied by Gauss. We
first need to write our coverage probability to see the form of the integration to identify the
weight function, w(x), and function, f(x).
The coverage probability for our procedure can be written in the following way, let n=k,
and k=2,3,4.
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There are k-1 sets, since
∑n
i=1(Xi −X) = 0 or
∑n
i=1 Ui = 0, those sets are
−c−R+U1 + (1−R+)η1 ≤ Z ≤ c−R+U1 + (1−R+)η1
−c−R+U2 + (1−R+)η1 ≤ Z ≤ c−R+U2 + (1−R+)η2
...
−c−R+Uk−1 + (1−R+)ηk−1 ≤ Z ≤ c−R+Uk−1 + (1−R+)ηk−1
−c+R+
k−1∑
i=1
Ui − (1−R+)
k−1∑
i=1
ηi ≤ Z ≤ c+R+
k−1∑
i=1
Ui − (1−R+)
k−1∑
i=1
ηi
Let UP be the minimum of the all the upper bounds and LP be the maximum of the all
the lower bounds, then
P (C1) = P
{
UP ≤ Z ≤ LP} and U =

U1
...
Uk−1
 has normal distribution N(0,Σ), where
Σ is nonsingular matrix. Then,
P (C1) =
∫ [
Φ(
√
kUP )− Φ(
√
kLP )
]
fU(U)1{LP≤UP}dU
=
∫ [
Φ(
√
kUP )− Φ(
√
kLP )
]
1{LP≤UP}
1√
2pi
k−1|Σ|1/2
exp
(
−1
2
UΣ−1U
′
)
dU
Let W (U) =
[
Φ(
√
kUP )− Φ(√kLP )
]
1{LP≤UP}, then
P (C1) =
∫
W (U)
1√
2pi
k−1|Σ|1/2
exp
(
−1
2
UΣ−1U
′
)
dU.
Let U =
√
2Σ1/2V and this implies dU =
√
2
n|Σ1/2|dV = √2k−1|Σ|1/2dV. Then,
P (C1) =
∫
W (
√
2Σ1/2V )
1√
2pi
k−1|Σ|1/2
exp
(
−V ′V
)√
2
k−1|Σ|1/2dV
P (C1) =
∫
W (
√
2Σ1/2V )√
pi
k−1 exp
(
−V ′V
)
dV.
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Let W1(V ) =
W (
√
2Σ1/2V )√
pi
k−1 , then
P (C1) =
∫
W1(V ) exp
(
−V ′V
)
dV ≈
Mk−1∑
ik−1
· · ·
M1∑
i1
A1 · · ·Ak−1W1(a1, · · · , ak−1),
where a′is are called nodes, Ai are the Hermite polynomials weights and,M
′
is are the number
of nodes. We use Hermite polynomials because the function in this form e−x
2
. It is stated in
most text books that numerical integration method for higher dimensions are not reliable.
Therefore, we decided to use numerical integration to calculate P (C1) for n=2,3,4 (See R
codes for numerical integration).
For n=2, P (C1) becomes
P (C1) =
∫
W1(X) exp(−X2)dV ≈
M1∑
i1
A1W1(ai),
where W1(X) =
1√
2
[2Φ(
√
2(c − |R+X − (1 − R+)η|)) − 1]1c≥|R+X−(1−R+)η|. We use 1500
nodes and weights to approximate P (C1). We calculate P (C1) for different choice of the
shrinkage constant. The difference between the results from the numerical integration and the
simulations is negligible. Our simulation results and the result of the numerical integration
method agreed. (See Figure8.1 - 8.8)
For n=3, P (C1) becomes
P (C1) =
∫
W1(X) exp(X
2
1 +X
2
2 )dX ≈
M2∑
i2
M1∑
i1
A1A2W1(ai1 , ai2),
whereW1(X) =
1
pi
[Φ(
√
3UB)−Φ(√3LB)]1UB≥LB where UB is the minimum of the all upper
bounds and LB is the maximum of all the lower bounds. We use 800 nodes and weights
to approximate P (C1). We calculate P (C1) for different choices of the shrinkage constant.
The difference between the results from the numerical integration and the simulations is
negligible. However, the numerical integration results tend to be slightly higher than the
simulations results. Also the contour plot shows a clear picture of the domination; the
coverage probability achieves its maximum when all the population cell means are zero and
the coverage probability achieves its minimum when all the cell means are big that is slight
bigger than 0.95. (See Figure 8.9 - 8.16). Since the numerical integration methods are not
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highly recommended for the higher dimension, we use the numerical integration method for
at most n=4 (dimension of integration is 3).
For n=4, P (C1) becomes
P (C1) =
∫
W1(X) exp(X
2
1 +X
2
2 +X
2
3 )dX ≈
M2∑
i3
M2∑
i3
M1∑
i1
A1A2A3W1(ai1 , ai2 , ai3),
where W1(X) =
1
pi3/2
[Φ(2UB)−Φ(2LB)]1UB≥LB where UB is the minimum of the all upper
bounds and LB is the maximum of all the lower bounds. We use 40 nodes and weights
to approximate P (C1). We calculate P (C1) for different choices of the shrinkage constant.
The difference between the results from the numerical integration and the simulations is
negligible. However, the numerical integration results tend to be slightly higher than the
simulations results. (See Figure 8.17-8.19) Since there is no significant difference between
our simulation result and the numerical integration result, we are confident saying that our
simulation results are reliable. Moreover, since we use 10,000 replication in our simulation,
this makes our simulation result to be accurate until the third decimal. Therefore our
simulation results are reliable.
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6.0 TWO WAY ANALYSIS OF VARIANCE MODEL
Since the two-way ANOVA model a special case of the one-way ANOVA model, we hope
to prove the same results for the two- way ANOVA model that we earlier have shown for
the one-way ANOVA model. Fabian (1990) gave a simultaneous confidence interval for the
cell means in a two-way ANOVA model in which additivity is conjectured but the presence
of interaction cannot be ruled out. He suggested the following recommendation: ignore
interactions and do analysis but estimate the error involved in neglecting the interactions
from the power of the test. He also stated that, one-way method or usual recommendation
for two-way method is substantially better than his method. Gleser (1992) pointed out the
flaw in Fabaian’s recommendation and suggested the confidence rectangle centered at the
related shrinkage estimator. Gleser suggested the following point estimator
X0ij +R
+Wij
where R+ = (1 − aP
i,jW 2ij
)+. Therefore we use Gleser’s point estimator to prove that the
procedure suggested by Gleser a has uniformly higher coverage probability than the usual
procedure.
We consider the balanced two-way ANOVA model but we give modification of our procedure
for the unbalanced two-way ANOVA model in an Appendix. After briefly restating the
model and assumptions, we start with the known σ case and continue with the unknown σ
case. We finish with our simulations results for two-way ANOVA model.
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6.1 BALANCED TWO WAY ANOVA MODEL
We introduced the model for the balanced two-way ANOVAmodel in the second chapter. Yijk
are obtained from a balanced two-way classification design. In such a two factor experiment,
there are I levels of factor A and J levels of factor B and K replications for each treatment
combination of ith level of factor A and jth level of factor B. We defined the cell mean
model for two-way ANOVA model in (2.6). The model is
Xij = X0ij +Wij ı = 1, ...I  = 1, ..., J
In (2.6),Xij is the sample cell mean for ith level of the first factor, A, and the jth level of the
second factor, B, X0ij is the main effect for ith level of A and jth level of B and Wij is the
interaction effect for the ith level of A with jth level of B. X0ij’s are distributed normally
N(0, σe
I+J−1
IJ
) and Wij’s are normally distributed
N(θij, σ
2
e
(I − 1)(J − 1)
IJ
)
where σe =
σ√
K
and
∑J
j=1Wij = 0, i=1,...,I;
∑I
i=1Wij = 0, j=1,...,J.
The usual confidence rectangle for the population means, θij, under the (i, j) treatment
combination is
D1 = {Θ = (θ11, ..., θIJ) : (|Xij − θij| ≤ s, i = 1..., I, j = 1, ..., J} (6.1)
where s = σe√
K
Φ−1(β
1
N +1
2
), where N=IJK and Φ is the standard normal distribution function.
The confidence interval we are proposing is
D2 =
{
Θ = (θ11, ..., θIJ) : (|Xoij +R+Wij − θij| ≤ s, i = 1..., I, j = 1, ..., J
}
(6.2)
where
R+ = (1− aσe∑I
i=1
∑J
j=1W
2
ij
)+. (6.3)
That is,
R+ =

1− aσePI
i=1
PJ
j=1(Wij)
2
:
PI
i=1
PJ
j=1W
2
ij
σe
≥ a
0 :
PI
i=1
PJ
j=1W
2
ij
σe
≤ a.
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6.2 THE KNOWN σE CASE
If the σe is known, without loss of generality we assume that σe is 1. Then the usual
simultaneous confidence interval for the cell mean becomes
D1 = {Θ = (θ11, ..., θIJ) : (|Xij − θij| ≤ s, i = 1..., I, j = 1, ..., J} (6.4)
where s = Φ−1(β
1
N +1
2
), where N is IJ and Φ is the distribution function of standard normal
distribution.
The confidence interval, we are proposing is
D2 =
{
Θ = (θ11, ..., θIJ) : (|Xoij +R+Wij − θij| ≤ s, i = 1..., I, j = 1, ..., J
}
(6.5)
R+ =

1− aPI
i=1
PJ
j=1(Wij)
2
:
∑I
i=1
∑J
j=1W
2
ij ≥ a
0 :
∑I
i=1
∑J
j=1W
2
ij ≤ a.
6.2.1 Analytical Results
Lemma 6.2.1. if θ
′
θ →∞, P (D2)→ P (D1).
Proof:
Let Wij = Vij + θij, γ =
√
θ′θ and ij =
θij
γ
. Then
∑I
i=1
∑J
j=1(Vij + θij)
2 =
∑I
i=1
∑J
j=1(Vij +
ijγ)
2 →∞. This implies that the shrinkage factor, R+, will be positive since
a ≤∑Ii=1∑Jj=1(Vij + ijγ)2. Then,
P (D2) = P (|Vij − aVij∑I
i=1
∑J
j=1(Vij + ijγ)
2
+X0ij − a∑I
i=1
∑J
j=1(Vij + ijγ)
2
))ijγ| ≤ s)
= P (|Vij − a Vij + ijγ∑I
i=1
∑J
j=1(Vij + ijγ)
2
+X0ij| ≤ s)
Let X
′
0 = (X011, ...X0IJ), V
′
= (V11, ..., VIJ and θ
′
= (θ11, ..., θIJ). Then
P (D2) =
∫ ∫ s−(1− aPI
i=1
PJ
j=1
(Vij+ijγ)
2 )V+
a
PI
i=1
PJ
j=1
(Vij+ijγ)
2 θ
−s−(1− aPI
i=1
PJ
j=1
(Vij+ijγ)
2 )V+
a
PI
i=1
PJ
j=1
(Vij+ijγ)
2 θ
fX0(X0)fV (V )dX0dV
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. Let g(V, θ) = −(1− aPI
i=1
PJ
j=1(Vij+ijγ)
2
)V + aPI
i=1
PJ
j=1(Vij+ijγ)
2
θ. Observe that
lim
γ→∞
g(V, θ)→ 0.
Since all the conditions are met for the dominated convergence theorem, we can take the
limit inside of integration.
lim
γ→∞
P (D2) =
∫ ∫ s−limγ→∞ g(V,θ)
−s−g limγ→∞(V,θ)
fX0(X0)fV (V )dX0dV
=
∫ ∫ s
−s
fX0(X0)fV (V )dX0dV
= P (D1)
Lemma 6.2.2. If a ≤ WW , then |(1 − R+)Wij| = |aWijWW | ≤
√
a×N−1
N
≤ √a, where WW =∑I
i=1
∑J
j=1W
2
ij.
Proof:
We use the fact that
∑I
i=1
∑J
j=1Wij = 0.
I∑
i=1
J∑
j=1
Wij =
I∑
i=1
J∑
j=1 i=I,j 6=J
Wij +WIJ = 0
−
I∑
i=1
J∑
j=1 i=I,j 6=J
Wij = WIJ
I∑
i=1
J∑
j=1 i=I,j 6=J
W 2ij ≥
(
∑I
i=1
∑
j=1Wij)
2
N − 1 =
W 2IJ
N − 1
Moreover,
WW =
I∑
i=1
J∑
j=1 i=I,j 6=J
W 2ij +W
2
IJ
≥ W
2
IJ
N − 1 +W
2
IJ
≥ W 2IJ
N
N − 1
|WIJ | ≤
√
WW ×N − 1
N
.
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Then for a ≤ WW ,
(1−R+)(Wij) = aWij
WW
aWij
WW
≤
a
√
WW×N−1
N
WW
≤
√
a
WW
×
√
a×N − 1
N
≤
√
a×N − 1
N
≤ √a
and the same way
(1−R+)(Wij) = aWij
WW
aWij
WW
≥ −
a
√
WW×N−1
N
WW
≥ −
√
a
WW
×
√
a×N − 1
N
≥ −
√
a×N − 1
N
≥ −√a.
This completes the proof.
The following theorem states the our lower bound for P (D2).
Theorem 6.2.1. The lower bound P (D2) is
P (DL2) = P (−s+
√
a ≤ Zij ≤ s−
√
a, a ≤ WW )
, where Xij = Zij + θij.
Proof:
Let Wij = Vij + θij and WW =
∑I
i=1
∑J
j=1W
2
ij.
P (D2) = P {|X0ij − θij| ≤ s, a ≤ WW}+ P
{|R+Wij +X0ij − θij| ≤ s, a ≥ WW}
P (D2) ≥ P
{|R+Wij +X0ij − θij| ≤ s, a ≤ WW}
≥ P
{
|Wij − a
WW
Wi +X0ij − θij| ≤ s, a ≤ WW
}
≥ P
{
|Vij +X0ij − a
WW
Wi| ≤ s, a ≤ WW
}
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Then from the previous lemma,
P (D2) ≥ P
{
−s+ a
WW
Wij ≤ Zij ≤ s+ a
WW
Wij, a ≤ WW
}
≥ P {−s+√a ≤ Zij ≤ s−√a, a ≤ WW} = P (DL2)
Keep in mind that P (DL2) ≤ P
{
−s+
√
a×N−1
N
≤ Zij ≤ s−
√
a×N−1
N
, a ≤ WW
}
≤ P (D2).
Lemma 6.2.3. For a large enough N, P (DL2) = (2Φ(s−
√
a)− 1)N .
Proof:
If N is large enough, lim sup a
N
= 0. Then from Theorem 6.2.1
P (D2) ≥ P
{−s+√a ≤ Zij ≤ s−√a, a ≤ WW}
Since lim sup a
N
= 0, then P (WW ≥ a) = 1, because WW has a non central chi squared
distribution which is a schur concave in η.
Then let E : {−s+√a ≤ Zij ≤ s−
√
a, i = 1, ..., I j = 1, ..., J} and F = {a ≤ WW}. Then
P (C1) ≥ P
{−s+√a ≤ Zij ≤ s−√a, a ≤ WW}
≥ P (E)− P (F c) ≥ P (E)− P (F c)
≥ P (−s+√a ≤ Zij ≤ s−
√
a) + P (a ≥ WW )
≥ P (−s+√a ≤ Zij ≤ s−
√
a) = (2Φ(s−√a)− 1)N
Theorem 6.2.2. P (D2) dominate P (D1) up to an arbitrarily small constant for a sufficiently
large number of means, n.
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Proof:
P (D2) = P
{
θ : |R+Wij +X0ij − θij| ≤ s
}
P (D2) = P {θ : |X0ij − θij| ≤ s,WW ≤ a}+ P
{
θ : |R+Wij +X0ij − θi| ≤ s,WW ≥ a
}
Observe that for a large enough N ,P (WW ≤ a)→ 0 since a is bounded above by a constant
and a < N .Then,
P (D2) = P
{
θ : |R+Wi +X0ij − θij| ≤ s,WW ≥ a
}
.
From Theorem 6.2.1,
P (D2) ≥ (2Φ(s−
√
a)− 1)N , the rest of the proof is similar the proof of theorem 3.1.3
6.3 THE UNKNOWN σE CASE
The usual confidence rectangle for the vector θ of cell mean is
D1 = {θ = (θ11, ..., θIJ) : |Xij − θij| ≤ s , i = 1, ..., I, j = 1, .., J} . (6.6)
, where s = |m|α,n,v σˆ√IJ , and |m|α,n,v is the 1−α quantile of the Student maximum modulus
statistics, σˆ2 is the unbiased estimator of σ2e . Keep in mind that when IJ is large, the
quantile of Student maximum modulus statistics can be replaced by the quantile of student
t distribution.
We replace σ with an unbiased estimator σˆ2 =
PI
i=1
PJ
j=1
PK
k=1(Yijk−Xij)2
IJ(K−1) . Our confidence
interval is the same as 6.2, the only difference is the shrinkage estimator.
D2(X) =
{|(X0ij +R+Wij − θij| ≤ s)} (6.7)
where R+ is
R+ = (1− aσˆ
2∑I
i=1
∑J
j=1W
2
ij
)+. (6.8)
That is,
R+ =

1− aσˆ2PI
i=1
PJ
j=1W
2
ij
:
PI
i=1
PJ
j=1W
2
ij
σˆ2
≥ a
0 :
PI
i=1
PJ
j=1W
2
ij
σˆ2
≤ a.
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By using same notations in known σ case, 6.7 becomes
D1(X) =
{|Xoij +R+Vij − (1−R+)θij| ≤ s)} (6.9)
where
R+ = (1− aσˆ
2∑I
i=1
∑J
j=1(Vij + θij)
2
)+ (6.10)
and Wij = Vij + θij. Now, we try to derive same analytical results for the unknown σe case.
6.4 ANALYTICAL RESULTS
Lemma 6.4.1. If the shrinkage constant, a, equals to zero, P (D2)→ P (D1).
Proof:
If a = 0, then R+ = 1. This implies that P (D2)→ P (D1).
This lemma states that if we pick a small enough, P (D2) will be very close to P (D1).
Lemma 6.4.2. if θ
′
θ →∞, P (D2)→ P (D1).
Proof:
lim
θ′θ→∞
P (D2) = lim
θ′θ→∞
Eσˆ2P (D2/σˆ
2)
σˆ2 has a chi-square distribution and |P (D2)| ≤ 1 is bounded. Therefore, all the conditions
for dominated convergence theorem are met, we can take the limit inside of expectation.
The main and interaction effects have independent multivariate t distribution so we can take
the limit inside of the probability too. The rest of the proof of this lemma is very similar for
the lemma 6.2.1.
Lemma 6.4.3. If a ≤ WW
σˆ2
, then |(1 − R+)Wij| = |aσˆ
2Wij
WW
| ≤
√
aσˆ2×N−1
N
≤ √aσˆ, where
WW =
∑I
i=1
∑J
j=1W
2
ij.
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Proof:
We use the fact that
∑I
i=1
∑J
j=1Wij = 0.
I∑
i=1
J∑
j=1
Wij =
I∑
i=1
J∑
j=1 i=I,j 6=J
Wij +WIJ = 0
−
I∑
i=1
J∑
j=1 i=I,j 6=J
Wij = WIJ
I∑
i=1
J∑
j=1 i=I,j 6=J
W 2ij ≥
(
∑I
i=1
∑
j=1Wij)
2
N − 1 =
W 2IJ
N − 1
Moreover,
WW =
I∑
i=1
J∑
j=1 i=I,j 6=J
W 2ij +W
2
IJ
≥ W
2
IJ
N − 1 +W
2
IJ
≥ W 2IJ
N
N − 1
|WIJ | ≤
√
WW ×N − 1
N
.
Then for aσˆ2 ≤ WW ,
(1−R+)(Wij) = aσˆ
2Wij
WW
aσˆ2Wij
WW
≤
aσˆ2
√
WW×N−1
N
WW
≤
√
aσˆ2
WW
×
√
aσˆ2 ×N − 1
N
≤
√
aσˆ2 ×N − 1
N
≤ √aσˆ
and the same way
(1−R+)(Wij) = aσˆ
2Wij
WW
aσˆ2Wij
WW
≥ −
aσˆ2
√
WW×N−1
N
WW
≥ −
√
aσˆ2
WW
×
√
aσˆ2 ×N − 1
N
≥ −
√
aσˆ2 ×N − 1
N
≥ −√aσˆ.
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This completes the proof.
The following theorem states the our lower bound for P (D2).
Theorem 6.4.1. The lower bound P (D2) is
P (DL2) = P (−s+
√
aσˆ ≤ Zij ≤ s−
√
aσˆ, aσˆ2 ≤ WW ), where Zij = Xij + θij.
Proof:
Let Wij = Vij + θij and WW =
∑I
i=1
∑J
j=1W
2
ij.
P (D2) = P
{
|X0ij − θij| ≤ s, a ≤ WW
σˆ2
}
+ P
{
|R+Wij +X0ij − θij| ≤ s, a ≥ WW
σˆ2
}
≥ P
{
|R+Wij +X0ij − θij| ≤ s, a ≤ WW
σˆ2
}
≥ P
{
| − (1−R+)Wij +X0ij +Wij − θij| ≤ s, a ≤ WW
σˆ2
}
≥ P
{
| − (1−R+)Wij + Zij| ≤ s, a ≤ WW
σˆ2
}
Then from the previous lemma,
P (D2) ≥ P
{
−s+ (1−R+)Wij ≤ Zij ≤ s+ (1−R+)Wij, a ≤ WW
σˆ2
}
≥ P
{
−s+√aσˆ2 ≤ Zij ≤ s−
√
aσˆ2, a ≤ WW
σˆ2
}
= P (DL2)
Keep in mind that P (DL2) ≥ P
{
−s+
√
aN−1
N
σˆ2 ≤ Zij ≤ s−
√
aN−1
N
σˆ2, a ≤ WW
σˆ2
}
Theorem 6.4.2. P (D2) dominate P (D1) up to an arbitrarily small constant for a sufficiently
large number of means, N .
Proof:
Since a is any linear function of N such that limsup
a
N
= 0, From lemma 3.2.4 P (a ≤
WW
σˆ2
) = 1. The lower limit P (DL2) = P {−s+
√
aσˆ ≤ Zij ≤ s−
√
aσˆ, }. Then, observe that
Zij’s are independent and have t distribution.
P
{|Zij| ≤ s−√aσˆ} = P {|Zij| ≤ s(1− √aσˆ
s
)
}
(6.11)
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As N →∞,
σˆ → σ√
a
s
→ 0 therefore
1−
√
aσˆ
s
→ 0.
Then conditioning on σˆ,
lim
N→∞
EσˆP (|Zij| ≤ s(1−
√
aσˆ
s
)/σˆ)
Keep in mind that σˆ2 has chi-square distribution and |P (|Zij| ≤ s(1 −
√
aσˆ
s
))| ≤ 1. Then
all the conditions for dominated coverage theorem are met. Therefore we can take the limit
inside,
lim
N→∞
EσˆP (|Zij| ≤ s(1−
√
aσˆ
s
)/σˆ) = Eσˆ lim
N→∞
P (|Zij| ≤ s(1−
√
aσˆ
s
)/σˆ)
= P (|Zij| ≤ s) = P (D1)
6.5 SIMULATION RESULTS
Since we want to show the coverage probability for our rectangular confidence proce-
dure, P (D2), is uniformly higher than the coverage probability for the usual rectangular
confidence procedure, P (D1), for small N and ‖θ‖2. We run the simulation for the degrees
of freedom, df , of interaction effect since we shrinkage the interactions toward zero. We
use df=2,..,6. In other words we run the simulations for the following designs, matrixs,
(2× 2, 3× 2, 4× 2, 5× 2, 3× 3, 6× 2, 7× 2, 4× 3). Before we explain how we did simulations,
we state a couple of lemma′s about P (D2).
Lemma 6.5.1. P (D2) is sign invariant.
Lemma 6.5.2. P (D2) is transpose invariant.
This lemma proves that the coverage probability of a matrix equals the coverage probability
of the transpose of the same matrix.
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Lemma 6.5.3. P (D2) is column invariant.
This lemma proves that the coverage probability of a matrix is not going to change if you
change the position of its columns.
Lemma 6.5.4. P (D2) is row invariant.
This lemma proves that the coverage probability of a matrix is not going to change if you
change the position of its rows.
Lemma 6.5.5. P (D2) is not row and column invariant.
This lemma proves that the coverage probability of a matrix is going to change if you change
the position of its rows and columns at the same time. D2 can be written in the following
way,
D2 =
{|X0ij +R+Vij − (1−R+)θij| ≤ s}
where X0ij = Xi + Xj − X, Vij = Xij − X0ij, Xi = 1J
∑J
j=1Xij, Xj =
1
I
∑I
i=1Xij and
X = 1
IJ
∑I
i=1
∑J
j=1Xij. R
+ and s are defined in 6.1 and 6.3. For the simulations for the
one-way ANOVA model, we mainly use the following set to create θ vectors. The set is
(−4,−3.75, ..., 3.75, 4). Since the simulations for two-way ANOVA model require more com-
puting time than the simulations for one-Way ANOVA model, we use the same set above to
create matrixs of θ for small dimensions. For big dimensions, we use a smaller set. This set
is (−3, ..., 3).
To do simulations we followed these steps:
Step 1: Generate ZkIJ ,k = 1, ..., 10, 000 and store them where ZIJ is a I × J matrix.
Step 2: Generate all the possible ηlIJ by taking sign, row, transpose, and column invariances
into account from the set above where l = 1, ...L, and L is the total number of ηIJ generated,
and ηIJ is a I × J matrix.
Step 3: Calculate s.
Step 4: For each l = 1, .., L, calculate
PSlk = X0IJ +R
+VIJ − (1−R+)ηlIJ for each k = 1, ..., 10, 000
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,PSlk is a I × J matrix.
Step 5: For l = 1, ..., L and k = 1, ..., 10, 000 , let CPl = 1 if all the values in PSlk are in
[-s,s] and 0 o.w.
Step 6: Calculate the coverage probability for l = 1, .., L, Pl =
∑10,000
k=1
CPlk
10,000
(See appendix for the R codes).
For df = 1, there is only one design matrix which is a 2 × 2 design matrix. We do not
expect to see that P (D2) dominates P (D1) in every region, since df is 1. We run simulations
for the different choices of the shrinkage constant, a, but P (D2) could not dominate P (D1).
We are not surprised by this result. We do not except see the domination result until df is 4.
We also plot the coverage probabilities against the length of θ,
∑I
i=1
∑J
j=1 θ
2
ij. The plot looks
like a random plot, there seems to be no relationship between the coverage probabilities and
the length of θ. (See Figure 8.26)
For df = 2, there is only one design matrix which is a 2× 3 design matrix. We run the
simulations for different choices of a. When all the population cell means, θ, are zero, P (D2)
dominates P (D1) and P (D2) achieves its maximum for any choice of a. However, P (D2) can
not dominate P (D1) in every region. We plot the coverage probabilities against the length
of θ for each a. The coverage probabilities are decreasing until the mid values of the length,
then it starts increasing again. The sharpness of this dip depends on choice of a. As a gets
bigger, this dip is getting sharper.(See Figure 8.26)
In a one-way ANOVA model, we plot the coverage probabilities against the length of θ
and the maximum of |η|. Those two graphs look very similar; therefore we plot the coverage
probabilities against the length of θ in a two-way ANOVA model.
For df = 3, there is only one design matrix which is a 4 × 2 design matrix. We first
plot the coverage probabilities against the length of θ for each a, again there is a dip and
coverage probabilities are not a decreasing function of length of θ. Then we plot the coverage
probabilities against the maximum |η|, again there is a dip but the dip is not as sharp as in
the first graph. As a gets smaller, this dip is getting smaller like in the first graph. When
θ is around zero, P (D2) is uniformly higher than P (D1) and P (D2) achieves its maximum
at θ = 0 for any choice of a . When a is less than 1, P (D2) is uniformly higher than P (D1)
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everywhere. Therefore the optimum choice for a is 1. We are surprised by this result because
in the previous studies, Lindley, Casella and Hwang proved that the shrinkage estimator we
use has smaller TMSE than the usual estimator for df ≥ 4. (See Figure 8.26)
For df = 4, there are two design matrixs which are 5 × 2 and 3 × 3. We again try
to find the optimum shrinkage constant, a. For the two design matrixs; when θ is around
zero, P (D2) is uniformly higher than P (D1) for any choice of a in every region and P (D2)
achieves its maximum at θ = 0. When a is less than 2, P (D2) is uniformly higher than
P (D1) everywhere. Therefore the optimum choice for a is 2. Again, we agree with the
usual recommendation. We plot the coverage probabilities against the length of θ for the
two design matrixs. We have similar pictures, there is a dip and the sharpness of that dip
depends on a. The dip in the second graph is not as sharp as the dip in the first graph.
Also, we observe that the coverage probabilities for 3× 3 is higher than that of 5× 2. (See
Figure 8.26-8.27)
For df = 5, there is only one design matrix which is a 6 × 2 design matrix. We first
plot the coverage probabilities against the length of θ for each a, again there is a dip and
coverage probabilities are not decreasing function of length of θ. As a gets smaller, this dip
is getting smaller like in the first graph. When θ is around zero, P (D2) is uniformly higher
than P (D1) and P (D2) achieves its maximum at θ = 0 for any choice of a . When a is less
than 3, P (D2) is uniformly higher than P (D1) everywhere. The optimum choice for a is 3.
(See Figure 8.26-8.27)
For df = 6, there are two design matrixs which are 7 × 2 and 4 × 3. We again try
to find the optimum shrinkage constant, a. For the two design matrixs; when θ is around
zero, P (D2) is uniformly higher than P (D1) for any choice of a in every region and P (D2)
achieves its maximum at θ = 0. When a is less than 4, P (D2) is uniformly higher than
P (D1) everywhere. Therefore the optimum choice for a is 4. Again, we agree with the
usual recommendation. We plot the coverage probabilities against the length of θ for the
two design matrixs. We have similar pictures, there is a dip and the sharpness of that dip
depends on a. The dip in the second graph is not as sharp as the dip in the first graph.
Also, we observe that the coverage probabilities for 4× 3 is much higher than that of 7× 2.
(See Figure ??-8.27)
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By using simulations, we showed P (D2) is uniformly higher than P (D1), for small design
matrixs. We plot the coverage probabilities first against the length of θ , than against the
maximum of the |θ| for each design matrix. We have similar pictures in both graphs. The
only difference is the second graph is smoother then the first graph. There is a small dip,
but the dip is a function of a, when a gets smaller, the dip is getting smaller. The coverage
probabilities are not a decreasing function of either of the the length of θ or the maximum |θ|.
We also agree with the usual recommendation for a. Our simulations indicate the domination
of our procedure over the usual one when df = 3. That is an improvement and we are quite
surprised to see the domination result for df = 3.
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7.0 CONCLUSION AND FUTURE RESEARCH
If the researcher is interested in finding the simultaneous confidence interval for the inde-
pendent samples normally distributed random variables, our procedure can be applied.
In this dissertation, we concentrate on simultaneous confidence intervals for the cell
means, and the comparison of treatment means with the mean of a control. We make use
of Stein type Shrinkage estimators as centers to improve the simultaneous coverage of those
confidence intervals. Basically, we study the rectangular confidence region centered at a
design appropriate shrinkage estimator in one way and two way ANOVA models. The main
obstacle to an analytic study of the coverage probabilities of such regions, as compared to
studies of coverage probabilities of similarly centered spherical confidence region is that the
rectangular confidence regions are not rotation invariant. We briefly state our results and
make some suggestions for the future work.
In this dissertation, we primarily use simulation to show dominance of the rectangular confi-
dence intervals centered around a shrinkage estimator over the usual rectangular confidence
regions centered about the sample means.
For the one-way ANOVA model, our simulation results indicate that our confidence pro-
cedure has higher coverage probability than the usual confidence procedure if the number
of means is sufficiently large. We prove that the rectangular confidence intervals centered
around a shrinkage estimator have coverage probability uniformly exceeding that of the usual
rectangular confidence regions up to an arbitrarily small epsilon when the number of means
is sufficiently large. We show that these intervals have strictly greater coverage probability
when all the parameters are zero, and that the coverage probability of the two procedures
converge to one another when at least one of the parameters becomes arbitrarily large. We
also develop a lower bound for the coverage probability of our rectangular confidence region
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which is a decreasing function of the shrinkage constant for the estimator used as center.
To check the reliability of our simulations for the one-way ANOVA model, we use numeri-
cal integration to calculate the coverage probability for the rectangular confidence regions.
Gaussion quadrature making use of Hermite polynomials is used to approximate the cover-
age probability of our rectangular confidence regions for n=2, 3, 4. The difference in results
between numerical integration and simulations is negligible. However, numerical integration
yields values slightly higher than the simulations.
A similar approach is applied to develop improved simultaneous confidence intervals for the
comparison of treatment means with the mean of a control. We again develop a lower bound
for the coverage probability of our confidence procedure and prove results similar to those
that we proved for one-way model.
We also apply our approach to develop improved simultaneous confidence intervals for the cell
means for a two-way ANOVA model. We again primarily use simulation to show dominance
of the rectangular confidence intervals centered around an appropriate shrinkage estimator
over the usual rectangular confidence regions. We again develop a lower bound for the
coverage probabilities of our confidence procedure and prove the same results that we proved
for the one-way model. Our simulations indicate that our confidence procedure has higher
coverage probability than the usual confidence procedure for, df ≥ 3. That is an improvement
because Lindley, Casella and Hwang proved that the shrinkage estimator with the shrinkage
factor that we used in our confidence procedure has a smaller TMSE than usual one for
df ≥ 4.
Since our confidence rectangles are not rotation invariant, it is difficult to come up with a
proof for domination result. To calculate coverage probability of our procedure, the integrals
must be evaluated. Because of the shrinkage factor we used, the coverage probability is a
nonlinear function of the cell means. From the graphs based on our simulation, we see that
coverage probability is not a convex or concave function of the cell means. To overcome this
and to make the coverage probability function less complex, we tried a shrinkage estimator
with the shrinkage factor
R+ = (1− a
n×max(Xi −X)2
)+
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but the confidence region based on that shrinkage estimator did not have uniformly higher
coverage probability than the usual confidence region. We also use the original James-Stein
estimator as our shrinkage estimator,
7.1 THE JAMES-STEIN ESTIMATOR
We want to examine the rectangular confidence interval for the cell mean centered at the
James-Stein estimator. The James-Stein estimator is,
R+ = (1− a∑n
i=1X
2
i
)+ (7.1)
,where R+ is defined in 3.11. We hope to prove the same results for the James-Stein estimator
for the one-way model that we earlier have shown for the Lindley’s estimator for the one-way
model.
Let the shrinkage factor to be R+. Keep in mind that 0 ≤ R+ ≤ 1, that is the only condition
we need for the most of the analytical results stated below.
7.1.1 Analytical Results
The rectangular confidence interval centered at the James-Stein estimator is in the following
form,
C1 =
{|R+Xi − θi| ≤ c} . (7.2)
The usual rectangular confidence interval C0 is The usual confidence interval is
C1 = {|Zi| ≤ c} .
Theorem 7.1.1. P (C1) is uniformly higher than P (C0) if ‖θ‖2 =
∑n
i=1 θ
2
i ≤ c2.
Proof:
‖θ‖2 ≤ c2 implies that maxi |θi| ≤ c. Then from triangular inequality,
|R+Xi − θi| = |R+Zi − (1−R+)θi|
≤ |R+Zi|+ |(1−R+)θi| = R+|Zi|+ (1−R+)|θi|
≤ R+c+ (1−R+)c = c.
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Lemma 7.1.1. if θ
′
θ →∞, P (C1)→ P (C0).
Proof:
Proof of this lemma is almost identical to the proof of lemma 3.1.4.
Lemma 7.1.2. If a ≤ SS, then (1−R+)Xi = aXiSS ≤ |
√
a×n−1
n
| ≤ |√a|, where SS =∑ni X2i .
Proof:
a ≤ SS =∑ni X2i implies that
| aXi∑n
i X
2
i
| ≤
√
a∑n
i=1X
2
i
√
a
√
maxiX2i∑n
i=1X
2
i
≤ √a.
The following theorem states the our lower bound for P (C1).
Theorem 7.1.2. The lower bound P (C1) is
P (CL1) = P (−c+
√
a ≤ Zi ≤ c−
√
a, a ≤ SS), where Xi = Zi + θi.
Proof:
Let Xi = Zi + θi.
P (C1) = P {|θi| ≤ c, a ≤ SS}+ P
{|R+Xi − θi| ≤ c, a ≥ SS}
≥ P {|R+Xi − θi| ≤ c, a ≤ SS}
≥ P
{
|Xi − a
SS
Xi − θi| ≤ c, a ≤ SS
}
≥ P
{
|Zi − a
SS
Xi| ≤ c, a ≤ SS
}
≥ P
{
−c+ a
SS
Xi ≤ Zi ≤ c+ a
SS
Xi, a ≤ SS
}
.
Then from the previous lemma,
P (C1) ≥ P
{
−c+ a
SS
Xi ≤ Zi ≤ c+ a
SS
Xi, a ≤ SS
}
≥ P {−c+√a ≤ Zi ≤ c−√a, a ≤ SS} .
This completes the proof.
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Lemma 7.1.3. As n→∞, P (CL1) = (2Φ(c−
√
a)− 1)n
Proof:
As n→∞, P (a ≤ SS) = 1, and this completes the proof.
Theorem 7.1.3. P (C1) dominate P (C0) up to an arbitrarily small constant for a sufficiently
large number of means, n.
Proof:
As n→∞, P (a ≤ SS) = 1 since a ≤ n and a is a any linear function of n. Then,
P (C1) = P
{|R+Xi − θi| ≤ c, a ≤ SS}
= P
{
|Xi − a
SS
Xi − θi| ≤ c
}
= P
{
|Zi − a
SS
Xi| ≤ c
}
= P
{
−c+ a
SS
Xi ≤ Zi ≤ c+ a
SS
Xi
}
Then from previous lemma,
P (C1) = P
{
−c+ a
SS
Xi ≤ Zi ≤ c+ a
SS
Xi
}
≥ (2Φ(c−√a)− 1)n.
The rest of the proof is the similar the proof of theorem 3.1.3.
7.1.2 Simulation Results
We run simulations for n = 3, 4, 5, 6, 7. We used the simulation method that we described
in the previous section. We have exactly matching pictures. The coverage probability is not
a monotone decreasing function of the length of θ and the coverage probability achieves its
maximum when all the θ′s are zero and the optimum choice for the shrinkage constant is
n− 3.
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One can try different shrinkage factors. If the shrinkage factor makes the coverage
probability function a Schure concave function, the proof for the domination result will
follow easily. Another way to prove the domination result is to come up with a sharper lower
than ours and work on the lower bound to prove the domination result.
Since our confidence procedure has substantially higher coverage probability than the usual
confidence procedure for n ≥4 in one way model and df ≥ 3 in two way model, it may be
possible to reduce the volume of the rectangular confidence region while still maintaining
superior coverage probability relative to the usual procedure. In other words, it may be
possible to permit the length of the interval to be function of the data. In two way model,
we let the length of the interval to be a function of data but unfortunately that confidence
interval could not dominate the usual one.
It is our hope that our research will contribute to the field of statistical inference and even-
tually help to applied statisticians.
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8.0 APPENDIX
8.1 UNBALANCED ONE AND TWO WAY ANOVA MODELS
If the data Yij are obtained from an unbalanced one way classification design, then Yij =
θi+ ij, j = 1, ..., ni, i = 1, ..., k. And our notation remains the same as before, except that
the sample cell mean is replaced by:
Xi =
√
niYi (8.1)
,where Yi =
∑ni
j=1
Yij
ni
. Then the Xi’s are distributed independently and normally as
N(
√
niθi, σ
2), i = 1, .., k. (8.2)
Let γ =
√
niθi. The usual confidence rectangle for the vector Θ of cell means now becomes
C0 = {Γ = (γ1, ..., γk) : |Xi − γi| ≤ c , i = 1, ..., k}
=
{
Θ = (θ1, ..., θk) : |Yi − θi| ≤ c√
ni
, i = 1, ..., k
}
, where c = σT−1(β
1/k−1
2
) and T is the distribution function of Yi−θiσ√
ni
. And the confidence
rectangle we are investigating converts into
C1 =
{
Γ = (γ1, ..., γk) : |R+(Xi −X) +X − γi| ≤ c, i = 1, ...k
}
=
{
Θ = (θ1, ..., θk) : |R+(Yi − X√
ni
) +
X√
ni
− θi| ≤ c√
ni
, i = 1, ...k
}
=
{
Θ : |R+Yi + (1−R+) X√
ni
− θi| ≤ c√
ni
, i = 1, ...k
}
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,where R+ is defined in 3.11. When σ is unknown, we replace σ with an unbiased estimator
in C1 defined above. Similar method will be applied to two way ANOVA model.
8.2 PROOFS
Proof of Lemma 3.1.5:
Let U be normal, N(0, 1/2), p.d.f. For n=2, the coverage probability is
P (C1) =

∫√a/2−η1
−
√
a/2−η1
(2Φ(
√
2(c− |η1|))− 1)fU(U)dU+∫ −√a/2−η1
−(η1+c)−
√
(c−η1)2+2a
2
gU,η1,c,a(U)fU(U)dU
+
∫ (c−η1)+√(c+η1)2+2a
2√
a/2−η1
gU,η1,c,a(U)fU(U)dU : 0 ≤ η1 ≤
√
a/2
∫√a/2−η1
−
√
a/2−η1
(2Φ(
√
2(c− |η1|))− 1)fU(U)dU+∫ −√a/2−η1
−(η1+c)−
√
(c−η1)2+2a
2
gU,η1,c,a(U)fU(U)dU
+
∫ (c−η1)+√(c+η1)2+2a
2√
a/2−η1
gU,η1,c,a(U)fU(U)dU :
√
a/2 ≤ η1 ≤ c
∫ −(η1−c)+√(c+η1)2+2a
2
−(η1+c)+
√
(c−η1)2+2a
2
gU,η1,c,a(U)fU(U)dU : η1 ≥ c
(8.3)
where Uv,η1,c,a(U) = 2Φ(
√
2(c− |U − a
2(U+η1)
|))− 1).
Wlog assume η1 ≥ 0 , there three three regions we need to consider;
1.0 ≤ η1 ≤
√
a/2
2.
√
a/2 ≤ η1 ≤ c
3.η1 ≥ c
1.The first region (0 ≤ η1 ≤
√
a/2):
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Let u = u[1], η = η[1]
P (C1) =
∫
u
∫ √2(c−|Ru−(1−R)η)√
2(−c+|Ru−(1−R)η)
R =
0 : A =
{
U : −√a/2− η ≤ u ≤√a/2− η}
U − a
2(U+η)
: o.w
then,
P (C1) =
∫√a/2−η
−
√
a/2−η
∫√a/2(c−|η|)√
a/2(−c+|η|) ϕ(v)f(u)dvdu+
∫
Ac
∫√a/2(c−|U− a
2(U+η)
|)√
a/2(−c+|U− a
2(U+η)
|) ϕ(v)f(u)dvdu
we need to check the upper and lower bounds of integration.
Check1:
√
2(c− |η|) > √2(−c+ |η|)
s > η (yes)
Check2:
√
2(c− |U − a
2(U + η)
|) >
√
2(−c+ |U − a
2(U + η)
|)
c > |U − a
2(U + η)
|
c > U − a
2(U + η)
> −c
Check 2.1:
c = U − a
2(U + η)
2Uc+ 2cη = 2U2 + 2Uη − a
= 2U2 + 2(η − c)U − a− 2cη
0 = U2 + (η − c)U − a/2− cη
U1,2 =
−(η − c)±√(η + c)2 + 2a
2
Check 2.1.1:
We need to check if U1,2 ∈ A.
1.
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U1 =
−(η−c)+
√
(η+c)2+2a
2
>
√
a/2− η
c− η −√2a+ 2η +√(c+ η)2 + 2a
c+ η −√2a+ sqrt(c+ η)2 + 2a > 0
so U1 /∈ A.
2.
U2 =
−(η−c)−
√
(η+c)2+2a
2
> −√a/2− η
c− η +√2a+ 2η +√(c+ η)2 + 2a
c+ η +
√
2a−√(c+ η)2 + 2a > 0
so U2 ∈ A.
Check 2.2:
−c = U − a
2(U + η)
−2Uc− 2cη = 2U2 + 2Uη − a
= 2U2 + 2(η + c)U − a+ 2cη
0 = U2 + (η + c)U − a/2 + cη
U1,2 =
−(η + c)±√(η − c)2 + 2a
2
1:
U1 =
−(η+c)−
√
(c−η)2+2a
2
< −√a/2− η
−c− η +√2a+ 2η −√(c− η)2 + 2a
−(c− η) +√2a−√(c− η)2 + 2a < 0
so U1 /∈ A.
2:
U2 =
−(η+c)+
√
(η−c)2+2a
2
> −√a/2− η
c− η +√2a+ 2η +√(c− η)2 + 2a
−(c− η) +√2a+√(c− η)2 + 2a > 0
so U2 ∈ A.
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Then
∫ √a/2−η1
−
√
a/2−η1
(2Φ(
√
2(c− |η1|))− 1)fu(u)du +
∫ −√a/2−η1
−(η1+c)−
√
(c−η1)2+2a
2
gu,η,c,a(u)fu(u)du
+
∫ (c−η1)+√(c+η1)2+2a
2
√
a/2−η1
gu,η,c,a(u)fu(u)du
where,gU,η,c,a(U) = 2Φ(
√
2(c− |U − a
2(U+η)
|))− 1).
Also observe that
−(η1+c)−
√
(c−η1)2+2a
2
< −s and (c−η1)+
√
(c+η1)2+2a
2
> s.
2.The Second Region(
√
a/2 ≤ η1 ≤ c)
Since η < c, we will get the same integrals as above.
3.The third Region(η1 ≥ c):
Check 3.1:
√
2(c− |η|) > √2(−c+ |η|)
c > |η| , No.
Check 3.2:
c = U − a
2(u+η)
and U12 =
−(η−c)±
√
(η+c)2+2a
2
1:
U1 =
−(η−c)+
√
(η+c)2+2a
2
>
√
a/2− η, YES.
So, U1 /∈ A.
2:
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U2 =
−(η−c)−
√
(η+c)2+2a
2
<
√
a/2− η, YES.
U2 =
−(η−c)−
√
(η+c)2+2a
2
> −√a/2− η, YES.
so U2 ∈ A.
Check 3.3:
−c = U − a
2(u+η)
and u12 =
−(η+c)±
√
(η−c)2+2a
2
1:
U1 =
−(η+c)−
√
(η−c)2+2a
2
<
√
a/2− η, YES.
U1 =
−(η+c)−
√
(η−c)2+2a
2
> −√a/2− η,YES.
so U1 ∈ A.
2:
U2 =
−(η+c)+
√
(η−c)2+2a
2
>
√
a/2− η, YES.
so U2 /∈ A.
then, P (C1) =
∫ −(η−c)+√(η+c)2+2a
2
−(η+c)+
√
(η−c)2+2a
2
gu,η,c,a(u)fu(u)du.
Where, gU,η,c,a(U) = 2Φ(
√
2(c− |U − a
2(U+η)
|))− 1).
Also observe that
−(η+c)+
√
(η−c)2+2a
2
> −s and −(η−c)+
√
(η+c)2+2a
2
> s
Proof of Theorem 3.1.1:
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There are three regions we need to consider from the previous lemma;
1.0 ≤ η1 ≤
√
a/2
2.
√
a/2 ≤ η1 ≤ c
3.η1 ≥ c
1.The first region (0 ≤ η1 ≤
√
a/2):
P (C1)− P (C0) = 2
∫ √a/2−|η|
−
√
a/2−|η|
[φ(
√
2(c− |η|))− φ
√
2(c− |u|))]fu(u)du
+ 2
∫ √a/2−|η|
−c
[φ(
√
2(c− |u− a
2(u+ η)
|)− φ
√
2(c− |u|)]fu(u)du
+ 2
∫ c
√
a/2−|η|
[φ(
√
2(c− |u− a
2(u+ η)
|)− φ
√
2(c− |u|)]fu(u)du
+
∫ −c
−(η+c)−
√
(c−η)2+2a
2
[2φ(
√
2(c− |u− a
2(u+ η)
|)− 1]fu(u)du
+
∫ (c−η)+√(c+η)2+2a
2
c
[2φ(
√
2(c− |u− a
2(u+ η)
|)− 1]fu(u)du
There are 5 terms in P (C1)− P (C0), we will take the first and second derivatives w.r.t
√
a
for term by term.
Let κ = η√
a/2
⇒ η = κ√a/2.
The Derivatives of the first term:
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1 = 2
∫√a/2−κ√a/2
−
√
a/2−κ
√
a/2
[φ(
√
2(c− |κ√a/2|))− φ√2(c− |u|))]fu(u)du
1 = 2
∫√a/2(1−κ)
−
√
a/2(1+κ)
[φ(
√
2(c− |κ√a/2|))− φ√2(c− |u|))]fu(u)du
∂1
∂
√
a
= 2[(
1− κ√
2
(φ(
√
2(c− |κ
√
a/2|))− φ(
√
2(c− |(1− κ)
√
a/2|)))e−(
√
a/2(1−κ))2
+
1 + κ√
2
(φ(
√
2(c− |κ
√
a/2|))− φ(
√
2(c− |(1 + κ)
√
a/2|)))e−(
√
a/2(1+κ))2
+
∫ √a/2(1−κ)
−
√
a/2(1+κ)
(
−κ
pi
)e−(c−|κ
√
a/2|)2−u2du
=
√
2/pi(1− κ)e−(
√
a/2(1−κ))2 [φ(
√
2(c− |
√
a/2κ|)− φ(
√
2(c− |
√
a/2(1− κ)|))]
+
√
2/pi(1 + κ)e−(
√
a/2(1−κ))2 [φ(
√
2(c− |
√
a/2κ|)− φ(
√
2(c− |
√
a/2(1 + κ)|))]
−
√
2/piκe−(c−|
√
a/2κ|)2 [φ(
√
a(1− κ|))− φ(−√a(1 + κ))]
∂1
∂
√
a
|√a=0 = 0
For the second derivative, when we apply product rule into the function above, we will
drop the term which is zero for
√
a = 0
∂21
∂2
√
a
=
√
2/pi(1− κ)[0 + e−(
√
a/2(1−κ))2 [
−κ√
2pi
e−(c−|
√
a/2κ|)2 +
1− κ√
2pi
e−(c−(
√
a/2(1−κ)))2 ]]
+
√
2/pi(1 + κ)[0 +
−k√
2pi
e(c−|
√
a/2|)2 +
1 + κ√
2pi
e−(c−|
√
a/2(1+κ)|)2 ]
−
√
2κ√
pi
[e−(c−κ
√
a/2)2(
1− κ√
2pi
e−
√
a(1−κ)2 +
1 + κ√
2pi
e−(
√
a(1+κ))2 + 0)]
80
∂21
∂2
1√a=0 =
√
2/pi(1− κ)[0 + e0( −κ√
2pi
e−c
2
+
1 + κ√
2pi
e−c
2
)]
+
√
2/pi(1 + κ)[0 + e0(
−κ√
2pi
e−c
2
+
1− κ√
2pi
e−c
2
)]
−
√
2/piκe−c
2
(
1− κ√
2pi
+
1 + κ√
2pi
)
=
1− κ
pi
e−c
2
((1− 2κ) + (1 + κ)e
−c2
pi
(−κ+ 1 + κ)− κ/pie−c2(1− κ+ 1 + κ))
=
(1− κ)(1− 2κ)
pi
e−c
2
+
1 + κ
pi
e−c
2 − 2κ
pi
e−c
2
=
(1− κ)e−c2
pi
[(1− 2κ) + 1]
=
2(1− κ)2e−c2
pi
> 0
so
√
a = 0 is the local min for the first term.
The Derivatives of the second term:
2 = 2
∫ −√a/2(1+κ)
−c (φ(
√
2(c− |u− a
2(u+κ
√
a/2)
|))− φ(√2(c− |u|)))fu(u)du
∂2
∂
√
a
= 2[(
−(1 + κ)√
2pi
e−(
√
a/2(1+κ))2 [φ(
√
2(c− | − (1 + κ)
√
a/2
− a
2(−√a/2(1 + κ) + κ√a/2 |))− φ(√2(c− | −√a/2(1 + κ)|))]
+
1
pi
∫ −√a/2(1+κ)
−c
2
√
a(u+ κ
√
a/2(−aκ/√2
(u+ κ
√
a/2)2
e
−(c−|u− a
2(u+κ
√
a/2
|)2−u2
∂2
∂
√
a
|√a=0 = 0.
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∂22
∂2
√
a
|√a=0 =
−√2√
pi
(1 + κ)(
−κ√
2pi
e−c
2
+
1 + κ√
2pi
e−c
2
)
+
1
pi
(1 + κ)(2 + κ)e−c
2
+
2
pi
∫ 0
−c
e−(c−|u|)
2−u2
u
du
=
−(1 + κ)
pi
e−c
2
+
1
pi
(1 + κ)(2 + κ)e−c
2
+
2
pi
∫ 0
−c
e−(c−|u|)
2−u2
u
du
The Derivatives of the third term:
3 = 2
∫ s√
a/2(1−κ)(φ(
√
2(c− |u− a
2(u+κ
√
a/2)
|)− φ(√2(c− |u|))fu(u)du
∂3
∂
√
a
= −
√
2/pi(1− κ)e−(
√
a/2(1−κ))2 [φ(
√
2(c− | − κ
√
a/2|))− φ(
√
(c− |
√
a/2(1− κ)|))]
+
1
pi
∫ s
√
a/2(1−κ)
2
√
a(u+ κ
√
a/2)− aκ/√2
(u+ κ
√
a/2)2
e
−(c−|u− a
2(u+κ
√
a/2)
|)2−u2
∂3
∂
√
a
|√a=0 = 0.
∂23
∂3
√
a
|√a=0 = −
(1− κ)(1− 2κ)e−c2
pi
− 1
pi
(1− κ)(2− κ)e−c2 + 2
pi
∫ c
0
e−(c−|u|)
2−u2
u
du
The Derivatives of the fourth term:
4 =
∫ −c
∆
(2φ(
√
2(c− |u− a
2(u+κ
√
a/2)
|)− 1)fu(u)du
∆ = −κ
√
a/2+c−
q
(c−κ
√
a/2)2+2a
2
and
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∆√a=0 = −c ∆′√a=0 = 0.
∂4
∂
√
a
|√a=0 = 0
∂24
∂2
√
a
|√a=0 = 0
The Derivatives of the fifth term:
5 =
∫ ∆
c
(2φ(
√
2(c− |u− a
2(u+κ
√
a/2)
|)− 1)fu(u)du
∆ = −frac(c− κ√a/2) +√(c+ κ√a/2)2 + 2a2 and
∆√a=0 = −c ∆′√a=0 = 0.
∂5
∂5
√
a
|√a=0 = 0
∂25
∂25
√
a
|√a=0 = 0
Adding the terms;
sum5i=1
∂2i
∂2
√
a
|√a=0 > 0,so that’s a local min.
2.The second region (
√
a/2 ≤ η ≤ c) :
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P (C1)− P (C0) = 2
∫ √a/2−|η|
−
√
a/2−|η|
[φ(
√
2(c− |η|))− φ
√
2(c− |u|))]fu(u)du
+ 2
∫ √a/2−|η|
−c
[φ(
√
2(c− |u− a
2(u+ η)
|)− φ
√
2(c− |u|)]fu(u)du
+ 2
∫ c
√
a/2−|η|
[φ(
√
2(c− |u− a
2(u+ η)
|)− φ
√
2(c− |u|)]fu(u)du
+
∫ −c
−(η+c)−
√
(c−η)2+2a
2
[2φ(
√
2(c− |u− a
2(u+ η)
|)− 1]fu(u)du
+
∫ (c−η)+√(c+η)2+2a
2
c
[2φ(
√
2(c− |u− a
2(u+ η)
|)− 1]fu(u)du
There are 5 terms in P (C1)− P (C0), we will take the first and second derivatives w.r.t
√
a
for term by term.
The Derivatives of the first term:
1 = 2
∫√a/2−η
−
√
a/2−η[φ(
√
2(c− |eta|))− φ√2(c− |u|))]fu(u)du
∂1
∂
√
a
=
√
2/pie−(
√
a/2−η)2 [φ(
√
2(c− |η|))− φ
√
2(c− |
√
a/2− |η||))]
+
√
2/pie−(
√
a/2+η)2 [φ(
√
2(c− |η|))− φ
√
2(c− |
√
a/2 + |η||))]
∂1
∂
√
a
|√a=0 = 0
∂21
∂2
√
a
|√a=0 = 2pie−η
2−(c−η)2 > 0 so it’s a local min.
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The Derivatives of the second term:
2 = 2
∫ −√a/2−η
−c (φ(
√
2(c− |u− a
2(u+η)
|))− φ(√2(c− |u|)))fu(u)du
∂2
∂
√
a
= −
√
2/pie−(
√
a/2+η)2(φ(
√
2(c− |η|))− φ(
√
2(c− |
√
a/2 + η|))
+
2
pi
∫ −√a/2−η
−c
√
a
u+ η
e−(c−|u−
a
2(u+η)
|)2−v2
∂2
∂
√
a
|√a=0 = 0
∂22
∂
√
a
|√a=0 = − 1pie−η
2−(c−η)2 + 2
pi
∫ −η
−c
e−(s−|u|)
2−u2
u+η
du
3 = 2
∫ s√
a/2−η(φ(
√
2(c− |u− a
2(u+η)
|)− φ(√2(c− |u|))fu(u)du
∂3
∂
√
a
= −
√
2/pie−(
√
a/2−η))2 [φ(
√
2(c− |η|))− φ(
√
(c− |
√
a/2− η)|))]
+
2
pi
∫ c
√
a/2−η
√
a
u+ η
e−(s−|u−
a
2(u+η)
|)2−u2
∂3
∂
√
a
|√a=0 = 0
∂23
∂
√
a
|√a=0 = − 1pie−η
2−(c−η)2 + 2
pi
∫ c
−η
e−(s−|u|)
2−u2
u+η
du
The Derivatives of the fourth term:
4 =
∫ ∆
c
(2φ(
√
2(c− |u− a
2(u+η)
|)− 1)fu(u)du
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∆ =
c−η+
√
(c+η)2+2a
2
and
∆√a=0 = c ∆
′√
a=0
= 0.
∂4
∂
√
a
|√a=0 = 0
∂24
∂2
√
a
|√a=0 = 0
The Derivatives of the fifth term:
∂5
∂
√
a
|√a=0 = 0
∂25
∂2
√
a
|√a=0 = 0
Adding the terms;
sum5i=1
∂2i
∂2
√
a
|√a=0 = 2pi
∫ c
−c
e−(s−|u|)
2−u2
u+η
du > 0,so that’s a local min.
3.The Third region η1 ≥ c:
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P (C1)− P (C0) = 2
∫ s
−(η+c)+
√
(η−c)2+2a
2
[[2φ(
√
2(c− |u− a
2(u+ η)
|)− φ
√
2(c− |u|))]fu(u)du
+ 2
∫ −(η−c)+√(η+c)2+2a
2
c
[2φ(
√
2(c− |u− a
2(u+ η)
|)− 1]fu(u)du
+ 2
∫ −(η+c)+√(η−c)2+2a
2
−c
[(2φ(
√
2(c− |u|)])− 1)fu(u)du]
There are 3 terms in P (C1)− P (C0), we will take the first and second derivatives w.r.t
√
a
for term by term.
The Derivatives of the first term:
1 =
∫ c
∆
[2φ(
√
2(c− |u− a
2(u+η)
|)− φ√2(c− |u|))]fu(u)du
∆ =
−(c+η)+
√
(c−η)2+2a
2
and
∆√a=0 = −c ∆′√a=0 = 0.
∂24
∂2
√
a
|√a=0 =
2
pi
∫ c
−c
e−(c−|u−
a
2(u+η)
|)2
u+ η
du
The Derivatives of the second term:
2 =
∫ ∆
c
[2φ(
√
2(c− |u− a
2(u+η)
|)− 1]fu(u)du
∆ =
−(η−c)+
√
(η+c)2+2a
2
and
∆√a=0 = c ∆
′√
a=0
= 0.
87
∂2
∂
√
a
|√a=0 = 0
∂22
∂2
√
a
|√a=0 = 0
The Derivatives of the third term:
3 =
∫ ∆
−c[(2φ(
√
2(c− |u|)])− 1)fu(u)du]
∆ =
−(η+c)+
√
(η−c)2+2a
2
and
∆√a=0 = c ∆
′√
a=0
= 0.
∂3
∂
√
a
|√a=0 = 0
∂23
∂2
√
a
|√a=0 = 0
sum3i=1
∂2i
∂2
√
a
|√a=0 = 2pi
∫ c
−c
e−(s−|u|)
2−u2
u+η
du > 0,so that’s a local min.
This completes the proof.
Proof of Lemma 4.0.3:
We first need to find Σ−1, Finding Σ−1
Σ×

a b · · · b b
b a b · · · b
. . . . . . . . . . . . . . . . .
b b · · · b a
 = I , then
2a+ (n− 1)b = 1
a+ nb = 0
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From the equations above, b = −1
n+1
and, a = n
n+1
.
Finding Σ−1/2

a b · · · b b
b a b · · · b
. . . . . . . . . . . . . . . . .
b b · · · b a
×

a b · · · b b
b a b · · · b
. . . . . . . . . . . . . . . . .
b b · · · b a
 =

n
n+1
−1
n+1
· · · −1
n+1
−1
n+1
−1
n+1
n
n+1
−1
n+1
· · · −1
n+1
. . . . . . . . . . . . . . . . . . . . . . . . .
−1
n+1
−1
n+1
· · · −1
n+1
n
n+1
 From above,
a2 + (n− 1)b2 = n
n+ 1
2ab+ (n− 2)b2 = −1
n+ 1
and working on the first equation,
a2 + (n− 1)b2 ∓ (n− 1)2b2 ∓ 2ab(n− 1) = n
n+ 1
(a+ (n− 1)b)2 + (n− 1)b2 − (n− 1)2b2 − 2ab(n− 1) = n
n+ 1
(a+ (n− 1)b)2 + (n− 1) [b2 − (n− 1)b2 − 2ab] = n
n+ 1
(a+ (n− 1)b)2 + (n− 1) [b2 − (n− 1)b2 ∓ (n− 2)b2 − 2ab] = n
n+ 1
(a+ (n− 1)b)2 + (n− 1) [b2 − (n− 1)b2 + (n− 2)b2 − (n− 2)b2 − 2ab] = n
n+ 1
(a+ (n− 1)b)2 + (n− 1)
[
b2 − nb2 + b2 + nb2 − 2b2 + 1
n+ 1
]
=
n
n+ 1
(a+ (n− 1)b)2 + n− 1
n+ 1
=
n
n+ 1
(a+ (n− 1)b)2 = 1
n+ 1
a+ (n− 1)b = ± 1√
n+ 1
.
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Assume a+ (n− 1)b = 1√
n+1
, then a = 1√
n+1
− (n− 1)b,
a2 + (n− 1)b2 = n
n+ 1
(
1√
n+ 1
− (n− 1)b)2 + (n− 1)b2 = n
n+ 1
1
n+ 1
+ (n− 1)2b2 − 2(n− 1)b√
n+ 1
+ (n− 1)b2 = n
n+ 1
(n− 1)
[
(n− 1)b2 − 2b√
n+ 1
+ b2
]
=
n− 1
n+ 1
nb2 − 2b√
n+ 1
=
1
n+ 1
nb2 − 2√
n+ 1
b− 1
n+ 1
= 0.
Solving this equation w.r.t b yields, b12 =
1
n
(
1√
n+1
± 1
)
.Then
b1 =
1
n
(
1√
n+1
+ 1
)
and a1 =
1√
n+1
− n−1
n
(
1√
n+1
+ 1
)
.Moreover,
b2 = − 1n
(
1− 1√
n+1
)
and a2 =
1√
n+1
+ n−1
n
(
1− 1√
n+1
)
.
Now, assume a+ (n− 1)b = −1√
n+1
and carry out same calculation above, we derived,
b3 =
−1
n
(
1√
n+1
+ 1
)
and a3 =
−1√
n+1
+ n−1
n
(
1√
n+1
+ 1
)
.Moreover,
b4 =
1
n
(
1− 1√
n+1
)
and a4 =
−1√
n+1
− n−1
n
(
1− 1√
n+1
)
.
P (D0) = P (|Y | ≤ c∗)
P (D0) ≤ P (−c∗(|a|+ |b|(n− 1)) ≤ Σ−1/2Y ∗ ≤ c∗(|a|+ |b|(n− 1))
P (D0) = 0.95 ≤ P {|Zi| ≤ c∗(|a|+ |b|(n− 1)), i = 1, ..., n}
0.95 ≤ [2Φ(c∗|a|+ c∗|b|(n− 1))]n
0.951/n + 1
n
≤ Φ(c∗(|a|+ |b|(n− 1)))
Φ−1(
0.951/n + 1
2
) ≤ c∗(|a|+ |b|(n− 1))
c ≤ c∗(|a|+ |b|(n− 1))
c
|a|+ (n− 1)|b| ≤ c
∗
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Then c|a|+(n−1)|b| ≥ c2 , since |a| = −1√n+1 + (n− 1)b and |b| = 1n(1 + 1√n+1).This implies that,
c∗ ≥ c
2
.
8.3 GRAPHS
8.3.1 The One-Way ANOVA Model
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Figure 8.1: Coverage probabilities for n=2 One-Way ANOVA model
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Figure 8.2: Coverage probabilities for n=2 One-Way ANOVA model
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Figure 8.3: Coverage probabilities for n=2 One-Way ANOVA model
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Figure 8.4: Coverage probabilities for n=2 One-Way ANOVA model
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Figure 8.5: Coverage probabilities for n=2 One-Way ANOVA model
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Figure 8.6: Coverage probabilities for n=2 One-Way ANOVA model
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Figure 8.7: Coverage probabilities for n=2 One-Way ANOVA model
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Figure 8.8: Coverage probabilities for n=2 One-Way ANOVA model
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Figure 8.9: Coverage probabilities for n=3 One-Way ANOVA model
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Figure 8.10: Coverage probabilities for n=3 One-Way ANOVA model
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Figure 8.11: Coverage probabilities for n=3 One-Way ANOVA model
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Figure 8.12: Coverage probabilities for n=3 One-Way ANOVA model
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Figure 8.13: Coverage probabilities for n=3 One-Way ANOVA model
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Figure 8.14: Coverage probabilities for n=3 One-Way ANOVA model
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Figure 8.15: Coverage probabilities for n=3 One-Way ANOVA model
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Figure 8.16: Coverage probabilities for n=3 One-Way ANOVA model
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Figure 8.17: Coverage probabilities for n=4 One-Way ANOVA model
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Figure 8.18: Coverage probabilities for n=4 One-Way ANOVA model
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Figure 8.19: Coverage probabilities for n=4 One-Way ANOVA model
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Figure 8.20: Coverage probabilities for n=4 One-Way ANOVA model
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Figure 8.21: Coverage probabilities for n=4 One-Way ANOVA model
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Figure 8.22: Coverage probabilities for n=5 One-Way ANOVA model
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Figure 8.23: Coverage probabilities for n=6 One-Way ANOVA model
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Figure 8.24: Coverage probabilities for n=7 One-Way ANOVA model
114
llll
llllll
llllll
lllllllll
ll
llllllllll
llllllll
llllllllll
llllll ll
llll
ll
lllll
l
l
llll
lll ll
lll
l
l
lll ll
llll ll lll
ll lllllll
l
l
lllll
lllllll
ll
l
ll
l
l
ll
llll
l
lllll
llll
l
l
ll
lllll
llll
l
ll
llllll
l
llll
llll
l
lll
l
ll
llll
l
l
ll
l
llllllll
ll
ll l
ll
lll
l
lllll
llll
lll lll
lllllllll
ll
l
l
l
ll
ll
lllll l
lll
l
llllll
llllll
lll
ll
llllll lll
llllll
lll llll
l
l
lll
l
llllll
llll
lllll
lllllll
ll
l l
lll
l
ll l
llll
l
ll
l
ll
ll
ll
ll
lll
l
l
l
ll
l
l
l
ll
lll
ll
l
l
l
ll
l
l
l
l
l
lll
ll
l
l
l
l
l
lll
ll
l
l
llllll
l llll ll
l
llll
l
l
l
l
ll
l
l
l
l
l
ll
l
ll
l
ll
ll
l
l
l l
l
lllll
l
l
ll
llll
ll
ll
ll
llll
l
ll
ll
ll
ll
lll ll
ll
lll
l
ll
lll
llll
lll
l
ll
l
lll
lll
l
ll
ll
l
l
lll
lll
llll
llll
llll
llll
l
l
lll
llll
l
ll
l
l
ll
l
l
ll
l
l
l
ll
l
ll
l
l
l
ll
l
ll
l
llllll
l
ll
lll
ll
ll
ll
l
l
l
l
l
ll
l ll
l
l
ll
ll
l
l
l
l
l
l
ll
l
l
llll
lll
ll
l
l
l
l
l
l
l
l
lll
l l
l
ll
ll
ll
ll
l
l
l
ll
ll
l
l
l
l
l
l
ll
lll
llll
llll
lll
lll
llll
l
ll
l
ll
l
l
l
ll
ll
l
l
l
l
l
ll
l
lll
llllll
lll
lll
llll
llll
l
l
ll
l
l
l
l
ll
ll
l
l
ll
l
l
l
l
l
ll
l
ll
ll
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
ll
ll
l
l
l
lll
l
l
l
l
l
l
l
llll
l
l
l
ll
l l
l
l
l
l
l
l
ll
ll
l
l
ll
l
l
ll
l
l
ll
l
l
ll
ll
l
l
ll
ll
ll
ll
l
lll
l
l
ll
l
l
l
l
lll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
llll
l
l
l
l
ll
llll
l
lll
l
ll
l
ll
l
l
l
ll
l
l
ll
l
l
ll
l
l
l
l
l
l
ll
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
ll
ll
l
0 20 40 60 80 100 120
0.
96
0.
97
0.
98
0.
99
n=8,a=4
The length of the main effects
Co
ve
ra
ge
 P
ro
ba
bi
liti
es
lll
ll
lll
lll
lll
ll
ll
ll
lll
lll
ll
l
l
lll
lll
ll
ll
ll
lll
ll
lll
ll
ll
ll
l
ll
ll
l
l
ll
lll
ll
lll
lll
ll
ll
lll
ll
ll
ll
ll
ll
ll
l
ll
ll
l
l
l
ll
ll
l
l
l
ll
lll
ll
ll
ll
lll
l
ll
ll
lll
l
lll
ll
l
ll
l
l
l
l
ll
ll
ll
l
l
l
l
l
ll
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
ll
ll
ll
l
l
ll
l
l
l
ll
l
l
ll
l
l
l
ll
ll
l
l
l
l
l
ll
l
ll
ll
l
ll
l
l
ll
ll
l
l
l
l
l
l
l l
ll
l
0 1 2 3 4
0.
96
0.
97
0.
98
0.
99
n=8,a=4
The absolute maximum of the main effects
Co
ve
ra
ge
 P
ro
ba
bi
liti
es
Figure 8.25: Coverage probabilities for n=8 One-Way ANOVA model
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8.3.2 The Two-Way ANOVA Model
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Figure 8.26: Coverage probabilities for 2×2,3×2,4×2,5×2, Two-way ANOVA model
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Figure 8.27: Coverage probabilities for 5×2,6×2,7×2,4×3, Two-way ANOVA model
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