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Abstract 
We study a one-dimensional nearest neighbor simple exclusion process for which the rates of 
jump are chosen randomly at time zero and fixed for the rest of the evolution. The ith particle's 
right and left jump rates are denoted pi and qi respectively; pi + qi - 1. We fix c E (1/2, 1) 
and assume that pi E [c, 1] is a stationary ergodic process. We show that there exists a critical 
density p* depending only on the distribution of {pi} such that for almost all choices of the 
rates: (a) if p E [p*, 1], then there exists a product invariant distribution for the process as seen 
from a tagged particle with asymptotic density p; (b) if p E [0, p*), then there are no product 
measures invariant for the process. We give a necessary and sufficient condition for p* > 0 in 
the iid case. We also show that under a product invafiant distribution, the position Xt of the 
tagged particle at time t can be sharply approximated by a Poisson process. Finally, we prove 
the hydrodynamical limit for zero range processes with random rate jumps. 
Keywords: Asymmetric simple exclusion; Random rates; Law of large numbers; Hydrodynami- 
cal limit 
1. Introduction 
Let c E (1/2,1) and p = {p i  c [c, l ]  : i E Z} be a stationary ergodic process on 
[c, 1] ~ with distribution m. For each random choice of p we consider an asymmetric 
simple exclusion process whose particles move with rates p. In fact we consider the 
simple exclusion process as seen from a tagged particle. The tagged particle is labeled 
zero and the other particles are labeled in an increasing way according to their position. 
In words, the ith particle attempts to jump to the nearest site to the right at rate Pi 
and performs the jump if the destination site is empty, otherwise it stays still. At rate 
q~ = 1 - Pi, the ith particle does the same to the left. Let x i ( t )  be the position of the 
ith particle at time t. Let qt be the set of occupied sites at time t; hence qt = {x~(t) :
i c E}. The configuration q can be interpreted as a function from 7/ to {0, 1} given 
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by q(x) = l{x = xi, for some i}. The generator of  the process seen from the tagged 
particle depends on the choice of p and is given by 
LPf ( r l )  = Z (l{xi+, > xi + 1}pi[ f (qx"x '+l)  - / (r / )]  
i#0 
q-l{xi-1 < Xi -- 1}qi [ f (q  x''x'-I ) - f (q)] )  
+l{xl  > 1}po[ f ( r lq  °'1) - f(r/)]] 
+ l{x_ l  < -1}qo[ f ( r _ lq  °'-1 ) - f(r/)] (1.1) 
where ~x is the translation by x: zxq(z) = q(z -x ) ,  f is a local function and 
q(z) if z ¢ x, y, 
qx'Y(z) = tl(x) if z = y, 
q(y)  if z = x 
is the configuration where the values at the sites x and y have been interchanged. 
The simple exclusion process as seen from a tagged particle is isomorphic to a zero 
range process (Kipnis, 1985; Ferrari, 1986). Hence to show the existence of the former 
it suffices to show existence of the later. The existence of the zero range process can 
be shown using the Hille-Yosida theorem as in Liggett (1985) and Andjel (1982). 
An alternative proof uses the graphical construction of  Harris. See Ferrari (1992) for 
instance. 
For a measure /~ on {0, 1} ~ let l im,~(Zn + 1) - i f  d/~(t/)~-~x~=_, q(x) be its global 
density (if the limit exists). In Section 2 we show that there exists a critical density p* 
such that for any density p C [p*, 1] and almost all choices of  the rates p, there exists 
an invariant measure with global density p. The critical density p* may be strictly 
positive as we show in the independent case in Section 2.3. We also show that there 
are no invariant product measures for densities in [0,p*). We show in Section 2.5 
that for any given p/> p* and for almost all choice of the rates, the position Xt of the 
particle originally at the origin is given by a Poisson process of  rate v(p, p )  plus an 
error of order one. The "effective velocity" v(p, p )  is given by an explicit equation. 
In the simple exclusion process as seen from a tagged particle with pi =- po, the 
only extremal invariant measure with global density zero is the measure concentrating 
mass in the configuration with a single particle at the origin. On the other hand, if 
one starts the system with an ergodic measure such that the interparticle distances 
have a translation invariant distribution and the mean distance between two successive 
particles is infinite, then the process converges weakly to the configuration with a 
single particle at the origin (Andjel et al., 1986). Based on this result we conjecture 
that in our case there are no extremal invariant measures with global density zero 
concentrating mass in the set of configurations with infinitely many particles. On the 
other hand, we show that for all n, depending on the particular ealization of  Pi, there 
may be measures concentrating mass in sets of configurations with n particles. We 
also study the process with initial configuration ... 111000 .... In this case assuming 
that m([c,c + el) > 0 for all e > 0, we show that the ith particle to the left has an 
asymptotic velocity that converges as i -~ oc to 2c - 1. 
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When the rates are associated to the sites instead of the particles our result is weaker: 
we show that starting with the homogeneous product distribution vp, for almost all 
choices of the environment any tagged particle has a velocity at most (2c -  1)(1 -p )  
almost surely. 
Then we turn to the study of the hydrodynamical behavior of the process with 
random rates in infinite volume. We first change coordinates and denote by {~(k) the 
number of holes at time t between particle k and particle k + 1. This transforms the 
asymmetric simple exclusion process to a so-called zero range process. It is easy to 
check that 4, evolves as follows. At rate l{~(k)~>l}qk+j one particle jumps from 
site k to site k + 1 and at rate l{~(k)>~ 1}pk one particle jumps from site k to site 
k 1. Under some restrictions on the initial measure, we prove that m almost surely 
the macroscopic behavior of this process is described by the entropy solution of a 
first-order hyperbolic equation ~tP + ~xt'(p) = 0 where v(p) denotes the mean velocity 
of a zero range particle for a process in equilibrium with density p. 
Finally we consider the hydrodynamical behavior of another type of zero range pro- 
cesses in random environment. This system corresponds to asymmetric simple exclusion 
processes where the rate at which the kth particle jumps to the right and the rate at 
which the (k + 1)th particle jumps to the left is decelerated by a factor Pk picked from 
an ergodic stationary process. 
2. Asymmetric exclusion 
2.1. Rates associated to particles 
Let c E (1/2, 1] and m be an ergodic translation invariant distribution in [c, 1] z, such 
that 
m(po E [c ,c+t : ) )  > 0 for all ~, > 0. (2.1) 
Let p ~ [c, 1] z be represented by p - (Pi : i ~ 7/) and let qi = 1 - -  Pi. For an 
integer i, denote by Zi the following function of p: 
1 L  ILl qk+' (2.2) 
Zi(p)  = qi+l .:=o k=i-/ Pk 
Since c<~pi<~ 1, we have 0~<Z/~ 1 / (2c -  1). Let v* be the maximum value of v for 
which Zi < ( l /v) almost surely for all i E Y: 
v* = sup{v > 0 : m(vZ,. < 1) = l}, 
that does not depend on i by translation invariance. Notice that v*~>2c-  1. 
Define the function R : [0, v*) --+ ~+, by 
that does not depend on i as p is a stationary process. Notice that by the definition of 
v*, the function R is well defined and positive in [0, v*). Moreover, 
R(0) = 1 (2.4) 
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and R is clearly decreasing in w. In particular it is invertible. Let v denote the inverse 
function: v(R(w))= w. Denote by p* = R(v*) the limit of R(w) as wTv*. 
Theorem 2.1. For any p E [R(v*), 1] and Jot almost all choice of p:  (i) There exists' 
a unique vector eft= cffp, p)) = {o~i:i E ~-}, such that for all i, 
Otip i -- O~i_lq i = V(p)  (2.5) 
~i E [0, 1]. 
(ii) The measure v~ defined by 
k-1  v~(x i+ l -x i=k i ' iEA)=l - - [~ i' (1 -a i ) ,  AC7/,  ki~>l,finite (2.6) 
iGA 
with v~(xo = O) = 1 is invariant for the process with yenerator Lp. (iii) The ylobal 
density of this measure is p : 
lim 1 
n~oo 2n + 1 r/(x) = p (2.7) 
x=- -n  
v~ almost surely. (iv) I f  p < R(v*), there are no invariant measures for Lp with 
9lobal density p for which {xi -x i -1} i  are independent. 
Remark. (1) I f  the vector p is constant, i.e. pi = c, then v(p) = (2c -  1)(1 -p )  
and p* = 0. On the other hand, this theorem implies that there are product invariant 
measures with global densities p only for p >7 p*. The critical density p* may be strictly 
positive as it is shown in the independent case below. (2) Is there an invariant measure 
with density p < p*? We do not know. I f  it exists, then our theorem says that it 
cannot be a product measure. (3) It is an open problem to describe in some sense 
the evolution of the process starting from the Bernouilli product measure with density 
below the critical density. 
Proof of Theorem 2.1. Fix 0 ~< v < 2c -  1. We consider the (inhomogeneous) dynam- 
ical system ai with state space [0, 1] defined by 
V + a i _ l (1  - -  P i )  
ai = := Ti(ai-1). 
Pi 
Of course Ti depends on Pi. In order to argue that the dynamical system ai, i c Z 
has a unique solution satisfying (2.5) we consider a coupling (ai, bi) between two 
realizations of the process starting from some j with different initial conditions aj and 
bj. To realize the coupling we use the same Pi for both processes and obtain for i ~>j, 
(bi-t - ai-l)(1 - Pi) <<.(bj aj) (2.8) bi - ai = 
Pi 
From (2.8) we leam two things. First, that the process is attractive: b>>,a implies 
Tib >~ Tia for any i. This implies that if we consider aj = 0 and bj = 1, then for any 
co c [0, 1], ai <<.ci <~bi for i>~0. Second, for any initial condition aj < bj, the difference 
b i -  ai converges as i ---+ ~ exponentially fast to zero. The rate of convergence is 
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bounded above by (1 -c ) /c  < 1 because c > 1/2. On the other hand, (2.8) implies 
that if we fix the sequence p and call ~i(n) the (n ÷ i)-th iterate of the chain when 
, :X_n_l z 1: 
(xi(n) = T i - lT i -2""  T-n(1) 
for i > -n .  Then ~i(n)  is a nonincreasing sequence in n and it converges exponentially 
fast, as n ~ oo, to a limit ~i. We have proved that the double infinite sequence ~ is 
the unique solution of (2.5). This unique solution is given by 
£ri 1) qk+l __ vZ  i . (2.9) ~i(P ,  v) = ~ i (P )  = qi+l j=0 k=i-j Pk 
Recall the definition of v*. From this explicit formula for ~i, we see that we may 
extend the domain of v for which there exist a solution of (2.5) to the set [0, v*]. 
Stationarity of {P i}  implies that the process {~i} is stationary. 
The easiest way to show (ii) is to show 
v~(gLpf )  = v~( fLpy)  
for f ,  g in a core of L, where the (guessed) adjoint generator Lp is defined by Lp -- 
L p. , with 
Pi = qi~i 1/~i, qi = P i~ i /~ i - J .  
It is sufficient o take f and g of the form l{xi+l -x i  = ki : i E A} ,  with ki>/1 and A a 
finite subset of 7/. Since the measure is product when applied to this kind of functions, 
the problem is reduced to showing that for all i and all ki, k i - !  >/O, 
Pi  v~ (xi+ I - xi = ki, xi - x i -  I = ki I + 1 ) = q~ v~ (xi+ t - xi = ki + 1, xi - x i -  1 = k i -  l ) 
P i  ÷ qi+l ~- P i  ÷ qi+l 
which hold by (2.5). The invariance of v~ has been proven by Jackson (1963) for 
finite systems and by Andjel (1982) for infinite systems. The proof using the adjoint 
can be found in Kipnis (1986) for the exclusion process with constant rates and (for 
a more complicate model) in Ferrari and Fontes (1995). 
To show (iii) we first look for the solution of (2.5). For a fixed realization p the 
(unique) solution of the system (2.5) is given by (2.9). Since p is ergodic, so must 
be {ai} and denoting mh(a i )  = f m(dp)h(a i (p ) ) ,  
1 
_1 -m(1 / (1  - 7i)) m almost surely (2.10) nli~rnoo 2n +~--~- 1 ak 
kz - -n  
that by stationarity does not depend on i. Call mv~ the measure on {0, 1} z obtained 
by first choosing a p according to m and then for i E 7/ choosing xi+l -x i  with 
geometric distributions as in (2.6) with ~ = ~(p). It is immediate that mv~((x i+l  - 
Xi )  2 )  - -  (mv~(Xi+l  -- Xi ) )  2 < constant and mv~(Xi+l  -- x i )  = re(l/(1 - ~i)). Hence, 
1 n 
lim 2n + 1 ~_~(x i+l  - xi - m(l/(1 - ~i)) = 0 mv~ almost surely 
n~o~ 
i=--n 
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(See Grimmett and Stirzaker (1992, Exercise 11 on p.314) for instance.) This implies 
again by ergodicity, 
lim 1 ~ 1 
n--.~c 2n + 1 q(x) - m(1/(1 - ~i))' 
x -n  
mv~ almost surely. 
To show (iv) we first observe that invariant measures for which {x i -x i - i  } are inde- 
pendent must be product of geometrics as in (2.6). This follows from direct computation 
with the generator. On the other hand, if the measure concentrates in configurations 
with infinitely many particles, the probability ~i that particles i and i ÷ 1 are at distance 
bigger than one must satisfy Eq. (2.5) for some v C [0, v*]. The global density of this 
measure is R(v) that is necessarily bigger than or equal to p*. [] 
2.2. Rates associated to particles: The independent case 
In the independent case we get a necessary and sufficient condition for the existence 
of phase transition. In this subsection we assume that under m the variables Pi are lid 
and that c > 1/2 is the bottom of the distribution in the sense of (2.1). 
Theorem 2.2. Assume that under m, Pi are iid random variables in [c, l], satisfying 
(2.1). Then 
1 - -e  
m[po = c] < - -  
C 
if and only if p* > O. 
Proof. We shall first prove some monotonicity of the phase transition. Assume m and 
m / are two product measures on [c, 1] z with m / stochastically larger than m: m(po >~r) 
<~m'(po >~r) for every r in N. It is easy to check that Z0 is a nonincreasing function 
of {pi, i ¢ 7/}. In particular, 
m 1 - (2c -  1)Z0 ~>m' 1 - (2c -  1)Z0 
provided m ~<m'. 
We now prove sufficiency. Let O(r)= m[po<,r] and assume that O(c)= m(po = 
c) < (1 -c ) /c .  Since O(r) is right continuous in r, there exists b E (c, 1] such that 
O(b) < (1 -c ) /c .  Consider m ~ the product measure on {c,b} z with marginals given 
by m'(po = c) = m(po <~b) = 1 -m' (po  = b). Of course, m' <~m and to prove that 
there is phase transition for m it is enough to show it for m'. 
Denote by T = T(b) the absolute value of the first integer j on the left of the origin 
with pj = b : 
T = min {j~>0; p_g=b}.  (2.12) 
Notice that, under m', T has a geometric distribution: 
m'(T = k) = (1 - O(b))O(b) k, k>~O. (2.13) 
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From formula (2.5) and since ~i = vZi, it is easy to see that Z0 may be expressed as 
a simple function of T and Z r " 
1 (~_~)  r ( 1 ) (2.14) 
Zo -- 2c -  1 + Z-T 2c- -  1 
In particular, 
l - (2c - l )Z0= - -  (1--(2C--1)Z_T). (2.15) 
For k~>0, the event {T = k} depends only on the variables {P-k . . . . .  Po}. On the 
other hand, for any measurable A, the event {Z x E A} depends on the variables 
{...,  P -k - I ,  P-k}. This implies that for measurable functions f and 9, we have 
m'(y(Z_T)[T = k) = m'(y(Z k)lP k = b) = m'(,q(Zo)lPo = b) ,  
by translation invariance. This implies 
m'( f (T )g(Z_r ) )  = Z m' (U(T)9(Z- r ) IT  = k)m'(T  = k) 
= Z f (k )m' (T  -- k )m' (9(Z_r ) lT  = k) 
k>~O 
= m'( f (T))m'(o(Zo) lPo = b) .  
Looking for simple bounds for (1 - (2c -  1)Z0) - I  we notice that from (2.2), 
(2.16) 
Zo = ( 1 + qoZ- 1 )/Po 
and 0 ~< Z_ j ~< (2c - 1 ) -  I, from where 
1 1 po - - ~ <  ~< 
2(1 -c )  1 - (2c -  1)Zo 2(p0-c )  
We compute now [R(2c -  1)] 1 under m/: 
' ( ' ) - -  m t 
R(2c - 1 ) 1 - (2c - 1 )Zo 
= m' c (1 - (2c - 1 )Z_r ) -  
k~>0 
(by (2.16) and (2.13)) 
k 
k~>0 
J] (by (2.15)) 
m' [(1 - (2c -  1)Z0) - I  Po 
b 
(by (2.17)) 
2(b - c) 
(2.17) 
b] 
because O(b) < (1 -c ) /c .  This shows that O(c) < (1 -c ) /c  implies p* > 0. 
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n(,,) 
1 
2c ' -1  
Fig. 1. 0(c)~>(l  - c)/c. 
V 
R(,) 
1 
p* 
0 
! 
2c-  1 
Fig. 2. O(c) < (1 -c ) / c .  
J~ 
1) 
To show the other implication assume 0(c)~>(1 -c ) /c .  Denote this time by T the 
first integer j on the left of  the origin with pj > c. Perform the same computation as 
in (2.14) to obtain (2.15). Now we compute (R(2c -  1)) - I  under m: 
R(2c - 1) 
( , ) 
- -m 1 - (2c -  1)Zo 
k 
=Z(1-O(c) ) (O(C) l  c-~_c) m[ ( l - (2c - l )Zo) - '  p0 >c]  
k>~O 
( ,+c)  ' >/(1 - O(c)) E O(c) 2(1 - c)  (by (2 .17) )  
k~>O 
~(X3 
because 0(c)~>(1 -c ) /c .  This proves that 0(c)~>(1 -c ) /c  implies p* = 0. [] 
This theorem proves that there are invariant product measures with global density p, 
only for p>~R(2c - 1) > 0 for O(c) < (1 - c)/c. Figs. 1 and 2 illustrate this point. In 
particular we can think that if we perturb an homogeneous system with constant rates 
pi - b, in such a way that a small fraction 0 of the pi's are  modified to be c < b, 
then this perturbed system will not have product invariant measures with small global 
densities. 
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2.3. Rates associated to particles: Poisson approximation. 
In this subsection we fix a p, assume that p > p* and start the process under the 
invariant measure V=(p,p). In the next theorem we show that the position of a tagged 
particle is sharply approximated by a Poisson process. 
Theorem 2.3. Let p >~ p* and take p in the set of m-probability one for which there 
exists v~, the invariant measure defined in Theorem 2.1 with global density p and 
= ~(p). Assume that the initial distribution of particles is given by v~ and let Xt 
be the position at time t of the tagged partich" that at time 0 is at the origin. Then 
there exist Poisson processes Nt ° and N/ of rate v = v(p), random variables R ° and 
R I and a stationary process Bt such that the jollowing inequalities hold: 
Nt° + R°>~Xt>~N, ' + B] - B~ - R'. 
Furthermore Bt, R ° and R I can be chosen such that they have an exponential moment 
independent of p (and t) : there exist positive 0 and C independent of p and t such 
that 
PFe °R° < C, nZe °R' < C, [ge °8' < C. (2.18) 
Proof. We adapt a proof of Ferrari and Fontes (1996). We consider two semi-infinite 
processes r/, ° and q] as seen from the tagged particle. 
For q0 the tagged particle never jumps to the left as if there were always full of 
particles to its left. The jumps to the right of the tagged particle are realized with rate 
P0 and the jumps of the other particles with rates Pi, qi, i ~> 1. Let )(t o be the position of 
the tagged particle for qo. The invariant measure for the process is the product measure 
0 {0, 1} ~+ with c~ °v~ on = {~o "i~>0} the solution of (2.5) with boundary conditions 
~°_ 1 =0.  
For ~/~ the tagged particle jumps to the left at rate q0 as if there were no particles 
to its left and the jumps of the other particles with rates Pi, qi, i ~> 1. Let X/ be 
the position of the tagged particle for ~/~. The invariant measure for the process is 
the product measure v I on {0, 1} z+ with gl  = {0~ " i~>0} the solution of (2.5) with 
boundary conditions c~l_l = 1. 
By (2.8), if ~ is the double infinite solution of (2.5), then for i~>0,~ >~i~>~ ° and 
both ~ i -  s ° and ~ -~ i  converge exponentially fast to zero. Now we couple a double 
infinite configuration 1/ picked from v~ with two semi-infinite configurations t/° and tl I 
picked from v ° and vl= respectively in such a way that if we call 
{(i) =x( i+ l ) -x ( i ) -  1, iEZ ,  
{°(i) =x°( i+  1) -x° ( i )  - 1, i>/0, 
{1(i) =x l ( i+ l ) -x l ( i )  - 1, i>~0, 
(2.19) 
then under the (three way) coupled measure ~,  
~l(i)>~{(i)>~{°(i) (2.2fl) 
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almost surely for i/> 0 and there exist positive 0 and C such that for j = 0, 1, 
~{exp(O~=o,~( i ) -~ J ( i ) , )}  <C<c~ m-almost surely (2.21) 
Statements (2.20) and (2.21) are easy consequences of (a) the attractiveness of the 
solutions ~,~l and ~0, (b) the (uniform in p)  exponential convergence to zero of 
i and 0 ( (~ i  - -  ~/), which in turn is a consequence of (2.8) and (c) the fact that v~ v~ v~ 
are product of geometric distributions. 
Assume that it, 4 ° and (~ start each with the corresponding invariant distribution 
coupled in such a way that (2.20) and (2.21) hold. Now we couple qt, q] and q0 
in such a way that the ith particles of the three systems use the same exponential 
clocks and jump together as much as possible. In the particle system jargon this is the 
basic coupling for the zero range process ~t. Under initial distribution ~ and using the 
coupling, the marginal processes (t, C ° and ~) are stationary and keep the initial order: 
for all t>~0, 
~] (i) ~> ~t(i) >/~°(i) for all i >~ 0. (2.22) 
This implies that the rate of jump to the right are also ordered for all times and that 
X ° + R ° ~>Xt ~>Xt I - R ~ (2.23) 
where 
R, = and R0 = C0°(x)) 
x~>0 x~>0 
To see that the first inequality in (2.23) holds observe that each jump to the right of 
Xt can either be accompanied by a jump to the right of X, ° or not. In the first case 
the inequality holds if it holds before the jump. In the second case, the jump to the 
right is either corresponding to one of the extra holes R ° or due to a hole that entered 
to the right of Xt after time zero. The first case is covered by R ° that appear on the 
left-hand side of (2.23). The second one cancels because the net flux generated by this 
hole is zero. The same argument is used to show the second inequality. Both R 1 and 
R ° have exponential moments by (2.21). 
Now, in distribution )(t o = N °, a Poisson process with parameter v. The fact that it 
is Poisson follows from Burke's theorem because it is just the departure process of a 
network of queues. See Kelly (1979) or Theorem 1 of Ferrari and Fontes (1995). The 
rate is given by 
0 P0~00 = p,~O _ q,x,-1. 
for all n. Since l im,~(~,  - ~0) = 0 and P,~n - qnCtn-l = v by (2.5), the rate equals 
/). 
Finally in Theorem 2 of Ferrari and Fontes (1995) it is proven that Xt 1 = Art I +B]  - 
B01, where Art l is a Poisson process with parameter v and B] is a stationary process 
distributed as a sum of independent geometric distributions with parameters b]/( l  - 
a] + b] ), i~>0, where a] is the solution of (2.5) for i~>0 assuming boundary condition 
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a l l  =- 1 and b] is the solution of (2.5) for i>~0 assuming boundary condition bl_l -- 1 
and v = 0. See display (20) of Ferrari and Fontes (1995). Clearly b~ 4((1 - c ) / c )  i and 
a)/>b). Hence B] has an exponential moment independent of p and t. [] 
2.4. Finite and semi-infinite cases. 
In the finite case one looks for solutions ~" of (2.5) fixing boundary conditions 
9~n--I = ~i  = 1. (2.24) 
The proof of the following theorem is standard (Jackson 1963). 
Theorem 2.4. I f  the vector 
p" = (p ' ( , . . . ,  p~) (2.25) 
is such that (2.5) with boundary conditions (2.24) has a solution ~ E (0,1), i  
{0 . . . . .  n} then the measure v" defined by 
v'(xi+l -x i  ki "i E (0 . . . . .  n}) H " ,,,k,-I, = = t~ i ) tl - ~) ,  (2.26) 
iE{O,...,n} 
is invariant for the process with generator Lp. 
The tagged particle performs in this case a Poisson process in the sense of Theorem 
2.18. See Ferrari and Fontes (1996). 
To close this section we consider the semi-infinite case. Let r7 be the configuration 
( / (x ) -  l{x~<0}. Assume that the measure m describing the random rates satisfies 
m is a product measure on [e, 1] z. (2.27) 
For fixed p let 
x i ( t )  - xg(O) 
vi(p) = lim (2.28) 
t~ t 
if the limit exists. 
Theorem 2.5. Under conditions (2.1) and (2.27) the limit (2.28) exists and 
lim vi = 2c -  1 m almost surely. 
We conjecture that the distribution around X, converges to the measure  v:~(p,2c- i ) .  
Proof of Theorem 2.5. By assumption (2.27), vi>/(2c- 1). To show the other in- 
equality consider a finite system with n + 1 particles: yo(t) < .. .  < yn(t) such that 
yo(t) jumps only to the right at rate 1 and yl(t)  . . . . .  y,~(t) jump with rates b and 
1 -b  to the right and left, respectively. The process (zl(t) . . . . .  zn(t)) = (yi(t) -  yo( t ) -  
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1 . . . . .  yn( t ) -yo( t ) -1  ) is an ergodic positive recurrent continuous time Markov process 
in a countable state space and it has invariant distribution/t" given by 
n 
#"(Zl = k, . . . . .  z, = k, )  = H(~)k J [1  - c~], kj >~0 (2.29) 
j 1 
where 
Under this invariant measure the average velocity of the j th particle is given by 
2b-  1 
1) n = b l ln(z j  > 0)  - (1 - b)I2n(Zj+l > 0)  = n+l  (2.30) 
that does not depend on j .  Furthermore we have that if the system starts with the 
configuration z /= 0 (that has positive/~n measure), the following law of large numbers 
holds 
lim yj ( t )  - y j (O)  _ vn" 
t---~  t 
Turning to the semi-infinite system, fix p. It is clear that l ) i~Ui+ 1. On the other hand, 
let b(i, n, p)  = max{pj  : i ~<j ~< i + n}. For this b consider the finite system (Y0 . . . . .  Yn) 
defined above with initial positions (xi . . . . .  xi+,). Hence one can couple in such a way 
that 
and 
xi(t) -- xi(O) <~ yo(t) - y0(0) 
l imsupXi( t )  -x i (O)  <~ lim yo(t) - y0(0) _ 2b( i ,n ,p )  - 1 
b(i,n,p) J 
by (2.30) and a law of large numbers for a positive recurrent Markov chain. Take 
> 0. Take b and n such that v n < 2c-  1 +e,  where v n is given by (2.30). Let 
I (p )  = max{/ : b( i ,n ,p )  < b} the first time that n successive pj are smaller than 
b. By assumption (2.1) I is finite with m-probability one. Hence we have that for all 
e > 0 for i sufficiently large, 
2b( i ,n ,p ) -  1~<2c - 1 +e.  (2.31) 
This proves the Theorem. [] 
2.5. Rates associated to sites 
When the rates are attached to the sites instead of the particles, there is no de- 
scription of the invariant measure available. In this case the invariant measure is not 
product and it might have long correlations. A simple coupling argument shows 
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that if m concentrates in [c, 1] and the particles are distributed initially according to 
the translation invariant product measure vp, then the tagged particle must move at 
velocity at least (2c -  1)(1 -p ) .  This is the contents of the next theorem. 
Theorem 2.6. Assume that the rates p are attached at the sites and that m concen- 
trates in [c, 1]. Let qt be the simple exclusion process with these rates distributed 
initially with the (noninvariant) distribution vp. Let Xt be the position of  the tag,qed 
particle initially located at the origin. Then 
lira inf Xt ~>(2c - 1 )(1 - p) almost surely. 
Proof. We couple ~/t with a simple exclusion process (t with (constant) rates c and 
1 - c for right and left jumps, respectively. The product measure vp conditioned to have 
a particle at the origin is invariant for this process as seen from the tagged particle. Let 
Zt be the position of the tagged particle initially at the origin. Under initial distribution 
vp, Kipnis (1986) proved that 
lira Z, = (2c - 1)(1 - p). (2.32) 
t---~ vo t 
Since Px/> c for all x we can couple ~/t and (t in such a way that each time a jump from 
x to x + 1 is attempted for the system (t, the same jump is attempted for the system 
qt- Analogously, since 1 - c >1 qi, each time a jump from x to x - 1 is attempted for the 
system ~/t, the same jump is attempted for the system (t. Since the rates are different, 
under this coupling the two systems will differ. Let xi(t)  and gi(t) be the positions 
of the particles of the qt and (t systems, respectively, at time t. Here xo(t) = Xt and 
zo(t) - -Zt.  At time zero x i (O) -  zi(O). We claim that for all t~>0 
xi(t) >~zi(t). (2.33) 
To show (2.33) it suffices to see that each jump involving positions xi(t)  and zi(t) 
keep the inequality unaltered. Assume that at time t (2.33) holds and that there is an 
event involving xi(t) and/or zi(t) in the time interval (t,t + dt). If xi(t) > zi(t) then, 
after the event, xi(t + dt)>>-zi(t + dt) because at most a jump of length 1 occurred. If 
xi(t) = zi(t), there are four possibilities: (a) an attempt for both particles to jump to 
the right; (b) an attempt for the xi(t) particle to jump to the right; (c) an attempt for 
both particles to jump to the left and (d) an attempt for the 2i(t) particle to jump to the 
left. Since by (2.33), xi+l (t) >~zi+l (t), in case (a) after the jump xi(t + dt) >~zi(t + dt). 
Case (c) is similar and cases (b) and (d) are immediate because the jumps are in the 
good sense. This proves (2.33) for all t. In particular Xt ~>Zt. This and (2.32) show 
the theorem. [] 
3. Asymmetr ic  zero  range  processes  
We prove in this section the hydrodynamical behavior of two types of asymmetric 
zero range processes in random environment. 
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Consider a family of random variables {ok; k t Z”} with values in an interval [c, I] 
for some strictly positive constant c. Denote by m the joint distribution and assume 
that it is stationary and ergodic. We will call p the environment and shall assume that 
m( [c, c + a)) > 0 for all t’ > 0. For each realization of p, let qr be the Markov process 
on N”” whose generator acts on cylinder functions as 
(L2,f)(rl) = C r(j)Pkg(V(k))[f(Tk,k+j’l) - f(vl)l . (3.1) 
k.jEL" 
In this formula Y(.) is a finite range transition probability on Zd (there exists r < 00 
such that r(j) = 0 for Ijl > r), g is a positive nondecreasing bounded function 
vanishing at 0: 0 = g(0) < g(1) and limk,= g(k) = g(m) < cc and, for fixed 
integers j and k and for configurations 4 with at least one particle at k, Tk,jt stands 
for the configuration obtained from 4 letting one particle jump from site k to site j : 
() 1 
4(i) if i#k,j, 
G,j< (i) = Z’(k) - 1 if i=k, 
t(j) + 1 if i = j. 
yqe fuit;ier aSSiiiiie ihai r(k) + r*(k) is ifleducibie. This process can be inieipreied as 
follows. For a fixed realization of the environment p, at each site k a particle jumps 
to site k + j at rate r(j)pkg(y(k)). In this sense the rate at which particles leave a 
site is randomly decelerated by the value of the environment at that site. In the one- 
dimensional nearest neighbor case with g(n) = l{n 3 1) this model corresponds to the 
simple exclusion process studied in Section 2 where we fixed the probability at which 
each particle jumps to the right or to the left and where we decelerate the rate at which 
the kth particle jumps to the right and the (k + 1)th particle jumps to the left by a 
factor pk picked from a stationary ergodic process. 
For further use we denote by y = (yr , . . . , yd) the mean drift of each elementary 
particle : 
Y; = c ki r(k) 
for l<i<d if k = (kl,...,kd). 
The first question is naturally to find invariant measures for the process. Fortunately 
there are product invariant measures. For each 0 d q < g(m), define the partition func- 
tion Z(.) on iw+ by 
Z(V) = ~cpkig(l)4k). 
We used here the convention that g( 1). . . g(0) = 1. It is clear that Z(.) is an increasing 
function which converges to cc as cp approaches g(m). Recall from Andjel (1982) that 
in the case where m is a Dirac measure concentrated on the set {p; pk = I, k E Zd}, 
i.e., in the case with a deterministic translation invariant environment, the translation 
invariant product measures {asp; 0~ 9 < g(co)}, with marginals given by 
p,{v];q(k) = n} = -!- ‘” 
Z(cp)g(l)...g(n) 
L Benjamini et al./Stochastic Processes and their Applications 61 (1996) 181 204 195 
lim 
n---~ oc  
Here, for 
origin • 
for n ~>0, are invariant. From this result product invariant measures for the random 
environment case are easily guessed. 
For 0~<9 < cg(~) denote by v p the product measure on N z'~ with marginals given 
by 
1 [pk-'9] n 
vP{t/; t/(k) = n} = Z(q~p;l) g(1) - . .g (n)  
for n >~0. To keep notation as simple as possible we will often omit the superlabel p 
of v p. A direct computation shows that v,p is an invariant measure for the process for 
z,. the generator defined in (3.1) each 0<~9 < cg(~c). Moreover if we denote by Lp 
* 2 in L2(v,p). with r*(j) = r(-j) replacing r, we have that Lp is the adjoint of Lp 
We now turn to the study of the mean density of particles under each measure vq, 
Define M : [0,g(cx~)) ~ [~+ as the expected value of the mean density of particles 
under the measure /~ : 
M(9)  = t',p [/7(0)] . 
A straightforward computation shows that M(0) = 0 and that M is a smooth strictly 
increasing bijection since it is given by 
M(9)  = 9Z, (9)Z(9  ) L = 9~?~ log Z(9) .  
Denote by A : ~+ ---+ [0,g(cxD)) the inverse function of M, which is therefore smooth 
and strictly increasing. Define p: [0,cg(cxD)) -+ ~+ by 
P(9) = m[M(gPo')]. 
From its definition and from the properties of M, it follows that p vanishes at 0 and 
that p is continuous and strictly increasing. Moreover, with the very same arguments 
presented in the proof of Theorem 2.1(iii), one obtains that m almost surely, 
qA-~. l~t / (k)=P(~P)  v p almost surely. 
~ k ~ A  " u 
a positive integer n, An represents a box of length 2n + 1 centered at the 
A,, = { -n  . . . . .  n} 
and [A, I its volume. 
Denote by a : ~+ -~ [0,cg(oc)) the inverse function of p which is continuous, 
strictly increasing and vanishing at 0. 
A natural question for zero range processes in a random environment is the following. 
We fix a density P0 and start at time 0 with the translation invariant measure associated 
to the density P0 invariant for the usual zero range process : #xcp0). We let then the 
process evolve with a random environment. We would like to prove that m-almost 
surely the state of the process as time increases converges to the invariant measure 
P associated to the density P0: va(po). 
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One approach to solve this problem would be to prove a strong form of hydrody- 
namical imit and then use the attractiveness of the process (cf. Landim (1993a)). This 
approach owever elies strongly on the translation invariance of the process. 
We present here the first step in this program: a proof of the hydrodynamical behav- 
ior of zero range processes in random environment, i.e. we describe the macroscopic 
behavior of the process starting from a local equilibrium state. The first step is there- 
fore to define the initial states considered here. For a bounded continuous function 
20: ~d ~ ~+ denote by {#;N; N>~ 1} the sequence of product measures on ~ z'~ with 
marginals given by 
U k //20{t/;/ I( ) = n} = ]2A()~,,(k/U)){tl; (O ) : n} 
fo rkE7/d  andn/>0. 
To ensure that for m almost all environments p the measure  fiN is bounded above 
(for the natural partial order on the space of all probability measures of ~ z'~) by some 
invariant measure v p, we will have to assume that the initial profile 2o is bounded 
above by M(9(~)c') for some c' < c: 
(H I )  There exists c ~ < e such that the continuous initial profile 2o is bounded above 
by M(g(~)c'): SUpxeR,~ 2o(x)<<,M(g(~)c'). 
We believe however that it should not be too difficult to remove this technical 
assumption. We also assume that p takes at most a finite number of values denoted 
byc=c l  < .-. < c~<l:  
(H2) There exists ~ E t~ and c = cl < ..- < c~<l  such that 
m{p; Po : ci for some l~<i~<c~} ----1. 
We are now ready to state the first main theorem of this section. For each realization 
N the p of the environment and for each probability measure /~ on ~ z't denote by Pp,~ 
probability measure on the path space D([0, cx~), t~ U) corresponding to the Markov 
process with generator L2 accelerated by N and starting from #. Denote by EpN, a 
N expectation with respect o Pp, u. 
Theorem 3.1. Under the assumptions (HI)  and (H2) stated above, for every compact 
supported continuous function H, every t ~ 0 and every strictly positive 6, 
N---* oo P'#~0 k 
m almost surely. In this last formula 2 is the unique weak entropy solution of the 
first order quasilinear hyperbolic equation 
d 
0t2 + Z 7iC~xia(2) = 0, 
i : l  
2(0 , . )  = 20( . ) .  
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The proof of this theorem is analogous to the one of Theorem 1 presented in Sections 
5 and 6 of Landim (1993b). We therefore concentrated only on the main differences. 
Also, to keep notation simple, we present he proof in dimension 1 and assume that 
the environment takes only two values c = c~ < c2 ~ 1. 
Following Rezakhanlou (1990), the first step in proving the hydrodynamical behavior 
of asymmetric attractive interacting particle systems is to prove an entropy inequality 
at the microscopic level. 
Lemma 3.2. Under the assumptions of Theorem 3.1, for every smooth positive .[unc- 
tion H with compact support in (0, c~) x ~, for every nonneqative constant w and 
every positive c, 
lim lim pN ~ [ ~c 
/ - - -~  N--~vc P,I~)~j , 
m almost surely. 
dt N- l  ~ { ?,tH(t,k/N) q~(k ) - w 
+7~xH(t,k/N) a(~(k) )  - a(w) } >~ - ~] =1 
Here and below, for an integer k and a positive integer :, r//(k) represents he mean 
density of particles in a box of length 2: + 1 centered at k: 
q / (k )=(2(+l )  - l  ~ q( j ) .  
I ./-kl <~/ 
Lemma 3.2 is the main step in the proof of Theorem 3.1. In possession of this 
microscopic entropy inequality to prove the theorem we just have to follow the argu- 
ments in Rezakhanlou (1990). The slight modifications needed are left to the reader 
and we concentrate on the proof of Lemma 3.2. The proof of this lemma is analogous 
to the one of Proposition 5.1 and Corollary 5.7 in Landim (1993b). The unique dif- 
ference being the proof of the one block estimate. In order to state this result, for a 
positive integer : and a realization p of the random environment, denote by V/(p, rl) 
the cylinder function 
V/(p,q) = (2d + 1)-'  Z pkg(q(k) ) -  a(q:(O)) . 
Ikl~: 
Lemma 3.3 (One block estimate). Let ].IN be a sequence of product measures on ~z 
associated to a profile bounded by M(Cg(oc)) for some c ~ < c. For every positive 
continuous function H : •+ × ~ ~ ~ with compact support, 
I/: 1 lim lim ENd, , dtN -1ZH( t ,k /N)V / (Okp ,  zkth) = 0 ~---*co N ---* ac P' k 
m almost surely. In this Jormula, for an integer k, Okp denotes the translation by k 
units of the environment p ( (Okp)j = Pk+j) and rkq the translation by k units of a 
configuration r 1 ((~k )tl(j) = tl(k + j)).  
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Proof. First of all, since the measure  /AN is associated to a profile bounded by 
M(clg(~)) it is bounded above by a product invariant measure vp for some 4o. There- 
fore it is enough to prove the lemma for the cylinder function V/ replaced by 
V/,b(p,~) = V/(p,~)l{qt(O)<~b} 
for each fixed b. 
On the other hand, by standard coupling arguments, we can show that it is enough 
to prove the lemma, for every fixed integer B, for the product measure  /AN replaced 
by a product measure with marginals equal 
{-BN, .... BN} and equal to the marginals 
interval. Denote by /AN = /Ap,~o, BN the measure 
From the entropy inequality, we have that 
Is: ENu~ dtN-' Z H(klN)V/,b(Okp, k 
H(/ANivp ) 1 logE~iv,, [exp { 
<" fiN + ~ .... 
to the marginals of /A N in the interval 
of an invariant measure v p outside the 
obtained in this way. 
rkrlt)] 
Lt°dtfl~H(k/N)V<o(OkP, rk,t)}]. 
Here H is a positive continuous function with compact support that bounds above 
H(t, .) for every t ~> 0, to is large enough so that [0, to] x ~ contains the support of H 
and H(/AN]v p) stands for the entropy of/AN with respect o v p. A direct computation 
shows that for every B E N, 
l imsupN H PBlV,p 
N~ec 
Since we may let 17 increases to cxD after N and (, to prove the lemma it is enough to 
show that for every positive /7, 
l imsuplimsup~-log p,~'i; exp dttiZH(k/N)Vi,b(Okp, rkqt ) <~ 0. 
/---+co N---+oo J0 k 
By standard arguments, even though the measure v p is not reversible (cf. Benois 
et al. (1993)), the expected value in the above formula is bounded by exp{Ctoei}, 
where eN is the largest eigenvalue of the operator 
N(L2p + L~*) + [1 ~ H(k/N)Vt, b(Okp, Zkq) .
k 
By the variational formula for the largest eigenvalue of a symmetric operator we obtain 
that the logarithm of the last expected value divided by N is bounded above by 
{ S ' } tiC(to)sup N I ~-~H(k/N) V/,b(Okp, zk~l)f(q)vP(drl) - ti DN, p(f) . f k 
In this formula DN, p(f) stands for the Dirichlet form given by 
DN, p<f) = 2-' Z i [r<j)+r(-j)]g(q(k))Pk[v/ f<Tk'k+Jrl)- fx//~]2vp(d~l) (3.2) 
k,j 
and the supremum is taken over all densities with respect o the measure vg. 
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The first step in the proof that the last variational formula converges to 0 is to 
localize the integrals to microscopic blocks. We need some notation in order to do it. 
For an integer k, denote by Ak,/ the block {k - /  . . . . .  k +/} ,  by Xk,/ the configuration 
space N A~,` , by v~,~,~ p the marginal on Xk,/ of v p, by fk,/ the density with respect o 
v~,k, l f '  of the marginal of the measure f(r/)vP(dr/) on Xk,/ and by Dk,/,p the Dirichlet 
form on Xk,/ given by 
j ' 2 
i, jE ,41,. 
(3.3) 
Since r ( . )+  r*(-) is irreducible and the Dirichlet form is convex, by Schwarz in- 
equality the last supremum is bounded above by 
fiG(to, H)supN-' Z { 
f Ikl~hN 
/ V/,h(O,p, q)f k,/(q)vP~.,/(dq) 
-Cl({')N[J-' Dk,/,p(f ~. / ) } 
for some constant CI([) that depends only on [ and on the transition probability r. 
Here h is a positive constant related to the support of the function H. We now have 
to consider separately the integers k for which the environment p around k behaves 
badly. 
For i = 1,2, denote by m i the probability of P0 to be equal to ci under m: mi = 
m{po = ci} and denote by ML,/(p) the mean number of sites in A~,/ which takes 
value ci: 
i ~ Ci } M]~,/(p)=(2( + l)-' {j C Ak,/; pj (3.4) 
For a sufficiently small positive ~,, let E,: denote the interval [rnj -e ,m.  + ~:]. Since ,q 
and a are bounded functions, the last supremum is bounded above by 
flC.(to,H,,q)N-' Z I{MI,/(p) ~ E,:} 
[k[ ~hN 
+['C2(to, H) sup st~p { J" V/.b(p,q)f(~l)vPo./(d~l)-C,(()Nfl-'Do,/,p(f)}. 
p;M([ Ap)GE .... 
(3.5) 
In the second line the first supremum is taken over all environments p with M6,/(p) 
,P Notice that in E,: and the second supremum over all densities with respect o ~o,o,/. 
the expression inside braces in the second line does not depend on the value of the 
environment outside A/. We may therefore think the environment to be just defined in 
A/. In particular the first supremum is taken over a finite set of possibles environments. 
Keep also in mind that the measure Ve,o,/ that appears in the definition of the Dirichlet 
form Do,/,p is the same as the one that integrates V/,bf. On the other hand, since we 
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assumed the environment to be ergodic and stationary the first line of this expression 
converges m almost surely, as N ]" cx~, to 
2hflC(to, H, 9)m {M01/(p) ~ El; } . 
Again by ergodicity, for every positive c, this expression converges to 0 as (T cx~. It 
thus remains to prove that the second line converges to 0 as N m c~, (T cxD and then 
.L 0. In order to do it we need to introduce some notation. 
For 0--.<(j -..<2( + 1,(1 + (2 z ( ,  let ¢,.~2 be the product measure on N {-e''' '2-1} 
with marginals given by 
v~"/-~{q; 0(k) = n} = { #~0p~-' {q; q(k) = n} if - (1 ~<k < 0, 
I~ pf,{O;O(k)=n} if0~<k < (2. 
Thus on the left of the origin v [',/2 has the marginals of the translation invariant 
measure #~p,, and on the right of the origin it has the same marginals as/%p~-~. On 
the other hand, recall the explicit form of the cylinder function V/.b and notice that if 
p and p/ are two environments with the same total number of sites in Ae equal to cl 
(Mlt(p) = Mle(p')) then the supremum over all densities in the second line of 3.5 
is the same for p and p/. Therefore the second line of 3.5 is equal to 
C2(to, H)  max sup Ve, b (q ,q ) f (o )  ~o' (0 )  -- C I ( ( )N f l - ID~, , /2 ( f )  
f~/(2[+I)EE, f 
In this formula the maximum is taken over all positive integers (l such that (1/2( + 1 
v e,,r: a is belongs to E~, the supremum is taken over all densities f with respect o _~ ,~ 
the environment which is equal to Cl at the left of the origin and to c2 at the origin 
and at the right of the origin and D/,,z2 is the Dirichlet form on ~{-6,...,/.,-1} given 
by 
D',,e2(f) = E f g(q(J))q(J)[ V/-~j,,O) - fx/~--)] 2 v~/'''5(d0) " 
--#, <~i,j<[2 
Since V/,b(q, 0) vanishes on the subset of configurations with total number of parti- 
cles larger than (2(+ 1 )b, we may restrict he supremum over densities to densities con- 
centrated on configurations with at most (2( + 1 )b particles. Moreover since Ve, b(q, 0) 
is bounded, we may also restrict he supremum over densities to the set of densities 
with Dirichlet form bounded by C((, fl)N -I . Since the space of densities concentrated 
on configurations with at most (2( + 1)b particles is compact for the weak topology 
and since the Dirichlet form is lower semicontinuous, the limsup as N T oo of the last 
expression is bounded above by 
flC2(to, H)maxsup{f  Veb(q,q)f(q)v:"e~(do)} 
et f 
where the supremum is now taken over all densities f concentrated on configurations 
with at most (2( + 1)b particles and with Dirichlet form equal to 0. 
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A density whose Dirichlet form equals to 0 is constant on hyperplanes with fixed 
fl,/2 total number of  particles. Thus for 0 ~<K ~< b(2( + 1), denote by v K the marginal of 
on the hyperplane {q C N{-/~'"/- '- I}; ~_ / ,  ~<k</.~ r / (k)= K} • 
/~ I 
k=-/ i  
Notice that the right hand side does not depend on ~o. With this notation we may 
rewrite the last expression as 
To show that this expression converges to 0, we have to divide the box At in boxes 
of  some size n fixed. Let then (T oc and use a local central imit theorem to claim that 
""~: if K/2(  converges /"/-~ in {-n~, . . . ,n2} converges to some measure v~0. the measure vK 
to p and {1/2( to ul. At this point we would have replaced the measures concentrated 
on fixed hyperplanes by product measures. To conclude the argument it would remain 
to use the law of large numbers. 
We now turn to a detailed proof. Recall the explicit form of V~ and fix a positive 
integer n. For i - 1, 2, denote by ui the ratio (i/2{ + 1. We divide the interval 
{ -#,  . . . . .  -1}  into [(i/[nul]] blocks of length [nu,] and eventually one of  smaller 
size. Here for a real v, [v] stands for the integer part of v. We do the same dividing 
the interval {0 . . . . .  #2 - 1} into blocks of length [nu2]. Since g and a are bounded 
functions, a simple computation shows that for n sufficiently large the last expression 
is bounded above by 
[nu~]-! 
1 
C' max max ] qkg(rl(k )) - a(K/2( + 1) v~;'J'-(d~/) 
/i O<~K <~b(2/+l) J [null + [nu2] k=-[mh] 
+O(n/{) + O(1/n). 
Here the constant C' depends on ]~ and H. The local central limit theorem shows that 
for every fixed integers nl,n2, the marginal on ~{-n,,...,,,:} _r./,,tz u, v K converges, as ( T c~, 
as K/2f  converges to p and as f l /2{  converges to nl to v"""-' where ~o(p, nl) is ~o(p,nt )'
implicitly given by 
,~l,n2 ~ ?/I,n, njV~(p.~,)[q(-1)] + (1 - nl)'~0(p,'~,)[r/(O)] = p, 
i.e. 
nlM(~pp~ 1 ) + (1 - nl)M(q~p~ 1 ) = p . 
This convergence is uniform on compact intervals of K/2( and {I/(- Therefore the 
limit as (y  ~ of the last expression is bounded above by 
1 vnl,n2 ~1 x C3 sup sup 
k=--[nul] 
+o(1/n  ) . 
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Since V~(p.~,n"n~" ) is a product measure {qkg(q(k))} are bounded independent random vari- 
ables with expected value equal to ¢p(p, nl ). Therefore, by the law of large numbers, 
the last expression converges, as n T c~, to 
C3 sup sup qg(p, rq ) -a (p )  . 
~zlEE~ O<~p<~b 
Notice that ¢p(ml, p) = a(p). Letting now e + 0 we conclude the proof of the one block 
estimate. [] 
We turn now to the investigation of the hydrodynamical behavior of the nearest 
neighbor asymmetric exclusion process with random rates introduced in Section 2. We 
first change coordinates to turn the exclusion process into a zero range process. 
For an integer k, define ~t(k) to be the number of holes between the (k + 1)th and 
the kth particles at time t: 
¢t(k) = Xk+j(t) -- xk(t) -- I . 
It is then easy to check that for each realization {Pk; k C Y}~t is a Markov process 
on f~z whose generator acts on cylinder function as 
(Lpf)(~) = E p(k,j) l{¢(k)>~ 1}[f(Tc/¢ ) - f (¢ ) ] .  (3.6) 
j, kE~ 
Fk jl=l 
With notation introduced in last section, p(k,k + 1) = qk+l and p(k ,k -  1 ) = Pk so 
that p(k,k + I )+  p(k + l ,k) -- 1. The Markov process (~t) with generator 3.6 is the 
so called zero range process with jump rate g(n) = l{n~>l} and random transition 
probabilities p(j ,  k ). 
We already obtained in the last section the invariant measures of this process. Trans- 
lated to our context one can write them as follows. For each v in [0, v*), consider 
~i(P) ~ Cci(P, V) the solution of 2.5 and denote by tip,~ the product measure on f~z 
with marginals given by 
tip, v{~;~( i )=k}=(~i )k (1 -~ i )  fo rkc /~ and i cZ .  
Define M • [0, v*) ~ ~+ as the expected value of particles at site 0 for the measure 
tip, v: 
M(v)  = [ , (0 ) ]  =  o/(1 - 
We have thus that M is a smooth and strictly increasing positive function with M(0)= 0. 
Define by p : [0, v*) ~ ~+ the expected value of M(v) : 
p (v )=m[M(v) ]  . (3.7) 
From its definition and from the properties of M, it follows that p vanishes at 0 and 
that p is continuous and strictly increasing. Moreover, with the very same arguments 
presented in the proof of Theorem 2.1(iii), one obtains that m almost surely, 
,li~mo~ [Anl-1 E g,(k) = p(v) tip,v almost surely. 
kEA,, 
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We now introduce the initial measures considered. For a bounded continuous function 
2o: ~ ~ ~+ denote by //~N; N~> 1} the sequence of product measures on N z with 
marginals given by 
-,(2o~k/X) ~" 
#~,{¢;~(k) = n} = [1 + 2o(k/U)] l+  2o(k/N)J 
for k E 7/ and n>~0. {#X; N>~ 1} is defined so that expected number of particles at k 
is equal to 2o(k/N). 
To ensure that, for m almost all environments p,#N is bounded above (for the 
natural partial order on the space of all probability measures of N z) by some invariant 
measure #p,,,, we will have to assume that the initial profile 2o is bounded above by 
sup~.<,,, mini{~i(p,v)/(1 -~i(p,v))}. This value corresponds to the minimum density 
at a site for the measure #p,~,. It is therefore the minimum density at a site for the 
largest product invariant measure. 
(H ' I )  The continuous initial profile 2o is bounded above: 
~i(p,v) 
sup 20(x) < sup rain 
xC[R  ~;<~:* iCZ 1 - ~i(p ,v ) '  
We also assume hypothesis (H2) stated above that forces p to take at most a finite 
number of values denoted by c = cl < --. < c~ ~< 1. 
For each realization p of the environment and for each probability measure/~ on N ~ 
denote by pp,:V the probability measure on the path space D([0, ~) ,  N z'~ ) corresponding 
to the Markov process with generator Lp, defined in (3.6), accelerated by N and starting 
from It. 
Theorem 3.4. Under the assumptions (H/ l )  and (H2) stated above, for ever)' compact 
supported continuous function 14, ever), t >~ 0 and every strictly positive 6, 
limP'~i~.~ (N-d~-~H(k/N)~t(k) -  fH(x)2(t ,x)dx >6]=0 
N--~,~: ' '0 k 
m almost surely. In this' last formula 2 is the unique weak entropy solution of the 
.first order quasilinear hyperbolic equation 
{ c~,2 - O~a(2) = 0 
2(0, .) = 20(-) 
and a is the inverse of the function p defined in (3.7). 
The proof of this theorem is similar to the one of Theorem 3.1 and hence omitted. 
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