Abstract-This paper investigates efficient maximumlikelihood (ML) decoding algorithms for low-density paritycheck (LDPC) codes over erasure channels. In particular, enhancements to a previously proposed structured Gaussian elimination approach are presented. The improvements are achieved by developing a set of algorithms, here referred to as pivoting algorithms, aiming to limit the average number of reference variables (or pivots) from which the erased symbols can be recovered. Four pivoting algorithms are compared, which exhibit different trade-offs between the complexity of the pivoting phase and the average number of pivots. Numerical results on the performance of LDPC codes under ML erasure decoding complete the analysis, confirming that a near-optimum performance can be obtained with an affordable decoding complexity, up to very high data rates. For example, for one of the presented algorithms, a software implementation has been developed, which is capable to provide data rates above 1.5 Gbps on a commercial computing platform.
I. INTRODUCTION
Recently, the design of codes and decoders for erasure channels has attracted an increasing attention [1] - [4] . Among the applications of erasure correcting codes, the recovery of lost packets in wireless communication systems is particularly appealing from a practical viewpoint. A systematic erasure correcting code is used to protect data packets by adding redundant (parity) packets. This redundancy is exploited at the receiver side to recover the lost data packets, provided a sufficient number of packets have been received.
An increasing number of mobile wireless broadcasting/multicasting communication standards are recommending the use of erasure correcting codes as a countermeasure for packet losses due to fading events [5] - [7] . Furthermore, erasure correcting codes are being investigated within the Consultative Committee for Space Data Systems (CCSDS) as an efficient alternative to Automatic Repeat-reQuest (ARQ) protocols for recovering lost packets in deep-space communication links [8] . Codes for packet loss recovery have been proposed also in the context of both distributed storage systems [9] and free-space optical links [10] . All the abovementioned applications are particularly demanding in terms of performance and data rates, which leads to the need of erasure correcting codes with a near-optimum symbol recovery capability under low-complexity decoding. 1 Among the different classes of erasure correcting codes, low-density parity-check (LDPC) codes [11] have gained a great importance, thanks to their capacity-approaching performance under efficient iterative (IT) decoding. IT decoding of LDPC codes has been shown to provide an extraordinary error correction capability, over a wide range of communication channels, at a low complexity. Especially for large code lengths, a close-to-capacity behavior can be observed. In the specific case of the binary erasure channel (BEC), LDPC ensembles achieving the channel capacity under IT decoding have been derived, both with an unbounded (e.g. [12] ) and with a bounded (e.g. [13] ) graphical complexity. However, for code lengths of practical use, the IT performance curve of an LDPC code usually exhibits a non-negligible coding gain loss with respect to that of the same code under maximum likelihood (ML) decoding. This performance gap can be observed both at high erasure probabilities, as a coding gain loss in the waterfall region, and at low erasure probabilities, as a higher error floor [14] . Over the BEC, this is due to the presence of stopping sets [15] not associated with codewords, and thus resolvable by an ML decoder, but not by an IT decoder.
Over the BEC, ML decoding of a binary linear block code consists of solving by matrix inversion the linear equation
where x K (resp. x K ) denotes the set of erased (resp. correctly received) encoded bits and H K (resp. H K ) the submatrix composed of the corresponding columns of the (m × n) parity-check matrix H (where m is the number of paritycheck equations and n is the codeword length). Then, ML decoding over the BEC is equivalent to performing a Gaussian elimination (GE) on the binary matrix H K . The complexity of ML decoding over the BEC is then O(n 3 ). Even if ML decoding becomes impractical for long block lengths, for LDPC codes it is possible to take advantage of the parity-check matrix sparseness to reduce the complexity of GE, making it feasible the use of ML decoding based on the solution of (1) up to codeword lengths even in the order of a few thousands of symbols. An efficient ML decoding algorithm for LDPC codes, exploiting the sparseness of the parity-check matrix, was proposed in [16] .
In this paper, we elaborate on the ML decoding algorithm proposed in [16] to show that its complexity can be further reduced. This goal is achieved by adopting smart techniques, here referred to as pivoting algorithms, limiting the complexity of the stage of the algorithm in [16] dominating the overall complexity. Numerical results on the performance of LDPC codes under ML erasure decoding complete the analysis, confirming that a near-optimum performance can be obtained with an affordable decoding complexity, up to very high data rates. For example, it is illustrated how fast ML decoders for packet erasure correcting LDPC codes can be built, reaching decoding speeds up to several Gbps via software implementations running on commercial computing platforms.
The paper is organized as follows. Some preliminaries are introduced in Section II. Section III introduces the general framework of ML decoding of LDPC codes over the BEC. Enhanced techniques to reduce the complexity of ML decoding are presented in Section IV. Numerical results are then presented in Section V, to illustrate the gain achievable by adopting the proposed methods. Conclusions follow in Section VI.
II. VARIABLE NODES, COMPONENTS AND SUPER VARIABLE NODES
For any binary matrix M we say that the row of index i and the column of index j are connected if the (i, j)th entry of M is equal to '1'. Moreover, we say that two rows of M are connected when there exists at least one column that is connected to both rows. The weight of a row is defined as the number of '1' entries in the row. Analogously, the weight of a column is defined as the number of '1' entries in the column. We call accumulated column weight of a row the sum of the weights of the columns connected with that row.
Any binary matrix M of size (m × n) can be represented as a bipartite graph G = {V, C, E} composed of a set V of n variable nodes (VNs), one for each column of M, a set C of m check nodes (CNs), one for each row of M, and a set E of edges. An edge connects a variable node v j ∈ V to a check node c i ∈ C if and only if m ij = 1, where m ij is the (i, j)th element of M. The degree of a VN is equal to the weight of the corresponding column of M. The degree of a CN is equal to the weight of the corresponding row of M. A bipartite graph G = {V, C, E} is defined to be connected whenever, for each pair of nodes (v j , c i ), with v j ∈ V and c i ∈ C, there exists a path in G from v j to c i . An analogous definition shall be adopted for any subgraph of G. The representation of a binary matrix as a bipartite graph was introduced in [17] to represent the parity-check matrix H of an LDPC code. Within this context, the bipartite graph is sparse and is known as a Tanner graph.
Given a bipartite graph G = {V, C, E}, we define subgraph induced by a subsetṼ ⊆ V the bipartite graph composed of V , of the subsetĈ ⊆ C connected toṼ and of the edges connectingṼ toĈ. An analogous definition shall be adopted for the subgraph induced by a subsetC ⊆ C.
Next, we define the concepts of maximal component and of super variable node of a bipartite graph. The former was introduced in [7, Annex E] within the context of ML decoding of Raptor codes for Multimedia Broadcast Multicast Service (MBMS). The latter is introduced in this paper.
Definition 1 (Component of a bipartite graph):
In a bipartite graph, a subgraph induced by a set of degree-2 CNs is said to be a component when it is connected. The number of VNs connected to the set of degree-2 CNs is said to be the size of the component.
Definition 2 (Maximal component of a bipartite graph):
In a bipartite graph, a component of size q is said to be a maximal component when there exist no components whose size is larger than q.
Definition 3 (Super variable node of a bipartite graph):
In a bipartite graph, a subgraph induced by a subset of the CNs is said to be a super variable node (SVN) when it includes at least one VN v for which the following holds: if the value of v is known and the value of all the other VNs in the subgraph is unknown, then the IT decoder run on the subgraph is capable to recover from the erasure pattern. The VN v is said to be a key node of the SVN. The number of VNs included in the SVN is said to be the size of the SVN, while the number of edges emanating from the SVN (towards CNs that are not included in the SVN) is said to be the degree of the SVN.
The concept of SVN generalizes that of component in that any component is also a SVN where all VNs are key nodes. Moreover, it is easy to construct simple examples of SVNs which are not components (for instance, because they include CNs of degree larger than 2). In terms of stopping sets, any component of size q does not contain any stopping set of size size smaller than q. On the other hand, a SVN of size q may contain stopping sets of size q − 1, but at least one subset of size q − 1 of its VNs does not form a stopping set. In Fig. 1 an example of component (a) and of SVN (b) are depicted.
In a bipartite graph, VNs, components and SVNs are connected through CNs. In some cases, if a CN is connected only to two such structures, merging the two structures leads to either a component or a SVN. An overview of all admissible merging operations is depicted in Fig. 2 . For example, merging two components each one having a single connection towards the same degree-2 CN produces a component of larger size (case c). As another example, merging a SVN having either a single or multiple connections towards a CN with a component having a single connection towards the same CN produces a SVN of larger size (case g). The cases not reported in Fig. 2 are those for which neither a component nor a SVN is obtained.
If an (n, k) linear block code is used to communicate over a BEC, its codeword symbols are either correctly received or erased. The number of erased symbols in the received codeword is denoted by e, for e ∈ {0, . . . , n}, and is referred to as the erasure pattern size. The overhead, denoted by δ in the following, is defined as the number of correctly received symbols in excess with respect to k, that is δ = n − k − e. The channel erasure probability is denoted by .
III. EFFICIENT ML DECODING OF LDPC CODES OVER THE BEC
ML decoding of LDPC codes over the BEC can be practically implemented thanks to a reduced complexity approach [16] which takes its inspiration from a class of structured GE algorithms [18] . (Starting from that, a hybrid iterativemaximum likelihood decoder has been proposed in [14] .) It is described in the following.
Reduced complexity ML decoding for LDPC codes over the BEC proceeds as follows. Instead of applying a brute-force GE to solve (1), the following three steps are executed to reduce the decoding complexity without affecting the performance.
Reduced-complexity ML Decoder of LDPC Codes over the BEC:
1. Triangularization procedure. H K is transformed into an approximate triangular matrix, as depicted in Fig. 3(a) by row and column permutations only. The obtained matrix is composed of a lower triangular matrix T and of the three sparse matrices C, R U , R L . Some of the columns blocking the triangularization process have been moved to the rightmost part of H K and hence form R U and R L . The α unknowns associated with such columns are referred to as the reference variables or as the pivots. 2. Zero matrix procedure. T is transformed into an identity matrix by row additions. Moreover, C is made equal to the zero matrix by row additions, leading to the matrix depicted in Fig. 3(b) . Note that, due to the row additions, both R U and R L usually become dense. 3. Gaussian elimination procedure. GE is applied to R L to recover the α reference variables. The remaining e − α unknowns are solved by simple substitution. During the triangularization procedure, the elements of the known vector s From a complexity viewpoint, the critical step of this ML decoding algorithm is represented by the Gaussian elimination procedure (step 3) [16] . Although the overall complexity remains O(n 3 ), the complexity of recovering from a pattern of e = χn erasures is reduced by a factor of at least (χn/α) 2 with respect to a Gaussian elimination performed on H K , where α is the final number of pivots.
A decoding failure takes place if the rank of R L is smaller than α. Note that the performance of this reduced complexity ML decoder is exactly the same as that achieved by brute-force GE performed on H K . In fact, any erasure pattern correctable by GE performed on H K can be corrected by this decoder, and vice versa. The main advantage of this approach relies on its capability to take advantage of the sparseness of the matrix H K to considerably reduce the size of the matrix R L , on which GE has to be applied.
The size of the matrix R L at the end of the triangularization procedure depends on the subroutine adopted to reduce H K in an approximate triangular form. A closer look at H K during the triangularization procedure shows that it can be divided into the sub-matrices illustrated in Fig. 4 . Here, B is the submatrix that has still to be put in a triangular form and R is composed of R U and R L . Note that, at the beginning of the procedure, we have B = H K . With reference to Fig. 4 , the triangularization procedure (step 1 of the decoding algorithm) may be formalized as follows.
Triangularization procedure: The pivoting algorithm has a strong impact on the final size of R L , that is on the number α of pivots, and therefore on the decoder speed. Some pivoting algorithms are described in the next section. Their effectiveness in keeping the dimension of R L small is then illustrated through numerical examples in Section V. Among the described pivoting algorithms, three are proposed in this paper, while one (maximal component pivoting) appears in [7, Annex E].
IV. PIVOTING ALGORITHMS
If the triangularization procedure gets stuck due to the lack of weight-1 columns in B, γ ≥ 1 columns are selected and moved to R. Good candidates for reference variables are those columns of H K for which we have a high probability to unblock the triangularization procedure and to make it continue for a number of steps as long as possible before it eventually stops again. Several pivoting algorithms are proposed in the following.
A. Maximum Column Weight (MCW) Pivoting Algorithm
It is advisable to select as a pivot a column such that the weight of a high number of rows of B is decreased by one. In fact, in this way we may obtain a high number of weight-1 rows in B. This can be achieved by selecting a column of B with the highest weight. Note that in this case we always have γ = 1.
Algorithm 1 (MCW Pivoting): a. Calculate the weights of the columns of B. 
B. Maximum Accumulated Weight (MAW) Pivoting Algorithm
The MCW pivoting algorithm has the advantage to lead to the selection of only one pivot per time (γ = 1). However, there is no guarantee to unblock the triangularization procedure, so that it may be necessary to it several times before the triangularization can continue. An alternative strategy consists of selecting as pivots columns that are connected to low-weight rows of B. The following pivoting algorithm admits γ ≥ 1, but always guarantees unblocking of the triangularization procedure.
Algorithm 2 (MAW Pivoting): a. Calculate the weights of the rows of B. b. If there exists only one row of minimum weight, select this row. c. Else calculate the accumulated column weight of each minimum weight row. Select randomly a row of minimum weight and maximum accumulated column weight. d. Move to R the columns of H K associated with all columns of B connected to the chosen row, but one (selected randomly).
C. Maximal Component (MC) Pivoting Algorithm
If the triangularization procedure gets stuck, the matrix B may exhibit several weight-2 rows, and some of these rows may be connected to each other to form a component in the bipartite graph representation of B. Since each VN of a component of size q is a key node, selecting any VN of a component as a pivot unblocks the triangularization procedure for at least q − 1 steps. Therefore it is beneficial to select as a pivot any column of H K associated with a VN belonging to a maximal component in the bipartite graph representation of B.
Algorithm 3 (MC Pivoting):
a. Calculate the weights of the rows of B. b. If there exist no weight-2 rows then, among the rows of minimum weight in B, choose randomly one row having minimum weight in H K . c. Else find the maximal components in the bipartite graph representation of B. Choose randomly one weight-2 row of B from a (randomly selected) maximal component. d. Choose as pivots all columns of H K connected to the selected row of B, but one (selected randomly).
For an exhaustive description of how the maximal components of B can be identified we refer to [7, Annex E] . The MC pivoting algorithm leads to γ = 1 when weight-2 rows of B exist and to γ > 1 otherwise.
D. SVN Pivoting Algorithm
The algorithm consists of two parts: a growth phase, where several nodes are merged into SVNs and components, and a pivoting phase, where the selection of a pivot is performed. During the growth phase, the bipartite graph associated with B is modified as follows. In a preliminary stage, all the VNs which are connected by degree-2 CNs are merged, forming components (Fig. 2a) . In the resulting graph, some CNs may be connected either to two components or to a component and a VN. In the first case, if the CN is connected to at least one component through a single connection, then the nodes can be merged to form either a component (Fig. 2c) or a SVN  (Fig. 2e) . Similarly, in the second case the component and the VN can be merged to form either a component (Fig. 2b)  or a SVN (Fig. 2d) . In a further step, VNs, components and SVNs can be further merged, following the rules on admissible merges depicted in Fig. 2 . The algorithm proceeds as follows.
Algorithm 4 (SVN Pivoting):
a. Calculate the degree of each VN, component and SVN in the graph obtained at the end of the growth phase, including in the calculation the multiple connections. b. Select the node with the largest degree. c. If the selected node is a VN, move to R the column of H K associated with it. d. If the selected node is a component, move to R the column of H K associated with a randomly selected VN belonging to the component. e. If the selected node is a SVN, move to R the column of H K associated with a randomly selected key node belonging to the SVN.
Once the triangularization procedure gets stuck, the abovepresented algorithm is applied, starting from the growth phase. The SVN pivoting algorithm always leads to γ = 1. 
V. NUMERICAL RESULTS
This section provides a comparison among the pivoting algorithms introduced in Section IV. In particular, we investigate through simulation the impact of the algorithms on the average number of pivots. We then provide an estimation on the achievable throughputs for an actual software-based implementation of the ML decoder. For our investigations, we consider a (2048, 1024) systematic Irregular Repeat-Accumulate (IRA) code [19] with degree distributions λ(x) = 0.222x + 0.216x 2 + 0.031x
whose parity-check matrix has been constructed according to the progressive edge-growth (PEG) algorithm [20] . For sake of completeness, the performance of the code under IT and ML decoding in terms of codeword error rate (CER) vs. erasure probability ( ) is reported in Fig. 5 . The Singleton bound for (2048,1024) codes is depicted as well.
Simulation results on the average number of pivots (α) vs. overhead are depicted in Fig. 6 . Each value of α is obtained by averaging over 100 runs. As a reference, the curve obtained for a random pivoting is provided. A first remark relates to the fact that even the MCW algorithm (which is the simplest among those presented in this paper) leads to a remarkable reduction in the average number of pivots (by a factor of about 3) with respect to the random pivoting case. Further, but more limited, gains can be achieved by adopting smarter algorithms. The most efficient algorithm results to be the SVN pivoting one, which saves on average 4 to 5 pivots with respect to MCW and almost 1 pivot with respect to the MC algorithm.
A final test has been carried out on a software implementation of the erasure decoder based on the ML approach discussed in this paper. The MCW algorithm has been used for the selection of pivots and the net data rate has been measured This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE "GLOBECOM" 2009 proceedings.
978-1-4244-4148-8/09/$25.00 ©2009 at the decoder output, where by net data rate we mean the number of processed information bits per second. The decoder has been run on a commercial PC with a 3 GHz Intel CPU and 8 Gbytes of RAM. The symbol (packet) size was set to 1024 bytes. The ML decoder achieves a minimum data rate of about 1.5 Gbps for δ = 8 symbols of overhead, while the IT decoder provides data rates larger than 4.5 Gbps. For erasure patters of moderate size (e.g., overheads in the order of 150 symbols) both the IT and the ML decoder achieved net data rates in the order of 5 Gbps.
This decoder implementation was actually tested in field trials within the ESA J-ORTIGIA project, where it has been integrated within the MPE-iFEC protocol for packet loss recovery in a DVB-SH-like receiver prototype [6] . The tests where performed by broadcasting the encoded stream in Sband through the ETS-VIII geostationary satellite. On the receiver side, after physical layer decoding, the MPE-iFEC stream was processed in real-time by an ultra-portable PC (equipped with an 800 MHz CPU) on which the ML erasure decoder was running. The tests confirmed the validity of the approach both in terms of decoding speed (it was actually possible to decode several parallel streams simultaneously) and performance (a near-optimum performance has been obtained).
VI. CONCLUDING REMARKS
In this paper, pivoting algorithms for efficient ML decoding of LDPC codes over erasure channels have been proposed and their performance has been investigated through numerical simulation. Out of the four described pivoting algorithms, two are very simple (MCW and MAW), while two are more complex (MC, which appeared in [7] , and SVN). Our simulation results suggest that the two simple pivoting algorithms achieve a performance (in terms of average number of pivots) quite close to that of more complex techniques. Moreover, it has been illustrated how the SVN pivoting algorithm can outperform the MC pivoting one. For the MCW algorithm, a software implementation has been developed, which is capable of providing data rates above 1.5 Gbps on a commercial computing platform. This confirms that a near-optimum performance can be obtained with an affordable decoding complexity, up to very high data rates.
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