Backtesting methods are statistical tests designed to uncover excessive risk-taking from financial institutions. We show in this paper that these methods are subject to the presence of model risk produced by a wrong specification of the conditional VaR model, and derive its effect on the asymptotic distribution of the relevant out-of-sample tests. We also show that in the absence of estimation risk, the unconditional backtest is affected by model misspecification but the independence test is not. Our solution for the general case consists on proposing robust subsampling techniques to approximate the true sampling distribution of these tests. We carry out a Monte Carlo study to see the importance of these effects in finite samples for location-scale models that are wrongly specified but correct on "average ". An application to Dow-Jones Index shows the impact of correcting for model risk on backtesting procedures for different dynamic VaR models measuring risk exposure.
Introduction
One of the implications of the creation of Basel Committee on Banking Supervision was the implementation of Value-at-Risk (VaR) as the standard tool for measuring market risk and of out-of-sample backtesting for banking risk monitoring. As a result of this agreement financial institutions have to report their VaR, defined as a conditional quantile with coverage probability α of the distribution of returns on their trading portfolio. To test the performance of this and alternative VaR measures the Basel Accord (1996) set a statistical device denoted backtesting that consisted of out-of-sample comparisons between the actual trading results with internally model-generated risk measures. The magnitude and sign of the difference between the modelgenerated measure and actual returns indicate whether the VaR model reported by an institution is correct for forecasting the underlying market risk and if this is not so, whether the departures are due to over-or under-risk exposure of the institution. The implications of over-or under-risk exposure being diametrically different: either extra penalties on the level of capital requirements or bad management of the outstanding equity by the institution. 
for some unknown parameter θ 0 that belongs to Θ, with Θ a compact set in an Euclidean space R p . Inferences for models defined through the conditional moment restriction in (1) can be found extensively in the literature; see e.g. Engle and Manganelli (2004) , Koenker and Xiao (2006) and Gourieroux and Jasiak (2006) , among many others.
In particular, (1) implies the so-called joint hypothesis (cf. Christoffersen (1998) ), {I t,α (θ 0 )} are iid Ber(α) random variables (r.v.) for some θ 0 ∈ Θ,
where Ber(α) stands for a Bernoulli r.v. with parameter α and I t,α (θ) and tests of independence (i.e. tests for {I t,α (θ 0 )} being iid ).
Existing Backtesting methodologies seem to assume that (1) and (2) are equivalent. Note, however, that, as has been pointed out in the literature, see examples in Engle and Manganelli (2004) or Kuester, Mittnik and Paolella (2006) , condition (2 ) is a necessary but not sufficient condition of (1). The gap between these two conditions comprises a large class of misspecified models that lead however to iid exceedances with correct unconditional coverage probability α. The effect of this misspecification in the asymptotic distribution of the backtesting tests is what we will denote in this paper as model risk. Whereas other authors have studied the effect of estimation risk on backtesting methods, see Figlewski (2003) , Christoffersen and Gonçalves (2005) or Escanciano and Olmo (2008, EO henceforth ) the effect of model risk has not been studied yet. Our aim in this paper is therefore to propose, for the first time in the literature, robust unconditional, independence, and joint tests for testing (2) under possible misspecification of the conditional VaR model.
We show in this paper that model risk has a direct effect on the unconditional backtest, but just and indirect effect on the test of independence (through the estimation risk). This indirect effect is also present in the unconditional backtest. Some simulations in this paper, and a comparison with EO, suggest that model risk is higher than estimation risk for conventional choices of the ratio of out-of-sample size relative to in-sample size. We stress that estimation risk can be annihilated in the unconditional and independence tests by choosing a large in-sample size relative to the out of sample size. Model risk is, however, ubiquitous in the unconditional test, unless the independence hypothesis holds.
Our paper draws on the literature on out-of-sample predictive ability in e.g. West (1996) , and more closely in McCracken (2000) , adapting their general methods to the specific case of backtesting tests. These authors also acknowledge the presence of uncertainty due to parameter estimation and model risk in out-of-sample forecast inference, but they do not consider the problem we deal with here. In a similar spirit to our out-of-sample testing framework Corradi and Swanson (2007) 
The unconditional quantile is misspecified to assess the conditional quantile unless F
with positive probability, we still have
The popular Historical simulation (HS) VaR falls in this group of unconditional risk models.
Note that in the HS case the unconditional VaR quantile is estimated nonparametrically from the empirical distribution function.
We will show later in the paper that for the independence test there is no model risk. Note however that this does not imply that the conditional VaR model is correctly specified. The following example illustrates this case.
Example 2. (Independence test): Suppose that {Y t } is an autoregressive model given by
with |ρ 1 | < 1, and ε t an error term serially independent that follows a distribution function F ε (·).
The corresponding conditional VaR that satisfies (2) is given by
with F −1 ε (α) the α−quantile of F ε . Suppose however that the researcher assumes incorrectly an alternative autoregressive process where the error term follows a Gaussian distribution function (Φ(·)); in this case the conditional (misspecified) quantile process is
Note that although the risk model is wrong the sequence of hits associated to m α (W t−1 , θ 0 )
are iid since
by independence of the error term.
The last example illustrates a misspecified location-scale model for the joint hypothesis (1). 
Therefore, {I t,α (θ 0 )} satisfy (2), but clearly (1) does not hold.
These examples illustrate the difference between hypotheses (1) and (2). The simulation section shows in more detail the effect of these different types of misspecification in the asymptotic backtesting procedures. Another source of perturbation in the practical implementation of these tests stems from the estimation of the unknown parameters of the conditional quantile process.
This implies that the test statistic introduced by Kupiec (1995) and used for the unconditional coverage hypothesis is in practice
with θ t−1 an estimator of θ 0 satisfying certain regularity conditions (cf. A4 below), instead of
with R being the in-sample size and P the corresponding out-of-sample testing period.
The estimator θ t−1 will be computed according to the forecasting scheme used to create the forecasts. For the sake of completeness, and following e.g. West (1996) and McCraken (2000), we discuss three different forecasting schemes, namely, the recursive, rolling and fixed forecasting schemes. They differ in how the parameter θ 0 is estimated. In the recursive scheme, the estimator θ t is computed with all the sample available up to time t. In the rolling scheme only the last R values of the series are used to estimate θ t , that is, θ t is constructed from the sample s = t − R + 1, ..., t. Finally, in the fixed scheme the parameter is not updated when new observations become available, i.e., θ t = θ R , for all t, R ≤ t ≤ n.
EO showed that inference procedures computed from S P but using the critical values of the asymptotic normal distribution followed by K P may be misleading under very general circum-stances. It should be noted that this inference procedure is the standard practice in empirical applications. More concretely, EO proved that under general conditions (α(1 − α)) −1/2 S P converges to a non-standard zero mean Gaussian random variable, with variance that depends on the model, the estimator θ t−1 and the forecast scheme. They assumed in their analysis, however, that the model was correctly specified, that is, (1) holds. In the present paper we relax such a strong assumption and prove that this introduces asymptotically an extra term in the, still normal, limiting distribution, changing the resulting asymptotic variance of S P .
For sake of clarity we also discuss here Theorem 1 in EO, and the decomposition of the test statistic S P in terms of estimation and model risk components. Under some regularity conditions,
excluding (2) and (1), EO showed that
where g α (W t−1 , θ) is the derivative of m α (W t−1 , θ) with respect to θ, and H(t − 1) is defined in A4 below.
For their analysis EO assumed that We remark that in general the estimation risk will be affected by model risk, through a different asymptotic theory for the estimator. Estimators that under correct specification had a martingale difference influence function generally lose this property when model risk is present, see e.g. the quantile regression estimator analyzed in Kim and White (2003) .
Define the α-mixing coefficients as
where the σ-fields F n and P n are F n := σ(X t , t ≤ n) and P n := σ(X t , t ≥ n), respectively, with
Assumption A1: {Y t , Z t } t∈Z is strictly stationary and strong mixing process with mixing coefficients satisfying
Assumption A2: The family of distributions functions {F x , x ∈ R dw } has Lebesgue densities
Assumption A4: The parameter space Θ is compact in R p . The true parameter θ 0 belongs to the interior of Θ. The estimator θ t satisfies the asymptotic expansion θ t − θ 0 = H(t) + o P (1), where
for the recursive, rolling and fixed schemes, respectively. Moreover,
Assumption A5: R, P → ∞ as n → ∞, and lim n→∞ P/R = π, 0 ≤ π < ∞.
Assumptions A1 to A5 are standard in inferences on nonlinear quantile regression. Assumptions A4 and A5 are assumed in West (1996) and McCraken (2000), see e.g. the discussion in McCraken (2000, p. 200) . Further, to simplify notation define
and
Note that d t is bounded and strong mixing, therefore for weak convergence of the model risk it suffices that
The stronger assumption in A1 is needed for the weak convergence of the estimation risk.
, and S aa = ∞ j=−∞ Γ aa (j). Our assumptions imply that the previous long-run variances exist.
With this notation in place and the decomposition in (5) we can derive the right asymptotic distribution of the backtesting test statistic. Thus, next theorem provides the asymptotic distribution of S P under the null hypothesis of correct unconditional coverage, and making allowance for the presence of estimation and model risk.
Theorem 1: Under Assumptions A1-A5 and E[I
where
In general, σ 2 a may be greater, equal or smaller than α(1 − α). Note that if R is arbitrarily large relative to P , i.e. π = 0, there is "infinite" information contained in θ t−1 about θ 0 relative to S P , and as a result the estimation risk component asymptotically vanishes. Model risk will be present even if π = 0, whenever the hits are correlated.
There are different approaches to implement the test above. McCraken (2000) discusses nonparametric estimation of σ 2 a , whereas Corradi and Swanson (2007) propose block-bootstrap procedures. In this paper we do not follow either of these methodologies, instead we use subsampling approximations. The subsampling has several advantages over the asymptotic theory or the block bootstrap. Most notably, with subsampling one does not need to estimate any score or influence function, whereas in asymptotic theory or in block bootstrap such estimation is generally needed, as shown in e.g. Corradi and Swanson (2007) with the recursive scheme. Therefore, subsampling avoides the cumbersome task of estimating quantities such as the conditional density
The subsampling approximation is discussed in Section 3 in detail.
Independence and Joint Tests
This section is devoted to the hypothesis of independence in (2). To complement backtesting exercises one can be interested in testing the following
Since for Bernoulli random variables serial independence is equivalent to serial uncorrelation, it is natural to build a test for (7) based on the autocovariances
They can be consistently estimated (under
Berkowitz, Christoffersen and Pelletier (2006) discuss Portmanteau tests in the spirit of those proposed by Box and Pierce (1970) and Ljung and Box (1978) that make use of the sequence of sample autocovariances {γ P,j }. Note that tests based on {γ P,j } are actually joint tests of the iid and the unconditional hypothesis, since they explicitly use the fact that
proper marginal test of independence should be based on
where, for θ ∈ Θ,
In practice, however, joint or marginal tests for (7) need to be based on estimates of the relevant parameters, such as
Next theorem is the equivalent of Theorem 1 for the joint and independence backtesting tests, but before introducing it we need the following decompositions corresponding to γ P,j and ζ P,j ;
Theorem 2 in EO for a detailed proof, and
Note that this statistic is different from the test statistics discussed in EO. The decomposition, nevertheless, follows immediately from (9). Now, define b t (θ) :
Theorem 2: Under Assumptions A1-A5 and (2), for any j ≥ 1,
2. If instead of (2), only (7) holds, then
In contrast to the unconditional case there is no model risk produced by the wrong specification of the VaR model in these tests. This can be observed from the expressions above for Γ bb and Γ cc that do not depend on autocorrelation terms. Note, however, that there will be an indirect model risk effect through the estimation risk. Nevertheless, as for the unconditional test, we use subsampling to develop robust inference for the joint and marginal independence tests. The subsampling approximation is described in the following section.
In this section we approximate the critical values of the aforementioned tests with the assistance of the subsampling methodology. Resampling methods from iid sequences have been used extensively in the literature on quantile regression models, see, e.g., Hahn (1995) , Horowitz (1998) , Bilias, Chen and Ying (2000) , Sakov and Bickel (2000) or He and Hu (2002) . Under the presence of serial dependence the bootstrap approximation becomes more challenging. On the other hand the subsampling method is a powerful resampling scheme that allows an asymptotically valid inference under very general conditions on the data generating process, see Politis, Romano and Wolf (1999) for a general treatise on subsampling, and Chernozhukov (2002) and Whang (2004) for subsampling approximations in linear quantile regression models.
For completeness, we discuss two different subsampling approximations, depending on the existence or not of estimation risk.
Subsampling approximaton with known parameters
In our framework we apply first the subsampling methodology to approximate the critical values of tests based on K P , γ P,j and ζ P,j . Henceforth, we use T P (θ 0 ) to denote any of these test statistics.
Also, with an abuse of notation we write the test statistics as a function of the data
.., X n ; θ 0 ), finally, G P (w) denotes the cumulative distribution function of the test statistic,
There are two approaches in standard subsampling. Subsampling for iid data where the subsamples are taken randomly, and subsampling from consecutive subsamples of observations for the dependent case. Since our interest is in defining a testing framework for (2) that is robust to possible misspecifications of condition (1) we will implement the second class of subsampling that preserves the dependence structure in the re-sampling exercise. We stress that if there is no estimation involved another possibility is subsampling from the sequence of hits rather than from the original sequence X t . We also remark that for the independence test without estimation risk, it is possible to apply subsampling for iid data, by resampling from the hits. 
and let c P,1−τ,b be the (1 − τ )-th sample quantile of
Of course, our subsampling approximation is also valid if we resample just from the out-of-sample observations
Note that the mixing assumption in A1 is sufficient but not necessary for the validity of the subsampling and of the empirical approximations of the asymptotic critical values, see Politis, Romano and Wolf (1999) . The next result justifies theoretically the subsampling approximation. consistency of the subsampling test is due to the fact that T P (θ 0 ), based on P observations, converges to infinity as a faster rate than T b,1 (θ 0 ). This result will be very important in applications of backtesting methods to financial data in which the data generating process driving the conditional VaR process is not known. In this case one does not know whether the subsampling critical value converges to the asymptotic critical value of the null or alternative distributions. Another very appealing property of our subsampling tests compared to the asymptotic approximation is that they do not need estimation of the scores A, B and C.
Subsampling approximaton with unknown parameters
The previous subsampling approximation has to be modified when θ 0 is unknown. In this case the subsampling cumulative distribution function of the relevant test statistics, now S P , γ P,j or The following theorem shows that the subsampling approximation G * P,b (·) of the asymptotic distribution incorporates estimation risk effects. In practice it is well known that the empirical size and power of the tests depend on the choice of the parameter b. For appropriate choices the reader is referred to Politis, Romano and Wolf (1999) or Sakov and Bickel (2000) . In the present article, for simplicity in the computations we follow the suggestion of Sakov and Bickel (2000) and choose b = kP 2/5 , where · denotes the integer part, which yields the optimal minimax accuracy under certain conditions. Section 4
shows that this resampling procedure provides good approximations in finite samples for a variety of values of k.
Monte Carlo Experiment
This section investigates the effect of model risk in the standard unconditional coverage and independence backtesting methods for assessing VaR measures. To simplify the computation and stress the effects of model risk over estimation risk we assume that there is no estimation involved in the simulations. For a study of estimation effects from parametric VaR models on backtesting procedures the reader can refer to EO.
We implement these two tests for the following homoscedastic AR(1) data generating process defined by
and where ε t follows a standard Gaussian cumulative distribution function. The true conditional
VaR process derived from this model is given by
Let us assume for our simulation experiment that the researcher chooses instead a misspecified VaR process, that however satisfies the unconditional coverage hypothesis in (2). This is given by
The Value at Risk of these models is calculated at 10%, 5% and 1% to gauge the effect of different coverage probabilities. Following Sakov and Bikel (2000) we have used a subsample size b = kP 2/5 , that have implemented for k = 1, 2, . . . , 20, and P = 500, 1000. In these simulations we observe a better performance of the empirical size as k increases that stabilizes after k = 5
and decreases after k = 15. Hence, we have chosen just to report k = 8 and k = 15 in the tables below. The relevant test statistics are S n for the correct test statistic obtained from (12), S m n for the misspecified test statistic derived from (13) and using the asymptotic distribution, and S s n for the misspecified test statistic derived from (13) and using the subsampling robust approximation.
Finally note that for simplicity and to stress model risk effects, the parameters of the model are considered known, in this case the choice of out-of-sample forecasting method is irrelevant for the simulations. It should be also noted that S n is not feasible in practice, since we do not know the true VaR model. values of the test. This puzzling result may be due to the lack of significant data at this extreme coverage probability that hinders the subsampling implementation for reasonable sample sizes.
To study the consistency of the different tests under alternative hypotheses of (2) we report in tables 3 to 6 the empirical power for the processes
with α = α, and
with ρ 2 = ρ 1 , when we fit model (12).
The set of simulations corresponding to (14), see tables 3 and 4, shows that the subsampling framework has strong power to reject the VaR specification of wrong risk models. We find a slight decrease of power of the subsampling method compared to the asymptotic distribution in table 3. The results in terms of power are similar across k values. On the other hand there is a significant decrease of power for the subsampling robust approximation when the alternative hypothesis is determined by a different autoregressive parameter (tables 5 and 6). Nevertheless, the subsampling method still has reasonable power to detect wrong VaR models. Note that, as discussed previously, the comparison between S n with S s n is somewhat unfair, since the former is not feasible in practice. Finally note that the method implemented with k = 15 yields marginal better power results for α = 0.05, 0.01 coverage probabilities. For α = 0.10, it seems better to use k = 8 for the choice of subsampling block size.
In the previous section we studied the test statistics γ P,j and ζ P,j with j denoting the order of autocorrelation. Note that whereas the first test statistic assumes the correct unconditional
VaR coverage of the process, the second one does not, being therefore a marginal test specific to the independence hypothesis. For illustration purposes we will study the finite-sample size of γ P,1 using the asymptotic normal critical values; and also, of ζ P,1 using the asymptotic normal critical values and the subsampling approximation. For the three test statistics we assume a risk model that is misspecified to report VaR but satisfies the independence hypothesis,
with α = α.
In the block of simulations in tables 7 and 8 we consider the following cases: α = 0.10, 0.05, 0.01 and α = 0.05. Obviously, for α = 0.05 the above model is correctly specified. We observe from the tables, as mentioned in Section 2.2, that model risk is absent for this type of tests. Moreover, whereas the test statistic γ P,1 for the joint hypothesis (2) leads to clear rejections of the model, the two versions (asymptotic and subsampling) of the marginal independence test, ζ P,1 , report the correct size. It is also remarkable the good finite-sample performance of the subsampling approximation.
Finally, in order to study the consistency of both tests under alternative hypotheses we also perform a small simulation experiment for an alternative model given by the following AR(1)-
with ρ 2 = ρ 1 , σ 2 t = β 0 + β 1 a 2 t−1 + β 2 σ 2 t−1 , a t = σ t ε t the innovation sequence and ε t the error sequence that follows a standard Gaussian cumulative distribution function.
The results of tables 9 and 10 show the outperformance of the asymptotic marginal test over the subsampling version. As a by-product, we also observe the marginal gain in power from an alternative model (17) given by different parameter values and a coverage probability α = α compared to an alternative determined by changes only on the parameter values. This can be seen by comparing the left and right columns of tables 9 and 10 against the estimates in the middle column corresponding to α = α = 0.05.
Application: Backtesting performance of VaR forecast models
This section analyzes the effect of model risk in backtesting for a battery of econometric models widely employed for forecasting out-of-sample VaR. The models under study are the hybrid method (historical simulation applied to the residuals of a GARCH model), defined by
with F R, ε the empirical distribution function constructed from an in-sample size of R observations, and σ 2 t = β 0 + β 1 Y 2 t−1 + β 2 σ 2 t−1 , the estimated GARCH process, where ( β 0 , β 1 , β 2 ) is the vector of estimates of the parameter vector (β 0 , β 1 , β 2 ) and { ε t } is the residual sequence. The second method is a parametric GARCH model with residual sequence assumed to be normal;
The third risk model extends the previous one, allowing for heavier than normal tails. It is given
with ν the degrees of freedom of a Student-t estimated by Quasi-Maximum likelihood. Finally, the last method considered was proposed by Morgan (1995) . This method is similar in spirit to the GARCH methodology but the volatility filtering is an exponential smoothing (β 0 = 0) where the parameters are fixed, in our case to β 1 = 0.04 and β 2 = 1 − β 1 . The risk model is as follows
The experiment consists on carrying out a backtesting exercise for daily returns on Dow Jones
Industrial Average Index over the period 02/01/1998 until 23/05/2008 containing 2500 observations. For ease of computation we have implemented a fixed forecasting scheme for estimating the relevant empirical distribution functions F R and the GARCH parameters, and where the in-sample size R = 1000 is considerably greater than the out-of-sample size P = 500. The choice of this sample size is a compromise between absence of estimation risk effects (P/R < 1) and meaningful results of the subsampling and asymptotic tests (P sufficiently large). We repeat this experiment using all the information of the time series available considering rolling windows of 250 observations and giving a total of five different periods where computing backtesting tests.
The rejection regions at 5% considered for the unconditional coverage and independence tests are those determined by the corresponding asymptotic normal distributions and the alternative subsampling approximations. For sake of space we only report the plots computed via subsampling with k = 8 and coverage probability α = 0.05.
The conclusions from the sequence of plots in figure 1 are threefold. First, we observe the differences between the subsampling rejection regions and the asymptotic ones for the first three methods based on GARCH estimates, and the similarities of the Riskmetrics approach with the asymptotic intervals. This fact implies that whereas we reject the VaR forecasting methods obtained from using GARCH models we do not do it if Riskmetrics is employed. Second, the choice of the asymptotic critical values is misleading most of the times since one can accept VaR models that are wrong if no attention is paid to the misspecification effects. Finally, we observe an increase in the uncertainty in all of the unconditional backtesting tests that use subsampling.
The set of plots in figure 2 reports the results of the independence test. In contrast to the unconditional test the four subsampling methods yield very similar rejection regions. These are very different from the asymptotic ones. Note that in contrast to the conclusions drawn from focusing on the asymptotic tests there are no grounds to reject the null hypothesis of independence.
The four methods are valid filters of the underlying serial dependence in the volatility process.
Conclusion
Backtesting techniques are of paramount importance for risk managers and regulators concerned with assessing the risk exposure of a financial institution to market risk. These methods are implemented as statistical tests designed, specially, to uncover an excessive risk-taking from financial institutions and measured by the number of exceedances of the VaR model under scrutiny.
It is also well known in the forecasting literature that econometric methods that are well specified in-sample for describing the dynamics of extreme quantiles are not necessarily those that best forecast their future dynamics. Therefore, financial institutions can choose risk models for forecasting conditional VaR that although badly specified they succeed to satisfy unconditional and independence backtesting requirements.
We have shown in this paper that in order to implement correctly the standard backtesting procedures one needs to incorporate in the asymptotic theory certain components accounting for possible misspecifications of the risk model. Also, since these components can be difficult to derive analytically and take different forms depending on the correct specification of the conditional quantile process we have proposed instead subsampling methods to approximate the true sampling We have shown that although estimation risk can be diversified by choosing a large in-sample size relative to out-of-sample, model risk cannot. Model risk is pervasive in unconditional backtests. This has been confirmed by our simulations. Our theorical and empirical results suggest the use of robust techniques based on subsampling approximations to handle simultaneously model risk and estimation risk in general dynamic models.
Appendix: Mathematical Proofs
Proof of Theorem 1: We apply Lemma A1 in EO. To that end, we need to verify the following uniform tightness condition
for the three forecasting schemes. But (22) follows from simple arguments using the mixing property, see McCracken (2000, pg. 221) for the proof of (22). By Lemma A1 in EO we conclude that
Now, assumptions A1-A5 guarantee that the central limit theorem can be applied to the bivariate
The rest of the proof follows from McCracken (2000, Theorem 2.3.1).
Proof of Theorem 2:
The proof of this theorem is similar to the proof of theorem 1. Now, along with result (22), we also use the following decomposition introduced in (9) and shown in EO,
In this case the weak convergence of the joint and independence backtesting tests is guaranteed by the boundness and strong mixing property of the sequence of products of centered indicator functions. It is immediate to see that a central limit theorem result can be applied. Finally, in order to compute the expression for the asymptotic variance of γ P,j we use the following notation above introduced; b t (θ) = (I t,α (θ) − α)(I t−j,α (θ) − α) and b t = b t (θ 0 ). Now, after simple variance calculations and using the results on asymptotic ratio of convergence between R and P in McCracken (2000) we obtain
Similarly, if instead of (2) only (7) holds, we have the following decomposition for ζ P,j ;
The corresponding asymptotic variance is
proof of Theorem 3: Let T P (θ 0 ) be any of the backtests when θ 0 is known. As shown in Theorem 1 and Theorem 2 the limit distribution of T P (θ 0 ) is a normal distribution, which is, of course, continuous. Since the mixing coefficients converge to zero, Theorem 3.5.1 in Politis, Romano and Wolf (1999) can be applied, and the proof trivially follows from there.
proof of Theorem 4: It follows from the same arguments as in Theorem 3. (12) and (13) model (14) with α = 0.05. ρ 1 = 0.5 in both models. Out-of-sample size P = 500, 1000. True coverage probability α = 0.10, 0.05, 0.01. b = kP 2/5 with k = 8. 1000 Monte-Carlo replications.
S P denotes the unconditional coverage backtesting asymptotic test and S s P the robust subsampling approximation from the misspecified model. Table 7 . Empirical size of independence backtesting test for model (16) with ρ 1 = 0.5, and misspecified coverage probability α = 0.05. Out-of-sample size P = 500, 1000. True coverage probability α = 0.10, 0.05, 0.01. b = kP 2/5 with k = 8. 1000 Monte-Carlo replications. Table 8 . Empirical size of independence backtesting test for model (16) with ρ 1 = 0.5, and misspecified coverage probability α = 0.05. Out-of-sample size P = 500, 1000. True coverage probability α = 0.10, 0.05, 0.01. b = kP 2/5 with k = 15. 1000 Monte-Carlo replications. (16) 
