An advantage of stereovision-based motion analysis is that the depth information is available, thus motion can be estimated more precisely in 2.5D stereo coordinate system (SCS) constructed by the depth and the image coordinates. In this paper, stereo global motion in SCS, which is induced by 3D camera motion in real-world coordinate system (WCS), is parameterized by a fiveparameter global motion model (GMM). Based on such model, global motion can be estimated and identified directly in SCS without knowing the physical parameters about camera motion and camera setup in WCS. The reconstructed global motion field accords with the spatial structure of the scene much better. Experiments on both synthetic data and real-world images illustrate its promising performance.
INTRODUCTION
The advantage of stereovision-based motion analysis is that the depth/disparity information can be computed. Considering the depth information together with the image coordinates, motion can be analyzed more precisely in a 2.5D space rather than the traditional 2D image plane. This paper, by expressing the 2.5D space as stereo coordinate system (SCS), addresses the problem of global motion modeling in SCS.
Global motion model (GMM) is commonly used to describe the effect of camera motion (global motion) acting on video image. By GMM, global motion can be distinguished from image motion induced by moving objects (local motion), thus moving objects can be extracted from the image.
In the literature, single-camera-based GMM approaches [1] [2] [3] , which analyze the camera motion based on 2D imagespace shifts [1] , cannot describe the global motion accurately when the depth of field is great. By using stereovision, global motion can be estimated more precisely from 2.5D stereomotion analysis using the depth and image coordinates. The reconstructed global motion field will accord with the spatial structure of the scene much better, which makes moving object's detection much easier.
In this paper, a five-parameter stereo GMM is proposed to parameterize global motion in SCS based on the analysis of 3D camera motion. Different from the previous works aiming to recover the physical parameters of camera motion in real-world coordinate system (WCS) [4] [5] [6] [7] [8] , the presented model pays more attention to the fast distinguishing of global motion and local motion directly from stereo data. Thus instead of estimating the real camera motion in WCS, global motion is estimated and identified directly in SCS without knowing the physical camera parameters. The proposed model is provided as a tool for stereo-motion analysis where disparity can be fast calculated. It is very useful for many stereovision-based real-time applications, such as surveillance, robot vision, especially of our research on stereovisionbased adaptive cruise control (ACC) systems [9] .
STEREO GLOBAL MOTION MODEL
A typical stereovision system consists of two coplanar cameras with the same intrinsic parameters [9] . By projecting a point in WCS (x, y, z) to the stereo left/right ICSs (u, v), the following equation is held:
where f is camera focal and b is baseline distance between the cameras. Then, disparity ∆ can be achieved by
Note that in stereovision, the intrinsic parameters f and b always remain unchanged. Global motion with respect to WCS can be generally referred, as a composition of rotations about x-, y-, z-axes followed by translations along them [10] . To express the stereo GMM in SCS, this paper analyzed the rotation and translation separately based on the relationship between WCS and SCS. In WCS, "rotation about x-axis" with angle α can be described by
Mapping to SCS based on (3), there is
In order to deduce a simple expression, we assume that the rotation angle α is small. Since v/ f is generally smaller than 1, when α is small, we approximate that
Then (5) can be simplified as
which results in a ∆-independent global displacement of v. Note that such simplification is also permitted by the variety of depths that are being reconstructed. Similarly, "rotation about y-axis" with angle β is described by
which results in a ∆-independent global displacement of u.
"Rotation about z-axis" with angle γ can be described by
Because "rotation about z-axis" occurs less frequently than the other motions [2] , it will not be considered by the model presented in this paper.
Translations within WCS and their mappings in SCS can be described by
which demonstrate that translation along x/ y-axis will bring a ∆-dependent displacement to u/v, respectively, yet translation along z-axis will change the scale of u, v, and ∆ simultaneously. Based on the above analysis, camera's rotation about x-, y-axes and translation along x-, y-, z-axes are parameterized into such a stereo GMM as
where (R X , R Y , T X , T Y , T Z ) are introduced to describe the rotations and translations by letting
PARAMETER ESTIMATION
Corresponding pixel pairs (measured by corner matching or block matching) between successive frames are used to estimate the five parameters. Assuming there are N pairs, each pair consists of a pixel k = 1, . . . , N with SCS coordinate (u k , v k , ∆ k ) in the first frame, and its counterpoint (u
are estimated by a least-square method following two steps.
Step 1. Estimating T Z . Based on the third subformula of (11), T Z is first estimated by minimizing the following leastsquare criterion:
Jia Wang et al. Differentiating (12) with respect to T Z and setting the derivative to zero, T Z is achieved by
Three sums are needed in (13), which can be computed by summing ∆ of all the N pixel pairs. In addition, in order to avoid the influence of local motion, the above estimating procedure is performed iteratively, which is similar to the method in [2] . In each iteration, every pixel pair is evaluated based on the computed T Z by comparing the original ∆ ′ with the computed ∆ ′ using (11) . If the difference exceeds a predefined threshold, corresponding pixel pair will be referred to as local motion pairs and will be discarded. (In our experiments, the threshold is an experiential value which is selected as 0.1.) Then the remaining pairs are used to reestimate T Z . Using such method, the influence of pixel pairs that do not follow global motion will be removed gradually and the convergence of T Z will occur after a very few iterations. (Generally, the convergence will occur with 4 iterations.)
Step 2. Estimating (T X , T Y , R X , R Y ). Based on T Z , we introduced an auxiliary variable Z k = 1 + ∆ k T z . Then similar to the solving of T Z , the following criteria are minimized:
and (T X , T Y , R X , R Y ) are achieved by 2 ,
where the subscript k is omitted for simplification. Note that the estimation of (T X , T Y , R X , R Y ) also follows an iterative scheme, aiming to eliminate the influence of local motion.
SIMULATION RESULTS
The proposed GMM has been tested on both synthetic data, in which we know the camera motion parameters and corresponding pixel pairs exactly, and a variety of real-world images with unknown camera motion parameters. For the real-world images, we use corner pairs, which is a good feature to be tracked in image sequences [11] , to estimate the global motion parameters. Figure 1 shows the synthetic data where image intensity denotes disparity. Between Figures 1(a) and 1(b) , the camera ( f = 200, b = 100) undergoes a rotation (α, β) = (0.01π, 0.01π) and a translation (t x , t y , t z ) = (3000, −3000, 5000), while the closest cube undergoes an isolated motion. Figure 1 
Simulation

Accuracy analysis
To analyze the accuracy of the stereo GMM quantitatively, we defined a mean-squared estimation error (MSEE) as follows:
where N is the number of the corresponding pairs,
is the actual SCS coordinate after camera motion, and (u
is the estimated SCS coordinate. Based on the synthetic data in Figure 1 , Figure 1 shows the calculated MSEE versus physical parameters of camera rotation (α, β). It can be seen that when the rotation angles are small, the MSEE is small (MSEE ≤ 5 corresponding to regions surrounded by thick boundaries in Figure 2(b) ) and the stereo GMM can work well. Comparing the two kinds of rotations, MSEE is more sensitive to rotation angle α about the x-axis. This comes from the fact that many points with large v/ f (v/ f ≈ 1) are existing at the bottom of the image (as shown in Figure 1(a) , where the image size is 400 × 400, and f = 200), thus the approximation of v sin α/ f ≈ 0 in formula (6) becomes false when α increases. For translations, the presented GMM can cope with large translations along x-, y-, and z-axes. We have tested the GMM by −10000 ≤ t X , t Y , t Z ≤ 10000, and the MSEE remains within 10 −6 . 
Real-world images
Experiment 1
The testing image is taken from flower garden sequence, which involves an apparent camera motion of translation along x-axis. Corresponding disparity image is taken from [12] as shown in Figure 3 (b). Note that disparity ∆ can be computed by various methods with different resolutions, it is normalized into 0 ≤ ∆ ≤ 1 before estimating 
Experiment 2
The stereo GMM is also applied to our own stereo sequence of traffic scene (Figure 4 ), which is obtained by a binocular system [9] mounted on a moving vehicle. Disparity image corresponding to Figure 4 (a) is shown in Figure 4 Then the reconstructed 2D global motion field is given in Figure 4 (b). Comparing with such field, corners which match with the field are marked by white color in Figure 4 (a), those that do not match are marked by black color. From Figure 4 (a), it can be seen that corners belonging to the major moving objects are successfully detected, while those belonging to the slightly moving objects are confused with the background noise. Figure 4 (c) shows the predicted image of Figure 4 (a) by camera motion compensation. To reduce edge distortions, bilinear interpolation has been applied for image compensation by using the image intensities of the four nearest neighboring pixels. The difference image between Figure 4 (c) and the actual image Figure 4 (a) is shown in Figure 4 (d).
CONCLUSION
Experimental results demonstrate that the proposed stereo GMM works well for stereovision-based camera motion analysis and the motion parameters can be efficiently estimated by the two-step iterative estimator. Based on the presented model, global motion can be estimated more precisely according with the spatial structure of the scene, which makes further motion analysis, such as real moving object's detection, much easier. In addition, the computational simplicity of the presented method also makes it suitable for realtime applications such as ACC systems.
