ABSTRACT This paper focuses on the decentralized control problem of multi-agent systems with multiple control objectives, including target tracking, velocity synchronization, collision avoidance, and obstacle avoidance. To enable the real-time application and optimization, a control scheme is constructed based on the idea of adaptive dynamic programming (ADP). The cost function is defined according to the control objectives and approximated by a critic neural network. An action neural network is applied to approximate the optimal controller, which is achieved by minimizing the cost function. Based on the deduced weight updating laws, the proposed control scheme can learn online with good adaptability to unknown environment. Finally, a simulation of seven agents moving in two-obstacle environment is conducted to show the validity of the intelligent controller.
I. INTRODUCTION
Multi-agent system is a loosely coupled complex system, which consists of several independent, autonomous and interrelated subsystems [1] . In recent decades, the multi-agent system has shown a wide range of excellent characteristics and application prospects in social life, industrial and military, such as cluster spacecraft deep space exploration, unmanned aerial vehicle (UAV) formation, autonomous submarine, intelligent transportation system, circuit implementation, wireless sensor network, multi-robot system, etc [2] - [9] . In this paper, a scenario is considered that the agents are required to track a target region as a team in the obstacle environment. The agents can be UAVs, submarines or robots, with the task to protect, monitor or chase a moving target. Moreover, the task can also be seen as a shape formation control if the target is virtual [10] , [11] .
It is inevitable to research the issue of obstacle avoidance, as the agents should work in real environment. Obstacle avoidance control has been widely addressed in the last few decades [12] , [13] . The artificial potential field (APF) algorithm is the most commonly used method, with lots
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of improved APF approaches proposed [14] - [17] . Some researchers studied the obstacle avoidance strategy based on the virtual flow field algorithm [18] , [19] . In addition, other approaches, such as A-star algorithm [20] , fuzzy logic technique [21] , [22] , terminal sliding mode [23] , and genetic algorithm [24] are also popular in the field of obstacle avoidance. Most of these obstacle avoidance methods can be applied to unknown obstacle environments by focusing on the immediate cost. However, in order to achieve the real-time applications, these methods often fail to consider the global optimal performance. In contrast, some obstacle avoidance methods can obtain the optimal performance at the cost of a lot of time [25] , but they can work only when the obstacle environment is known in advance. Moreover, the obstacle avoidance control of multi-agent system is more difficult because of the interaction between agents. Therefore, it is necessary to study an obstacle avoidance control scheme for multi-agent systems which can achieve the real time application and optimization at the same time.
Adaptive dynamic programming (ADP) is a new interdisciplinary subject in artificial intelligence and control, which is the brain-like intelligence [26] - [28] . The optimal controller can be obtained by learning online. The ADP-based method has effectively solved the control problems of large-scale complex nonlinear systems in the fields of transportation, logistics, power and process engineering, which has attracted the attention of many researchers [29] - [35] . However, it remains challenging to apply ADP in the obstacle avoidance control for multi-agent systems.
In this paper, we aim to apply the idea of ADP to the decentralized control of multi-agent systems, which have multiple control objectives including target tracking, velocity synchronization, collision avoidance and obstacle avoidance. The action dependent heuristic dynamic programming (ADHDP) is used to establish the framework of the control scheme. Then, the controller and the cost function are approximated by two neural networks, respectively. In addition, the weight updating laws of the neural networks are deduced based on the gradient descent method and chain rule. With the ability of online learning, the proposed control scheme can not only achieve the optimal performance, but also adapt to the real time application in unknown obstacle environment. This paper is organized as follows. The system model is introduced in Section 2. Then, section 3 presents the detail of the ADP-based intelligent control scheme. The parameters and simulation results are shown in Section 4, and a conclusion is in Section 5.
II. SYSTEM MODEL
The multi-agent system contains N autonomous agents. The position of each agent R i (i = 1, . . . , N ) is represented as p i ∈ R m , and the velocity is v i ∈ R m , where m denotes the dimension of the motion space. The agents are modeled in a global coordinate system with the dynamics as (1) and (2) .
In (2), u i (t) ∈ R m is the control input to be designed. t is the time. Moreover, the positions and velocities of the neighboring agents can be obtained by robot R i through wireless communication. The maximum range of wireless communication is denoted by d cm . Thus, the neighboring set of R i can be defined as
which changes with the variation of relative positions during the movement of agent. . denotes the Euclidean norm.
The agents need to work together as a group to track a moving target region, which can be various shapes. The dynamic of the target region is modeled aṡ
where, p t (t) ∈ R m denotes the center position of the target region. v t (t) ∈ R m is the velocity satisfying
where v M is a positive constant. The position and velocity of target are assumed to be known by the agents. At the same time, the agents should avoid collision with each other in the motion.
In addition, as the agents work in the obstacle environment, the obstacle avoidance should be considered to ensure the safe execution of the mission. Therefore, there are multiple control objectives for the agents in obstacle environments. In this paper, the ADP algorithm will be used to solve this complex control problem.
III. ALGORITHM DESIGN
ADHDP is one of the basic structures of ADP, which is also known as Q-learning. The structural sketch of ADHDP is shown in Fig. 1 , including three parts: a system model, a critic neural network (CNN), and an action neural network (ANN). The system model is constructed by the dynamics of the agents and target. The ANN is used to approximate the optimal controller, which is applied to the system model. The CNN is used to approximate the cost function, which evaluates the value of the obtained control law.
A. DESIGN OF COST FUNCTION
The cost function of an agent R i in the kth step is defined by (4) , and used to evaluate the value of the applied control law.
The parameter γ ∈ [0, 1] is the discount factor. U i (k) is the utility function of an agent R i in the kth step designed as
where, U si , U vi , U ci , and U oi are the utility functions of R i for target tracking, velocity synchronization, collision avoidance, and obstacle avoidance, respectively. M = M T > 0 is a square matrix.
1) TARGET TRACKING
The position error of agent R i with respect to the target region is calculated bỹ
where, α i = 0 if agent R i is inside the target region, otherwise α i = 1. p tc is the closest position of target region to the agent R i . Thus, the utility function of agent R i for target tracking is defined as follows:
For example, if the target region is constructed as a circle shape, the utility function can be represented by
where, r t denotes the radius of the circle region. It can be seen that the utility function U si will be zero if the agent is inside the target region.
2) VELOCITY SYNCHRONIZATION
The total velocity error of agent R i with respect to its neighboring agents is calculated bỹ
The velocity error of agent R i with respect to the target region is calculated byṽ
Thus, the utility function of an agent R i for velocity synchronization can be defined as
3) COLLISION AVOIDANCE
The total position error of agent R i with respect to its neighboring agents is calculated bỹ
where,
. d col is the maximum collision avoidance range between two agents. Thus, the utility function of agent R i for collision avoidance can be defined as
It can be seen that the utility function U ci will be zero if the distances between the agent and its neighboring agents are larger than d col .
4) OBSTACLE AVOIDANCE
The agent will conduct the obstacle avoidance strategy when it detects an obstacle. The position error of agent R i with respect to the obstacle is calculated bỹ
d det is the maximum obstacle detection range of an agent. p obs denotes the detected closest position of obstacle to the robot. Thus, the utility function of agent R i for obstacle avoidance can be defined as
where, η 2 ∈ [0, 1] is a parameter designed as (16) .
The parameter η 2 is determined by the angle between the relative position vector and velocity vector to distinguish whether the agent is away from the obstacle or approaching the obstacle. It can be seen that the utility function U oi will be zero if the distance between the agent and the obstacle is larger than d det .
B. DESIGN OF CNN 1) FORWARD COMPUTATION
The CNN is modeled based on the BP neural network with q input neurons, s hidden layer neurons, and one output neuron. According to Fig. 1 , the input of CNN for agent R i at kth step is designed as
where, u i (k) ∈ R 1×m is the control vector, and x i (k) ∈ R 1×n is the state vector defined as (18) . Thus, q = m + n.
The input and output of the hidden layer neurons at kth step are calculated by (19) and (20), respectively.
W c1 ∈ R q×s denotes the weight matrix, c h1 (k) = [c h11 (k), . . . , c h1s (k)] ∈ R 1×s , and c h2 (k) = [c h21 (k), . . . , c h2s (k)] ∈ R 1×s . Then, the output of CNN for agent R i at kth step is calculated bŷ
where, W c2 (k) ∈ R s×1 denotes the weight matrix. The output J i (k) is used to approximate the cost function J i (k) defined in (4).
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2) PARAMETER UPDATING
The approximation of J i (k) can be realized by minimizing the error E c defined by (22) and (23) .
Then, the weight updating law of CNN is deduced based on the gradient descent method and chain rule.
(i) Update the weight matrix W c2 .
where, l c (k) denotes the learning rate. W c2j is the jth row of matrix W c2 . Then,
Thus, the weight matrix W c2 is updated by
(ii) Update the weight matrix W c1 . 
Thus, the weight matrix W c1 is updated by
C. DESIGN OF ANN
1) FORWARD COMPUTATION
The ANN is modeled based on the BP neural network with n input neurons, τ hidden layer neurons, and m output neurons. According to Fig. 1 , the input of ANN for agent R i at kth step is the state vector x i (k). The input and output of the hidden layer neurons at kth step are calculated by (30) and (31), respectively.
. Then, the output of ANN for agent R i at kth step is calculated by
where, W a2 ∈ R τ ×m denotes the weight matrix. The output u i (k) is used to approximate the optimal controller.
2) PARAMETER UPDATING
The training of ANN aims at minimizing the approximated cost functionĴ i (k) such to obtain the optimal or near optimal control policy. Then, the weight updating law of ANN is deduced based on the gradient descent method and chain rule.
(i) Update the weight matrix W a2 .
where, l a (k) denotes the learning rate. W a2εj is a component of matrix W a2 in the εth row and jth column. u ij is the jth component of the control vector u i . Then,
It can be obtained that:
where, W c1j: is the jth row of matrix W c1 . Because u ij , j = 1, · · · m are the first m components of the vector IN i , we can get VOLUME 7, 2019 where, the matrix W c1u consists of the first m rows of matrix W c1 . Then, substituting (36) into (34) leads to
Thus, the weight matrix W a2 can be updated by
(ii) Update the weight matrix W a1 .
where, W a1εj is a component of matrix W a1 in the εth row and jth column. x iε is the εth component of the state vector x i . It can be obtained that:
where, W a2j: is the jth row of matrix W a2 . Then, substituting (40) into (39) leads to
Based on (36), we can get
Thus, the weight matrix W a1 can be updated by
IV. SIMULATIONS
In this section, a simulation is conducted to show the validity of the ADP-based intelligent controller. A scenario is considered that seven agents track a target in the two-dimensional space with two obstacles.
A. PARAMETERS
The 
B. RESULTS
The simulation results are illustrated in Fig. 2-6 . As shown in Fig. 2 , the approximation error e c of each agent eventually converges to zero, which verifies the effectiveness of CNN. Thus, the output of CNN can be used to approximate the cost function J (k).
The approximated cost functionĴ (k) of each agent is displayed in Fig. 3 . The convergence ofĴ (k) indicates the effectiveness of ANN, which aims at minimizingĴ (k) such to obtain the optimal control policy. Fig. 4 shows the utility function of each agent, which converges to zero after 50 seconds. It is verified that all the control objectives have been achieved with the obtained controller. The two peaks of the curves at about 10 s and 20 s in Fig. 3 and Fig. 4 are caused by obstacle avoidance.
From Fig. 5 , we can see that all agents have avoided the two obstacles and reached the dynamic target region successfully. The small color dots represent the agents and the red circle is the target region. Although the trajectories were staggered, especially when avoiding obstacles, the agents passed through the intersections at different times. More clearly, Fig. 6 shows the positions of each agent at 10 s, 14 s, 18 s, and 22 s, respectively. It can be seen that there is no collision among the agents.
V. CONCLUSION
The decentralized control problem of multi-agent systems has been discussed in this paper, considering the tasks of target tracking, velocity synchronization, collision avoidance and obstacle avoidance. The framework of the control scheme is constructed based on the ADHDP with two neural networks. Then, the optimal intelligent controller is obtained by updating the weights of neural networks online. The simulation results show that all the agents can avoid the obstacles successfully, and reach the dynamic target region with no collision during the moving. Thus, the effectiveness of the ADP-based intelligent controller for multi-agent systems has been verified.
Although the cooperation of agents is considered in the input of neural networks, the weight updating procedure of each agent is essentially independent in this paper. It is of great significance to apply the idea of information sharing to improve the learning of neural networks, which is also our future work. In addition, we will consider the motion of obstacles to study more complex environment.
