Abstract. We consider the Zakharov system arising from hot plasma, which can be seen as the classical Zakharov system coupled to a given dissipative equation. We prove local in time wellposedness for this kind of Zakharov system with large initial data (E 0 ,n 0 ,n 1 ,
Introduction
In this paper, we study the Cauchy problem for the Zakharov system arising from hot plasma:
B(t,y)
|x−y| 2 dy = 0,
with initial data E(0,x) = E 0 (x), (n(0,x),n t (0,x)) = (n 0 (x),n 1 (x)), B(0,x) = B 0 (x).
(1.
2)
The function E : R 3 × [0,+∞) → C 3 is the slowly varying amplitude of the highfrequency electric field, the function n : R 3 × [0,+∞) → R denotes the fluctuation of the ion-density from its equilibrium, and the function B : R 3 × [0,+∞) → R 3 is the self-generated magnetic field. E denotes the conjugate complex of E, and the notation × means the cross product for R 3 or C 3 valued vectors. The constants α, β, and γ satisfy α ≥ 1, β,γ > 0.
System (1.1) describes the spontaneous generation of a magnetic field in hot plasma, and one can refer to [15] for its physical background. There are also some types of magnetic Zakharov equations in cold plasmas; one can refer to [10, 12, 13] for their physical background and mathematical results. Omitting the effect of the magnetic field B and taking α = 1, we can arrive at the classical Zakharov system derived by V. E. Zakharov:
where λ denotes the ion acoustic speed, and usually we can put λ = 1. The Zakharov system describes the propagation of Langmuir waves in plasmas; see [26] . When λ → ∞, we can formally obtain the cubic Schrödinger equation iE t + ∆E + |E| 2 E = 0.
(1.4) System (1.3) has been studied by many authors, and there are a lot of results about the global existence of weak solutions, smooth solutions, and local wellposedness for this system; cf. [1, 5, 6, 18, 19, 9, 14, 23, 24, 25] and the references therein. For the convergence results from the solutions of system (1.3) to those of the limit equation (1.4), we refer to [2, 20, 21, 25] .
In the case d = 3, the local well-posedness results were obtained by J. Ginibre, Y. Tsutsumi, and G. Velo [14] . They proved the local well-posedness for the Cauchy problem of system (1.3) with initial data (E 0 ,n 0 ) ∈ H 1 2 × L 2 . This well-posedness result is reflected by the limit equation (1.4) . From the scaling invariant point of view, it is well-known that H 1 2 is the critical space for the cubic Schrödinger equation (1.4) in dimension three. Recently, I. Bejenaru and S. Herr [7] proved the local well-posedness result of (1.3) in 3D for initial data (E 0 ,n 0 ) ∈ H 0+ǫ × H − 1 2 +ǫ (ǫ > 0 can be arbitrarily small).
For system (1.1), C. Laurey [17] proved the existence of local smooth solutions with smooth initial data (E 0 ,n 0 ,n 1 ,
) with s > 3/2. These results were obtained by using energy methods, and the condition n 1 ∈Ḣ −1 is necessary. In [16] , C. Kenig and W. Wang applied smoothing effect estimates and a standard iteration method, and proved the existence of a local smooth solution without the hypothesisḢ
with s > 30. In this paper, our purpose is to prove the local well-posedness results for system (1.1) with low regularity and large initial data (E 0 ,n 0 ,n 1 ,
, for any ǫ > 0 sufficiently small. Our starting point is the Bourgain space method, which was introduced by Bourgain in [3, 4] to study the Cauchy problem for nonlinear dispersive evolution equations. This method later successfully solved many problems for many dispersive equations, including the nonlinear Schrödinger equation, the Korteweg-de Vries equation [8] , the Zakharov equation [14] , the Benjamin-Ono equation, and so on. In this paper, we will apply the Bourgain space method to solve a dissipative equation, which is coupled with two dispersive equations; see the third equation in (2.2). It seems that the argument with the Bourgain spaces was never applied to a dissipative equation. The method can also be used to treat the case when space dimension is not 3. First we state our main results in this paper.
Then there exists T > 0 (depending on the norm of the initial data), such that the Cauchy problem (1.1)-(1.2) has a unique solution (E,n,n t ,B) belonging to
, and meanwhile
, (2.9), and (2.11) in Section 2.2. Moreover, the solution map (E 0 ,n 0 ,n 1 ,B 0 ) → (E,n,n t ,B) is locally Lipschitz continuous.
Notations
Throughout the paper, C will denote a universal positive constant which can be different at each appearance. For x, y > 0, x y means that x ≤ cy, and x ≪ y denotes cx < y for sufficiently large c, and x ∼ y stands for x y and y x.
For f ∈ S ′ , we letf (τ,ξ) or F t,x f (t,x) denote the Fourier transform of f in both the t and x variables, namelỹ
And we denote byû(t,ξ) or F x u(t,x) the Fourier transform in only the x variable. For any measurable function ϕ : R 3 → C, we define the Fourier multiplier by
We also define χ P for statements P to be 1 if P is true and 0 otherwise. For the first equation in system (1.1), taking Fourier transform of the linear part iE t + ∇(∇ · E) − α∇ × (∇ × E) = 0 yields that
where P (ξ) is a real symmetric 3 × 3 matrix
Note that for all e ∈ C 3 we have
Indeed, it is not hard to see that the eigenvalues of P (ξ) are λ 1 (ξ) = |ξ| 2 and λ 2 (ξ) = λ 3 (ξ) = α|ξ| 2 . This fact implies that the first equation of (1.1) can be reduced to the case α = 1; see the discussion in the next subsection.
Next, we reduce the second equation about n of the original system (1.1) into a first order system by setting N = n + i ∇ −1 n t . Then we can obtain n and n t by the relations n = ReN and n t = Im( ∇ N ), respectively.
For the last equation about B, from the Riesz potential we can write
Hence, the original system (1.
with initial data
For notational simplicity, we have set c 0 γ = 1 and β = 1 in the equation for B. In the remaining part of this paper, we are devoted to studying the local well-posedness of system (2.2).
Introduction to resolution space.
Consider the general dispersive equation 6) with P (ξ) the symmetric 3 × 3 matrix given in Section 2.1. However, the above norm is not so convenient in the succeeding linear or nonlinear estimates. Recall that the eigenvalues of P (ξ) are λ 1 (ξ) = |ξ| 2 and λ 2 (ξ) = λ 3 (ξ) = α|ξ| 2 , and as shown in [12] , the norm (2.6) is equivalent to the norm
Moreover, we will see that the linear or nonlinear estimates for the second part of the norm in (2.7) (i.e., the norm ξ
) is essentially the same as the first part of the norm, so without loss of generality, we only need to consider the following Fourier restriction space for the electric field E:
That is why we can reduce the argument for the general case α > 1 to the case α = 1.
Note that τ + ξ ∼ τ + |ξ| , so by (2.5) we may then define the resolution space X s,b W for N equipped with the norm
For the dissipative equation H by analogy with the definition of Bourgain space,
H is the resolution space for the third equation on B in (2.2). Note that the weight iτ + ξ 3 is equivalent to |τ | + |ξ| 3 . Since in the following we will apply the linear estimates (3.6) and (3.12) (see the next subsection), we shall use the auxiliary spaces A 
For T > 0, we define the space X 
Linear estimates
To solve (2.2) locally, we introduce a smooth function ψ(t) ∈ C ∞ 0 (R) satisfying 0 ≤ ψ ≤ 1, ψ(t) = ψ(−t), ψ(t) ≡ 1 if |t| ≤ 1, and ψ(t) ≡ 0 if |t| ≥ 2, and we define ψ T (t) = ψ(t/T ). Now we write (2.2)-(2.3) into the following integral form:
where the integral operators S E f , S N f , S B f are defined as follows:
We remark that, as in [22] , we have extended the linear operator e
3/2 |t| on t ∈ R in the integral equation (3.3) . We also remark that the purpose of the appearance of ψ 2T in the nonlinear terms is to produce a contraction factor T ǫ for some ǫ > 0, since in our case we will choose the index b = 1 2 , which implies that there will not be any contraction factor in the linear estimate; see Section 4.
In the following, we will show some linear estimates for the linear semigroups and integral operators in (3.1)-(3.3) .
For the dispersive equation (2.4), with the definition of X s,b τ =φ(ξ) , it is easy to see
And for the integral operators, we have the following basic results (see also [14] ).
Proposition 3.1.
(1) Let s ∈ R. Then there exists C > 0 such that
where C depends on T .
(3) For any b > 0, q ≥ 2 with bq > 1, there exists C > 0 depending on b and q such that
Remark 3.1. In the sequel, we take b = 1 2 . Hence if we choose q > 2 close enough to 2, then the estimate (3.8) implies that the X s,b norm of ψ T u produces a factor T −ǫ with ǫ sufficiently small. On the other hand, the positive exponent of T coming from the nonlinear estimate (see Proposition 4.1 and 4.2) can cancel the negative one, hence we can solve (2.2) by contraction methods. Now we are going to give some linear estimates for the dissipative equation (2.10) in Propositions 3.4-3.6 below. To this purpose, first we give two general lemmas, following which we can easily prove Propositions 3.4 and 3.5. Although we are inspired by L. Molinet and F. Ribaud [22] , and most of the ideas is essentially contained in [22] , for the reader's convenience we give a direct proof in Appendix A.
where C is independent of ξ.
, and ϕ(ξ) > 0 when ξ = 0, then we have
dτ . Now we return to our dissipative equation (2.10). By Lemma 3.2, the free term can be estimated easily.
Proposition 3.4. Let s ∈ R. There exists C > 0 such that
Proof. From the definition of X s, 1 2 H and Lemma 3.2 (set ϕ(ξ) = |ξ| 3 ), one sees
, which completes the proof of (3.11) as desired.
Based on Lemma 3.3, the linear estimate for the Duhamel term is given by the following Proposition.
Proposition 3.5. If s ∈ R, t > 0, then there exists C > 0 such that
(3.12)
Proof. Note that
where we have used Fubini's theorem in the last step. Note also that
Combining the above two estimates with Lemma 3.3, we can easily obtain (3.12) as desired.
In the paper, we will use the linear estimate (3.11) and (3.12) for the integral equation (3.3) . Since the embedding X s,
no longer holds, a natural question is whether the solution of (2.10) can be a continuous flow in H s provided that we know f ∈ A s H . The following proposition gives a definite answer to this problem. Proposition 3.6. If s ∈ R, t > 0, f ∈ A s H , then for any T > 0 we have
Moreover, there exists C > 0 depending on T such that
Proof. Without loss of generality, we may assume s = 0. First we prove (3.13). By Plancherel's identity, it is sufficient to show
we want to prove
By applying Lebesgue's dominated convergence theorem, we can then obtain (3.13) with s = 0 as desired. Using Fubini's theorem, one has
Assume a ξ (t,τ ) := e itτ − e −|ξ| 3 t , and let t 1 ,t 2 ∈ [0,T ] with |t 1 − t 2 | ≪ 1. Then
On one hand, the integrand in the above equality tends to zero as |t 1 − t 2 | → 0 for fixed τ , τ ′ , and ξ. On the other hand, since |iτ + |ξ| 3 | ∼ |τ | + |ξ| 3 , we have
so the integrand in (3.16) can be controlled by
H . We therefore obtain (3.15), which in turn gives (3.13) with s = 0.
To prove (3.14), we take t 2 = 0 (note that F (0) = 0). Arguing as above, we can obtain
. Then using a step by step argument, one gets (3.14) with C depending on T .
Bilinear estimates
The main aim of this section is to give bilinear estimates for E and B. Since the system (2.2) is the classical Zakharov system iE t + ∆E − nE = 0, n tt − ∆n = ∆|E| 2 coupled to a given magnetic field B by an additional term iE × B in the first equation of (2.2), the following bilinear estimates for E and N are essentially proved in [14] .
Proposition 4.1. Suppose k and l satisfy
Moreover, assume E and N have compact support in time |t| ≤ CT with T ≤ 1. Then there exists θ 1 > 0 such that
where E denotes any component of E = (E 1 ,E 2 ,E 3 ).
So we mainly deal with the bilinear estimates for E and B in this section. The main results are stated as follows. 
6)
where E or F denotes any component of E = (E 1 ,E 2 ,E 3 ), and B denotes any component of B = (B 1 ,B 2 ,B 3 ).
Inspired by the proof of Proposition 4.1 in [14] , in order to prove Proposition 4.2, we first give some lemmas. In Lemmas 4.3-4.6 below, we set δ(r) := 3( 
where 0 ≤ η ≤ 1. Lemma 4.3 follows by interpolation between the trivial case
and the Strichartz inequality of the Schrödinger equation:
In the estimate (4.7), there is no factor T θ produced, which is necessary for our contraction argument, so we will prove a stronger version of (4.7). 
, (4.9)
Proof. Using the estimate (4.7) with b = (1 − κ)a, by Hölder's inequality we have
Because u has compact support in time 0 ≤ t ≤ CT , one can see that
2 (in particular, we choose p = 4), and
, so we deduce from the above inequality together with the assumptions T ≤ 1 and 0 ≤ a ≤ 1 that
Inserting this estimate into (4.10), we thus obtain (4.9).
Note that when κ = 0, the estimate (4.9) reduces to (4.7). Indeed, in the sequel, we will choose κ > 0 sufficiently small, and we will see the factor T θ2 in the estimates (4.3)-(4.6) comes from E, as in the estimate (4.9). Lemmas 4.3 and 4.4 deal with the Schrödinger operator i∂ t + ∆, and one can also obtain similar results for the dissipative operator ∂ t + (−∆) 3 2 . However, the following Lemma 4.5 is enough for our further arguments, since all the non-linear terms in (4.3)-(4.6) contain E, from which we can get the factor T θ2 . . Then 
(4.12)
Suppose s 1 and s 2 satisfy
be such that they all have compact support in time [0,CT ] with T ≤ 1. Then
14)
Proof. First, we consider the case s 2 = 0. By Hölder's inequality, one can see that 15) where
From Lemmas 4.4-4.5, we have
and
Note that
where we have used the embedding H s1,r (R 3 ) ֒→ L r2 (R 3 ) and the estimate (4.9) in the first and second step respectively, and the parameters should satisfy (1−κ)(a1+a2)+a3 b0 ≥ 0. It is then easy to see that these restrictions hold under the conditions (4.12) and (4.13). Hence, the estimate (4.14) follows from (4.15), (4.18), (4.19) , and (4.22).
The case s 1 = 0 can be treated in a similar way, hence we omit further details. This ends the proof of Lemma 4.6.
Proof of Proposition 4.2. In order to unify the variables, letB =B(τ 3 ,ξ 3 ), let the variables forF be −τ 2 and −ξ 2 , and set BE = (B * Ẽ)(τ 1 ,ξ 1 ), EF = (Ẽ * F )(τ 3 ,ξ 3 ). With such notations, in order to prove (4.3)-(4.6), by a duality argument and some change of variables, it suffices to show
x , where * denotes the restriction
In the following, we will prove the estimates (4.25)-(4.28) respectively.
Proof of (4.25). We consider the following two cases I 1 and I 2 : Case 1:
. Then the contribution of this case to I is estimated by
Case 2: |ξ 1 | ≫ |ξ 2 |. This case implies |ξ 1 | ∼ |ξ 3 |, so the contribution of this case to I is estimated by
Letting b 0 = 1/2 + ǫ, we apply Lemma 4.6 with a 1 = a 2 = 1 2 , a 3 = 0, and s 1 = k,s 2 = 0 or s 1 = 0,s 2 = k, and we see that
provided that k, κ, and ǫ satisfy
, then we can always choose ǫ and κ sufficiently small such that the conditions (4.30)-(4.31) hold. Hence, we get the estimate (4.25), which in turn gives (4.3).
Proof of (4.26). Similar to the proof of (4.25), we set b 0 = 1 2 + ǫ again, where ǫ > 0 is small and will be chosen later. We split the integral into three cases.
Case 1: |ξ 1 | ≫ |ξ 2 |. The contribution of this case to J is estimated by
This case is the same as Case 1, since J is symmetric with respect to ξ 1 and ξ 2 .
Case 3: |ξ 1 | ∼ |ξ 2 |. We have |ξ 3 | |ξ 1 |, and the contribution of this case to J is estimated by
so this case again reduces to Case 1. Using the estimate (4.13) to J 1 and J 3 , we thus obtain (4.26), and so (4.4).
Proof of (4.27). Set b 0 = 1 2 + ǫ with small ǫ > 0 to be fixed later. Case 1: |ξ 1 | |ξ 2 |. In this case we have
It is easy to see that
Notice that
From the estimate (4.13) and (4.13') (let
2 , a 3 = 0), we know that if k, κ, and ǫ satisfy
Since one can easily check that the condition (4.32) holds with ǫ and κ selected sufficiently small provided that k > 1 2 , the estimate (4.27) (hence, the estimate (4.5)) follows immediately.
To prove (4.28), one needs the following lemma. Proof. From (4.29), we have 
which yields |σ 3 | |σ 1 | + |σ 2 | if c > 0 is selected sufficiently small, such that Cc < 1. Then, we can obtain |ξ 3 |
Case 2:
Combining Cases 1 and 2, we obtain the estimate (4.33) as desired.
Proof of (4.28). Set b 0 = 1 2 + ǫ with ǫ > 0 small to be fixed later. We split the integral into two cases.
Case 1:
Since L is symmetric with respect to ξ 1 and ξ 2 , we only consider the case |ξ 1 | ≫ |ξ 2 |. Moreover, we may assume |ξ 1 | ≫ 1, since the |ξ 1 | 1 case can be treated more easily. Using Lemma 4.7, the contribution of this case to L can be estimated as
Case 2: |ξ 1 | ∼ |ξ 2 |. Then the contribution of this case to L is estimated by
so it is easy to see that this case reduces to Case 1. When |ξ| ≤ 1, noticing that |t| n ψ(t) H b ≤ |t| n ψ(t) H 1 ≤ C2 n , n ≥ 1, we have We will estimate terms I i , i = 1, ..., 4, respectively. First, by (A.2), When |ϕ(ξ)| ≥ 1, Lemma 3.2 implies that iτ + ϕ(ξ) 1/2 F t ψ(t)(1 − e −ϕ(ξ)|t| ) (τ )
When |ϕ(ξ)| ≤ 1, using Taylor's expansion and |t| n ψ(t) H 1/2 ≤ |t| n ψ(t) H 1 ≤ C2 n , we have iτ + ϕ(ξ) 1/2 F t ψ(t)(1 − e −ϕ(ξ)|t| ) (τ )
Moreover, one can easily see that 
