A complete set of level energies, wavelengths, A-values, and total and partial Auger rates have been computed for transitions involving the K-vacancy states within the n = 2 complex of Fe xvm-Fe xxv. Three different standard numerical packages are used for this purpose, namely AUTOSTRUCTURE, the Breit-Pauli R-matrix suite (BPRM) and HFR, which allow reliable estimates of the physical effects involved and of the accuracy of the resulting data sets. It is found that the Breit interaction must be always taken into account as the contributions to the small A-values and partial Auger rates does not decrease with electron occupancy. Semi-empirical adjustments can also lead to large differences in both the radiative and Auger decay data of strongly mixed levels. Several experimental energy levels and wavelengths are questioned, and significant discrepancies are found with previously computed decay rates that are attributed to numerical problems. The statistical accuracy of the present level energies and wavelengths is ranked at *3 eV and *2 d, respectively, whereas that for A-values and partial Auger rates greater than lOI3 s-' is estimated at better than 20%.
Introduction
We are currently involved in a project to calculate accurate atomic data for the modeling of iron K lines. It has been motivated by the diagnostic potential of these lines in the X-ray spectra of high energy environments (quasars, active galactic nuclei, galactic black-hole candidates) which are now being focused by powerful satellite-borne telescopes (Chandm, XMMNewton) and will gain greater importance with the launch of the Astro-E2 telescope. In an earlier report on the decay properties of the K-vacancy states in Fe XXIV (Bautista et al. 2002) , to be referred hereafter as Paper I, a numerical approach was established that has led to data sets of A-values and Auger rates firmly ranked with accuracy 161.5%. It relies on calculations with several general-use computational atomic physics codes and extensive comparisons with previous work. A formal treatment of the Breit interaction was emphasized then in the case of the distinctively magnetic Fe Li-like ion, leading to critical evaluations of the effectiveness of the different computational packages in the treatment of inner-shell processes and of the quality previously available data.
The method of Paper I is here extended to generate a complete set of energy levels, wavelengths, A-values and Auger rates for all the K-vacancy states of the n = 2 complex in Fe xxv-Fe xvm. In this respect, the critical compilation by Shirai et al. (2000) certifies the current incompleteness of the inner-shell level structures of Fe ions which is a major obstacle in line identification and spectral modeling in the above mentioned astrophysical endeavors. Although the precision of computed wavelengths does not match measurements by an order of magnitude, as shown in Paper I, an exhaustive and reasonably accurate (e.g. -1 mA) inventory will certainly facilitate spectroscopic identifications, be an asset in the resolution of line,blends and lead to further structural refinement. A survey of the radiative and autoionization data for Fe ions with electron occupancies N 5 6 computed by Chen (1986) , Chen & Crasemann (1987 , 1988 , Chen et al. (1997) and those contained in the "Cornille" and "Safronova" data sets compiled by Kato et al. (1997) results in notable discrepancies that undermine confidence in spectral modeling. For ions with N > 6 there has hardly been any attention. A-values for the allowed and forbidden valence-valence transitions within the n = 2 complex have also been included since the the post-Auger radiative signature, rich in UV and optical emission lines, has been shown to have astrophysical potential (Shapiro & Bahcall 1981) . 
Numerical methods
The present computational approach is based on standard atomic physics codes, namely AUTOSTRUCTURE, HFR, and BPRM, rather than on in-house developments. They have been widely used in the past thirty years to study valence-electron processes and more recently to the inner shells. These packages allow the inclusion of electron-correlation effects, core relaxation, relativistic corrections and semi-empirical fine tuning. Radiative and collisional data are computed for N -or ( N + ( 1) where H , is the usual non-relativistic Hamiltonian. The onebody relativistic operators represent the spin-orbit interaction, fn(so), and the nonfine structure mass-variation, fn(mass), and one-body Darwin, fn(d), corrections. The two-body corrections H2b = gnrn(S0) gnrn(ss) -k gnrn(css) + gnm(d) + g n m ( 0 0 ) 7 (3) n>rn usually referred to as the Breit interaction, include, on the one hand, the fine structure terms gnrn(so) (spin-other-orbit and mutual spin-orbit) and gnrn (ss) (spin-spin) , and on the other, the non-fine structure terms: gnm(CSS) (spin-spin contact), gnrn(d) (two-bod y Darwin), and grim (00) (orbit-orbi t).
AUTOSTRUCTURE
AUTOSTRUCTURE (Badnell 1986 (Badnell , 1997 , based on the popular atomic structure code SUPERSTRUCTURE (Eissner et a]. 1974), computes relativistic fine structure level energies, A-values and Auger rates. Configuration-interaction (CI) wavefunctions are constructed from single-electron orbitals generated in a statistical Thomas-Fermi-Dirac potential (Eissner & Nussbaumer 1969) . Continuum wavefunctions are obtained in a distortedwave approximation. The Breit-Pauli implementation includes to order a2Z4 the one-and two-body operators (fine structure and non-fine structure) of Eqs. (2-3) where a is the fine structure constant and Z the atomic number. Fine tuning takes the form of term energy corrections (TEC) where an improved relativistic wavefuntion, I):, is obtained in terms of the nonrelativistic functions (4) with the LS term energy differences (E: -E:) adjusted to fit the centers of gravity of the experimental multiplets. This procedure thus relies on the availability of spectroscopic data.
HFR
In the HFR code by Cowan (1981) , an orbital basis is obtained for each electronic configuration by solving the Hartree-Fock equations for the spherically averaged atom. The equations result from the application of the variational principle to the configuration average energy and include relativistic corrections, namely the Blume-Watson spin-orbit, mass-variation and onebody Darwin terms. The Blume-Watson spin-orbit term comprises the part of the Breit interaction that can be reduced to a one-body operator. The radial integrals can be adjusted to reproduce the experimental energy levels by least-squares fitting procedures. The eigenvalues and eigenstates thus obtained (ab initio or semi-empirically) are used to compute the wavelength and A-values for each possible transition. Autoionization rates are calculated in a perturbation theory scheme where the radial functions of the initial and final states are optimized separately, and CI is accounted for only in the autoionizing state.
BPRM
The Breit-Pauli R-matix suite BPRM is based on the closecoupling approximation of Burke & Seaton (197 1) whereby the wavefunctions for states of an N-electron target and a colliding electron with total angular momentum and parity JIT are expanded in terms of the target eigenfunctions
The functions xi are vector coupled products of the target eigenfunctions and the angular part of the incident-electron functions, F , ( r ) are the radial part of the latter and 3 is an antisymmetrization operator. The functions @, are bound-type functions of the total system constructed with target orbitals; they are introduced to compensate for orthogonality conditions imposed on the Fi(r) and to improve short-range correlations. The Kohn variational principle gives rise to a set of coupled integro-differential equations that are solved by R-matrix techniques (Burke et a1.1971; Berrington et al. 1974 Berrington et al. , 1978 Berrington et al. , 1987 within a box of radius, say, r 5 a. In the asymptotic region ( r > a), resonance positions and widths are obtained from fits of the eigenphase sums with the STGQB module developed by Quigley & Berrington (1996) 
Approximations and external data sets
Following the scheme employed in Paper I, we compute data sets in several approximations and compare with external data sets to bring out the relevant physical effects and the level of precision that can be attained. ASTl: Data are computed with AuTosTRuC' ruRE with an ion model based on an orthogonal orbital basis obtained my minimizing the sum of all the LS terms. It includes configurations only within the n = 2 complex and excludes the Breit interaction (i.e. the two-body terms in Eq. 3). AST2: The same as ASTl but includes the Breit interaction. AST3: As AST2 but the ion representation now includes single and double excitations within the n < 3 complexes and level energies are fine-tuned with TEC with reference to the measured levels in the data set EXP1. In the case of unobserved levels, the TEC have been estimated from the reported values. This is our best approximation. AST3': The same as AST3 but without TEC. HFR3: A computation with HFR where the ion is represented with a set of non-orthogonal orbitals for each configuration obtained by optimizing its average energy. It includes single and double excitations within the n 5 3 complexes and the radial integrals are fitted to reproduce the experimental energies. In the case of unobserved levels, the theoretical levels have not been adjusted. HFR3 is expected to give results comparable to AST3. HFR3': The same as €EX3 but without semi-empirical corrections. BPRl: A BPRM computation where ionic targets are modeled with configurations within the n = 2 complex. Since the code excludes the Breit interaction, this approximation is comparable to AST 1.
EXPl:
Contains the experimental level energies for Fe xxvFe XVIII listed in the critical compilation of Shirai et al. (2000) , except for the ls2s22p4 2L, levels in Fe xx and the ls2s22p6 2S1/2 level in Fe xvn~ where energies are derived from the laboratory wavelengths in data set EXP2. Present calculations suggest that these level energies, which have been obtained from flare spectra (Seely et al. 1986; Feldman et al. 1980) , are poor. In this respect, Beiersdorfer et al. (1993) has previously questioned the solar identifications of the F1 and F2 lines of the F-like species. EXPZ: Includes 78 wavelengths reported for Fe xxv-Fe XVIII in the tokamak measurements by Beiersdorfer et al. (1993) and in experiments with an electron beam ion trap (Decaux et al. 1997) . In the case of duplicate measurements, we assume the most recent as the most accurate. The transition labeled 0 2 has been excluded due to a questionable assignment. SAF: This external data set includes energy levels listed by Safronova & Shyaptseva (1996 for Fe ions with electron occupancy 3 5 N 5 9; wavelengths, A-values and total Auger rates for 3 2 N 2 6 compiled in the "Safronova" data set by Kato et al. (1997) ; and partial Auger rates for N = 5 reported by Safronova et al. (1998) . They have been computed by the MZ code (Safronova & Urnov 1980) which uses a hydrogenic orbital basis, includes electron correlation effects, Breit interaction and QED contributions estimated in a hydrogenic approximation through screening constants.
COR:
Corresponds to the "Cornille" data set compiled by (Kato et al. 1997 ) that tabulates wavelengths, A-values and total Auger rates for ions with 3 I N I 6, and the partial Auger rates for N = 5 reported by Safronova et al. (1998) MCDF: Wavelengths, A-values and Auger (total and partial) rates computed in a multi-configuration Dirac-Fock method by Chen (1986 ), Chen & Crasemann (1987 ,1988 and Chen et al. (1997) for ions with 3 5 N 5 6. The Breit interaction and QED corrections are taken into account in the energy calculations. CI is only assumed within the n = 2 complex.
Since most comparisons involve data sets of relative large volumes, we introduce simple statistical indicators. For energy and wavelength data sets, X and Y say, average energy and wavelength differences are defined as
while for rates, A(X) and A( Y), comparisons are more conveniently carried out in terms of an average ratio Levels are to be addressed with the notation (N;i), N being the electron occupancy of the ion and i the level index, and downward transitions ( k + i ) as ( N ; k , i) where in the case of an Auger process the ith level belongs to the ( N -1)-electron ion.
Level energies and wavelengths
In the computation of the decay properties of K-vacancy states, it is essential to ensure adequate representations for both the upper resonances and the lower bound valence states, and therefore level energy comparisons must pay attention to both groups. In Table 1 we present the energies for the 217 fine structure levels that take part in the decay of the n = 2 K-vacancy states in Fe xxv-Fe XVIII. Following conclusions in Paper I, they have been calculated in what we regard our best approximation: AST3. They are also compared with 131 spectroscopic values from the data set EXPl resulting in a mean energy difference of G(EXP1, AST3) = -0.1 f 0.5 eV. The larger discrepancies (less than 1.8 eV) arise for the levels (5;20-23) and (6;22-24) . They belong to spectroscopic terms that are strongly mixed within the configurations ls2s22pM where M = 2 in Fe XXII and M = 3 in Fe XXI. More precisely, the *D and 2P in the B-like ion and the 3D0, 'Do and 3P0 in the C-like iron are so mixed that the TEC procedure has been found helpful in getting the correct term order. Moreover, these semi-empirical corrections have improved appreciably the theoretical level energies considering that bE(EXP1, AST3') = -6.6 f 6.9 eV. The ab initio eigen--values obtained by HFR agree better with the experiment, i.e. AE(EXP1, HFR3') = -1.4 f 2.7 eV, as it allows for core relaxation effects by using non-orthogonal orbitals for each configuration. By contrast, the single orbital set in AUTOSTRUCTURE has been optimized by minimizing all the term energies included in the atomic model. Level energies in AST3 for ions with electron occupancies of 3 I N I 9 have also been compared with Fe XXI and 1 in Fe xx have not been quoted in S A F ) leading to mean energy differences of z ( H F R 3 , AST3) = 0.6 & 2.2 eV and z ( S A F , AST3) = 0.0 f 3.0 eV. The larger differences with HFR3 (up to 3.7 eV) are encountered in levels within the ls2s'2p3 configuration of Fe XXI, i.e. (6; [22] [23] [24] [25] [26] [27] [28] [29] [30] . This is a particularly difficult spectral interval with strongly mixed components, questionable spectroscopic identifications and sensitive fine structure splittings. Furthermore, levels belonging to configurations which have not been corrected in HFR3 due to the absence of reported measurements, mainly (6;3 1-50), (7;24-31) and (8;15-16) ,are systematically 5-7 eV higher than AST3. In the comparison with SAF, the (5;36), (5;39) and (5;42) levels have been excluded due to unusually gross discrepancies (up to 41 eV) which are probably due to misquoted data in SAF. Although the accuracy of the level energies in AST3 is strongly linked to that of EXPl due to the TEC, it has been possible to present a complete set of levels which can be confidently assigned a statistical accuracy ranking of k3 eV.
In Table 2 wavelengths for 937 transitions are listed. They include transitions arising from the K-vacancy resonances as well as those among the n = 2 valence levels. They have been determined from the experimental level energies when available otherwise from those in approximation AST3, and for convenience the data set will be referred hereafter with this label. 
Radiative rates
The radiative rates, A,(k, i), and total radiative widths, A,@) = 2, A,(k, i), computed with approximation AST3 are listed in Tables 1-2 . In order to estimate their accuracy, we have considered several effects that were found relevant in Paper I: CI, Breit interaction, fine tuning, and variations along the isonuclear sequence. It is found that CI from configurations with 11 = 3 orbitals is of little importance and can be practically neglected. The contributions of the Breit interaction are brought out by comparing A-values computed with approximations ASTl and AST2 as shown in Fig. 1 for species with 3 < N 5 8.
The general trend is that differences become more conspicuous for the weaker transitions, from -10% for those with log A, > 14 to several orders of magnitude for the smaller rates. This trend is broken for 3 notorious transitions with log A, > 13 in the C-like system: (6;29,3-4) and (6;26,4). The upper energy levels of these transitions belong to the strongly mixed 'Do and 3P0 terms of ls2s22p3 discussed in the previous section. In this instance, the spin-spin coupling causes drastic changes. If they are discarded, the average ratios for transitions with logA, > 13 listed in Table 3 for the ASTl/AST2 data sets indicate that this effect is of the order of -15% and does not seem to decrease with N . Changes originating from fine tuning (TEC)-see R(AST2, AST3) in Table 3 4 i s p l a y a similar behavior and are not larger (less than 17%) if a few sensitive transitions are put aside, namely (4;20,4), (6;26,34), (6;28,2) and (6;29,4). Moreover, the key comparison in this respect is between AST3 and HFR3 for many reasons; they are two independent numerical methods which have been used to generate complete sets of A-values; their fine tuning capabilities follow different approaches, AUTOSTRUCTURE employs TEC (see Section 2.1) whereas HFR relies on the treatment of radial integrals as fitting parameters; and their respective weaknesses have been well established in Paper I, the former by adopting an orthogonal orbital basis which excludes core relaxation effects and the latter with a reduced implementation of the Breit interaction. It is shown in Fig. 2 and Table 3 that for log A, > 13 AST3 and HFR3 lead to A-values stable to within 20%, an acceptable level of accuracy mainly limited by code options. This result certainly establishes a milestone for evaluating previous work. A-values in COR and SAF agree with those in AST3 to -20% (see Fig. 3 and Table 3 ) if a handful of transitions with discrepancies larger than a factor of 2 are excluded: (6;23,4), (6;26,4) and (6;29,4) in COR and those listed in Table 4 in SAF.
On the other hand, it may be seen in Fig. 3 that the number of transitions in MCDF displaying large discrepancies with AST3 is noticeably larger. These transitions are listed in Table 5 and were excluded from the statistical indicators of Table 3 . A contrasting and worrying aspect is that while the mean ratios for N I 5 are within a comparable accuracy interval (-17%) , that for the C-like ion indicates A-values that are on average 20% higher with a scatter of the order of 30%. This finding seems to point out at numerical problems in the MCDF radiative data for Fe xxr.
Auger decay data
Total Auger rates computed in approximation AST3 for the Kvacancy levels of the n = 2 complex in Fe xxrv-Fe xvm are presented in Table 1 . It can be seen that while levels in ions with N > 4 have Auger widths of logA,(i) > 14, with the sole exception of the sextet (5; 19), levels in the Li-and Be-like systems have widths as low as IO9 s-' making them more susceptible to the approximation level. This assertion is supported by the mean ratios R(BPR1, ASTI) for 3 6 N _< 9 given in Table 6 where standard deviations of 14% and 1 1 % for Fe XXIV and Fe XXIII, respectively, decrease to -5% in species with N > 4. It is found that extra-complex configuration interaction and TEC have small effects on the total Auger rates. An important finding realized in Paper I in connection with the Auger decay of the Li-like Fe species has been the conspicuous role of the Breit interaction; that is, the prominence of the spin-spin coupling not only between bound levels but also involving the final continuum states, a fact that was not always given adequate attention in previous work. We are therefore concerned with its N behaviour which can be discerned by comparing approximations ASTl and AST2 (see Table 6 ). It is found that the Breit interaction on average decreases Auger rates by as much as 10% for ions with low N but is reduced to 4% for N = 9. The larger differences (30% to a factor of 2) are found for the (3;5-7), (3;10), (3;13-14) quartet levels in Fe XXIV and the (4;14-16) and (4;28) quintet levels in Fe XXIII that autoionize via intersystem or magnetically coupled channels. By examining mean ratios for approximations HFR3 and AST3 in Table 6 , it can be inferred that discrepancies are mostly due to the neglect of core relaxation in AUTOSTRUCTURE and of the treatment of rela- -0 .
-0.
-. . tivistic corrections in HFR as concluded in Paper I: HFR package can hardly cope with strong Breit coupling, as indicated by the poor agreement for ions with N 5 4, but for the less ionized system the statistical agreement is better than 10%.
The good statistical accord (better than 10%) obtained with three different numerical methods for the Auger rates in ions with N > 4 provides a second milestone for evaluating the external data sets. A comparison of total rates in COR, SAF, and MCDF with those in our best approximation (AST3) are shown in Fig. 4 and Table 6 . The discrepancies with COR, as discussed in Paper I, are well understood in terms of their neglect of the Breit interaction and thus decrease rapidly with N . In contrast, differences with SAF for 3 5 N I 6 are sustainedly higher by as much as 30% and increase with N , a trend difficult to explain. The situation with respect to MCDF i:, also curious as the statistical agreement with AST3 is good (better that 10%)
for N I 5 but for the C-like species it singularly deteriorates.
Level-to-level (partial) Auger rates have also been calculated with approximation AST3 and are listed in Table 7 . We have found in this work that the BPRM and HFR codes are not currently usable for the computation of partial Auger rates. In this respect, the STGQB module in the BPRM package lists asymptotic channel weights from which partial widths can be obtained. However, this procedures is deficient in the case of low-n resonances which have most of their wavefunctions within the Rmatrix inner region, and thus the asymptotic weights are not really representative of channel strengths; we have found hardly any accord between the partial rates in BPRl and ASTl in spite of the matching of the total widths. In HFR, the only information available about the target states are the LS parent terms of the continuum states. Consequently, partial Auger rates of autoionizing levels decaying to LS terms of the ( N -1)-electron ion can only be determined. if partial rates with log A, < 13 are put aside, the contribution of the Breit interaction is on average less than 20% but does not decrease with N . TEC also cause the more sizable differences in Fe XXI (10%) and Fe xx (14%) with the exception of the transitions (6;29,i) and (7;18,7-8) where they can reach a factor of 2. As can be seen in Fig. 5 , the outcome of the comparisons of the total rates of AST3 with COR, SAF, and MCDF is but asserted when their partial rates for ions with 3 2 N 5 6 are analyzed.
Summary and conclusions
We have successfully extended the multi-code approach of Paper I to generate for the first time a complete set of radiative and Auger decay data for the n = 2 K-vacancy states in ionic members of the first row of the Fe isonuclear sequence, and to provide reliable rankings for their accuracy. The data set also includes radiative rates for both the allowed and forbidden transitions among the n = 2 valence levels that become the primary receptacles of the inner-shell decay tree. Their multi-wavelength spectral signature can lead to astrophysical diagnostics (Shapiro & Bahcall 1981) . It has been found that the Breit interaction must be taken into account throughout in order to maintain accuracy, in particular for transitions with small rates and for those involving levels subjected to strong relativistic couplings which in most cases are difficult to predict in advance. Although our ab initio calculations provide sufficiently accurate level energies especially in the case of HFR, the semi-empirical corrections have been useful to improve further the accuracy of our data. In this respect, it would have been resourceful to have had more reliable estimates of the strongly coupled and tricky levels of the ls2s22p3 configuration in Fe XXI and of the questionable solar identifications of the ls2s22p4 2 L~ and ls2s22p6 2S~/z components in Fe xx and Fe XVIII, respectively, which required revised estimates with the laboratory wavelengths of Beiersdorfer et al. (1993) and Decaux et al. (1997) in EXP2. The latter has not been an easy task since, in spite of the quoted high accuracy, their wavelength data lack the structural consistency that warrants a unique set of spectroscopic level energies. By extensive comparisons with results from the approximations considered, previous calculations and experiment, the statistical accuracy of present level-energy data set has been established at better than 3 eV. Our wavelengths and Auger-electron kinetic energies have been derived from the experimental levels when available otherwise from the theoretical values which ensures in the case of the former a statistical accuracy close to +2 mA. With respect to the A-values and partial Auger rates, it has been found that very little can be asserted about transitions with values under loi3 s-'. The accuracy otherwise has been firmly ranked by means of comparisons of several data sets at 20%. Relativistic effects are particularly conspicuous in Fe ions with N 2 4, but become more manageable for the less ionized species. We are therefore puzzled with the large systematic discrepancies encountered in S A F and MCDF which affect even the large (greater than lOI4 s-') total widths of the higher N systems which in our view can only be attributed to numerical problems. By contrast the data in COR are in general within the proposed bounds in spite of the neglect of the spin-spin bound-free couplings in the Auger processes.
It has been found that the BPRM and the HFR suites are currently not usable for the calculation of partial Auger rates which are now in demand in the formal modeling of ionization balances and post-Auger radiative emissions. Taking also into consideration their present shortcomings in the representation of the two-body operators of the Breit interaction, our early statement about AUTOSTRUCTURE being the platform of choice for inner-shell studies is reaffirmed. We have already made fast progress in tackling the very interesting features of the decay pathways of members of the second row (10 I N I 17) which will be reported elsewhere. Table 1 . Energies and total radiative and Auger widths for levels within the n = 2 complex of N-electron (2 I N I 9) Fe ions.
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