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ABSTRACT
BAYESIAN ANATOMY OF GALAXY STRUCTURE
FEBRUARY 2013
ILSANG YOON
B.Sc., SEOUL NATIONAL UNIVERSITY, KOREA
M.Sc., SEOUL NATIONAL UNIVERSITY, KOREA
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Martin Weinberg
In this thesis I develop Bayesian approach to model galaxy surface brightness
and apply it to a bulge-disc decomposition analysis of galaxies in near-infrared band,
from Two Micron All Sky Survey (2MASS). The thesis has three main parts.
First part is a technical development of Bayesian galaxy image decomposition
package Galphat based on Markov chain Monte Carlo algorithm. I implement a fast
and accurate galaxy model image generation algorithm to reduce computation time
and make Bayesian approach feasible for real science analysis using large ensemble
of galaxies. I perform a benchmark test of Galphat and demonstrate significant
improvement in parameter estimation with a correct statistical confidence.
Second part is a performance test for full Bayesian application to galaxy bulge-
disc decomposition analysis including not only the parameter estimation but also
the model comparison to classify different galaxy population. The test demonstrates
that Galphat has enough statistical power to make a reliable model inference using
vii
galaxy photometric survey data. Bayesian prior update is also tested for parameter
estimation and Bayes factor model comparison and it shows that informative prior
significantly improves the model inference in every aspects.
Last part is a Bayesian bulge-disc decomposition analysis using 2MASS Ks-band
selected samples. I characterise the luminosity distributions in spheroids, bulges and
discs separately in the local Universe and study the galaxy morphology correlation, by
full utilising the ensemble parameter posterior of the entire galaxy samples. It shows
that to avoid a biased inference, the parameter covariance and model degeneracy has
to be carefully characterised by the full probability distribution.
viii
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INTRODUCTION: GALAXY MORPHOLOGY CENSUS
USING BAYESIAN STATISTICS
Formation and evolution of galaxies
Galaxy formation and evolution remains as one of the fundamental and long-
standing questions in model astronomy since Edwin Hubble opened up a field of ex-
tragalactic astronomy (Hubble 1936). On large scale, galaxies are distributed along
the structures in the Universe originated from the cosmological matter fluctuation
and later grown by gravity. On small scale, a galaxy is a very complicated structure
composed of approximately 100 billion stars and interstellar gas spread over a wide
range in the temperature-density space. Therefore galaxy formation and evolution
is closely related to the cosmology and astrophysics including gravitational dynamics
and gas physics.
The early studies of galaxy population are mostly based on galaxy morphology.
For example, the famous Hubble diagram (Hubble 1926, 1936) is a result of analysis
and categorization of galaxies and had been used to coin the term ‘early’ and ‘late’
type galaxies which had been believed to represent an evolutionary sequence of a
galaxy: from ‘early’ to ‘late’ type. Although this hypothesis turned out to be not
true, Hubble’s categorization scheme is still used in today and sophisticate models
of galaxy formation and evolution have been proposed since then and tested to this
fundamental observation of galaxy population.
Historically there have been two competing scenarios of galaxy formation: mono-
lithic collapse (Eggen et al. 1962) and hierarchical formation (Searle & Zinn 1978).
Although the debates have not been completely settled down, a hierarchical forma-
tion model has become more and more popular owing to the observational evidence
1
from the cosmological model with ‘cold dark matter’ (Blumenthal et al. 1984) and
accelerating expansion (Riess et al. 1998). This so called as LCDM cosmology is
strongly supported by the recent observation of cosmological background radiation
(Komatsu et al. 2011) and remarkably successful to describe the large scale structure
in the Universe. A modern view of galaxy formation is that galaxies start to form in
the dark matter halo developed by initial cosmological fluctuation and hierarchically
build up their structure by merger of dark matter halo embedding each galaxy (Mo
et al. 2010).
Pioneering work on the hierarchical galaxy formation by gas condensation in dark
matter halo in the context of ‘cold dark matter’ cosmology dates back to the early
1990s. (White & Frenk 1991) proposed an analytic model of galaxy formation in-
cluding gas and dark matter halo in hierarchically clustered structure to describe the
characteristics of galaxy population. They showed that using empirically and phys-
ically motivated prescription for gas physics, it is possible to predict the abundance
of galaxies and their star formation rate for different redshift. Although the details
of the prediction from their model have been changed since then, this study initiates
a semi-analytic approach to the galaxy formation model which predicts a statistical
distribution of galaxy properties (Somerville & Primack 1999; Benson 2012; Croton
et al. 2006). On the other hand, the other approach using numerical simulations
of galaxies including gravity and gas dynamics has been greatly improved over the
last decade and it is possible to study the galaxy distribution within the large scale
simulations of galaxy and dark matter halo in the LCDM cosmology (e.g. Springel
et al. 2005).
The naive understanding of galaxy formation and evolution based on Hubble di-
agram has been greatly changed by accumulated observations from large statistical
samples of galaxies and by increasing computational power. Large galaxy surveys
produced large number of statistical samples of galaxies in local and distant Uni-
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verse, as summarized in §. Recent semi-analytic models (Parry et al. 2009; Benson
& Devereux 2010) and numerical simulations (Abadi et al. 2003; Croft et al. 2009)
have become sophisticate enough to produce the distribution of galaxy morphology
although the agreement with observation is still crude. It is now possible to quan-
titatively compare the statistical distribution of galaxy properties from observation
and theory. One of the important properties of galaxy is its morphology. To make
a reliable inference of galaxy formation and evolution by quantitative comparison of
galaxy morphological structure between theory and observation, both observational
analysis result and theoretical prediction has to be reliable however there is yet to be
a room for large improvement in both directions.
In this dissertation of which goal is to improve the observational analysis result, I
develop a Bayesian approach to analyze galaxy morphology, investigate the computa-
tional and statistical issues in applying Bayesian statistics to infer models of galaxy
structure and apply this approach to real galaxy sample to characterize galaxy struc-
ture distribution and to infer the galaxy evolution. Further motivations: importance
of galaxy morphology information, advantage of Bayesian statistics and utilizing large
statistical samples are sequentially discussed in the following sections.
Galaxy morphology
Since Hubble invented a galaxy classification scheme, there have been many at-
tempts to characterize galaxy morphology. As a result, the definition of morphology
is fairly broad and used differently in the literature. Based on qualitative and quan-
titative analysis of galaxy morphology, a current consensus of galaxy morphology is
that galaxies are broadly categorized into four groups: elliptical galaxy, non-barred
spiral galaxy, barred spiral galaxy and irregular galaxy.
Elliptical galaxies has a smooth and concentrated surface brightness profile typi-
cally described by de Vaucouleur profile (de Vaucouleurs 1948). Spiral galaxy has a
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central bulge with concentrated surface brightness profile and an outer disk with ex-
ponentially decreasing surface brightness profile. Spiral galaxy has spiral arms whose
surface brightness is often axially averaged out and frequently has a bar although the
bar fraction in spiral galaxy is still uncertain owing to the difficulty in identifying the
bar. Irregular galaxy more frequently seen in high redshift does not have a particular
shape.
The recent large scale galaxy surveys have shown that majority of galaxies in the
last half of the history of our Universe is either early type (i.e. elliptical) or late type
galaxy with concentrated central bulge and outer exponential disc (e.g. Blanton &
Moustakas 2009; Mignoli et al. 2009). This rough dichotomy of galaxy morphology is
one of key observations that current galaxy formation and evolution models should
explain.
In current galaxy formation theories, a common belief is that disk galaxies form in
a dark matter halo by gravitational collapse and grow by accreting ambient materials
(Mo et al. 1998) and elliptical galaxies form by violent mergers of spiral and elliptical
galaxies with significant masses (Hernquist 1992; Barnes 1992). These theoretical
models predict a stellar distribution roughly close to the observed surface brightness
distribution. Therefore a detail comparison between galaxy morphology distribution
from theory and observation is an important constraint to galaxy formation model,
however galaxy morphology is not easy to measure.
There are two ways of measuring galaxy morphology. Parametric approach uses
a model with free parameters and fits the model to the galaxy image data. Al-
though parametric approach provides a well-perceived information like galaxy size,
brightness, axis ratio and profile shape, it is based on a strong assumption that the
parametric model is correct and a subsequent inference based on the fitted model pa-
rameters is subject to the model parameter covariance which is also exacerbated by
model degeneracy. On the other hand, non-parametric approach uses a specific metric
4
(e.g. concentration and asymmetry) and measures a quantity from the galaxy image
data. Although it is free from model properties which are not associated with the
true nature of galaxies, the measured quantities are strongly subjected by the galaxy
signal-to-noise ratio. In this thesis, I use the parametric approach and advocate
Bayesian statistics to overcome the problems in parametric approach to measure the
galaxy morphology and to use it for understanding galaxy formation and evolution.
Models of surface brightness profile of elliptical galaxy and exponential disk can
be integrated into a more general family of function called Se´rsic profile (Se´rsic 1963,
1968), which is versatile to model the wide range of galaxy types not well described
by de Vaucouleur profile or a combination of de Vaucouleur and exponential profile,
and has been widely used in measuring galaxy surface brightness profile. A common
practice is to find a maximum likelihood best-fit parameter by minimizing χ2 function.
However it is well known that the Se´rsic model has a strong parameter covariance
(Ciotti 1991; Ciotti & Bertin 1999). In particular, due to the nature of Se´rsic model
(i.e. extended wing), the galaxy magnitude, radius and Se´rsic index are correlated and
also degenerated with the sky background which is often not well known and difficult
to determine. Therefore a maximum likelihood best-fit parameter is very likely to be
subject to the parameter covariance and model degeneracy and often returns a biased
value. Furthermore a detail inference of galaxy structure by decomposing galaxy
surface brightness profile into two major components (i.e. bulge and disk) requires a
classification to decide whether, for example, a galaxy photometric data is supported
by two-component bulge-disk model or by one-component Se´rsic model. However
it is fundamentally difficult to address using maximum likelihood best-fit parameter
approach. This is a model comparison or hypothesis test in other words.
Bayesian statistics provides a probabilistic framework to consistently address the
parameter estimation and model comparison. In the next section, I will describe
the fundamentals of Bayesian statistics and introduce a Markov chain Monte Carlo
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(MCMC) method which has made Bayesian statistics increasingly popular and promis-
ing.
Bayesian Markov chain Monte Carlo
A Bayesian statistics is based on a simple mathematical theorem: Bayes’ theorem
named for Thomas Bayes who first suggested the theorem, and further developed by
Pierre-Simon Laplace later. Bayes theorem is a relationship between the probabilities
of two events A and B and the conditional probability of A given B and B given A.
If the probability of A and B is P (A) and P (B) and the conditional probability of A
given B and B given A is P (A|B) and P (B|A) respectively, Bayes’ theorem is
P (A|B) = P (B|A)P (A)
P (B)
. (1)
This simple theorem, however has a wide range of application in modern science,
by modifying each term using different notations. Let’s suppose that one has a model
M(~θ) with a parameter vector ~θ, generating a data D which the one observes. Then
if one applies Bayes’ theorem,
P (M(~θ)|D) = P (D|M(
~θ))P (M(~θ))
P (D)
. (2)
Here P (D|M(~θ)) is a probability of data D given model M which is often called
as a likelihood, P (M(~θ)) is a prior probability of ~θ of the model M and P (M(~θ)|D)
is a posterior probability of ~θ of the model M given data D. The term P (D)
is a probability of data D marginalized over the model parameter ~θ by P (D) =∫
P (D|M(~θ))P (M(~θ))d~θ, and also known as the marginal likelihood which has to be
computed to compare models, which will be described below.
In Bayesian statistics, the parameter posterior provides a natural interpretation
of astronomical data since every astronomical observation is a unique realization from
6
a true model of the nature if it exists. For example, an observed galaxy photometric
image is a unique realization resulting from the galaxy formation process and the sig-
nal processing. Therefore questions have to be conditional to the observed data and
the right question to ask is how probable one’s model is given observed data rather
than how likely the data is generated from the model. The former is a posterior and
the latter is a likelihood. Although the goal is to characterize the posterior, it is not
straightforward since the prior probability has to be specified and the numerical com-
putation of the posterior in large parameter space is notoriously difficult infamously
described as the curse of dimensionality.
However, owing to the increasing computational power, a Markov chain Monte
Carlo (MCMC) becomes feasible to apply to a large scale problem with large data
size and large dimensional model parameter space. MCMC is a numerical algorithm
to sample a target distribution in equilibrium state by a random walk. Random sam-
ple points from MCMC asymptotically converge to the target distribution and the
posterior probability (i.e. target distribution) can be simulated by MCMC. The sim-
plest but the best illustration of how MCMC works is Metropolis-Hastings algorithm
(Hastings 1970; Metropolis et al. 1953). If the target distribution pi is in equilibrium,
a transition rate from one state x to another state x′ is pi(x)q(x, x′) with a transition
probability q(x, x′) and should be balanced with a reverse transition rate from x′ to
x
pi(x)q(x, x′) = pi(x′)q(x′, x). (3)
However this is not naturally achieved and therefore a acceptance ratio α is introduce
to make a detail balancing.
pi(x)q(x, x′)α = pi(x′)q(x′, x) (4)
Then Markovian process proposes a random sample x′ and the proposed state is
accepted or rejected if α = min{1, pi(x′)q(x′,x)
pi(x)q(x,x′)
} is greater than 1 or less than 1. This
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process produces a chain of random samples which asymptotically converges to the
pi(x) (Hastings 1970; Metropolis et al. 1953).
A wide variety of advanced numerical algorithms of MCMC has been proposed to
correctly characterize the different aspects of the posterior (e.g. multimodality and
strong degeneracy). Several numerical packages for Bayesian MCMC computational
statistics have been recently released for astronomy community, including the one
(Weinberg 2012a) that I used in this thesis, which will be introduced in §1. So far
the works have focused on mostly cosmological model parameter estimation (Lewis &
Bridle 2002; Trotta 2008) and galaxy spectral energy distribution modeling (Pirzkal
et al. 2012; Serra et al. 2011; Acquaviva et al. 2011). It has not been fully applied to
other astronomical problems and this thesis is the first attempt to fully apply Bayesian
statistics to a large scale galaxy morphology measurement and model inference. A
significant effort has been given to developing a new Bayesian galaxy morphology
modeling code named as Galphat which incorporates fast and accurate model image
generation algorithm to reduce the likelihood evaluation time and enables an analysis
of large statistical ensemble of galaxies.
In this thesis, I will present the significant improvements from Bayesian MCMC
approach in galaxy morphological analysis over the conventional maximum likelihood
best-fit parameter approach and the Bayesian analysis result of simulated and real
galaxies with implication to the galaxy formation and evolution.
Statistical census of galaxy structure
A reliable inference of galaxy formation and evolution process via the distribution
of galaxy morphological structures requires a large number of galaxies, and significant
improvement of understanding galaxy formation has been achieved by the recent
large scale galaxy photometric surveys providing a complete sample of local galaxy
population. Among them, the Sloan Digital Sky Survey (SDSS, (York. etal. 2000))
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and the Two Micron All Sky Survey (2MASS, (Skrutskie 2006)) are the largest local
galaxy surveys in optical and near infrared band, in terms of sky coverage: 1/4 of the
whole sky for SDSS and the full sky for 2MASS.
SDSS has demonstrated its remarkable success in wide range of astrophysical prob-
lems and in particular, brought a significant impact to the galaxy formation and evo-
lution study. Multiband (u, g, r, i, z) photometric and medium resolution ( λ
∆λ
≈ 2000)
spectroscopic survey provide an ample information to derive important parameters
to characterize galaxy properties (e.g. morphology, star formation rate, metallicity
and age). Although later small scale surveys each dedicated to particular problems
have refined the conclusions, the current understanding of galaxy formation and evo-
lution is largely shaped by SDSS. One of key findings from the large samples of SDSS
galaxies is the bimodality of galaxy properties. Galaxy population is divided into two
groups: morphologically early type, gas poor, massive galaxies with nearly no star for-
mation and morphologically late type, gas rich, less massive galaxies with active star
formation. These two major populations are projected into different observational
parameter spaces and produce different bimodal distributions in galaxy properties ().
Among different measured properties, a measurement of galaxy morphology in
terms of a fraction of bulge or disk is still controversial. An inference of physical
mechanism shaping galaxy morphology is from the information based on a qualita-
tive measurement not much beyond a classification or a quantitative measurement
(i.e. concentration) as a proxy to galaxy bulge-to-total flux ratio. Therefore a rigor-
ous bulge-disk decomposition analysis using Bayesian MCMC on the large samples of
galaxies is required to test galaxy formation hypothesis. Previous analyses based on
a maximum likelihood best-fit parameter approach derived a distribution of galaxy
structure including bulge, disk and spheroid () with large uncertainties. One of the
main goals of this thesis is to improve the previous analysis and to accurately char-
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acterize the budget of galaxy stellar mass in local Universe which allows a direct
comparison to the theoretical prediction.
However galaxy morphology in optical band is not a very good tracer of galaxy
stellar mass owing to a large dust opacity and a contamination from recent star
formation. The best representation of galaxy stellar mass can be achieved by near-
infrared(NIR) band which has a least amount of dust extinction and picks an old
stellar population making up the majority of galaxy stellar mass. In this sense,
2MASS has a significant merit despite the shallow image depth and poor resolution
compared to SDSS, which can be correctly taken into account as a source of analysis
error, by sampling the posterior using Bayesian MCMC. Therefore in this thesis, I
perform the bulge-disk decomposition of 2MASS galaxies in Ksband. The result will
also benefit from the ancillary information extracted from SDSS database to associate
other physical galaxy properties to the NIR morphology, by cross-matching galaxies
in two different catalogs.
The catalogs of bulge-disk decomposition parameter of SDSS galaxies have been
published by several groups (Simard et al. 2011; Lackner & Gunn 2012; Gadotti 2009)
using from few thousands to million samples. However to use these catalog for further
analysis, one should be careful since the values in the catalog have an error which
is often not provided or simply neglected. However the parameter errors dominated
by systematic parameter correlation are often very large and thus one needs to fully
propagate systematic and random errors correctly from modeling procedure to final
interpretation. To make the bulge-disk decomposition analysis or other galaxy mor-
phology analysis useful, I provide the full parameter posterior distribution of 2MASS
galaxies to utilize it for characterizing a joint posterior superseding a traditional scat-
ter plot to infer galaxy scaling relation and for selecting the model profile describing
the data better.
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Motived by the advance of Bayesian MCMC to resolve the aforementioned issues
in this chapter, I developed a new Bayesian MCMC based galaxy morphology infer-
ence tool Galphat (GALaxy PHotometric ATtribute), tested its performance using
simulated galaxies and applied to 2MASS galaxy samples to draw new insights into
galaxy structural properties and its implication to the galaxy formation and evolution.
They are the contents of the thesis and will be described in the following chapters.
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CHAPTER 1
BAYESIAN APPROACH TO THE ANALYSIS OF
GALAXY MORPHOLOGICAL STRUCTURE:
METHODOLOGY AND BENCHMARK TEST
1.1 Introduction
The formation and evolution of galaxies is an outstanding problem in Astronomy
and galaxy morphology remains a key observational attribute in the quest to increase
our understanding of galaxy evolution. The increasing sensitivity and resolution of
planned surveys will enable tests of evolution theories from the epoch of formation to
the present. However, selection effects and features peculiar to one’s choice of models
will affect any interpretation. Therefore, to exploit the promise of survey data, we
need to verify that our conclusions are reliable. The tools described in this paper are
a step in this direction.
Early ΛCDM hierarchical galaxy formation theory and simulations placed galax-
ies in the Hubble sequence by following a combination of merger histories and gas
accretion (White & Frenk 1991; Steinmetz & Navarro 2002). Later, “zoom-in” res-
imulations of individual galaxies have produced more realistic galaxy morphologies
(Abadi et al. 2003a,b; Sommer-Larsen et al. 2003; Governato et al. 2004; Robertson
et al. 2004; Zavala et al. 2008). Although challenging, combinations of semi-analytic
models and direct simulations (Benson & Devereux 2010; Croft et al. 2009; Parry et al.
2009; Scannapieco et al. 2010) have quantified the distribution of galaxy morphology
with redshift.
These recent theoretical studies have been motivated by large-scale spectroscopic
and image surveys. In the local Universe, millions of galaxies have been detected
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in the Sloan Digital Sky Survey (SDSS, York. etal. 2000) and the Two Micron All
Sky Survey (2MASS, Skrutskie et al. 1997; Skrutskie 2006). Recent analyses have
used a range of models from single-component Se´rsic profiles (Se´rsic 1963) to more
sophisticated bulge and disc-bar models to characterise the structural properties of
local galaxy morphology (Blanton et al. 2003; Allen et al. 2006; Gadotti 2009). In the
more distant Universe, COSMOS (Scoville et al. 2007) provides an ample collection
of multi-wavelength galaxy images and spectroscopy to study the evolution of galaxy
morphological structure for z . 1 as a function of mass and environment (Capak et al.
2007; Cassata et al. 2007; Kovacˇ et al. 2010). Gas accretion, disc instability, mergers,
and supernova and black hole feedback have been modelled to explain morphologi-
cal evolution and it is possible to assess their relative importance by quantitatively
comparing observed galaxy morphological structures to those predicted from theory.
Furthermore, future large-scale multi-band imaging surveys, such as the Large Syn-
optic Survey Telescope (LSST Science Collaboration 2009), combined with accurate
photometric distances will provide a uniform and consistent data set to study the
evolution of the galaxy population.
Algorithmic approaches to measure galaxy morphology are recent inventions and
are usually based on mixture models of parametric surface brightness distributions
(Byun & Freeman 1995; Simard 1998; Wadadekar et al. 1999; Peng et al. 2002; Simard
et al. 2002; MacArthur et al. 2003; de Souza et al. 2004; Pignatelli et al. 2006; Me´ndez-
Abreu et al. 2008). However, systematic biases owing to an ignorance of uncertainties
in the sky background and covariances between model parameters complicate their
interpretation. To circumvent these difficulties, we advocate embedding the galaxy
morphology analysis into the broader context of inference and hypothesis testing.
In this paper, we present such a Bayesian approach using the Markov chain Monte
Carlo (MCMC) technique, facilitated by embedding it within the Bayesian Inference
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Engine (BIE, Weinberg & Moss 2011). To motivate this approach, we first illustrate
the inherent difficulties in galaxy image decomposition in §§1.1.1–1.1.2.
1.1.1 Case studies
The following three examples explore the limitations of conventional model fitting
and the improvements gained using Bayesian inference when inferring the photometric
attributes of galaxies.
1.1.1.1 Posterior distributions versus best-fit parameters
We pick two galaxies from our pool of Se´rsic profile simulated galaxy images (see
§ 1.1.2). One has a high signal-to-noise ratio, S/N= 100.01, and the other has a low
signal-to-noise ratio, S/N= 10.46. The value of S/N is defined by the ratio of the
galaxy signal to the noise within the half-light radius (see §1.4.1). Since we know
the Se´rsic model parameter values used to generate these galaxy images, we fix all
parameters to their true values, except for the Se´rsic index n, and calculate the χ2
likelihood for different values of n.
Figure 1.1a shows the likelihood as a function of n for each galaxy. The upper
panel plots the high S/N galaxy and the lower panel the low S/N one. For the high
S/N galaxy the likelihood has a very strong mode around n = 5 with a change by
factor of 4 in log, as n varies from 4.5 to 5.5. However, for the low S/N galaxy the
likelihood is very broad, smoothly changing by 0.4 in log as n varies from 3 to 5, and
the likelihood profile is not symmetric around the maximum. In addition, the precise
location of the global maximum is not informative; a local analysis of the profile using
standard inverse-Hessian analysis would not give an accurate estimate of the profile
shape. Finally, in general, a typical multi-dimensional likelihood surface will have an
even more complex landscape.
Figure 1.1b shows the posterior probability of each galaxy’s n for the given data,
marginalised over the other parameters as computed by Galphat. The solid curve
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(a) Likelihood
(b) Posterior probability
Figure 1.1. Panel (a): the likelihood as a function of Se´rsic index n for two example
galaxies with different S/N. Each likelihood value is normalised to the maximum. The
distribution for the high S/N galaxy (upper) is sharply-peaked and the distribution
for the low S/N galaxy (lower) is broadly-peaked. Panel (b): the posterior probability
density of n for the two galaxies. The black dot with error bar is the best-fit parameter
from Galfit (Peng et al. 2002). The shaded region is the 68.3% confidence interval
and the vertical dotted line is the true value of n. The conventional error estimate
based on the second derivative of the likelihood is much too large for low S/N.
15
is the posterior probability of n and the shaded region corresponds to a 68.3% con-
fidence interval1. The true value is indicated by the vertical dotted line, and the
error bar shows the result using Galfit (Peng et al. 2002). Galfit is a widely-
used galaxy image decomposition program, based on a maximum likelihood (ML)
approach, implemented as a χ2 minimisation using the Levenberg-Marquardt algo-
rithm (Press et al. 1998). The posterior mode of n is offset from the true value by
0.2 for the high S/N galaxy and by 1.0 for the low S/N galaxy. Such a bias always
occurs owing to random photon counting errors. Although the bias is large for low
S/N, the 68.3% confidence interval of n encloses the true value. The best-fit value
of n from Galfit for the high S/N galaxy is close to the posterior mode and the
associated error bar, corresponding to a 68.3% confidence interval, encloses the true
value. However, for the low S/N galaxy the best-fit parameter from Galfit, using
its simple minimisation algorithm, is more subject to small-scale variations of the
likelihood profile owing to sampling and the best-fit parameter may also depend on
the initialisation of the downhill solver. Furthermore, the inverse-Hessian estimate
of the variance in one dimension is simply the inverse of the second derivative of the
likelihood; geometrically, the faster the slope varies with n, the smaller the variance.
This makes the error reported by Galfit unrealistically large because there is no
significant variation in the tangent slope at the best-fit value of n = 5.16. A reliable
error estimate is crucial to quantifying trends in the derived properties of galaxies.
The Bayesian MCMC approach adopted here samples the full posterior distribution
and yields reliable error estimates of each model parameter given the data. Hence,
this provides a solid statistical base for an analysis of galaxy morphology.
1Here the confidence interval is estimated from the cumulative distribution function F (θ) of the
marginalised parameter posterior probability density for the parameter θ. The 100(1− α) percent
confidence interval [θ1, θ2] has F (θ1) =
1
2
α and F (θ2) = 1− 12α where 0 < α < 1.
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1.1.1.2 Bias and prior assumptions
We now explore the distribution of the best-fit n for 325 galaxies with their Se´rsic
model index n sampled from a normal distribution2 n ∼ N (4.0, 0.332). Figure 1.2a
plots the residual value of the n using the posterior median of n from Galphat
(blue diamonds) with a uniform prior for n ∼ U(0.2, 10.0) and the best-fit value
from Galfit (red circles). For the Galfit estimates, we used the true values as
the centroids of the distribution for the initial guess and randomly perturbed the
magnitude, galaxy radius re, axis ratio, position angle, and sky background by ±0.5,
±20%, ±10%, ±15% and ±1%, respectively, about these true values, assuming a
uniform distribution within these ranges. In Galphat we assumed uniform priors
for these parameters within these same ranges. The initial Galfit guess for the
Se´rsic index is n = 2.5 for all the galaxies. As an image’s S/N decreases, the variance
in the residual value of n becomes larger and n becomes preferentially overestimated
owing to the asymmetric shape of the likelihood profile (see Fig. 1.1). For low S/N,
the Galfit values are sensitive to the initial guess in contrast to Galphat, which
samples the parameter space using MCMC and hence is insensitive to the initial guess.
The variance in the best-fit n’s from Galfit is slightly larger than the variance in the
Galphat posterior medians owing to its insufficient accuracy in finding the correct
global likelihood minimum for low S/N data.
However, if we allow the parameters to have an informative prior distribution, the
Galphat-derived posterior distribution improves dramatically (Fig. 1.2b). We use
a Weibull distribution3 for the prior probability of n with λ = 7.0 and k = 1.5, whose
2In all that follows we will denote the normal or Gaussian distribution with mean µ and variance
σ2 as N (µ, σ2) and the uniform distribution between a and b as U(a, b). Other distributions will be
introduced as needed.
3The Weibull distribution is
P (x;λ, k) =
(
k
λ
)(x
λ
)k−1
exp
[−(x/λ)k] .
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(a) Uniform prior distribution
(b) Non-uniform prior distribution
Figure 1.2. The distribution of residual Se´rsic index n for 325 galaxies with n ∼
N (4.0, 0.332). Panel (a): Galphat posterior median values (blue diamonds) and
best-fit Galfit values (red circles). Galphat uses uniform priors with the same
parameter range used in Galfit for a fair comparison. Panel (b): same as (a) but
with a non-uniform prior for n in Galphat. The prior distribution has a σ roughly
13 times larger than the input distribution. By introducing an informative prior, the
parameter recovery is significantly improved with decreasing S/N.
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deviation (σ = 4.3) from the mean is still 13 times larger than the deviation of the
true distribution but embodies our astronomical experience from the literature. The
variance in the posterior median of the residual of n for low S/N images decreases
significantly. With an appropriately chosen prior distribution, the Bayesian approach
can dramatically increase the quality of the inference over the entire input catalogue.
Many people have aesthetic objections to the Bayesian approach, because they view
the selection of a prior as being subjective and, therefore, arbitrary. The statistics
and astrostatistics literature abound with philosophical discussions of this issue. It
is our point of view that prior information will be used by a researcher inevitably,
so why not let the Bayes theorem tell us how to use it quantitatively? Conversely,
wholesale adoption of uniform priors, e.g. in the maximum likelihood method, is both
arbitrary and self-defeating, since we know that most parameters have both physical
constraints and previously measured distributions.
These issues are less significant for data with high S/N. However, astronomical
surveys have widely-ranging S/N values, and the total number of galaxies for flux-
limited samples will always be dominated by images with low or moderate S/N.
Therefore, improving our estimates of structural parameters in the low S/N regime
best uses the available data and optimises scientific return.
1.1.1.3 Scatter plots versus joint posterior distributions
Here we explore the joint distribution of galaxy half-light radius re and Se´rsic
index n for the same galaxy image sample from the last sub-section. Figure 1.3a
is a conventional scatter plot showing the joint distribution of best-fit values of re
and n from Galfit. Figure 1.3b shows the joint posterior distribution of re and n
from Galphat. The contour levels are the 30, 50, 68.3 (green line), 95, and 99%
confidence values (white to black). Since the galaxy sample is generated without
any correlations between re and n, we should not see any covariance between re and
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n. Comparing these two panels, the scatter plot from Galfit shows a (spurious)
systematic trend of n with re while the joint posterior distribution from Galphat
does not. Some Se´rsic-model parameters, e.g. re and n, are reported to exhibit a
true covariance (Trujillo et al. 2001) and this parameter covariance is exacerbated
by a degeneracy with the sky background, often subject to systematic bias owing
to observational conditions, galaxy profile shape, and image size, so such systematic
trends in the distribution of best-fit parameters as exhibited by Galfit will obscure
or contaminate any intrinsic covariance.
The qualitative difference between the Maximum Likelihood (ML)-inferred scat-
ter plot and the Bayesian-inferred joint posterior underlines our assertion that un-
derstanding parameter covariance, the use of thoughtful prior distributions, and a
thorough error analysis are essential to reliably testing hypotheses based on the mor-
phologies of a large number of galaxies. Even so, the choice of a parametric family
induces a correlation between parameters and, therefore, a single “best-fit” value
does not adequately characterise the knowledge acquired from the data. Examples
and conclusions such as these motivate our using the entire posterior distribution in
parameter space for all of the galaxies that we wish to study.
1.1.2 Bayesian MCMC to the rescue
The main disadvantage of the Bayesian approach is its computational expense.
Over the last 15 years, MCMC techniques have continued to improve and we believe
that these techniques are now suitable as mainstream tools. Here, we introduce a
computationally-tractable Bayesian MCMC approach that overcomes the difficulties
outlined in the previous sections. Significant improvement over previous attempts
to understand galaxy evolution using morphology can be achieved using a Bayesian
approach for the following three reasons:
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(a) Scatter plot
(b) Posterior distribution
Figure 1.3. The joint distribution of galaxy half-light radius re and Se´rsic index
n for 325 galaxies. The simulated galaxies were generated without any correlation
between re and n. Panel (a) shows the conventionally used scatter plot using the
best-fit model parameter from Galfit and Panel (b) shows the joint posterior of re
and n from Galphat with 30, 50, 68.3 (green line), 95 and 99% confidence level
(white to black).
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1. The ML method assigns the best-fit parameter value to the model that has the
highest probability of generating the observed data. With sufficient data, this
yields the correct result (assuming that some model in the family generates the
data). However, Nature gives us one realization of a particular galaxy and this
leads to competing models that can generate the same data through different
processes. Rather than the ML question, we want to know the best model
among the possible candidates, or what is the probability of the model for the
observed data? Written in the language of conditional probability, this question
gives us Bayes theorem and requires an estimate of the probability of the model
before acquiring the data (the prior probability). The Bayesian formulation
of the inference problem provides a natural foundation for Astronomy, where
every single event is unique and observers cannot test theories by changing the
initial conditions of the Universe. If data has high S/N and strongly supports
a particular model, the inference should not be subject to the bias introduced
by the prior distribution. Conversely, if data has low S/N, the inference may
be influenced by the prior assumptions, as intuitively expected.
2. We have seen that inferences based on best-fit analyses can be contaminated
by intrinsic covariance in the chosen model family. In addition, the topology
of the likelihood function in a high-dimensional parameter space with a large
number of free parameters is very complex, in general. Therefore, one needs to
both find the true global extremum and assess the significance of this extremum
with respect to nearby and possibly unanticipated extrema in the probability
space. Bayesian MCMC provides the full posterior and the confidence levels of
inferences for each model parameter. Hence one can investigate correlations or
perform hypothesis tests with quantifiable confidence.
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3. The adoption of specific functional families, e.g. Se´rsic profiles, may not pro-
vide an adequate explanation for the observed data or have sufficient power to
classify differences between data sets. In the Bayesian paradigm, one may con-
sistently assess the explanatory power of different models even if they are not
nested. For example, one may rigorously pose the question “how strongly is the
assumption of a single-component Se´rsic model supported by the galaxy image
data compared to a two-component bulge and disc model?” This provides a
natural way of probabilistically classifying galaxies.
To summarise, our Bayesian approach uses galaxy morphology as an intermediate
step in an overall inference problem for theories of galaxy evolution. In contrast,
by focussing on the best-fit parameters as the data-reduction goal, and comparing
the implied correlations to those predicted by theories of galaxy formation, one runs
the risk of interpreting false correlations and one decreases the information content of
one’s data by using only the best-fit parameter as a summary value. Motivated by the
promise of dramatic improvement, we have developed a novel image decomposition
software package, Galphat (GALaxy PHotometric ATtributes), based on a Bayesian
Markov chain Monte Carlo approach. The general application to astronomical image
analysis is not new: Bayesian MCMC has been used for X-ray surface brightness esti-
mation of galaxy clusters (Andreon et al. 2008), for object detection (Carvalho et al.
2009; Guglielmetti et al. 2009; Hobson & McLachlan 2003; Savage & Oliver 2007),
for dynamical modelling of a galaxy (Puglielli et al. 2010), and for gravitational weak
lensing (Kitching et al. 2008; Miller et al. 2007) and strong lensing analyses (Vegetti
& Koopmans 2009). Galphat is designed for performing morphological analysis
of galaxy images similar to several widely-used galaxy image decomposition pack-
ages such as: BUDDA (de Souza et al. 2004), Galfit (Peng et al. 2002), Gasp2d
(Me´ndez-Abreu et al. 2008), and Gasphot (Pignatelli et al. 2006), but explicitly
samples the Bayesian posterior distribution and, therefore, provides a comprehensive
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frame work for the statistical inference of galaxy morphology by manipulating the
sampled posterior. For example, marginals of the posterior distribution can be used
to compute the confidence intervals on individual parameters that incorporate the
full covariance. In addition, the Galphat-produced posterior distribution can be
used for a variety of inference problems such as model comparison, hypothesis test-
ing, and correlation analyses. We note that Gim2d (Simard et al. 2002; Simard 1998)
also uses a Metropolis algorithm to explore the posterior parameter space and could
be used similarly for computing the parameter confidence intervals. if the posterior
distribution were unimodal.
One of our original motivations for developing Galphat is the large scale analysis
of galaxy morphological structures in 2MASS (Skrutskie et al. 1997; Skrutskie 2006).
The interpretation of 2MASS-galaxy properties has suffered from using unreliable
best-fit parameters obtained using conventional fitting algorithms. An ensemble of
posterior distributions for a complete sample of local galaxies becomes a rich database
for hypothesis testing in two ways. First, we may characterise the distributions of
galaxy morphological structures, e.g. the luminosity, the size and the shape, as a
function of environment, with rigorous statistical confidence levels. Secondly and
more generally, we may compare galaxy formation theories based on the morphological
evidence.
This paper introduces Galphat and emphasises methods, features and perfor-
mance issues. We demonstrate the feasibility of a large-scale statistical inference
based on galaxy morphology. A more detailed exploration of the influence of the
prior distribution, explicit examples of model comparisons between single Se´rsic and
two-component bulge and disc models, and inferences using an ensemble of posterior
distributions will be reported in a followup paper (Yoon et al. 2012c). The paper is
organised as follows. In §1.2, we describe the basic formalism of Bayesian inference for
galaxy image data and introduce the Bayesian Inference Engine (BIE), which is used
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to sample the posterior distributions of model parameters. We describe the structure
of Galphat in §1.3 and our ensemble of simulated galaxy images for calibrating
Galphat in §1.4. Comprehensive test results are presented in §1.5. We summarise
our findings and conclusions in §1.6.
1.2 Bayesian Markov chain Monte Carlo
1.2.1 Theoretical background
Bayes theorem states that the probability of a model characterised by its param-
eter vector θ, given some data set D, is proportional to the likelihood of the data for
the given model multiplied by the prior probability of the model
P (θ|D) = L(D|θ)pi(θ)∫
L(D|θ)pi(θ)dθ (1.1)
where P (θ|D) is the posterior distribution, L(D|θ) is the likelihood function, i.e. the
probability of the data given θ, and pi(θ) is the prior distribution of the parameter
vector θ. If pi(θ) is a uniform distribution in a compact subset of Rn, we recover the
ML method.
The goal is to characterise the posterior distribution by sampling P (θ|D). For
simple cases with a few model parameters, one can analytically calculate it or explore
the probability space by evaluating the posterior probability over a grid in parameter
space. However, for our Se´rsic model with 8 parameters this approach is not feasible.
Fortunately, owing to rapid improvements in computational methodology, MCMC is
feasible in high-dimensional parameter spaces. MCMC generates states by a first-
order Markovian process and the distribution of states asymptotically converges to
the target distribution P (θ|D) after a large number of iterations.
For the model selection problem, one may apply Bayes theorem to give the proba-
bility of the theory M based on the data D given a prior probability of the theory. In
25
our case, M is the assumption of a particular model family with a parameter vector
θ, e.g. the theory that galaxies are Se´rsic models. The likelihood of a theory is the
probability of the data given the theory. Algebraically, the probability of the data
given the theory is the marginalisation of the likelihood function over the prior prob-
ability of the model parameter distribution: P (D|M) = ∫ L(D|M, θ)pi(θ|M)dθ. This
quantity is a measure of how well the evidence supports the theory. In other words,
the more probable the evidence given the theory, the more the evidence supports the
theory. Of course, one needs to know what the theory predicts to know how well the
evidence supports it and this is the job of the MCMC simulation. Now, let P (M)
be the prior probability of the theory. Then, analogous to the Bayes theorem from
equation (1.1), we may write the probability of the theory given the data as
P (M |D) = P (D|M)P (M)∫
P (D|M)P (M) dM . (1.2)
Equation (1.2) immediately gives an estimate of the posterior odds of two different
theories M1 and M2 parametrised by different parameter vectors θ1 and θ2:
P (M1|D)
P (M2|D) =
P (M1)
P (M2)
K12 where K12 ≡ P (D|M1)
P (D|M2) . (1.3)
The quantity K12 is called the Bayes factor. The numerator and denominator of K12,
P (D|Mi), is called the marginal likelihood for model i. If one does not favour one of
the two theories a priori, the term P (M1)
P (M2)
= 1 since P (M1) = P (M2). Therefore, the
Bayes factor describes the increase of the odds in favour of one theory over another
in the light of the data. The Bayesian model comparison does not depend on the
particular parameters used by each model. Instead, it considers the probability of
the model considering all possible parameter values.
However, it should be clear from equation (1.2) that the Bayes factor depends on
the choice of the prior distribution. If the likelihood dominates, the effect of the prior
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is negligible, but if the prior contributes to the posterior significantly as well as the
likelihood, an incorrect prior leads to a biased inference (e.g. Kass 1993). The choice
of prior must be considered carefully. The effects of prior choice on Galphat will be
addressed in detail in our follow-up paper (Yoon et al. 2012c).
1.2.2 The Bayesian Inference Engine (BIE)
The ability to realise the promise of this approach depends on an accurate com-
putation of the posterior distribution. Although the Markov chain will approach its
steady-state distribution almost certainly, the number of steps required, the mixing
time, is not known. In addition, the exploration of parameter space suffers from the
curse of dimensionality4. We need assurance that the Markov chain is in a steady
state beyond the local region in parameter space. For example, consider a posterior
distribution with discrete, separated modes; many chains will not be able to move
between these modes, resulting in an infinite mixing time and an incomplete posterior
distribution.
Various MCMC algorithms have been proposed to improve the convergence of
MCMC, and each of these have their own advantages and disadvantages. Beginning
in 2000, a multi-disciplinary investigator team from the Departments of Astronomy
and Computer Science at the University of Massachusetts designed and implemented
the Bayesian Inference Engine, a MCMC parallel software platform for performing
statistical inference over very large data sets. The BIE uses a scalable multiprocessor
software architecture designed to operate on modest cost, generally available hard-
ware. MCMC algorithms and Bayesian computation in general are ideally suited
to multiprocessor computation. The BIE uses standard MPI and POSIX threads
and, therefore, will run in a broad spectrum of parallel or scalar environments and
4The curse of dimensionality is the exponential growth of hypervolume as a function of dimen-
sionality (Bellman 1961).
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can be easily ported to high-performance hardware for production analysis. Funda-
mentally, the BIE is a library, but the package provides a command-line interpreter
(CLI) with access to nearly all of the import object classes. This CLI was origi-
nally intended for interactive or script-based prototyping with subsequent stand-alone
hard-coding. However, most users simply use the CLI with scripts. The BIE’s object-
oriented design allows a researcher to apply a wide variety of MCMC algorithms to
the same target application by changing several lines in a program or script. The
BIE currently includes: the standard Metropolis-Hastings algorithm (Hastings 1970;
Metropolis et al. 1953), the simulated tempering algorithm (Neal 1996), the paral-
lel tempering algorithm (Geyer 1991), the parallel hierarchical sampler (Rigat 2008,
PHS hereafter), the differential evolution algorithm (Braak 2006), and an indepen-
dent multiple chain algorithm. For convergence testing, the BIE implements the
algorithm proposed by Giakoumatos et al. (Giakoumatos et al. 1999) for single-chain
simulations and the Gelman-Rubin (Gelman & Rubin 1992) convergence diagnostic
for multiple-chain simulations.
The object-oriented design makes the BIE extensible; new MCMC algorithms, new
convergence algorithms, and new models or likelihood functions can be implemented
and added to the BIE at any time. For example, a typical user will typically develop
new models for a specific scientific problem. At a later time, the user may use a
newly available MCMC algorithm without changing this model code. Since MCMC
computations are computationally expensive, the BIE provides a full serialisation
and persistence system. This system saves the entire state of all the objects in the
simulation. For example, the BIE automatically saves checkpoint images. Therefore,
Galphat can restart from the very last MCMC step to sample the posterior further
for obtaining more MCMC samples when needed, significantly saving computational
resources. Moreover, the results of previously performed simulations can be restored
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on the fly and compared or reused in new ways. See Weinberg & Moss (2011) for
additional details.
1.3 GALPHAT: algorithms and features
Galphat is implemented as a user-contributed likelihood function to the BIE.
It reads two-dimensional galaxy image data from a FITS file, generates a model
image, and then computes the likelihood. Because the posterior simulation requires
a large number of likelihood evaluations, optimisation of the model image generation
is essential to make the analysis of an entire image catalogue feasible. In this section,
we describe the implementation details and features of Galphat.
1.3.1 Overview of our Galphat implementation
The BIE controls the MCMC algorithm, the convergence testing, and logging the
sampled posterior distribution. As needed, the BIE requests a likelihood evaluation
from Galphat. The flow chart for Galphat is as follows:
1. Galphat reads the input FITS files (the galaxy image and the PSF) and the
tabulated model images (see below) for later interpolation.
2. As part of the MCMC simulation, the BIE calls the likelihood function with
a parameter vector. Using these parameters, Galphat interpolates and scales
the image table using the scale radius and the minor/major axis ratio, and
generates a model image in principle-axis coordinates.
3. Galphat convolves the model image with input PSF image in Fourier space
using the FFTW package5 and adds the sky background.
5http://www.fftw.org
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4. Finally, the model image is rotated by the position angle, using a Fourier shift
algorithm, in pixel coordinates.
5. Galphat returns the likelihood evaluation to the BIE.
6. Steps (ii)–(v) are repeated as necessary.
We will describe the details for each important step below.
1.3.2 Model generation
Any symmetric galaxy model has six model-independent free parameters: the
centroid coordinates (x, y), the axis ratio q = b/a, the position angle, the scale length,
and the total flux or magnitude. For tests in this paper, we use a Se´rsic model (Ciotti
1991; Graham & Driver 2005; Se´rsic 1968). The Se´rsic model is a one-parameter
model family described by the index n. As the index increases, the profile increases
in concentration: an exponential disc profile has n = 1 and a de Vaucouleur profile
has n = 4. The model has the following analytic form
Σ(r) = Σeexp
[
−κ
{(
r
re
)1/n
− 1
}]
(1.4)
where the effective radius, re, defines a scale length. By construction re is equivalent
to the half-light radius, r50. The quantities κ and n are related through the relation
Γ(2n) = 2γ(2n, κ) (1.5)
where Γ is the complete gamma function and γ is the incomplete gamma function.
Approximate analytic expressions for κ can reduce the computation time. For n >
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0.36 we adopt the following asymptotic expansion for κ, which is good to better than
one part in 104 (Ciotti & Bertin 1999; MacArthur et al. 2003):
κ ≈ 2n− 1
3
+
4
405n
+
46
25515n2
+
131
1148175n3
− 2194697
30690717750n4
+O(n−5). (1.6)
For n ≤ 0.36, we use the following polynomial fit (MacArthur et al. 2003), accurate
to better than two parts in 103:
κ ≈ 0.01945− 0.8902n+ 10.95n2 − 19.67n3 + 13.43n4. (1.7)
Figure 1.4a shows Se´rsic profiles with different n, normalised to have equal fluxes at
re. As n increases, the central profile steepens and the wings thicken. The luminosity
within a radius r is
L(< r) = Σe2pir
2
eqn
eκ
κ2n
γ(2n, x) (1.8)
where re is the circular effective radius and x = κ(r/re)
1/n (Graham & Driver 2005).
Replacing γ(2n, x) with Γ(2n) gives the total luminosity Ltot (Ciotti 1991; Ciotti &
Bertin 1999; Graham & Driver 2005).
The fraction of light within r for different values of n is shown in Figure 1.4b. As
summarised in Graham & Driver (2005), for an exponential disc (i.e. n = 1) profile,
99.1% and 99.8% of the flux is within the inner 4re and 5re, respectively. For a de
Vaucouleur profile (i.e. n = 4), 84.7% and 88.4% of the flux is within the inner 4re
and 5re, respectively. The sky background and index n become strongly covariant for
small images and large-n profiles, and this biases estimates of n.
1.3.2.1 Image tables
For each image pixel, one typically assigns a flux value by directly integrating the
surface brightness profile I(x, y) over the area of the pixel. The value of pixel with
an index of (j, k) is
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(a) Surface brightness profile
(b) Cumulative flux
Figure 1.4. Panel (a): Se´rsic surface-brightness profiles for n=0.5, 1, 2, 4 and 8 (eq.
3.3). The profiles are normalised to have equal flux density at r = re. Panel (b): the
fraction of light within r for Se´rsic profiles with n=0.5, 1, 2, 4 and 8. For n = 8, a
few percent of the flux has r > 100re!
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Ijk =
∫ xj+1
xj
dx
∫ yk+1
yk
dy I(x, y). (1.9)
If I(x, y) is not integrable in closed form, the numerical integration becomes a com-
putational bottleneck. Galphat avoids this by interpolating from a pre-prepared
high-resolution table of cumulative images.
Consider a one-dimensional cumulative distribution with density f(x):
C(x) =
∫ x
xo
f(x)dx.
Then, the contribution to a single bin with bounds [xj , xk] is C(xk)−C(xj). Similarly,
suppose that we have an object with brightness Σ(x, y) over the domain [xo, xf ] ⊗
[yo, yf ]. The two-dimensional cumulative brightness distribution is
C(x, y) =
∫ x
xo
dx
∫ y
yo
dyΣ(x, y). (1.10)
The value of Σ integrated over some arbitrary pixel is then
Ijk = C(xk, yk) + C(xj , yj)− C(xj , yk)− C(xk, yj). (1.11)
A high-accuracy tabulation of C(x, y) allows one to use equation (1.11) and to evaluate
C(x, y) by interpolation at minimal computational cost. For a Se´rsic model, we need
a one-dimensional grid in n of images C(x, y) with re = 1 and these can be linearly
scaled for arbitrary re as needed: Cˆ(x, y) = C(xre, yre). Similarly, the pixel scale
can be non-isotropically scaled to obtain an arbitrary axis ratio q = b/a: Cˆ(x, y) =
C(xre, yreq). In the end, we must interpolate over our model grid. For Se´rsic models
indexed by ni, we use linear interpolation to obtain an approximation of C for ni ≤
n ≤ ni+1:
Cˆ(x, y;n) ≈ 1
ni+1 − ni
[
(ni+1 − n)Cˆ(xre, yreq;ni) + (n− ni)Cˆ(xre, yreq;ni+1)
]
.
(1.12)
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Since we may store the full set of tables in RAM, we choose to increase the resolution
of n and the spatial resolution in the table to obtain the desired accuracy, rather than
increasing the order of the interpolation. For further efficiency, Galphat prepares
two tables, one uses a finer resolution, and the parameters governing the generation
of the tables can be adjusted by the user. For the tests presented here, we use one
table for generating the inner part of C(x, y) (re < 10) and another for the outer part
(10 < re < 100), having a resolution of 2000 and 1500 pixels, respectively, for each
given n, which is linearly distributed from 0.5 to 12.0, using 60 intervals. Therefore,
the region with re < 1 is resolved using 100 pixels whose flux values are numerically
integrated to high accuracy. If we were to decrease the numerical error tolerance,
i.e. make it more accurate, when generating the table and were to use more pixels,
the model would become more accurate but would not increase the computational
cost. It would only require more cache memory for loading the tables. The overall
relative accuracy of the image table is one part in 106 for our Se´rsic models with
n ∈ [0.5, 12.0].
1.3.2.2 Rotation of the model galaxy
One must rotate the realised profile with axis ratio q to obtain the desired position
angle θ. A standard rotation using interpolation would be too slow and would be
insufficiently accurate for our purposes. Instead, Galphat rotates the model image
in Fourier space. Consider a rotation by an angle θ. Any rotation matrix may be
decomposed into three shear operations (Larkin et al. 1997):
R =

 cos θ − sin θ
sin θ cos θ

 = MxMyMx =

 1 − tan θ2
0 1



 1 0
sin θ 1



 1 − tan θ2
0 1

 .
(1.13)
The matrices Mx and My are shear operators in the x and y directions, respectively.
Consider the function f(x, y) sheared in the x direction by a: f(x, y)→ f(x+ ay, y).
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Using the Fourier shift theorem,
U{f(x+ ay, y)} = exp(−2piiuay)U{f(x, y)} (1.14)
where U is the Fourier transform operator in x and u is the transform variable.
Similarly, f(x, y) sheared in the y direction by b, f(x, y) → f(x, y + bx), has the
Fourier transform:
V{f(x, y + bx)} = exp(−2piivbx)V{f(x, y)} (1.15)
where V is the Fourier transform operator in y and v is the transform variable.
Putting these together and performing the inverse Fourier transform, the image
sheared in the x direction is:
Ix = U
−1{exp(−2piiuay)U{I(x, y)}} (1.16)
Next, the x-sheared image is sheared in the y direction by another Fourier transform
and shift:
Iyx(x, y) = V
−1{exp(−2piivbx)V{Ix(x, y)}} (1.17)
Lastly, the twice-sheared image is sheared again in the x direction to accomplish the
rotation. Hence, using equation (1.13) the rotated image may be written
Iθ(x, y) = U
−1{exp(−2piiuay)U{Iyx(x, y)}} (1.18)
where a = tan(θ/2) and b = − sin(θ). Computationally, the rotation requires three
1D forward FFTs and three 1D inverse FFTs performed on the 2D image and three
2D complex multiplications by the phase factors exp(−2piiuay) and exp(−2piivbx).
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We use the standard trigonometric recursion relations for evaluating cn ≡ cos(2pin/N)
and sn ≡ sin(2pin/N):
c0 = 1 (1.19)
s0 = 0 (1.20)
cn+1 = cn − (αcn + βsn) (1.21)
sn+1 = sn + (βcn − αsn) (1.22)
where α = 2 sin2(pi/N) and β = sin(2pi/N). To shift the centre of the image to an
arbitrary x0 and y0, one can use x − x0 and y − y0 instead of x and y in the shear
operations above.
Since the galaxy model image is smooth and the flux values go almost to zero
at the edges, aliasing should not cause any significant problems but we pad the
images with zeros for added safety. In practice, we increase the image size by
√
2 in
each dimension to provide a sufficient margin for image trimming after rotation. We
convolve the interpolated, unrotated image with the PSF before rotating the image
in Fourier space. We also reduce the dynamic range of the surface brightness by
a logarithmic mapping for large values of n. Then we rotate this PSF convolved
image using the 3-shear algorithm described above and apply the inverse logarithmic
mapping if necessary. Galphat uses the FFTW package version 3.1.2 (Frigo &
Johnson 2005) for all its FFTs.
Since convolving with the PSF before rotation smooths out high-frequency features
in the profile, this image generation method can produce very accurate images without
any significant aliasing introduced by the FFT rotation. Furthermore, one could
subdivide the pixels of the image to perform the rotation computation and aggregate
the pixels afterwards to increase the accuracy of the rotation. The error decreases
exponentially with the number of subdivisions. For the test case described here, a
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(a) Exact image (b) Interpolated
Figure 1.5. A comparison between the integrated and the interpolated and rotated
image of a normalised Se´rsic profile with n = 4. The axis ratio is 0.4 and the position
angle is 30 degrees counterclockwise from the x axis. Panel (a) is an image produced
by direct numerical integration of the profile and panel (b) is an image interpolated
from the table and rotated using the Fourier shift theorem as in Galphat.
subdivision by a factor of two decreases the error by a factor of ten. Of course, the
computation time increases as the square of the subdivision factor.
As an example, we choose a 200×200 pixel n = 4 Se´rsic model with re = 10 pixels.
We generate Figure 1.5a by direct numerical integration with a θ = 30o rotation
and we generate Figure 1.5b using the image generation method in Galphat. The
two images appear the same. Differences between the two methods only become
obvious when one looks at a relative residual image. Figure 1.6a, 1.6b and 1.6c shows
a comparison of the same galaxy (i.e. n = 4 and re = 10) generated using the
methods of Galphat to the direct integrated image for three different axis ratios:
q = 0.1, 0.4, and 0.7, respectively. We zoom in on the central region: [−2re, 2re]. The
left column in Figure 1.6a-1.6c shows the face-on view of the relative residual image
and the right column is the view of the relative residual surface, with the magnitude
of the residual plotted in the z direction. The maximum relative difference decreases
with increasing q and remains much less than 1% except for the extreme case of a
concentrated galaxy with n = 4 and q = 0.1 (Fig. 1.6a), which is a very unrealistically
small axis ratio for an observed galaxy with an n this large and still it only has a 5%
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(a) axis ratio q = 0.1
(b) axis ratio q = 0.4
(c) axis ratio q = 0.7
Figure 1.6. Differences between an image produced through direct integration and
that produced using the method in Galphat for a galaxy with n = 4, re = 10 pixels,
and a position angle of 30o. The central region, [−2re, 2re], is shown to highlight the
differences. Panel (a),(b) and (c) are for q = 0.1, q = 0.4 and q = 0.7 respectively.
In each panel, the left column shows the face-on view of the relative residual image
and the right column shows a surface plot with the magnitude of the relative residual
indicated on the z-axis.
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Table 1.1. Galphat model generation time
Image/model CPU CPU time (total) CPU time (interpolation) CPU time (FFT rotation)
190 by 190 Quad-core AMD Opteron 0.092 sec 0.079 sec 0.013 sec
Se´rsic 2613 MHz
maximum error at the centre. The errors in the outer region are negligible and the
total flux is still conserved to better than one part in 106 in all three cases. Galaxies
with smaller Se´rsic indices have smaller errors even when the axis ratio is smaller;
such small axis ratios are more realistic for observed galaxies when the Se´rsic index
is small. The errors would be further reduced if we generated the images using pixel
subsampling.
1.3.2.3 Computation time for model generation
The wall clock time for a posterior simulation depends on the model, the image,
and the MCMC algorithm. A typical run using the PHS algorithm requires of O(105)
evaluations (see §1.5.3). Here we provide a CPU time estimate for the generation of
a single Se´rsic model (Table 1.1) for an example image with a size of 190×190 pixels.
The generation of a single Se´rsic model requires 0.092 sec (on a single processor).
This is more than an order of magnitude faster than would be required using direct
numerical integration over the pixels, and we still preserve high numerical accuracy.
Most of the CPU time is spent interpolating the image tables to obtain Ijk; the FFT
rotation is a minor contribution. Since this image is larger than the mean galaxy size
in our 2MASS target sample, we conclude that Galphat is both sufficiently fast and
sufficiently accurate to be suitable for a large-scale analysis over a large catalogue.
(see §1.5.3 for a discussion of the total MCMC run time).
1.3.3 The likelihood function and the prior distribution
CCD detectors count photons and this is well-described as a Poisson process. If
the model predicts the flux mi for ith pixel then the probability that we measure
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the flux di for that pixel follows a Poisson distribution, P (di|mi) = exp(−mi)mdii /di!.
Assuming that each pixel is independent, our likelihood function L(D|θ) is
L(D|θ) =
Npix∏
i=1
P (di|mi) (1.23)
where Npix is the total number of pixels and θ is the parameter set of the Se´rsic
model. To increase the numerical accuracy, we accumulate the logarithmic value of
the probability.
As previously described, the prior distribution of model parameters affects the
inference. A preliminary study with non-uniform prior distributions confirms that
the posterior maximum and confidence values can be significantly changed for low
S/N data that dominate the galaxy population in a flux-limited survey. However, for
simplicity, we have used uniform prior distributions for all the parameters for the tests
in this paper. Again, the use of an informative prior without careful consideration
will almost certainly lead to a biased result. We present a detailed study of prior
distributions for inference and model selection for galaxy profiles in our followup
paper (Yoon et al. 2012c).
1.3.4 Sampling the posterior probability
It is difficult to ensure that the Markov chain correctly samples from the entire
posterior distribution in a high-dimensional parameter space. To combat these diffi-
culties, the BIE uses a variety of algorithms, each with features effective for different
problems that impede the efficiency of sampling and convergence. One should charac-
terise the MCMC simulation on representative data using different algorithms before
starting any production runs. We find that the PHS algorithm performs best for
our problem; it more efficiently samples parameter space and more quickly reaches
a steady state compared with the other MCMC algorithms. Here, we will briefly
introduce the PHS algorithm (Rigat 2008).
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The PHS algorithm constructs an n-rung temperature ladder that powers up or
heats the target posterior probability pi0:
pii = ci pi
1/Ti
0 = ci e
(log pi0)/Ti for n = 0, . . . , n (1.24)
where 1 = T0 < T1 < · · · < Tn and ci is a normalisation constant. The number of
chains can be chosen by the user as well as the maximum temperature considering
the dimensionality of the model. Each Monte Carlo step has two parts: 1) each chain
is updated using a standard Metropolis-Hastings step; and 2) chains at different tem-
peratures may be swapped by one of two algorithms: i) each chain state is updated at
fixed temperature or swapped with a chain state at an adjacent temperature following
a fixed swapping probability (standard parallel chains); or ii) an exchange is proposed
between the cold (fiducial) chain and one of the warmer chains and the remaining
chains are updated at fixed temperature. At the end of the run, the fiducial chain
with T0 samples the posterior distribution.
1.3.5 Chain convergence
Monte Carlo simulations of the posterior distribution may suffer from two classes
of difficulties: 1) the Markov chain is mixing poorly in a particular mode in the
posterior distribution, and this leads to a large number of dependent states; and 2)
the posterior distribution may have two or more discrete modes with similar posterior
probability and the Markov chain cannot move between them. The first difficultly is
easily diagnosed by observing very low or very high acceptance rates and is addressed
by tuning the Metropolis-Hastings transition probability. The second difficulty is
addressed by a variety of hybrid MCMC algorithms, implemented in the BIE, designed
to move between modes. The parallel chain algorithm, and tempering in general,
decreases the contrast of the hills and valleys in the posterior distribution, which
allows occasional large excursions between modes.
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To test for convergence of the cold chain in the PHS algorithm, i.e. the chain
with T0, we use a subsampled convergence diagnostic (Giakoumatos et al. 1999) for
this single chain. The chain is cleaved and used to compare in-chain and inter-chain
variances, similar to the Gelman-Rubin (Gelman & Rubin 1992) test. The ratio of
these two variances should approach unity for a converged steady-state chain. We
have tested Galphat over a wide variety of synthetic image data typical of observed
galaxies, using the empirically determined transition probability, and have confirmed
that our MCMC algorithm samples the posterior with a reasonable acceptance rate of
≥ 25% for good mixing and a swapping rate of ≥ 25% for efficient mode exploration.
1.4 Simulated galaxy images
To characterise the performance of Galphat, we generated an ensemble of 3000
isolated, synthetic Se´rsic galaxy images representative of survey observations. We
vary both the S/N from 5 to 100 and re to probe the extremes of barely resolved
galaxies and that of galaxies that extend beyond the image frame. The PSF is a
Gaussian with a 2.96 FWHM in pixels, which we convolve with the model images.
We use a Poisson noise model and a gain factor of 8.0 [e−/ADU]. Both of these choices
are motivated by 2MASS images. We describe the details of our choices below.
1.4.1 Varying S/N
We define the signal-to-noise ratio as the ratio of the flux from the galaxy within
the half-light radius to the noise from the sky background and the galaxy within the
same area:
S/N =
〈ρ〉√〈ρ〉+ 〈ρsky〉 (1.25)
where 〈ρ〉 is the total electron count of the galaxy profile within the area pir2eq and
〈ρsky〉 is the background within the same area.
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For each S/N ∈ {5, 10, 20, 50, 100}, we generate 100 Se´rsic model galaxies with a
randomly chosen combination of uniformly distributed re ∈ [6, 20], n ∈ [0.7, 7.0], axis
ratio q ∈ [0.1, 1.0], and position angle PA ∈ [0◦, 90◦]. We fix the sky background to
300 [ADU]. Once we choose re and q, we determine the galaxy’s total magnitude for
the given S/N value and magnitude zero point using equation (1.25).
1.4.2 Varying re
The inference of re is biased if the galaxy is small compared to the PSF. To
test this, we generate 100 Se´rsic model galaxies for all combinations of S/N ∈
{5, 10, 20, 50, 100} and re ∈ {0.5, 1.0, 2.0, 4.0, 8.0} (in units of 12 FWHM of the PSF)
using the same distributions of n, q, and PA as in §1.4.1. We compute the Poisson
counting errors and the sky background as in §1.4.1.
1.5 GALPHAT performance testing
Parametric surface brightness models invariably result in parameter covariance,
and this covariance can be exacerbated by instrumental and selection errors. The
Bayesian MCMC approach explicitly incorporates parameter covariance, noise sources
and other selection effects including data S/N, PSF convolution and the sizes of the
galaxy and the image, to yield a reliable inference, as illustrated in §1.1.1 and §1.1.2.
Using the simulated galaxies from §1.4, we investigate the effect of observational
attributes such as the S/N, the galaxy’s re compared to the PSF FWHM, the image
size compared to galaxy’s re, and errors in the assumed PSF FWHM. Although we
generated 40,000 converged MCMC states for each image, we do not use the full
40,000 MCMC states to construct the posterior since we want a more conservative
estimate of the burn-in period than that diagnosed by the convergence test. As
previously described, we use the PHS algorithm (Rigat 2008) for all of our tests and
determine convergence using the subsampled convergence test (Giakoumatos et al.
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1999). We tune the width of the Metropolis-Hastings transition distribution to yield,
roughly, a 25% acceptance rate and 25% chain swapping rate for each chain. The
prior distribution of the galaxy centroid is normal with a mean at the image centre
and a σ =3 pixels. The sky background prior is also normal with a mean of the
input sky background and a σ =0.5 ADU. The prior distributions for the other model
parameters have a uniform probability within a finite range.
1.5.1 Examples of single fits
Before we present our results for an ensemble of galaxies, we present the results
of Galphat fits to four galaxies. From the simulated galaxy sample, we picked four
example galaxies, two that represent elliptical galaxies (n ≈ 4) and two that represent
exponential disc (n ≈ 1) galaxies. One galaxy of each type has a low S/N of 5 and
one has a high S/N of 100.
In Figures 1.7–1.10 we show the marginalised posteriors of Galphat model pa-
rameters: the total magnitude (MAG), the half-light radius (re), the Se´rsic index (n),
the axis ratio (q), the position angle (PA), and the sky background (sky). Figures
1.7 and 1.8 show the results at low S/N for an exponential disc-like galaxy and an
elliptical-like galaxy, respectively, and Figures 1.9 and 1.10 show the results at high
S/N for an exponential disc-like galaxy and an elliptical-like galaxy, respectively. In
each figure, the full marginal distribution for each model parameter residual is shown
on the diagonal with the vertical dotted line indicating the zero residual, and the
joint marginal distributions of parameter pairs are shown on the off-diagonals with
the seven colour contours corresponding to the 10, 30, 50, 68.3 (green solid line), 80,
95 and 99% confidence levels. The locations of the zero residuals are indicated by the
×.
When the S/N is small, for both an exponential disc galaxy (see Fig. 1.7) and
for an elliptical galaxy (see Fig. 1.8), the posteriors are not unimodal and are spread
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out over a large range in parameter space. Although there is a weak covariance
between the magnitude, re, n, and the sky background, uncertainties in the parameter
inferences are largely dominated by the Poisson random noise present in the image.
However, the situation becomes very different at high S/N as shown in Figure 1.9
for an exponential disc galaxy and in Figure 1.10 for elliptical galaxy. Note that
these figures have the same scale as Fig. 1.7 and Fig. 1.8. Now the posterior forms a
strong mode close to the true value and the morphology of the posterior is determined
by the parameter covariance present in the Se´rsic model, which strongly depends
on the Se´rsic index. There is a stronger parameter covariance among magnitude,
re, n, and the sky background for the high S/N elliptical galaxy than for the high
S/N exponential disc galaxy, which can lead to larger errors when marginalising the
posterior distribution.
The Bayesian-based Galphat procedure explicitly incorporates the parameter
covariance present in the Se´rsic model. Furthermore, it enables us to utilise the entire
posterior distribution for a galaxy population to reliably test hypotheses based on that
population. This is practically feasible using Galphat, as we will demonstrate in
following sections.
1.5.2 Model covariance and bias
Using the posterior distribution from the converged Markov chain, we illustrate
the inherent covariance between parameters by showing joint distributions of selected
parameter combinations for the Se´rsic model. To emulate a catalogue analysis, we
generate an ensemble of galaxies with astronomically representative model parameters
for each bin in observational conditions. The dependence on observational conditions
are explored in the following several sections.
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Figure 1.7. Posterior marginals for a galaxy with S/N = 5 and n = 1.57 (i.e. an
exponential-disc galaxy). The full marginal distribution for each model parameter
residual is shown on the diagonal with the vertical dotted line indicating the zero
point. Joint marginal pairs of parameter residuals are shown on the off-diagonals.
The seven colour contours represent the 10, 30, 50, 68.3, 80, 95 and 99% confidence
levels and the green solid line is the 68.3% confidence level. The locations of zero
points are indicated by × symbols. Posteriors are not unimodal and are spread
over large range in parameter space. Although very weak covariances exist among
magnitude, half-light radius (re), Se´rsic index (n) and sky background, parameter
uncertainties are largely dominated by Poisson random noise.
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Figure 1.8. Posterior marginals for a galaxy with S/N = 5 and n = 4.25 (i.e. an
elliptical galaxy). See the caption for Fig. 1.7. As for the exponential disc galaxy,
parameter covariance is not significant and the posteriors spread out owing to noise.
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Figure 1.9. Posterior marginals for a galaxy with S/N = 100 and n = 0.95 (i.e.
an exponential-disc galaxy). See the caption for Fig. 1.7. Unlike the low S/N case,
strong parameter covariances exist among magnitude, re, n, and the sky background,
and the parameter posteriors are confined in a narrow region close to the true value
in parameter space.
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Figure 1.10. Posterior marginals for a galaxy with S/N = 100 and n = 3.80 (i.e. an
elliptical galaxy). See caption for Fig. 1.7. While parameter posteriors are compact
and parameter uncertainty is dominated by parameter covariance, as for the high S/N
exponential disc galaxy, there is a stronger parameter covariance among magnitude,
re, n, and the sky background than for the exponential disc. This leads to inflated
errors for individual parameters determined from the marginalised distribution.
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1.5.2.1 Effects of galaxy S/N
We characterise the posterior distributions of 500 images for Se´rsic models (100
in each S/N bin with a range of structural parameters, see §1.4.1). Recall that these
Se´rsic models have 8 free parameters: the centroid coordinates (x, y), the magnitude
(MAG), the half light radius re, the Se´rsic index n, the axis ratio q, the position angle
PA, and the sky background (sky). We use the last 25000 states to characterise the
posterior. We constructed an ensemble posterior distribution by pooling the sampled
distribution for all the images in each S/N bin.
We show all the marginalised distributions for errors in the magnitude, re, n, q,
PA, and the sky background for each S/N bin in Figures 1.11, 1.12, 1.13, 1.14 and
1.15. Hereafter, we use the superscript i to denote the Galphat inferred value. The
parameters re and q are plotted as fractional changes scaled by their input values
and the values of the other parameters are the differences from their input values.
We quote the sky background error as the fractional percent error, i.e. the fractional
change scaled by the input sky background multiplied by 100. Each diagonal subplot
is the full marginalised ensemble posterior error distribution of the corresponding pa-
rameter with a vertical dotted line indicating the location of the input value. Each
off-diagonal subplot is the joint distribution of ensemble error posteriors for the cor-
responding parameter pair. The seven contour levels are the 10, 30, 50, 68.3, 80, 95
and 99% confidence levels, and the green solid line marks the 68.3% confidence level,
corresponding to a “one-sigma” normal confidence. The black crosses indicate the
locations of the input values.
Here, we use galaxies with 6 < re < 20 pixels, larger than the PSF that has a
HWHM of 1.48 pixels to reduce the effects of resolution (the posterior distributions of
small galaxies are described in §1.5.2.3). For this sample, q and PA are not covariate
with the other parameters. However, the values of the magnitude, re, n, and the
sky background are obviously covariate, and the covariance becomes stronger with
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Figure 1.11. Posterior error distributions for the ensemble of galaxies with S/N = 5.
The full marginal error distribution for each model parameter is shown on the diag-
onal. Joint marginal pairs of parameters are shown on the off-diagonals. Galphat
inferred parameters rie and q
i are scaled by their input values and the other parame-
ters are differences from their input values. The fractional sky background errors are
percentages. The seven colour contours represent 10, 30, 50, 68.3, 80, 95 and 99%
confidence levels and the green solid line is the 68.3% confidence level. The locations
of the input values are indicated by vertical dotted lines for the diagonal and × sym-
bols for the off-diagonals. The values of magnitude, re, n and sky background are
strongly correlated. Although the constraints are tighter with increasing galaxy S/N,
the strength of the parameter covariance increases with increasing galaxy S/N (see
Figs. 1.12–1.15).
51
Figure 1.12. Ensemble parameter error posteriors for galaxies with S/N= 10. See
caption for Fig. 1.11.
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Figure 1.13. Ensemble error parameter posteriors for galaxies with S/N= 20. See
caption for Fig. 1.11.
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Figure 1.14. Ensemble error parameter posteriors for galaxies with S/N= 50. See
caption for Fig. 1.11.
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Figure 1.15. Ensemble error parameter posteriors for galaxies with S/N= 100. See
caption for Fig. 1.11.
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increasing S/N. The origin of this covariance is straightforward to understand. For a
given surface brightness profile, a magnitude underestimate (i.e. a luminosity over-
estimate) results in an overestimate of re to better match the observed brightness
distribution. Since the Se´rsic model parameters re and n have a positive correlation
(e.g. Trujillo et al. 2001), n is also overestimated. Similarly, the sky background is un-
derestimated to help compensate for the underestimated magnitude. This argument
also holds exactly in the opposite direction for an overestimated magnitude. The
shape of the joint posterior distributions in Figures 1.11–1.15 show that the strength
of the parameter covariance depends on galaxy S/N (and Se´rsic index n as will show
in §1.5.2.2).
In concert with our intuition, the confidence regions for q and PA shrink with
increasing galaxy S/N. For example, the asymmetric heavy-tailed residual posterior
distribution in ∆PA clearly seen in Figure 1.11 becomes symmetric as S/N increases
(Figs. 1.12–1.15). This tail has its origin in the ambiguity of PA for q ≈ 1.
The covariance of the magnitude, re, n and the sky background also changes with
galaxy S/N. For low S/N (S/N= 5, Figure 1.11), pairs of these parameters exhibit a
clear covariance; the sky background is strongly covariant only with the magnitude.
Also notice that the marginalised distributions of the errors in the magnitude and n,
and of fractional errors in re are not normal as is conventionally assumed and that the
68.3% confidence region is not elliptical. This non-normal behaviour results from the
lack of information at low S/N to constrain one or more of the covariate parameters.
As the S/N increases, the covariance of the magnitude, re, n and the sky back-
ground increases while the confidence regions decrease (see Figures 1.12–1.15) and
the asymmetry of the marginalised posterior distributions vanishes. The posterior
distribution is dominated by the likelihood function, which is sharply peaked and
approaching its asymptotic form. In addition, the strength of the correlation depends
on n owing to the strong correlation of n with the sky background. This can be seen
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in the joint posteriors of n and the sky background in Figures 1.13–1.15 where the
confidence level contours appear to be mixture of different covariance ellipses from
groups of galaxies with different n, as will be shown in the next section.
1.5.2.2 Effects of Se´rsic index n
To investigate trends with the Se´rsic index n, we selected four model parameters
to study in depth, magnitude, re, n and sky background, for S/N = 5, 20, 100. We
divide the samples in each S/N bin into two groups: n > 2.0 and n ≤ 2.0. We show
the marginalised posterior error distributions for each group in Figures 1.16–1.18.
The contours and curves for the samples with n ≤ 2.0 and n > 2.0 are shown by the
blue and red colours, respectively. The contour levels for each group corresponds to
the 68.3, 95.4, and 99.7% confidence levels. The black crosses are the locations of
the input values and the grey contours and grey curves show the total sample as in
Figures 1.11, 1.13, 1.15.
For S/N= 5 (Fig. 1.16), the marginalised error posterior for n ≤ 2.0 has a sharp
truncation on the left hand side, owing to the prior distribution boundaries of 0.5
and 11.99 on n. Otherwise, the posterior error distributions of these two groups are
similar. As expected for low S/N, the errors are dominated by random statistical
errors and parameter covariance is not significant. However, for higher S/N (see Figs.
1.17 and 1.18), the differences between low and high values of n are significant. When
the S/N≥ 10, the confidence regions for n > 2.0 galaxies (red) are larger than for
those with n ≤ 2.0 (blue). This is a consequence of Se´rsic parameter covariance. The
covariance is exacerbated by the degeneracy between the sky background and the
extended profile for larger values of n. One can see the larger covariance for n > 2.0
in the joint posterior error distributions shown in Figures 1.17 and 1.18.
Moreover, covariance with the sky background significantly affects the inference of
the magnitude and re. For example, when S/N = 100, a ±0.04% variation in the sky
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Figure 1.16. Posterior error distribution for magnitude, re, n and sky background
with S/N = 5 from Figure 1.11 separated by n > 2.0 (red) and n ≤ 2.0 (blue).
Confidence levels are 68.3, 95.4 and 99.7% and the input value is marked by a × and
a vertical dotted line for joint and marginal distribution respectively. Grey contours
and curves represent the total sample. The parameter covariance is strong when n is
large.
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Figure 1.17. Posterior error distribution for selected parameters with S/N= 20 from
Fig. 1.13. See caption for Fig. 1.16.
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Figure 1.18. Posterior error distribution for selected parameters with S/N= 100
from Fig. 1.15. See caption for Fig. 1.16.
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background estimate may lead to an uncertainty in the magnitude of up to ±0.2 for
elliptical galaxies, i.e. those with n > 2.0. Conversely, ignoring the sky background
uncertainty can induce a significant bias in the other parameters that would be diffi-
cult to assess only using the best-fit parameters from a simple χ2 minimisation. Our
approach incorporates the parameter covariance and random statistical uncertainty in
any subsequent inference. Finally, we note that the parameter distributions of both
large and small n galaxies is weakly biased at worst. This demonstrates that the
Galphat-inferred posterior maximum reliably recovers the true input parameters.
We expect that careful attention to prior distributions could reduce the bias for lower
values of S/N as well.
1.5.2.3 Effects of galaxy re
The intrinsic shapes of small galaxies are obscured by the PSF. Although any
pixelisation method induces some bias for any sized galaxy, if re is comparable to
or smaller than the PSF width, the axis ratio q will be be unrecoverable since the
central pixels will contain most of the flux. Moreover, numerical techniques without
explicit error control when computing I(x, y) (see eq. 1.9) may fail to produce an
accurate theoretical prediction for the model flux in the central pixels. Galphat nat-
urally addresses both problems. Firstly, the Bayesian inference produces an estimate
conditioned on the true value of the PSF and, therefore, will produce a posterior dis-
tribution consistent with all the possible models that yield the observed profile after
convolution with the PSF. Secondly, the Galphat model images are generated by
interpolating a numerically integrated table that is accurate over the entire area of
the galaxy with a numerical error tolerance set by the user. In particular, both the
inner and outer profiles are well-resolved because the tabulated grids are independent
of scale. In other words, it is not possible for Galphat to produce a poor estimate
of the central pixel values for any value of re.
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Even when accurately determined, the true value of q affects the other structural
parameters because a small galaxy with a small q takes up fewer image pixels. Similar
to §1.5.2.2, we investigate these effects in Figures 1.19–1.22 by dividing the galaxy
sample into two groups: q > 0.3 (red) and q ≤ 0.3 (blue), and by examining the
posterior error distributions of magnitude, n, re, and q. We also select two bins in
size: re = 0.5 times the HWHM of the PSF and re = 8.0 times the HWHM of the
PSF, for two different values of S/N: 20 and 100.
Figures 1.19 and 1.20 show the posterior error distributions for galaxies with re =
0.5 times the PSF HWHM for a S/N of 20 and 100, respectively. The three contours
on the background grey contours, which indicate the total sample, denote the 68.3,
95.4 and 99.7% confidence levels for galaxies with q > 0.3 (red) and q ≤ 0.3 (blue).
Since the PSF dilutes any evidence of the intrinsic shape inside the PSF FWHM, the
posterior error distributions of re and q have significant probability density at larger
values than the input values. Moreover, the magnitude is covariant with re and q.
As a consequence, the posterior distribution of magnitude has significant probability
at values smaller than the input value. Similarly, the bias in the Se´rsic index n is
exacerbated by its covariance with re.
In Figure 1.19, the posterior error distribution for re has a tail to large re for both
q > 0.3 and q ≤ 0.3. As a result, the maximum of the posterior distribution in n is also
similarly biased to large n for both groups. The bias in the two groups for q, however,
is dramatically different: for q ≤ 0.3 (blue) the distribution is approximately uniform
over a large range, while for q > 0.3 (red) the distribution has a mode centred near
1. This is an artifact of the PSF convolution; the PSF naturally makes the galaxy
appear rounder. Therefore, the bias in q for rounder galaxies is modest but the bias
for flat, intrinsically edge-on galaxies is large.
The residual magnitude distribution for the entire sample (grey) is slightly nega-
tively biased owing to the excess posterior probability of re at larger parameter values
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than the true value. The bias differences in q for the two groups leads to a bias dif-
ference in magnitude: the bias for q ≤ 0.3 (blue) is larger than the bias for q > 0.3
(red). As described above, the posterior distributions for q are biased upwards as q
decreases. On the other hand, because q is poorly constrained, the luminosity can be
adjusted in a variety of ways to achieve the same surface brightness for a given re by
making both q and the luminosity either large or small (see eq. 1.8). This results in
both a large spread in magnitude as well as a magnitude underestimate owing to a
luminosity that is overestimated to compensate for the upward bias in the posterior
distribution of q.
Figure 1.20 shows the posterior error distributions for S/N = 100. As anticipated,
the posterior distributions are better confined in parameter space and the biases of
the posterior maxima are significantly reduced, e.g. the error posterior for n has a
mode at 0. The posterior maxima for q > 0.3 galaxies (red) show no strong biases.
The posterior error distribution for q when q ≤ 0.3 (blue) reveals an extended tail
and, in contrast to Figure 1.19 for low S/N, it has a mode below 1.
As re increases beyond the PSF size, we expect these biases to decrease. Figures
1.21 and 1.22, which show the results when re = 8.0 HWHM of the PSF for a S/N of 20
and 100, respectively, confirms this expectation. The bias of the posterior maximum
is modest and the differences between the q > 0.3 and q ≤ 0.3 groups disappear.
Also, for fixed re, the confidence regions decrease with increasing S/N, as expected.
1.5.2.4 Effects of image size
We have seen that Se´rsic model parameters, such as the magnitude, n, and re
are covariant with the sky background. Therefore, an inaccurate sky background
determination may bias the inferred galaxy structural parameters. To circumvent
this, researchers have measured the sky background independently from their model
fits. If the sky background measurement is not more precise than the model fit itself,
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Figure 1.19. Posterior error distributions for magnitude, scaled re, scaled q and
residual n with S/N = 20 and re = 0.5 PSF HWHM, separating samples with q > 0.3
(red) and q ≤ 0.3 (blue). Input values are shown by a ×. Contours are 68.3, 95.4
and 99.7% confidence levels. The grey scale contours and curves represent the total
sample. When a galaxy is close to edge-one (i.e. q < 0.3) and smaller than the PSF,
the marginalised posterior of q is almost flat and the posterior maximum of magnitude
is negatively biased (i.e. the luminosity is overestimated).
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Figure 1.20. Posterior error distributions for selected parameters with re =
0.5 PSF HWHM and S/N=100. See caption for Fig. 1.19.
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Figure 1.21. Posterior residual distributions for selected parameters with re =
8.0 PSF HWHM and S/N=20. See caption for Fig. 1.19.
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Figure 1.22. Posterior error distributions for selected parameters with re =
8.0 PSF HWHM and S/N=100. See caption for Fig. 1.19.
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this procedure has two disadvantages: 1) because of the covariance, the subsequent
parameter posterior distribution will be biased; 2) characterisation of the covariance
will no longer be part of the posterior distribution.
The Bayesian MCMC approach implemented by Galphat enables us to take all
the parameter covariances into account in our galaxy modelling. In particular, we may
characterise the influence of parameters such as the sky background. In this section,
we explore the influence of the blank-sky fraction in the image. Assume that one must
analyse a particular source on a large image. How much of the frame should one keep
for one’s parameter inference? Retaining a large fraction of blank sky area is better
to accurately determine the sky background. However, a larger fraction of blank sky
implies a larger image size and more computation time. Of course, truly blank sky is
rare in Nature. Nonetheless, an understanding of the trade-off between an accurate
sky background determination and a fast model image generation is necessary to
design an efficient analysis. We test the dependence on image size by generating 10
simulated galaxies with S/N = 50, re = 10 pixels, n = 4, q = 1, and a 500 [ADU]
Poisson sky background and model them using different size image regions specified
by 4, 8, 12, 16 and 20 times re. We add 30,000 converged MCMC states from each
galaxy to obtain the posterior error distribution.
Figure 1.23 shows the marginalised error posterior distributions for the sky back-
ground of the Se´rsic model as a function of image size. The cross indicates the pos-
terior maximum and the 68.3, 95.4 and 99.7% confidence levels are indicated by the
grey, red and, blue boxes, respectively. The minimum and maximum data values are
indicated by the error bars. Although the Galphat inference of the sky background
has a symmetric posterior error distribution around zero, regardless of the blank sky
fraction in the image, the posterior maximum is below the true sky value as the blank
sky fraction decreases. Since any galaxy surface brightness model, including a Se´rsic
profile, is degenerate with the sky background in the outer regions, a small image
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Figure 1.23. Posterior error distributions of the sky background for images with
different sizes. Ten galaxies with the same Se´rsic model parameters but different
random noise are modelled with different size image regions, from 4 to 20 times
the input re. The galaxies have S/N= 50, n = 4, re = 10, q = 1 and a Poisson
distributed sky background with 500 ADU. Within each bin, an ensemble parameter
error posterior from the 10 galaxies is shown with the posterior maximum (cross
symbol), 68.3% (grey box), 95.4% (red box) and 99.7% (blue box) confidence levels.
Minimum and maximum data values are indicated by the error bars. Although the
sky background posterior is nearly symmetric regardless of the blank sky fraction in
the image, the posterior maximum becomes slightly biased downwards with increasing
confidence intervals as the blank sky fraction decreases.
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Figure 1.24. Error posteriors of magnitude, re, n and sky background when the
image region is 4re. The green line highlights the 68.3% confidence level. Note that
a 0.1% bias in the sky background posterior maximum leads to biases in the other
parameters, e.g. -0.3 in magnitude, and the inference for re is very weak.
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Figure 1.25. Error posteriors of magnitude, re, n and sky background when the
image size is 20re. See caption for Fig. 1.24. Note that the parameter inference
becomes more reliable with increasing image size.
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containing a relatively large galaxy may introduce a bias in the posterior distribution
of the sky background and hence also affect the inference of the other parameters. In
other words, owing to the Se´rsic model surface brightness and sky background degen-
eracy, either increasing the galaxy luminosity and decreasing the sky background or
decreasing the galaxy luminosity and increasing the sky background can match the
background level of the image. However, this flexibility in a Se´rsic profile to produce
the sky background allows a galaxy to include part of the sky background flux and
thus the sky background posterior tends to be biased downwards as we show in Figure
1.24. This sky background bias that stems from not enough information about the
blank sky in the image becomes more significant with increasing n. The Galphat
inference of the sky background for this particular case of n = 4 is not biased un-
less the image size is smaller than 12re and the bias in the sky background posterior
maximum is very small, only 0.1%, even when the image only extends to 2re.
However, the inferred distribution of the other parameters, i.e. the magnitude,
re, and n are remarkably sensitive to this tiny sky background bias, as shown in
Figure 1.24 where we plot the error posteriors of the magnitude, re, n, and the sky
background for a galaxy with n = 4 and an image size of 4re. In addition to the
strong parameter covariances already illustrated in §1.5.2.1 and §1.5.2.2, notice that
the posterior maximum of the magnitude is biased low by 0.3 owing to the very
small (0.1%) bias in the sky background posterior maximum and that the posterior
distribution of re is very broad. If the image size increases, these biases and weak
inferences become less significant as shown in Figure 1.25, which shows the case when
the image size is 20re.
Even this simple test using a small number of galaxies reconfirms the importance
of an accurate sky background. It is tempting to subtract an independently measured
sky background and then analyse small postage stamp images. However, the results
of our simulations indicate that variance in the sky background strongly biases other
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covariant parameters. Therefore, we advocate modelling the galaxy image including
the sky background and characterising the full posterior distribution of the model
parameters. Alternatively, one could integrate the posterior distribution for a fixed
sky estimate over the posterior distribution of independently determined background
sky estimates to recover the full posterior distribution. This may be worth inves-
tigating in the future. Although Galphat can handle the interactions of random
uncertainties and parameter covariance over a wide range of image sizes, the bias is
reduced with an image size of at least 10re for a galaxy with n = 4. This minimum
image size will increase if the galaxy has n > 4.
The main goal for these simulations is to characterise Galphat performance. In
production analysis, one may use the survey catalogue or a prior estimate of the
galaxy morphology distribution given the survey depth to estimate the relevant sizes
for galaxies. In turn, this estimate allows one to choose an image size distribution
a priori that appropriately limits the bias in the sky background. In addition, the
consistency of one’s prior estimates could be checked a posteriori and repeated if
necessary.
1.5.2.5 Effects of assumed PSF errors
Errors in the assumed PSF will lead to errors in theGalphat inferred parameters.
We characterise errors in the Gaussian PSF used in this study by differences in the
PSF FWHMs:
∆FWHM =
FWHMassumed − FWHMtrue
FWHMtrue
.
We investigateGalphat-sampled posterior error distributions for Se´rsic models using
a PSF with ∆FWHM = −15%,−5%, 5%, 15%. From the sample of simulated galaxy
images in §1.4.2, which were convolved with a 2MASS-motivated 2.96 FWHM pixel
PSF, we select galaxies with a S/N = 100 and in four re bins of size 1, 2, 4 and 8
times the PSF HWHM of 1.48 pixels.
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Figure 1.26. The posterior maximum errors of re and n for errors in the assumed
PSF widths with ∆FWHM = 15%, 5%,−5%,−15% as labelled. The error bars show
the p = 0.5 confidence interval. The biases in the posterior maximum become smaller
with increasing galaxy size.
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We show the results in Figure 1.26 where we plot the posterior maximum of relative
error in re and n with the error bar indicating the 50% confidence interval for the four
different ∆FWHMs. If the PSF width were overestimated, we would expect that the
inferred galaxy size would be smaller than its true size and that the inferred profile
would be more concentrated, i.e. a larger n than the intrinsic value, and vice versa.
Figure 1.26 confirms these expectations. Also as expected, the bias of the posterior
maximum is less if the galaxy size becomes larger than the PSF FWHM. The bias of
the re posterior maximum is larger when the PSF is overestimated than when it is
underestimated as previously observed by MacArthur et al. (2003). Moreover, notice
that there is a systematic offset of the ensemble posterior maximum of n even if the
galaxy’s re is large, indicating that the bias of the n posterior maximum owing to
errors in the assumed PSF FWHM also depends on n itself.
We characterise the n dependent bias by investigating the posterior error distri-
bution of n for the galaxies with re = 8 HWHM of the true PSF. Figure 1.27 plots
the relative errors in the median values of the Galphat posterior samples (ni) of
n as ∆n = n
i−n
n
for each galaxy in each of the PSF error samples: ∆FWHM =
−15%,−5%, 0% + 5%, 15%. The median values of ni are biased and this bias be-
comes large as n increases. When the assumed PSF FWHM is overestimated, n is
overestimated with increasing n since the larger PSF artificially extends the profile
and conversely when the assumed PSF FWHM is underestimated, n is underesti-
mated with increasing n since the smaller PSF artificially contracts the profile. The
biases and uncertainties in ni for PSF FWHM overestimation are larger than for PSF
FWHM underestimation. For example, the inferred value ni for an elliptical galaxy
with n = 4 will be smaller than the true value by 20% if the assumed PSF FWHM is
smaller than the correct PSF by 15%, but it will be larger by 30% with considerable
scatter if the assumed PSF FWHM is larger than the correct PSF by 15%. If the
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Table 1.2. Galphat wall clock time
Image/model samples CPU Processors wall clock time MCMC algorithm
226 × 226 40,000 Quad-core AMD Opteron 8 1.5 hr hierarchical tempering parallel chain
Se´rsic 2613 MHz
100 × 100 40,000 Quad-core AMD Opteron 8 0.4 hr hierarchical tempering parallel chain
Se´rsic 2613 MHz
correct PSF is used then the inference of n is unbiased but the scatter still increases
with n.
1.5.3 Run time
The Galphat run time depends on the MCMC algorithm, the complexity of
model, the size of model image, the desired number of converged samples, and the
number of model components. Although it is difficult to characterise the Galphat
run time for each dependency, we find that the dependence on the number of con-
verged MCMC states and on the size of the image, i.e. number of pixels, are ap-
proximately linear. However, the dependence on the MCMC algorithm (i.e. the
temperature ladder and the number of chains, which depends on the parameter di-
mensionality) and the model complexity (i.e. the number of dimensions, the number
of model components, and the parameter covariance in the chosen model family) are
nonlinear. Therefore, it requires some experimentation to find the best strategy for
each application. By cross-checking with different MCMC algorithms e.g. simulated
tempering (Neal 1996) or differential evolution (Braak 2006) with tempering, for a
subset of galaxy samples, we were able to tune the parameters for the PHS algorithm
used in our study.
Table 1.2 shows an example of Galphat run time for two galaxy images: one is
typical of a 2MASS galaxy image and the other is a relatively large image, which we
choose intentionally to demonstrate Galphat’s feasibility in a marginal case as could
occur for a 2MASS galaxy image, since we plan to analyse 2MASS galaxies in the
future. Table 1.2 lists the total wall clock times of two example simulations for 40,000
converged states in 226× 226 and 100× 100 pixel images for the Se´rsic model. The
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Figure 1.27. Systematic bias in the inferred galaxy Se´rsic index n owing to assumed
PSF width errors based on the posterior error distributions for 100 galaxies with
S/N = 100 and re = 8 HWHM of the PSF using 4 different assumed PSF FWHM
errors with δHWHM = −15%,−5%,+5%,+15%. Each diamond with error bar is
the median and 50% confidence range for the relative difference between the inferred
value and the input value. The bottom left panel shows results for the correct PSF.
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number of chains used for Se´rsic modelling is 8. The BIE assigns one processor per
chain. The run time is the total time for obtaining the 40,000 converged samples using
the PHS MCMC algorithm. The necessary number of converged samples depends on
the application. The tests were performed using the University of Massachusetts
Astronomy department HPC cluster.
For a Se´rsic model, 40,000 converged samples for one galaxy with a typical image
size of 100 × 100 can be obtained within 25 minutes of wall clock time using 8 pro-
cessors. This of course means it would take 3.2 hours on a single quad core processor
or 0.5 days on a single core processor. This may seem computationally impractical
but multi-core processors and multi-processor machines are becoming the norm and
of course processor speeds and machine sizes are increasing all the time. For example,
even now, each of our cluster nodes has 16 processors. Employing 32 nodes of our
cluster for one day would yield the posterior distributions of about 3000 galaxies.
This means that 10,000 2MASS galaxies can be analysed using a single Se´rsic model
in less than 4 days using 32 of our 16 core nodes, demonstrating the current feasibility
of this approach.
1.6 Summary
We introduce Galphat, a Bayesian galaxy morphology analysis package, de-
signed to efficiently and reliably generate the probability distribution of galaxy surface
brightness model parameters from an image. We emphasise that the morphological
analysis is a stepping stone in a larger chain of inference on theories of galaxy for-
mation and evolution. Therefore, we believe that it is productive to consider the
determination of galaxy morphology in the context of hypothesis testing and model
comparison, and this demands the full posterior probability distributions for each
galaxy in the ensemble.
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In this section, we recap the history of morphological analyses, summarise the
technical improvements offered by Galphat, list major findings from our perfor-
mance tests, and briefly describe our future work.
1.6.1 Recap
Our approach offers a number of significant advantages for estimating surface
brightness profile parameters. First, the topology of the likelihood function is almost
certain to be multimodal in the high-dimensional space. Downhill optimisation tech-
niques demand precise prior information that is not generally available. In addition,
one should have a way of assessing the significance of this global extremum with re-
spect to nearby local and possibly unanticipated modes. Using the various tempering
algorithms available in the BIE, our tests have demonstrated that we can achieve a
steady-state distribution and the simulated posterior will include any possible multi-
ple modes supported by the prior distribution. Given the posterior distribution, we
may then precisely estimate the confidence levels. Secondly, the model will often have
correlated parameters. As illustrated in §1.1.1, any hypothesis testing that uses the
ensemble of best-fit parameters will be affected by these correlations. The full poste-
rior distributions from Galphat identify these correlations and incorporate them in
subsequent inferences.
We can use posterior simulations over ensembles of images to test the signifi-
cance of cluster and field environments on galaxies as evidenced in their photometric
parameters. A more elaborate model might include angular harmonics of the light
distribution (e.g. galactic bars and spiral arms); we could use Bayes factors to assess
the support in the data for various harmonics. We could do this for an entire set
of galaxy images in multiple bands simultaneously. This is much more natural and
likely to be more powerful than the standard practice of cataloguing parameters and
attempting to look for correlations in scatter plots.
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Furthermore, the adoption of specific functional families that resemble galaxy pro-
files, e.g. Se´rsic, may not provide the best discrimination in attempting to interpret
the correlation between derived parameters and hypotheses. Our extensive study of
Se´rsic profiles undertaken for this paper convinces us that the strong inter-parameter
covariances weaken the inference. This suggests that families of orthogonal functions
conditioned to match the outer galaxy profile might be a more productive choice (e.g.
Kelly & McKay 2004; Spergel 2010). A complete set of orthogonal functions might be
straightforwardly transformed to match a fiducial profile, opening up a wide range of
possible applications for characterising galaxy properties. With carefully chosen prior
distributions, we can use Bayes factors to test the significance of multiple component
models and models with different functional forms. This analysis can straightfor-
wardly answer questions such as: is the standard model (Se´rsic and exponential disc
profiles) preferred to all competing models (models with cores, dark-matter profiles)
and vice versa? Is there a particular alternative model that is supported more sig-
nificantly by the data? We will explore some of these possibilities in our follow-up
paper (Yoon et al. 2012c).
1.6.2 Galphat features
Galphat is built on the Bayesian Inference Engine, BIE (Weinberg & Moss 2011),
an object-oriented optimised parallel platform for Bayesian computation. The BIE
implements a variety of algorithms and tools that can be chosen at run time to match
the problem at hand. For example, in the tests presented here, we have found that
the PHS algorithm (Rigat 2008) provides the fastest convergence while efficiently ex-
ploring the parameter space. Other algorithms may excel for different model families
or for those with additional components. In addition, the BIE enables collaboration:
new algorithms developed for the BIE become available for the community.
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These methods require more frequent likelihood evaluations than competing ap-
proaches, so optimisation is essential. Galphat incorporates the following key fea-
tures: 1) pre-computed images using a scale-free relocatable interpolation scheme with
strong error control; subsequent image generation accurately represents the surface
brightness integrated over every pixel and is very fast; and 2) a Fourier shift-theorem-
based rotation algorithm that is both accurate and much faster than the often-used
interpolation methods. Although we explore Se´rsic models in this paper, Galphat
can be applied to a wide variety of parametric families, limited ultimately by the
physical memory available to store the lookup tables. The likelihood calculation time
for a Se´rsic model is less than 0.1 sec for an image size of 190× 190 pixels.
1.6.3 GALPHAT performance on Se´rsic profiles: parameter covariance
and bias
A summary of our major findings are as follows:
1. Galaxy S/N. Computation of the posterior distribution enables assessment of
parameter covariance that includes the full error model. For the Se´rsic model,
the magnitude, re, n and the sky background are strongly correlated, and the
strength of the correlation increases with S/N. The covariance of the sky back-
ground with the other model parameters, i.e. the magnitude, re, and n, shows
that a reliable inference requires an accurate characterisation of the background
noise. We fully expect that analogous trends will obtain for most parametric
models.
2. Se´rsic index n. The parameter correlation increases with increasing Se´rsic index
n. As a consequence, the confidence intervals for magnitude, re, and n for
galaxies with n > 2.0 are roughly three times larger than those for n ≤ 2.0.
However, the marginalised error posteriors of the sky background for these two
groups do not have significantly different widths. Again, this underscores the
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need for the entire posterior distribution for subsequent inferences based on
morphological quantities.
3. Galaxy re. If re is smaller than the PSF HWHM, most parameters are poorly
constrained and the posterior maximum is biased. For example, the posterior
distribution of re has a significant probability at larger re than the true value for
a non-informative prior. Similarly, the inference of axis ratio q will be positively
biased for intrinsically small q. Both biases lead to an overestimate of the total
flux. As a galaxy’s re becomes larger compared with the PSF HWHM, this bias
decreases. Also, the bias decreases with increasing S/N even if re is smaller
than the PSF HWHM.
4. Image size. We find that the inferred value for the sky background is nearly
symmetric about the true value even for an n = 4 Se´rsic profile with an image
size of 8re. The background bias disappears and the uncertainty drops dra-
matically for image sizes larger than approximately 10re. The covariance of
sky background with galaxy surface brightness parameters motivates including
the sky background in the overall model to ensure that the correlations are
represented in the posterior probability distribution.
5. PSF variation. Errors in the assumed PSF width introduce a bias in the pos-
terior distributions of galaxy size re and Se´rsic index n. If the PSF FWHM
is overestimated, the galaxy’s re is underestimated and its n is overestimated,
and vice versa. The bias in the inferred value of n increases with n. The bias
increase is larger if the PSF width is overestimated rather than underestimated.
6. Run time. Galphat’s run time depends on the Monte Carlo algorithm, the
desired size of the converged sample, the image size, and the model complexity
(i.e. the number of model parameters and the parameter covariance) and the
computational complexity. Based on extensive experiments, we found that the
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PHS MCMC algorithm efficiently sampled the posterior for our Se´rsic model
tests. The typical wall clock times for generating 40,000 converged posterior
MCMC samples of galaxies with image sizes of 226× 226 and 100× 100 pixels,
using a Se´rsic model are about 1.5 and 0.4 hours, respectively, using eight 2GHz
AMD quad-core Opteron processors.
Although the optimised algorithms used in Galphat significantly improves
the likelihood computation time, it is still much slower than other conventional
galaxy image decomposition algorithms. However, the existence of posterior
probability distributions for an ensemble of galaxies enables reliable inferences
for models of galaxy formation and evolution, and we feel that this more than
compensates for the increased computational overhead. Moreover, the overhead
will continue to decrease with the increasing availability and performance of
HPC-class facilities.
1.6.4 Future work
We are investigating a two-component bulge and disc model composed of a Se´rsic
bulge with varying n and an exponential disc component with n = 1 using mutual in-
dependent prior distributions. This naive model exhibits strong correlations between
multiple dimensions in parameter space, and these occasionally lead to poorly mixing
Markov chains. From this preliminary study, we are convinced that a thoughtful prior
distribution that removes astronomically unnatural regions of parameter space is re-
quired for production work. Yoon et al. (2012c) investigate Galphat two-component
bulge and disc model fits and introduce an informative prior based on typical 2MASS
survey data. Using both bulge and disc two-component and single Se´rsic models, we
study the sensitivity of prior-distribution choice on the inference of galaxy parameters,
demonstrate the practicality of model selection, the preference of a two-component
bulge and disc model versus a single Se´rsic model, using Bayes factor analyses, and
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illustrate the application of posterior distributions from an ensemble of galaxy images
to large-scale inference problems.
In addition, we are currently using Galphat to study the morphology of a Ks-
band magnitude limited sample of 2000 2MASS galaxies in the SDSS footprint, and
will accurately characterise the luminosity functions of each component, i.e. the
bulge and the disc, separately, and investigate any intrinsic correlations between the
model parameters and any correlations with external galaxy properties such as the
star formation rate and the galaxy environment in a forthcoming paper. We hope
that Galphat will become a well used tool to aid in our understanding of galaxy
properties in the near future and plan to release Galphat to the community soon,
when the companion methods paper (Yoon et al. 2012c) is published.
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CHAPTER 2
BAYESIAN MODEL INFERENCE OF GALAXY
STRUCTURE: GALAXY BULGE-DISK
DECOMPOSITION ANALYSIS
2.1 Introduction
2.1.1 Astronomical motivation
The recent large scale galaxy surveys have shown that majority of galaxies in the
last half of the history of our Universe is either early type (i.e. elliptical) or late
type (i.e. spiral) galaxy (e.g. Blanton & Moustakas 2009; Mignoli et al. 2009). This
rough dichotomy of galaxy morphology is one of key observations that current galaxy
formation and evolution models in LCDM cosmology should explain. Therefore a
quantitative comparison between theory and observation of galaxy morphology dis-
tribution inferred from bulge-disc decomposition of galaxy image is an important test
to constrain galaxy formation scenarios, which however has been difficult owing to
the computational complexity and poor understanding of baryon physics in theoreti-
cal modelling and to the difficulty of reliable and automated measurement of galaxy
morphology in observational analysis.
Numerical methodology of galaxy formation study has been greatly improved since
the pioneering work by White & Frenk (1991) and has started to attempt to quan-
tify galaxy morphology distribution in cosmological context using galaxy formation
simulation (e.g. Croft et al. 2009) and semi-analytic model (e.g. Gonza´lez et al. 2009;
Benson et al. 2007). Although these recent comparative studies have shown a broad
agreement of global statistics (i.e. galaxy luminosity function), a large discrepancy
in the detail features of statistical distribution of galaxy morphology remains. On
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the other hand, in observation, an automated galaxy bulge-disc decomposition has
been started from more than two decades ago (Byun & Freeman 1995; Kent 1985;
Schombert & Bothun 1987) and since then many numerical algorithms and soft-
ware packages have been developed and widely used in astronomical community (e.g.
de Souza et al. 2004; Peng et al. 2002; Me´ndez-Abreu et al. 2008; Pignatelli et al.
2006; Simard et al. 2002). However in the galaxy morphology analysis based on the
maximum-likelihood best-fit parameters from these numerical software packages, a
careful consideration has not been given to correctly characterising the parameter
uncertainties and covariance which can significantly affect the subsequent inference.
In our first methods paper (Yoon et al. 2011, hereafter YWK11), we illustrated
that a maximum-likelihood analysis can erroneously imply correlations owing to the
asymmetries and complexity in the posterior probability distribution and that the
Se´rsic model used for morphology analysis has a strong covariance between galaxy
magnitude, size and Se´rsic index parameter. Therefore, to test various hypotheses in
galaxy formation models in detail, it is very important to improve the observational
analysis and construct a reliable morphology catalogue by taking not only the best
parameter but also all parameter covariances and model degeneracy into account.
Bayesian analysis naturally provides solutions to both of these requirements.
YWK2011 introduces a new galaxy image decomposition packageGalphat based
on a Bayesian Markov chain Monte Carlo (MCMC). We demonstrate that Bayesian
MCMC-based galaxy image decomposition is feasible for a large-scale galaxy morphol-
ogy. Furthermore, Galphat enables the probabilistic discrimination between galaxy
classes. In this and the following companion paper (Yoon et al. 2012a, hereafter Pa-
perIII), we use Bayesian classification techniques to compute the marginal likelihood
that each image represents a a one-component spheroidal or lenticular galaxy or a
two-component bulge-disc galaxy. We then can estimate the bulge and disk proper-
ties for the entire catalogue. This approach can trivially be extended to any number
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of classes. A reliable quantitative galaxy classification is much more difficult than
parameter estimation owing to the lack of practical computational tools for selecting
a model from a set of choices given observations. This problem of model compari-
son or hypothesis testing in galaxy morphological analysis is rigorously addressed in
probabilistic way for the first time in this paper.
Much of recent work on galaxy bulge-disc decomposition has used Se´rsic (1968)
models: galaxies are fitted by two-component model (i.e. bulge modeled by Se´rsic or
de Vaucouleur profile and disc modeled by exponential profile) and one-component
model (i.e. single Se´rsic profile). We note that several recent large scale bulge-disc
decomposition analyses (e.g. Simard et al. 2011; Lackner & Gunn 2012; Driver et al.
2007) have characterised the statistical distributions of galaxy morphology parameters
using the complete sample of local galaxies in the Sloan Digital Sky Survey (York.
etal. 2000) and the Millennium Galaxy Catalog (Allen et al. 2006).
These large-scale galaxy population analyses provide critical summary data for
testing the standard LCDM galaxy formation model. For example, the fraction of
light or stellar mass in bulge, disc, or monolithic stellar spheroid (i.e. elliptical galaxy)
as a function of redshift summarises important details predicted by every galaxy for-
mation model. The current local-Universe estimates are that 50% of optical light is
in the disc and 50% in is bulge and spheroid components (Benson et al. 2007; Driver
et al. 2007). Extension to the redshifts of formation will provide even stronger con-
straints. In addition, the differential properties of the galaxy properties, i.e. scaling
relations, at any redshift such as the the size–magnitude relation, constrains the de-
tails of galaxy evolution. For example, size-magnitude evolution of massive elliptical
galaxies at z = 2 (e.g. Kriek et al. 2006) is an outstanding observational issue in
LCDM cosmology: the physical mechanism responsible for rapid growth without sig-
nificant star formation is not understood. Overall, reliable constraints on the physics
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of galaxy formation must begin with accurate quantitative characterisations of galaxy
parameters and a sound method for model comparison.
Although these previous studies endeavour to minimise bias and maximise the
reliability of parameter estimates, most have not incorporated detailed error models
nor have they attempted to compute the conditional probability of their estimates
based this prior knowledge. Given strong scientific potential of bulge-disc decompo-
sition analysis to inform galaxy formation physics, we must begin by characterising
bulge-disc decomposition methodology. As a follow up to YWK11, this paper focuses
on Galphat bulge-disc decomposition analysis and the effect of model parameter co-
variance and degeneracy to the inference of galaxy structure and model comparison.
In particular, we carefully design a bulge-disc model using informative prior distri-
butions on model parameters to reduce parameter covariance and model degeneracy.
Using simulated galaxy images from realistically specified morphology distribution,
we investigate the reliability of parameter recovery and of Bayesian model comparison
method. The result from this study will be extensively used in the interpretation of
the result in our forthcoming paper (Paper III) which will present the result of large
scale galaxy bulge-disc decomposition analysis in near-infrared (NIR) band using the
Two Micron All Sky Survey (2MASS Skrutskie et al. 1997; Skrutskie 2006).
2.1.2 Methodological motivation
Standard astronomical practise is as follows: maximum-likelihood parameter es-
timation using a χ2 type likelihood function followed by a model comparison based
on reduced χ2. The maximum likelihood method assumes independent normally-
distributed data, often and especially for modest signal-to-noise observations with
peculiar instrumental features, the distribution will not be independent or normal.
The latter model test is, in essence, a likelihood ratio test: one tests a null hypothesis
(H0) that null model and alternative model are equally good (H0) based on the ratio
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of likelihoods. This ratio is used to decide whether one rejects H0 with a probabilistic
significance α based on the asymptotically valid χ2 distribution. If one measures a
logarithmic likelihood ratio larger than the critical χ2 value for given degree of free-
dom and user specified α, the null hypothesis is rejected: two models are not equally
good fit implying that alternative is better. However, for the same range of α that one
allows, the range of corresponding critical χ2 becomes larger with increasing degree of
freedom (i.e. a difference of the number of model parameter in the two models). As a
result, if the difference of parameter number in the two model is large, the likelihood
ratio test to reject H0 becomes statistically weak and not very reliable. Finally, this
approach only valid when the two models are nested (i.e. a complex model with more
parameters reduces to a simple model with fewer parameters). Although the bulge-
to-disc ratio (B/D) cut or more sophisticate decision tree to distinguish early and
late type galaxies has been also used (e.g. Driver et al. 2007), the result is potentially
subject to a bias by the maximum likelihood B/D value of each galaxy itself.
Bayesian statistics is a probabilistic inference of a model or hypotheses using
conditional probability. In essence, it updates prior knowledge in light of new obser-
vations. Assuming an accurate specification the probability of the observations given
the model, the likelihood, then the posterior distribution will be dominated by the
likelihood. However, if observational data provides only weak constraints on particu-
lar model, the inference is significantly affected by the prior knowledge, as expected.
In addition, our numerical tests for a mixture of a Se´rsic bulge and an exponential
disc with an uninformative prior distribution reveal a strong parameter covariance be-
tween components (i.e. bulge and disc) and model degeneracy between the two models
(i.e. two-component bulge-disc and one-component single Se´rsic model). Some of the
mathematical details of this approach is reviewed in §2.2.
This paper benchmarks the use ofGalphat for bulge-disc decomposition analysis
and demonstrates the power of using the full posterior distribution for parameter in-
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ference. In particular, we characterise the reliability and bias in parameter ‘recovery’,
the improvements obtained through careful specification of the prior distributions,
and the reliability of the subsequent model comparison. By using a mock catalogue
constructed from an analytically specified and therefore known galaxy population, we
will demonstrate that accurate parameter recovery and reliable model comparison is
achieved by using a prior distribution updated by a small subset of the observations.
The paper is organised as follows. In §2.2, we motivate the Bayesian model selec-
tion method adopted in this work. In §2.3, we describe the simulated galaxy image
catalogue. Detail description of priors and model constraints used in this study will
be presented in §2.4. We present the main results in §2.5 following by a summary of
our conclusions in §2.6.
2.2 Bayes factor model comparison
Bayesian statistics provides a natural and complete assessment of the posterior
relative odds that a set of models are correct given some data. These approach
does not require that the models in the set or families have any relationship to each
other in functional form or dimensionality. In particular, this allows us simultaneous
entertain the possibility of early- and late-type galaxies and assign odds to each choice.
In the latter case, we obtain an estimate of the bulge and disc components separately
weighted by these odds. This odds ratio is called the Bayes factor.
This is approach very different from classical hypothesis test. Classical rejection
test uses p-value: a probability for obtaining a larger χ2 value than the observed
one, assuming that the null hypothesis is true. The null hypothesis is rejected if the
p-value is less than a statistical significant α (e.g. 0.05). However, this rejection test
provides no information about the ‘likelihood’ of a model itself. On the other hand,
the Bayes factor provides an acceptance test: i.e. “Model A is preferred to Model
B with 10:1 odds”. However, the Bayes factor is depends on the prior distribution.
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This subtlety in choosing the prior distribution and the effect of this choice on the
resulting inference is one of main focuses in this study.
2.2.1 Bayes factor
In Bayesian statistics, the posterior probability is:
P (θ|H,D) = pi(θ|H)L(D|θ,H)/Z (2.1)
where the normalisation
Z ≡ P (D|H) =
∫
dθpi(θ|H)L(D|θ,H) (2.2)
is the marginal likelihood. The symbol H indicates a hypothesis or a model, θ is a
vector of model parameters under the hypothesis H and D is the data. The marginal
likelihood is probability of the data given model, also known as the likelihood function,
marginalised over the prior distribution of parameters.
We assume that the data D is produced under the one of the two hypotheses
H1 and H0. From Bayes theorem, the probability of hypothesis i given the data,
P (Hi|D) is
P (Hi|D) = P (D|Hi)P (Hi)
P (D|H1)P (H1) + P (D|H0)P (H0) (2.3)
where i = 1 or 0 with P (H1) + P (H0) = 1 and P (D|H1) and P (D|H0) are the
conditional probabilities of the data for each hypothesis. Then, the posterior odds1
ratio for a hypothesis H1 against another hypothesis H0,
P (H1|D)
1− P (H1|D)
/
P (H0|D)
1− P (H0|D) =
[
P (H1|D)
P (H0|D)
]2
(2.4)
1odds = probability/(1-probability)
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Table 2.1. Bayes factor interpretation
log10(B10) B10 Evidence against H0
0 to 1/2 1 to 3.2 Not worth more than a bare mention
1/2 to 1 3.2 to 10 Substantial
1 to 2 10 to 100 Strong
> 2 > 100 Decisive
is reduced to the posterior odds for a hypothesis H1:
P (H1|D)
P (H0|D) =
P (D|H1)
P (D|H0)
P (H1)
P (H0) (2.5)
where we usually denote H0 as a null hypothesis and H1 as a hypothesis to be tested,
although there is nothing special about the null in this approach. The terms P (D|H1)
P (D|H0)
and P (H1)
P (H0)
are called Bayes factor B10 and prior odds respectively. The Bayes factor is
clearly the probability of the data under the hypothesis H1 relative to the probability
of the data under hypothesis H0. If there is no reason to believe that hypotheses H1
and H0 are not equally probable, the prior odds should be 1. Then, the posterior
odds is the Bayes factor. If Bayes factor B10 is larger than 0, the hypothesis H1
is more strongly supported by the data than the hypothesis H0 is. For more detail
interpretation of Bayes factor, we refer to Harold Jeffreys who provided a suggestion
to interpret a significance of Bayes factor (Jeffreys 1961; Kass & Raftery 1995) and
we list it as a guide line in Table 3.2.
The probabilities of hypotheses given data P (Hi|D) (i = 0, 1) are obtained by
integrating the likelihood over the parameter space weighted by the prior (see eq. 3.8).
Therefore, Bayesian model comparison using Bayes factors requires the computation
of Z of each hypothesis. This is not easy, however, we have made several significant
computational advances that makes this tractable that we describe next.
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2.2.2 Computing marginal likelihood using the posterior sample
The integral Z ≡ P (D|H) = ∫ dθpi(θ|H)L(D|θ1,H) can not be analytically evalu-
ated for galaxy surface brightness model. Although the numerical integration in high-
dimensional spaces using traditional techniques is infeasible, recent developments in
MCMC algorithms enable the generation of Monte Carlo samples from the posterior
distribution, and this posterior sample itself can be used for computing the marginal
likelihood (e.g. harmonic mean and Laplace approximation) as described by Kass &
Raftery (1995). Unfortunately, these approaches suffer from large if not divergent
variance and limited applicability, respectively.
The harmonic mean is motivated by rewriting Equation (3.7) as
∫
dP (θ|H,D)
pi(θ|H)L(D|θ,H) = 1/Z (2.6)
where the left-hand side is a MCMC integral of 1/pi(θ|H)L(D|θ,H) over the posterior
distribution. This can be estimated by computing the sample mean of 1/pi(θ|H)L(D|θ,H)
from MCMC chain. However this is unstable due to the outliers with very small like-
lihood value (Kass & Raftery 1995).
The Laplace approximation is based on an assumption that the posterior propor-
tional to pi(θ)L(D|θ) has a single significant mode and a near-normal distribution.
This assumption may hold if the likelihood L(D|θ) is highly peaked near the maxi-
mum likelihood value of θ˜, which will be the case for large samples (Kass & Raftery
1995). By a Taylor expansion around θ˜, we can approximate the integral Z as
Zˆ = (2pi)d/2|Σˆ|1/2pi(θˆ)L(D|θˆ) (2.7)
where d is the dimension of parameter space and Σˆ is the parameter covariance
matrix. Then, Zˆ is obtained by the posterior probability at θˆ and the determinant of
covariance matrix. If there are multiple significant modes in posterior, this method
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can be applied to each mode by independently locating each posterior mode and
summing the value of Zˆ for each weighted by the mass of the Markov chain attributed
to each mode.
Recently Weinberg (2012b) proposed two new algorithms for computing Z from
the posterior sample: the first decreases the variance in the harmonic mean approach
by the outliers, and the second integrates the probability density over the sampled
posterior volume tessellated by space partition tree. A large variety of tests subse-
quent to publishing this paper suggests that the second approach is the most general
and should be preferred. In this section, we briefly introduce the new integration
algorithms based on the volume tessellation approach and describe a procedure to
compute the Bayes factor for Galphat model comparison based on a follow up
study of the methods to improve the integration accuracy (Yoon et al. 2012b).
2.2.2.1 The numerical integration based on volume tessellation
This method (Weinberg 2012b, hereafter W12) does not assume any underlying
distribution of the posterior. A slight modification of Equation (3.7) leads to
Z × P (θ|D) = L(D|θ)pi(θ) (2.8)
where we omit the symbol H since θ explicitly depends on H. We integrate P (θ|D)
and pi(θ)L(D|θ) over a sub-domain Ωs ⊂ Ω
Z ×
∫
Ωs
dθ P (θ|D) =
∫
Ωs
dθ L(D|θ)pi(θ), (2.9)
then the marginal likelihood is
Z =
∫
Ωs
dθpi(θ)L(D|θ)∫
Ωs
dθP (θ|D) . (2.10)
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The integral is performed over the sub-domain Ωs ⊂ Ω because in practice, MCMC
poorly samples the region with very low probability. The denominator in equation
(2.10) is a Monte Carlo integral: a fraction of the posterior sample points in Ωs and the
numerator is computed by aggregating volume elements multiplied by the probability
associated with each volume element in the domain Ωs tessellated by a space partition
tree. Figure 2.1 shows a graphical illustration of tree volume tessellation. We simulate
a 2D Gaussian posterior using 120,000 points and tessellate the sub-space around the
Gaussian mode occupied by the points, using k-Dimensional (kD) tree. Each tree
node has a cell volume and associated posterior probability. The numerical integral
is an aggregation of these volume elements.
The key mathematical observation here follows from equation (2.9): we may
choose the sub domain Ωs that yields the most accurate value of Z; the sub domain
need not include all of the volume explored by the Markov chain! In particular, if
we trim Ωs so that the fraction of parameter space volume is small compared to the
full volume and the values of pi(θ)L(D|θ) slowly varying, the integrals in equation
(2.10) may be performed by MCMC quadrature with much smaller computational
expense than for the generation of posterior sample itself (see next two subsections
for details).
Although any tree structure can be used for this purpose, we have tested the 2n
tree (i.e. a generalised version of the three-dimensional octree, Tu, Yu, Ramirez-
Guzman, Bielak, Ghattas, Ma & O’Hallaron 2006), the orthogonal recursive binary
(ORB) tree and k-Dimensional (kD) tree. We found that the 2n tree suffers from a
large fraction of empty nodes with increasing dimension and does not have a sufficient
accuracy for numerical integration. The kD tree is a balanced binary space partition
tree and does not have the empty node problem. However, because the algorithm
bisects one dimension at a time, kD tree volume tessellation has long-skinny cells
which strongly biases the resulting quadrature. estimate. In Yoon et al. (2012b),
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Figure 2.1. Example of kD tree volume tessellation of a sub-domain of 2D Gaussian
distribution using 120,000 points. Each two-dimensional cell is coloured by the median
value of the posterior probability in each cell and scaled to the peak value of the
posterior probability of the whole sample.
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we conclude that ORB tree provides a good compromise between 2n and kD tree:
it does not suffer from the empty nodes problem and from the biased cell volume.
More complex tessellation technique using a hyper-polygon (i.e. Voronoi tessellation)
is possible but computationally very expensive. This direct numerical computation
approach using the posterior sample on a sub-domain of parameter posterior which
encloses significant modes of the posterior is shown to be reliable based on the tests
using simulated posterior distributions. More detail description of the algorithm is
presented in W12.
2.2.2.2 Improvement of the integration accuracy
Although the test results in W12 using mixtures of multidimensional Gaussian
and Cauchy distribution are promising, the method still requires approximately 107
samples to obtain a marginal likelihood estimate close to the exact value for the
dimensionality of interest here. Fortunately, correlations in the MCMC samples do
not significantly impact the accuracy of the estimates, but these estimates still suggest
that the W12 algorithm as stated may be infeasible for our problem.
Yoon et al. (2012b) tests three approaches to improve the performance of the nu-
merical integration algorithm from W12. First, we explore sampling from artificially
broadened posterior to boost the sampling frequency in the tail of the posterior distri-
bution. In addition, we transformed the coordinate axes to those that diagonalise the
parameter covariance matrix. The results suffer from bias owing to a large fraction of
empty nodes in the 2n tree, and biased cell volumes in the kD and ORB tree. These
biases increase with dimensionality. Secondly, we perform the numerical integration
in a sub domain restricted to the high probability sample by appropriate chose of
Ωs in equation (2.10). This greatly improves the accuracy using the ORB tree but
suffered from biases owing to our estimate of the representative probability value in
each cell. Third, we try a hybrid approach: we perform a numerical integral over
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the posterior sub-domain but the domain is re-sampled by a large number of uniform
random points scattered over the domain, to achieve a high resolution sampling for
accurate volume tessellation. This last approach shows that uniformly sampling the
small region around the posterior mode using Nsub samples with 1  Nsub  N
and performing the numerical integration over that region using ORB tree volume
tessellation and then later multiply the correction factor which is the ratio of to-
tal number of posterior sample and the number of sample in the uniformly sampled
region, produces very accurate result (Yoon et al. 2012b). The procedure is as follows:
1. Define the sub domain Ωs by computing the minimum volume enclosing a frac-
tion of posterior sample centred on the posterior mode. Specifically, we rank
the posterior sample by its distance from the posterior maximum and choosing
the sample with Nsub smallest distances.
2. Draw uniform random numbers in the volume enclosing Ωs and compute the
marginal likelihood using volume tessellation. This is the numerator of equation
(2.10).
3. Compute the ratio of the number of samples in the volume defined by the sub
domain to the total number of samples. This is the Monte Carlo estimate for
denominator of equation (2.10).
4. The desired estimate of Z is the result from Part (2) divided by the result from
Part (3). In this way, the marginal likelihood integral over the entire parameter
posterior can be very accurately estimated by combining accurate the direct
Monte Carlo numerical integration of the posterior in the sub domain defined
by the MCMC sample.
We use this approach to compute the marginal likelihood for some galaxy-like
idealised models. We specify 6, 10, and 12 dimensional Gaussian models and compute
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MCMC posterior samples of 200,000 points for each. We then generate 106 random
samples uniformly from the parameter-space volume containing theNsub points closest
to the posterior mode, as defined above. We generate 10 different random realisations
of posterior sample to measure the variance of marginal likelihood estimation based
on this approach. Figure 2.2 shows the result of marginal likelihood convergence test.
We observe an almost unbiased marginal likelihood estimate with small variance (e.g.
σlogZ ≈ 0.03) in tests that include up to 12 covariant dimensions. This is sufficiently
precise for our later Bayes factor analysis. See Yoon et al. (2012b) for a more detail
description of these results.
2.3 Simulated galaxy population
The main goal of this work is a quantitative test of parameter recovery and model
comparison for an ensemble of galaxy images drawn from a survey image catalogue.
Specifically, we wish to benchmark the ability of Galphat to classify images using
Bayes factors, to perform bulge-disc decomposition analyses, and to investigate the
effect of prior specification on the overall statistical inference. To do this, we generate
a large ensemble of galaxy images with a realistic distribution of morphologies. Two
sets of simulated galaxies are generated: 1) single Se´rsic profile galaxies and 2) a
mixture of elliptical and bulge-disc galaxies. The single Se´rsic profile galaxies are
extensively tested in YWK2011 and they will be only used for illustrating the effect
of prior specification. The main set, the mixture of elliptical and bulge-disc galaxies,
will be used to test Galphat bulge-disc decomposition and model comparison. As in
YWK2011, model galaxy images are generated from the mock distribution of galaxy
structure catalogue including luminosity, half-light radius re, Se´rsic index n and bulge-
to-total ratio B/T. Details are given in the following sections.
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Figure 2.2. Marginal likelihood convergence test for a multivariate Gaussian pos-
terior. We 200,000 points sampled by MCMC from the 6-, 10-, and 12-dimensional
Gaussian posterior distributions. Volumes enclosing the sub domains determined by
Nsub samples around the posterior mode are resampled to produce estimates of Z.
The variance results from 10 different random realisations of the posterior. Each
model is shown as different colour and horizontally shifted for visibility. Panel (a)
shows the distribution of marginal likelihood as a function of Nsub and red line indi-
cates the exact marginal likelihood. Panel (b) shows the root variance of the marginal
likelihood distribution shown in Panel(a). The root variances for each case decreases
proportional to
√
Nsub as expected by the central limit theorem.
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2.3.1 Single Se´rsic galaxies
We randomly sampled galaxies from the Schechter function2
φ(L) =
N
L∗Γ(α+ 1)
(
L
L∗
)α
e−
L
L∗ (2.11)
with α = −0.99. Schechter function slope α = −0.99 is motivated by a typical
faint-end magnitude slope of galaxy luminosity function (e.g. Blanton & Moustakas
2009). Rather than assigning a redshift distribution to galaxy population and using a
realistically complex survey selection function, we simply select samples greater than
0.03L∗ from the Schechter-function sample for simplicity. This selection produces 861
galaxies. The minimum luminosity of 0.03L∗ is motivated by a typical lower cutoff of
Ks-band luminosity function found in numerous studies (e.g. Kochanek et al. 2001;
Bell et al. 2003; Smith et al. 2009).
Then, we generate synthetic images of these galaxies using single Se´rsic profile.
The Se´rsic index n is sampled from log-normal distribution lnn ∼ N (µ, σ2)3 where
µ = ln(1.5) and σ = 0.5, adopted from the result of single Se´rsic model fit to the
SDSS galaxies (e.g. Blanton et al. 2003). Following Shen et al. (2003), given the
simulated galaxy luminosity, the galaxy half-light radius re are determined by the
following relation
ln re = −0.25 [− log10(L/L∗)/0.4] + 2.348 (2.12)
2Note that equation (2.11) is a Gamma distribution,
P (x; a, b)dx =
(
1
Γ(a)
ba
)
xa−1exp−x/bdx
with a = 0.01 and b = 1, and efficient numerical algorithms are readily available.
3the symbol ∼ means sampled from
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with a Gaussian random scatter of σ = 0.35. The slope and intercept are determined
by requiring that the signal-to-noise ratio (S/N) is in the range from 10 to 500 and
that galaxy size is greater than PSF radius (specifically re ≥ 1/2 PSF FWHM).
S/N is defined by the ratio of total signal and noise within the effective radius re.
The profile axis ratio (q) and position angle (PA) are assigned by random uniform
distribution U [0.5, 1.0] and U [0◦, 90◦]. Sky background is fixed with 100 ADU and
random Poisson noise is added to each pixel. Gain is set to 8 [e−/ADU] following
typical value in the 2MASS Image Atlas (Skrutskie 2006). The S/N distribution of
861 single Se´rsic galaxies is shown in Figure 2.3, which also shows the distribution of
mixture galaxy populations including 325 ellipticals and 1061 bulge and disc galaxies
generated in similar way (see next section). The S/N distribution of these simulated
galaxies is intentionally chosen to be similar to the true 2MASS galaxies (bottom
right panel in Figure 2.3) including the additional noise terms from the co-addition
of the frames as described in the 2MASS explanatory supplement 1
2.3.2 Mixture of ellipticals and bulge-disc galaxies
We assume that galaxy population is a mixture of early type galaxies represented
by single Se´rsic models and the late type galaxies represented by Se´rsic bulge and
exponential disc models. For early type galaxies, we randomly sample 325 galaxies
with luminosity greater than 0.03L∗, from Schechter luminosity function with α =
−0.67 motivated by the value in Driver et al. (2007). The galaxy half-light radius re
is determined by the following relation (Shen et al. 2003)
ln re = −0.45 [− log10(L/L∗)/0.4] + 3.10 (2.13)
with a random deviation of σr given by
1http://www.ipac.caltech.edu/2mass/releases/allsky/doc/sec6_8a.html
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Figure 2.3. S/N distribution of the simulated galaxies in this study and 2MASS
Ks-band selected samples. For simulated galaxies, S/N is defined by the ratio of total
signal and noise within the effective radius re. For 2MASS galaxies in atlas images,
we use the same definition but with additional noise terms from the co-addition of
the frames.
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σr = 0.25 +
(0.48− 0.25)
1 + (L/L∗/0.8)2
. (2.14)
We assume that early type galaxy is an oblate spheroid with three principal axes:
a, a, c and the intrinsic axis ratio β ≡ c/a has a normal distribution around 0.7 with
the scatter of 0.095 following Ryden (1992). We project the oblate spheroid onto two-
dimensional observational plane using a randomly assigned inclination and position
angle. The observed axis ratio q = b/a with major (a) and minor (b) axes, inclination
angle i, and the intrinsic axis ratio β are related as follows (Binney & Merrifield
1998):
cos2(i) =
(b/a)2 − β2
1− β2 . (2.15)
For each value of β sampled from the normal distribution that we assume based on
Ryden (1992) and value of cos2(i) from the uniform distribution between 0.2 and 0.9
mimicking the distribution in Maller et al. (2009), we can determine b/a. The position
angle is uniformly sampled from 0 to 90 degrees and Se´rsic index n is sampled from
normal distribution N (4.0, 0.332) based on classical hypothesis of elliptical galaxy
morphology (i.e. de Vaucouleurprofile). Since the dispersion of n is highly uncertain,
we adopt a sample dispersion from Fisher & Drory (2008). Although the choice is
somewhat arbitrary, it is not far from the observation and is reasonable for the test
purpose. The S/N distributions of early type galaxies are shown in Figure 2.3. These
distributions are within the range of values where Galphat reliably recovers the true
parameters as described in YWK2011.
For late type galaxies, we randomly sampled 1061 galaxies with luminosity greater
than 0.03L∗ from Schechter luminosity function with α = −0.9 using Gamma distri-
bution. Then we used the Type 1 Gumbel distribution P (x; a, b) 4 with a = 2, b = 1
for the distribution (i.e. red line in Figure 2.31) of bulge-to-disc ratio B/D where
4The Type 1 Gumbel distribution is P (x; a, b) = a b exp{−(be−ax + ax)}
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x = − lnB/D . This choice is motivated by the observation where there are more
galaxies with small bulge fraction than that with large bulge fraction (Gadotti 2009).
We convert the ratio B/D to bulge-to-total ratio (B/T) and assign the luminosity of
bulge and disc. The bulge half-light radius rb is determined by the following relation
ln rb = −0.25 [− log10(L/L∗)/0.4] + 2.60 (2.16)
with a root variance of σr given by
σr = 0.25 +
(0.48− 0.25)
1 + (L/L∗/1.0)2
(2.17)
following the fitting formula from Shen et al. (2003). Since bulge half-light radius rb
and disc half-light radius rd are possibly correlated (e.g. MacArthur et al. 2003), we
used the relation
rb
rd
= 0.25+0.15−0.15. (2.18)
with uniform scatter, inferred from MacArthur et al. (2003). We assume that disc
component is infinitesimally thin and assign b/a uniformly between 0.2 and 0.9. Like
the case of early type galaxies in above, we assume that the bulge component has a
normal distribution of β with root variance of 0.09 Ryden (1992) and use equation
(3.13) to obtain the same distribution of observed axis ratio b/a of simulated early
type galaxies. We assume that the disc and bulge component shares the same position
angle randomly sampled from 0 to 90 degrees. The disc Se´rsic index n is fixed to 1
(exponential disk) and bulge n is sampled from normal distribution N (4.0, 1.02).
Since there are two types of bulges: classical bulge with large n and pseudo bulge
with small n (e.g. Kormendy & Kennicutt 2004) and bulge n distribution is not also
known very well, we simply allow 3 times larger variance than early type galaxy n
distribution, for bulge n distribution. Again this choice is reasonable to cover the
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range of bulge n in observation (e.g. Fisher & Drory 2008). Sky background is set to
10 ADU and gain is 8 [e−/ADU].
In Figure 2.3, we also show the S/N distribution of the 2077 2MASS galaxies
selected for studying morphological properties of NIR galaxies (Paper III). The def-
inition of 2MASS galaxy S/N has much more complicated systematic and random
errors introduced in data processing, including co-addition and kernel smoothing for
science image generation. The S/N computation for 2MASS image atlas is described
in 2MASS document1. We compute the S/N value for 2MASS galaxies using signal
and noise within the galaxy half-light radius including co-addition noise and kernel
smoothing factor to generate a science image. As a result, the overall S/N distribu-
tion of simulated galaxy sample and 2MASS galaxy sample are not the same: the
simulated galaxy S/N distribution has a peak at lower S/N and has a longer tail
at large S/N than the S/N distribution from the 2MASS catalogue which does not
show many low S/N (S/N < 30) and high S/N (S/N > 150) galaxies. Although
some deviation from the quoted 2MASS results is inevitable, the S/N distribution
of the simulated galaxy sample covers the same S/N range with a similar-shaped
distribution. Therefore, we expect that the simulated galaxy images from this S/N
distribution will be adequate to benchmark for bulge-disc decomposition analysis for
later comparison with the 2MASS sample.
2.4 Parametrisation and Priors
The use of Bayes theorem demands a careful choice of prior distribution and
there are many ways to do this. Here are a few approaches. Firstly, the subjective
Bayes approach says the prior should quantify what is known or believed before the
data is obtained. Secondly, the empirical Bayes approach says you can estimate
your prior from the data itself. Thirdly, the objective Bayes approach says to pick
priors based on mathematical properties, such as “reference” priors that in some sense
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maximise information gain (e.g. Berger 2006). A single study might use one or all of
these approaches. For example, one may use a subjective prior on parameters where
there is a considerable amount of prior knowledge and use a reference prior on other
parameters that are less important or less understood.
Following (Berger 2006), we are convinced that this constitutes “best practice”
but appropriate reference priors are not always available. Furthermore, we often do
not know the underlying prior distribution for galaxy morphology model parameters
and we resort to an ad hoc uninformative prior for some parameters. Although uni-
form prior is typically considered to be uninformative prior, if the parametrisation
changes, the previous uniform prior is no longer uninformative! In fact, there is no
‘best’ uninformative prior (Roberts 2001). As a result, an informative prior should be
preferred but must be carefully characterised if the prior knowledge is weak. More-
over, in the case of parameter inference, the choice of prior has little effect on the
results. This is particularly the case when for large data sets: the impact of the prior
decreases as data volume increases. One may wish to show that a variety of priors,
say an optimistic prior and a pessimistic prior, lead to essentially the same conclusion.
However, for hypothesis testing, the priors matter more sensitively!
For bulge-disc model inference, we initially used a naive bulge-disc model which
is an addition of Se´rsic bulge and exponential disc without any constraint to the
parameters and found that if the prior was uniform and independent between model
parameters, the power in inference became very weak. For example, if we allow
the B/T to uniformly from 0 to 1 and let the bulge and disc radius independently
vary, this naive mixture of Se´rsic bulge and exponential disc model can fit a galaxy
using physically unrealistic parameters: single Se´rsic galaxy image can be very well
fitted by Se´rsic bulge and negligible disc component. If one does not delineate a
physically meaningful parameter region in the whole parameter space, it will introduce
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a degeneracy in the parameter space and biases not only the parameter estimation
but also the Bayes factor.
Realising the reason for these false starts, we put a significant effort into devel-
oping a astronomically motivated parametrisation with a physically accurate prior
distribution. In particular, we re-parametrising bulge-disc model and imposing a co-
variant parameter constraint and using an informative prior distributions adopted
from the summary statistics of published observations. This gives an improved result
in parameter estimation by narrowing the confidence interval. However the Bayes
factors 4% of the one-component galaxies are misclassified as two-component models
and 12% of the two-component galaxies are misclassified as one-component models.
These errors are caused by regions of parameter space that were physically meaning-
ful but had positive density in our prior. Therefore we used a hierarchical Bayesian
update to improve the prior distribution using a small subset of our data. One may
think of this as a training set. The two-step process is as follows: 1) we use our
best subjective prior to estimate the posterior distribution on a subset of the data; 2)
we then use this empirically updated prior for the analysis of the rest of the galaxy
sample. Using the updated prior significantly improves the parameter inference and
Bayes factor model comparison (i.e. reduced classification error from 4% to 0.4% and
from 12% to 4%) as will be presented in §2.5.5.
In this section, we describe a revised parametrisation of galaxy surface brightness
model and the priors distributions used in the two-step Bayesian update.
2.4.1 Single Se´rsic galaxies: generic parametrisation
The Se´rsic surface brightness model is
Σ(r) = Σeexp
[
−κ
{(
r
re
)1/n
− 1
}]
(2.19)
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where the effective radius re is a scale length and equivalent to the half-light radius
rh. The Galphat Se´rsic model has 8 free parameters: two centroids (X, Y ), the
total magnitude, the half-light radius re, the Se´rsic index n, the axis ratio q, the
position angle and the sky-background amplitude. For the centroids, we describe the
prior by a normal distribution whose mean is true image centre for the simulated
galaxies or the catalogued centroid for a real galaxy sample whose root variance
is σ = 3 image pixels. The centre can be estimated for high S/N images in the
UV, optical and near infrared bands so σ = 3 is a conservative estimate. For total
magnitude, we choose uninformative prior for simplicity, which is a uniform prior
U(−2.5,+2.5) centred on the true input magnitude. For re, we use two extreme priors:
uninformative prior U(0.8, 39) and the perfect prior distribution of re used to generate
simulated galaxies as described in §2.3.1, for the purpose of illustrating the posterior
difference depending on the prior choice. For galaxy n, we also used two different
priors for the same reason: U(0.5, 10.0) and the input log-normal distribution of n
for generating simulated galaxies. The former choice reflects the quoted range for n
from the astronomical literature but without weighting the choice toward low or high
values. These two priors are chosen to compare the difference between two extreme
priors: completely uninformative uniform prior and true underlying distribution. For
galaxy q, we used U(0.1, 1.0). Finally, for galaxy position angle, we used U(−45,+45)
in degree with respect to a fiducial position angle from galaxy catalogue. The latter
choice is a true subjective prior; we expect position angle to be uniform since galaxies
have no preferred orientation on the sky.
2.4.2 Mixture of elliptical and bulge-disc galaxies: revised parametrisa-
tion
Our mock galaxy catalogue for characterising the bulge-disc parameter estimation
and the Bayes factor model comparison consists of 325 single Se´rsic model galaxies
109
and 1061 bulge-disc galaxies. Following our false starts described in the introduc-
tion to §2.4, we revised Galphat two-component model of bulge-disc galaxies using
informative priors which has a covariant parameter constraint and represents the pub-
lished astronomical observations which will described in below. Some parameters are
shared by the one-component and two-component model and these will be indicated
below. The Galphat two-component model has 12 free parameters including sky
background. Here, we describe each of model parameters and their prior probability
distributions:
1. Galaxy centroids : We use a normal distribution as a prior with the same pa-
rameters as for single Se´rsic galaxies.
2. Galaxy total magnitude: The total magnitude is a common free parameter for
one- and two-component model. If a galaxy surface brightness truly follows
the Se´rsic profile, a fraction of light with be outside the image boundary. This
fraction depends on the Se´rsic index n. Because the sky background measure-
ment is done self-consistently from the image itself, assume that the sky is a
flat across the image, the probability of flux underestimation is larger than that
of flux overestimation. Therefore, for a prior on total magnitude, we used a
Weibull distribution5, whose scale parameter λ is 1.01 and shape parameter k
is 9.5, and whose probability peaks at 1 and has asymmetric shape with a tail
in the region smaller than 1 (see the left panel of Figure 2.5). The shape of this
distribution reflects our expectation of a bias toward flux underestimation. We
then shift the peak of the prior distribution to the measured fiducial magnitude
from survey catalogue or to that of the independent aperture measurement.
5The Weibull distribution is
P (x;λ, k) =
(
k
λ
)(x
λ
)k−1
exp
[−(x/λ)k] .
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3. Galaxy half-light radius rh: The half-light radius of a Se´rsic profile is a scale
length in the exponent in equation (3.3). However, an expression for the half-
light radius of bulge-disc galaxy is not trivial since galaxy half-light radius rh,
half-light radii of bulge (rb) and disc (rd) component, bulge-to-disc ratio B/D
and bulge Se´rsic index n are related. Using the expression of Se´rsic profile (eq.
3.3), the total flux of Se´rsic profile with axis ratio q is
LT = Σer
2
e2pinq
ebn
b2nn
Γ(2n). (2.20)
Replacing Γ(2n) with γ(2n, bn(rh/re)
1/n) gives the flux enclosed within rh
Lrh = Σer
2
e2pinq
ebn
b2nn
γ(2n, bn[rh/re]
1/n). (2.21)
If we integrate the bulge and disc Se´rsic profile up to the half-light radius rh
where the enclosed flux becomes 1/2 of the total flux, we obtain the following
relation:
2piebnnγ(2n,bn[
rh
rb
]1/n)
b2nn
qbr
2
bΣb +
2pieb1γ(2,b1[
rh
rd
])
b2
1
qdr
2
dΣd =
1
2
{
2piebnnΓ(2n)
b2nn
qbr
2
bΣb +
2pieb1Γ(2)
b2
1
qdr
2
dΣd
}
.
(2.22)
This leads to the following implicit relationship between n, rh, rb, rd and B/D.
1
2
(B/D + 1) = B/D
γ(2n, bn[
rh
rb
]1/n)
Γ(2n)
+
γ(2, b1[
rh
rd
])
Γ(2)
(2.23)
One may let all the parameters to be independent in bulge-disc model. However,
this introduces a strong parameter covariance and model degeneracy in the
inference. One should constrain the parameters as much as possible.
We combine Equation 2.23 and information from the galaxy survey catalog to
give a better constraint to the parameters. A rough estimate of the galaxy
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half-light radius, ro, can be easily obtained by independent measurement or
from the survey catalogue. We define the Galphat half-light radius parameter
as the ratio of the intrinsic half-light radius rh and this fiducial measurement
ro: α ≡ rh/ro. This parameter is not very far from unity, and then one can
give a constraint to this parameter by using Weibull distribution with λ = 1.21
and k = 2.5 (see the right panel of Figure 2.5) considering the case where the
intrinsic half-light radius is larger than the catalog value ro. We also use a ratio
of disc and bulge radius rd/rb as a model parameter which can be constrained
by a requirement of the disc radius larger than the bulge radius (rd/rb).
In addition to the constraints given to these two parameters, one can use Equa-
tion 2.23 to give another constraint to the parameters: α ≡ rh/ro, Se´rsic-index
n, B/T and rd/rb. Then rb and rd are completely determined from equation
(2.23) for given α ≡ rh/ro, Se´rsic-index n, B/T and rd/rb. However, solving
the equation (2.23) at every MCMC step to obtain rb and rd is a significant
computational bottleneck. Instead, we tabulate ro/rb by solving the equation
(2.23) for ranges of given n, B/D, rd/rb and rh/ro and interpolate this table
for given these model parameters to obtain rb and rd. Figure 2.4 shows the
comparison between the correct rh obtained by numerically solving Equation
(2.23) and the interpolated rh. The solid line is the case where these two radii
are exactly same. The smallest and largest fractional amplitude of the scatter
are 1.4× 10−4 and 0.1 respectively.
4. Galaxy Se´rsic index n: The Se´rsic index n is common to the one-component and
two-component models. For two-component model, n is the bulge component
Se´rsic index. The distribution of n for elliptical galaxies and galaxy bulges has
been characterised by numerous studies: the profiles of elliptical galaxies are
close to n = 4 Se´rsic models (i.e. the classical de Vaucouleur profile) and profiles
of galaxy bulges is divided between classical bulges with an n = 4 Se´rsic profile
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Figure 2.4. Comparison between the exact half-light radius (Y axis) of bulge and
disc galaxies from Equation (2.23) for given B/D, rb, rd and n, and the interpolated
half-light radius (X axis). Dashed line is the case where these two radii are exactly
same.
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and pseudo bulges with n < 2.0 Se´rsic profiles (Kormendy & Kennicutt 2004).
However, the measurement of the index n has a relatively large uncertainty
owing to the degeneracy with the sky background and the covariance with other
parameters (i.e. rh). Therefore, we use a uniform prior U(0.5, 10.0) to represent
our weak prior knowledge. However, we will later update our subjective prior
with a small subset of catalogue image data (see §2.4.3 below)
5. Galaxy axis ratio: Instead of incorporating the physical details of the intrinsic
shapes of galaxies from the theoretical and observational literature, and project-
ing the resulting heterogeneous mock catalogue and projection of galaxy onto
the sky, we simply adopt a uniform distribution for axis ratio: U(0.1, 1.0). In
case of two-component model, Galphat uses another free parameter for axis
ratio of disc component with the same prior distribution as the bulge compo-
nent. In observation, the observed axis ratio distribution for bulge is not uniform
between 0 and 1: majority of bulge has large axis ratio q ≈ 0.7 (Benson et al.
2007) while the distribution of disc galaxies is close to uniform although galaxies
with small (q < 0.2) and large (q > 0.8) axis ratio are rare.
6. Galaxy position angle: Galphat assumes the availability of an independent
measurement of the position angle in radians and uses a normal distribution
centred on this value with σ = 0.5. For the two-component model, there is
another free parameter for bulge component position angle with the same prior
distribution as the disc component. Galphat current has two options for bulge
component position angle: it can share same position angle for bulge and disc or
use an offset from disc component position angle as a free parameter for bulge
component position angle. In this study, we allow the bulge position angle to
be independent of the disc position angle.
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7. Sky background : Assuming the known sky background value by independent
measurement, we use a normal distribution for sky background prior with σ =
0.5 and the fiducial sky background (10 ADU) as a mean. The σ in the prior can
be changed by considering a typical sky background variation in each different
data set.
8. Bulge-to-total ratio B/T : The extreme limits of this two-component ratio is a
one-component exponential disc galaxy (B/T=0) or Se´rsic galaxy (B/T=1.0).
Therefore, we eliminate the full range to suppress the degeneracy with the one-
component model. Our prior for B/T is U(0.01, 0.8) which excludes extremely
bulge dominated galaxies and bulge-less galaxies described in recent studies
(e.g. Benson et al. 2007; Driver et al. 2007).
9. Ratio of disc and bulge half-light radius rd/rb: The bulge half-light radius re and
the disc scale length h appear to be weakly correlated based on the analysis of
local early- and late-type galaxies (de Jong 1996; de Jong et al. 2004; MacArthur
et al. 2003). However, this parameter is not well constrained and has large
scatter depending on Hubble type. Given this information, we use a uniform
prior for rd/rb: U(1.0, 15.0).
2.4.3 Prior update
One of strength of Bayesian statistics is that knowledge is naturally cumulative:
the posterior distribution for a particular model can become prior in light of new
data. This is known as the Bayesian update. As described in the introduction to
this section (§2.4), it was too difficult to specify a subjective prior that eliminated
unphysical regions in our high-dimensional parameter space. Therefore, to improve
the model inference, we propose to improve our subjective prior using Bayesian update
as follows. First, we sample the posterior distribution using a small subset of randomly
115
Figure 2.5. Galphat priors for total magnitude (left panel) and half-light radius
(right panel) parameter shared by single Se´rsic and bulge and disc model. Uniform
priors and Gaussian priors used for other parameters are not shown here. Type
of distribution used for prior is Weibull distribution P (x) = k
λ
(x
λ
)k−1exp{−(x/λ)k}.
Magnitude prior is offset from the input fiducial magnitude and a scale parameter α
is used to convert the input fiducial radius ro to rh.
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selected galaxy samples using the prior described in §2.4.2. Then, we use the resulting
posterior distribution based on this sub sample as a new prior for the remainder of
the catalogue. We represent the updated prior as a multivariate normal distribution
with the same mean and covariance as the posterior distribution determined from the
sub sample. The goal is to include some of the details of parameter covariance that
are difficult to specify by standard elicitation. In principle, one might successively re
sample to understand the effect of bias in this procedure, although in practice, this
may not be feasible.
We now demonstrate the potential improvement in the statistical inference gained
applying the prior update procedure to our mock catalogue of galaxy images. The size
of the sub sample requires some experimentation. If the sub sample is too small, the
desired parameter correlations will not be discerned. Conversely, if the sub sample is
too large, the remaining data sample may be too small for useful scientific inference.
We randomly choose 75 out of the 325 single Se´rsic galaxies and 225 out of the 1061
bulge-disc galaxies and simulated the posterior distribution using informative prior
discussed in §2.4.2. These numbers are approximately a quarter of the total sample
of both early and late type simulated galaxies for updating the prior.
Our mock catalogue has clean selection criteria so that a random sub sample
is fair. For a real-world survey, the selection function may complex, and therefore,
a the sub sampling procedure should include the observational selection biases for
the particular survey. Continuing, we compute the marginal likelihood values and
Bayes factors for the sub sample (see §2.5.5). We use an ‘even-odds’ classification
rule, log(B10) = 0, to select one- and two-component galaxies: we use all galaxies
with log(B10) ≤ 0 and log(B10) > 0 to update the prior for one- and two-component
models separately. The number of galaxies used for the prior update here is only a
modest fraction of the total. This fraction was sufficient to markedly improve the
parameter recovery and model comparison results.
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2.4.4 Summary
The choice of informative priors significantly improves the quality of parameter
inference compared to those without carefully elicited constraints, as shown in Figure
2.24 in §2.5.4. Comparison of the inferred distributions of bulge Se´rsic index n and
B/T from the ensemble posterior is shown in Figure 2.24. The ensemble posterior
distribution from uniform prior (green) without parameter constraints is significantly
broader than the distribution of true parameters (black line) in the catalogue. Using
informative prior in this section shrinks the confidence interval (blue). Red line is the
posterior resulting from the updated prior, which gives the closest distribution to the
true parameter. An updated prior also improves the Bayes factor classification for
the mock catalogue (see §2.5.5).
2.5 Results
We analyse a large ensemble of galaxy images with wide range of realistic observa-
tional parameters using Galphat, and test Galphat’s performance for parameter
estimation and model selection. As in YWK2011, we sample the posterior using the
BIE (Weinberg 2012a) and its differential evolution MCMC algorithm (Braak 2006).
We calculate 200,000 converged MCMC samples from each galaxy with convergence
determined by the Gelman-Rubin statistics (Gelman & Rubin 1992) to characterise
the posterior. More details on the algorithms and further references can be found in
Weinberg (2012a).
In §2.5.1, we illustrate parameter covariance in our two-component model using the
ensemble posteriors in a way similar to YWK2011. In §2.5.2, the parameter confidence
interval for different galaxy S/N, B/T and rb bins are shown. In §2.5.3, we discuss the
importance of the covariance of the sky background with other parameters. In §2.5.4,
we highlight the effect of prior choice by comparing the ensemble parameter posteriors
using different priors. In §2.5.5, we test Bayes factor model selection for the mixed
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galaxy population. In §2.5.6, we test the statistical inference of the galaxy morphology
distribution using the ensemble posterior. All results we present here, except for that
where we are testing the effect of prior choice, if not explicitly mentioned are from
our analysis using the prior update procedure described in §2.4.3.
2.5.1 Parameter covariances in the two-component model
2.5.1.1 Different B/T’s
YWK2011 shows that the inherent parameter covariance in one-component Se´rsic
model is exacerbated by model degeneracy and affects the parameter inference. The
covariances depend on galaxy S/N, Se´rsic index, galaxy size relative to the image and
PSF, and are non-linear. The two-component model parameters have more complex
covariances owing to the interplay between the bulge and disc component in the model.
Using simulated bulge-disc galaxies, we show the ensemble parameter posteriors of
the two-component model as we did in YWK2011.
We select three B/T bins, B/T < 0.25, 0.45 < B/T < 0.5 and B/T > 0.6 to have
roughly the same number of galaxies (≈ 80) and show the errors in the ensemble
posterior distributions using the same axis scales in Figures 2.6–2.8. We select 7
model parameters to display: the total magnitude, the bulge-to-total ratio B/T, the
half-light radius of the bulge (rb) and the disc (rd), the bulge Se´rsic index nb, the disc
axis ratio qd and the sky background (SKY). For B/T,, rb, rd and qd, we plot the
fractional error. For the sky background, we plot the percent error and for the other
parameters, we plot the actual residual. We show the marginal distribution of each
model parameter residual on the diagonal with the vertical dotted line indicating the
zero point (i.e. no error). Joint posterior marginals of parameter pairs are shown on
the off-diagonals. The seven color contours are the 10, 30, 50, 68.3, 80, 95 and 99%
confidence levels with the green solid line indicating the 68.3% confidence level and
the × symbols indicating the locations of the no error.
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Figure 2.6. Posterior marginals for galaxies with B/T < 0.25 (i.e. low B/T ).
The full marginal distribution for each model parameter residual is shown on the
diagonal with the vertical dotted line indicating the zero point. Joint marginal pairs
of parameter residuals are shown on the off-diagonals. The seven color contours
represent the 10, 30, 50, 68.3, 80, 95 and 99% confidence levels and the green solid
line is the 68.3% confidence level. The locations of zero points are indicated by ×
symbols.
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Figure 2.7. Posterior marginals for galaxies with 0.45 < B/T < 0.5. See the caption
for Fig. 2.6
.
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Figure 2.8. Posterior marginals for galaxies with B/T > 0.6. See the caption for
Figure 2.6.
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In Figures 2.6–2.8, we commonly observe a strong covariance between B/T and
rb: if B/T is overestimated rb is also overestimated. Covariance between B/T and rb
is understandable as a result of increasing bulge luminosity owing to increasing B/T,
covariant with rb. Also we see parameters covariant with the total magnitude: B/T,
rb, rd and sky background. Covariance between total magnitude and sky background
is expected. The strength of these covariances depend on B/T. If galaxy has a small
B/T(see Figure 2.6), large variance (2 times larger or smaller than the true value)
of B/T causes a relatively mild variance in other parameters: ±0.1 mag variation
in total magnitude and nearly no significant variation in rd. This changes as bulge
fraction becomes large (see Figures 2.7–2.8). The parameter confidence region for
total magnitude, B/T, rb and rd becomes compact and smaller variance of B/T causes
the same variations of other parameters: the 40% variance of B/T leads to the same
±0.1 total magnitude variation roughly. This implies that as bulge fraction increase,
strong parameter covariance in Se´rsic bulge component with large n dominates the
overall parameter errors.
On the other hand, it is interesting that bulge Se´rsic index, nb does not show a
significant covariance with any of the other parameters, which is not the case in the
one-component Se´rsic model where the Se´rsic index is strongly covariant with the
galaxy total magnitude and half-light radius (YWK2011).
The reason for this weak covariance of nb with other parameters is because we use
an informative prior which is the ensemble posterior of the sub sample. The Se´rsic
index n and bulge Se´rsic index nb of the simulated galaxies in this study do not have
a correlation with other morphology parameters: we did not put any Se´rsic index
based correlation when we generated the galaxy sample. For example, a large bulge
does not have to have a large nb: it may have small nb or large nb. In YWK2011,
we demonstrate that if there is no intrinsic correlation between galaxy Se´rsic index n
and other parameters, the ensemble posterior of the galaxy sample correctly captures
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this feature and does not show the parameter correlation with n although individual
galaxy fit may be subject to the parameter covariance inherent in the Se´rsic model,
while the best-fit parameter scatter plot shows a fake correlation. For the same reason,
the informative prior, in other words the ensemble posterior of the sub sample does
not have a significant covariance between nb and other parameters. This information
correctly propagates into the posterior of the rest of the sample. As a result, we do
not see a strong covariance between nb and other parameters in each galaxy parameter
inference. Conversely if there is a real correlation between nb and other parameters in
the galaxy sample, it is captured by the updated prior and appear on the posterior.
Moreover, since the two-component model has a bulge and disc, there are not
only intra-covariances between model parameters with the bulge and disc themselves
but also inter-covariances between the bulge and disc components. For example, as
one would expect, bulge and disc total magnitudes are anti-correlated. Owing to this
inter-covariance, the inference of a bulge component parameter and disc component
parameter depends on B/T, as shown in Figures 2.9–2.11 where we replace total
magnitude and B/T (shown in Figures 2.6–2.8) with the bulge and disc magnitudes.
In Figure 2.9 where we plot the posterior errors of galaxies with B/T < 0.25,
the bulge and disc total magnitudes are anti-correlated and rb and disc magnitude
are correlated. In addition, the bulge parameter error posteriors are broader than
the disc parameters posterior. However, the posterior modes are not biased and the
68.3% confidence interval (i.e. 1σ error) encloses the true parameter values. In Figure
2.10 we plot the posterior errors of galaxies with 0.45 < B/T < 0.5, the parameter
covariances are stronger and the parameter posterior distributions are more compact
than the case of low B/T shown in Figure 2.9. Specifically, as the bulge becomes more
dominant, the bulge parameters, e.g. the bulge magnitude and rb, now show clear
a covariance with the disc parameters such as the disc magnitude. With increasing
B/T , the parameter covariances and their morphologies are expected to be affected
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Figure 2.9. Posterior marginals for galaxies with B/T < 0.25. This is the same as
Figure 2.6 except for a replacement of total magnitude and B/T by bulge and disc
magnitude.
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Figure 2.10. Posterior marginals for galaxies with 0.45 < B/T < 0.5. This is the
same as Figure 2.7 except for a replacement of total magnitude and B/T by bulge
and disc magnitude.
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Figure 2.11. Posterior marginals for galaxies with B/T > 0.6. This is the same as
Figure 2.8 except for a replacement of total magnitude and B/T by bulge and disc
magnitude.
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by the bulge parameter covariances. The uncertainties in the bulge parameters are
expected to be smaller while the uncertainties in the disc parameters should become
larger. These expectations are confirmed by the parameter posteriors in Figure 2.11
for galaxies with 0.6 < B/T .
If a galaxy becomes bulge dominated, the disc component model parameters be-
come increasingly uncertain and the opposite is true if a galaxy is disc dominated.
Figures 2.9–2.11 illustrate this point, and we observe that the magnitudes of the bulge
and the disc, and rb are strongly correlated. For example, if B/T is low, a small vari-
ance of say 0.3 mag in the disc magnitude leads to the large variance in the bulge
magnitude of 1.4 mag and in rb, from a factor of 0.5 to 2.0.
The parameter covariance in the two-component model is more complicated and
affected by B/T and possibly other parameters, as discussed below. Therefore, these
model parameter covariances have to be fully propagated in the bulge-disc decompo-
sition analysis, by using full posterior distribution.
2.5.1.2 Different S/N’s
Similar to YWK2011, we divide the sample into two different S/N groups, S/N <
30 and 100 < S/N < 150, and investigate the bulge-disc parameter covariances for
low and high S/N galaxies. We show that the overall morphology of the ensemble
error posterior for low S/N galaxies in Figure 2.12 is smooth and broad. The previous
covariances that we discussed in above do exist, however, the covariances are weaker
except for the B/T and rb covariance. The distribution of B/T and rb is slightly
asymmetric with a thick tail at large values enclosed by 95% and 99% confidence
region. Although the parameter confidence region is large, it always encloses the true
parameter within the 68.3% confidence region.
If we increase the galaxy S/N, the posterior morphology becomes compact and the
parameters are well constrained as shown in Figure 2.13 where the error posterior for
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high S/N galaxies are shown. The covariance between B/T and rb shown in Figure
2.12 becomes stronger and the very weak covariance of total magnitude with B/T, rb
and rd becomes significant within the 99% confidence level. The parameter posterior
modes are symmetric and not biased.
As mentioned in YWK2011, if a galaxy has small S/N, the inference is affected
more strongly by the noise than the parameter covariance and if a galaxy has large
S/N, the effects of noise are small and the inference is more affected by parameter
covariances in the model. However, the inference of each component, i.e. bulge and
disc, is not solely affected by B/T and S/N. Another potential factor is the bulge
radius rb.
2.5.1.3 Different rb’s
The disc component is typically larger than the bulge by a factor of few, which
means that in a real galaxy survey when the bulge is significantly smaller than the disc
or possibly even smaller than the PSF. The inference could be significantly biased.
We investigate this possibility by sub-dividing the large B/T galaxies (B/T¿0.6) into
large rb > 3.5 × PSF FWHM bulges and small rb < PSF FWHM bulges, and the
smaller B/T galaxies (B/T ¡ 0.25) into large rb > 3.5×PSF FWHM bulges and small
rb < PSF FWHM bulges. Although the galaxy sample size of each group, typically
≈ 20 galaxies is small the results are clear enough to show any covariances and errors
for small bulges.
In Figures 2.14 and 2.15, we show the parameter error posteriors for large angular
size galaxies with large B/T and small B/T. These bulges are well resolved by the
2.96 [pix] FWHM PSF that we assume in this study. The wiggles in the contours
owe to the small number of galaxies. For small bulges, the posterior is broad and
smooth and does not show multiple modes. For large B/T galaxies, the ensemble
parameter posterior is not biased and the bulge parameters are constrained within a
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Figure 2.12. Posterior marginals for galaxies with S/N < 30. See the caption for
Fig. 2.6.
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Figure 2.13. Posterior marginals for galaxies with 100 < S/N < 150. See the
caption for Fig. 2.6. compared to Fig. 2.7.
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Figure 2.14. Posterior marginals for galaxies with rb > 3.5 PSF FWHM and B/T >
0.5.
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Figure 2.15. Posterior marginals for galaxies with rb > 3.5 PSF FWHM and B/T <
0.25.
133
Figure 2.16. Posterior marginals for galaxies with rb < PSF FWHM and B/T > 0.5.
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Figure 2.17. Posterior marginals for galaxies with rb < PSF FWHM and B/T <
0.25.
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narrow confidence region. In contrast, small B/T galaxies have bulge parameter error
posteriors that are slightly broader and the disc component parameters are continue
to have a smaller interval. However, overall if a bulge is large i.e. larger than 3.5 PSF
FWHM, the parameter inference is reliable and does not much depend on B/T.
In Figures 2.16 and 2.17, we show the parameter error posteriors for small bulge
angular size galaxies with small B/T and large B/T. These bulges are smaller than
the PSF FWHM and thus are barely resolved. For these galaxies with small angular
size bulges, the parameter inference is sensitive to the galaxy B/T. From Figure 2.16,
we see that the parameter posterior of B/T, rb and rd are biased slightly down and nb
is biased slight up. However, the overall distribution of the parameter error posterior,
although little broader, is not very different from the distribution in Figure 2.14 for
large angular size bulge.
This trend changes if the galaxy bulge fraction is small. Figure 2.17 shows that if
the galaxy is small in angular size and also has a low B/T, the parameter confidence
region becomes larger. First, the parameter posterior of B/T and rb has a large tail
to higher values rb. Second, although the nb shows a positive correlation with B/T
and rb within the 30% confidence (i.e. orange contours), the 68.3% confidence region
(green) does not show the covariance. From these tests, we conclude that even if
galaxy bulge is not well resolved by the PSF, the inference is not largely biased.
2.5.2 Parameter uncertainties in two-component model for different B/T,
S/N and rb
Since galaxy morphological parameter inferences are affected by galaxy S/N, B/T
and rb as shown above, galaxy parameter estimation errors from Galphat will vary
from galaxy to galaxy. Hence it is not sufficient to quote a single value to provide
accuracy estimates for Galphat. However, with this caveat in mind, we summarise
the 1D marginal posteriors of some model parameters to more clearly characterise
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the overall accuracy of Galphat. In Figure 2.18, the five different panels shows
the 1D marginal ensemble error posterior of total magnitude, B/T, bulge magnitude,
disc magnitude and bulge Se´rsic index respectively, for different S/N, B/T and rb
(from left to right in each panel). S/N has three bins: S/N < 10, 20 < S/N < 30
and 150 < S/N < 200, B/T has three bins: B/T < 0.1, 0.3 < B/T < 0.4 and
B/T > 0.6, and rb in units of the PSF FWHM has three bins: rb[PSF FWHM] < 1.0,
2 < rb[PSF FWHM] < 3.0 and rb[PSF FWHM] > 4.0. Hereafter the errors we quote
for each parameter are HWHM of the error posterior distribution. The errors and
biases for different bins of S/N, B/T and rb are summarised in Table 2.2.
From the top to bottom in the first column of Figure 2.18, the marginal parameter
posteriors: total magnitude, B/T, bulge magnitude, disc magnitude and bulge Se´rsic
index are shown for 150 < S/N < 200 (red), 20 < S/N < 30 (green) and S/N < 10
(blue) signal-to-ratio. When S/N < 10, all parameter error posterior distributions
are very broad and biased. Total magnitude error posterior shows no bias and has
±0.07 mag error. B/T error posterior has an unbiased mode with a tail at large
B/T value. Bulge magnitude error posterior has a mode biased by -0.1 mag from the
true magnitude and large error ±0.5 mag. Disc magnitude error posterior mode is
slightly biased by -0.03 mag with asymmetric error, −0.03+0.37−0.17. nb error distribution
is biased by +0.8 with asymmetric error, +0.8+1.2−1.8. The bias is removed and the errors
significantly decrease as galaxy S/N is larger than 20.
From the top to bottom in the second column of the Figure, the same marginal
parameter posteriors are shown for B/T > 0.6 (red), 0.3 < B/T < 0.4 (green) and
B/T < 0.1 (blue) bulge-to-total ratio. When B/T < 0.1, bulge parameters: B/T,
bulge magnitude and bulge Se´rsic index are biased and highly uncertain as shown in
Table 2.2 while disc parameters: disc magnitude and total magnitude which is close
to the disc magnitude since the galaxy is disc dominated, have small error: 0.045 mag
and 0.03 mag variation respectively. When B/T becomes large, the opposite trend
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(a) Total magnitude
(b) Bulge-to-total ratio
(c) Bulge magnitude
(d) Disc magnitude
(e) Bulge Se´rsic index
Figure 2.18. Galphat 1D marginal parameter posterior of total magnitude (panel
(a)), B/T (panel (b)), bulge magnitude (panel (c)), disc magnitude (panel (d)) and
bulge Se´rsic index (panel (e)) for different S/N, B/T and rb bins as labelled.
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Table 2.2. Galphat parameter bias and error
Parameter S/N < 10 20 < S/N < 30 150 < S/N < 200
∆MAG 0.0± 0.07 0.0± 0.03 0.0± 0.03
(B/T )i/(B/T ) 1.0+0.7−0.4 1.0
+0.2
−0.2 1.0
+0.1
−0.1
∆MAGb −0.1± 0.5 0.0± 0.2 0.0± 0.15
∆MAGd −0.03+0.37−0.17 0.0± 0.12 0.0± 0.12
∆nb +0.8
+1.2
−1.8 0.0± 0.5 0.0± 0.5
Parameter B/T < 0.1 0.3 < B/T < 0.4 B/T > 0.6
∆MAG 0.0± 0.03 0.0± 0.05 0.0± 0.05
(B/T )i/(B/T ) 0.7+0.8−0.3 1.0
+0.2
−0.2 1.0
+0.2
−0.2
∆MAGb −0.2+0.95−0.45 0.0+0.2−0.2 0.0+0.2−0.15
∆MAGd 0.0
+0.06
−0.03 0.0
+0.15
−0.2 0.0
+0.25
−0.35
∆nb +0.08
+1.42
−1.0 0.0± 0.5 0.0± 0.5
Parameter rb < 1 2 < rb < 3 rb > 4
∆MAG 0.0± 0.04 0.0± 0.04 0.0± 0.04
(B/T )i/(B/T ) 1.0± 0.3 1.0± 0.2 1.0± 0.2
∆MAGb 0.0± 0.35 0.0± 0.2 0.0± 0.2
∆MAGd 0.0± 0.15 0.0± 0.1 0.0± 0.1
∆nb +0.5
+1.7
−0.75 0.0± 0.5 0.0± 0.5
is seen: bulge parameters have smaller confidence interval than disc parameters. In
particular, bulge magnitude and bulge Se´rsic index are not well constrained however,
strong systematic bias is not observed for both components.
From the top to bottom in the third column of the Figure 2.18, the same marginal
parameter posteriors are shown for rb[PSF FWHM] > 4.0 (red), 2 < rb[PSF FWHM] <
3.0 (green) and rb[PSF FWHM] < 1.0 (blue) bulge radius. As galaxy rb becomes
smaller, the posterior of B/T, bulge magnitude and bulge Se´rsic index becomes
broader. In particular, the broadening of bulge Se´rsic index and bulge magnitude
posterior for small bulge galaxies are 2.2 and 0.35 mag respectively. However the pos-
terior distribution of total magnitude and disc magnitude do not vary with different
rb. Overall, the posterior distributions are highly symmetric and unbiased for bulge
dominated galaxies and even though galaxies have small bulge, systematic bias is not
observed.
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(a) Bulge-to-total ratio .vs. sky background (b) total magnitude .vs. sky background
Figure 2.19. A joint error posterior of sky background of the two-component model
with B/T (panel(a)) and total magnitude (panel (b)). The two different contours
represent high (100 < S/N < 150) and low (S/N < 30) S/N bins.
2.5.3 Sky background
A common approach in galaxy 2-d photometry is to fix the sky background to an
independently measured sky background value, to try to reduce the model degeneracy
and parameter estimation bias. Although fixing sky background after careful mea-
surements demonstrates an improvement by eliminating a systematic bias in galaxy
morphology parameter estimation (Simard et al. 2011), the accurate measurement of
the sky background is a challenging task since a systematic variation in the measured
sky background can be as large as 10% in optical band (e.g. Blanton et al. 2011) and
even larger in the NIR.
As we showed in YWK2011 using single Se´rsic simulated galaxies, a sky back-
ground variation by less than 0.2% can change the estimation of the other parameters
by much more, e.g. the total magnitude is biased by 0.2 mag. Moreover the true sky
background is not known and the best estimate of sky background must have a bias
no matter how precisely the sky background measurement is made, which propagates
into the final inference.
Figure 2.19 shows a joint marginal posterior of sky background with B/T and
total magnitude. The green contour is an ensemble posterior of the low S/N galaxies
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(S/N < 30) and the cyan contour is an ensemble posterior of the high S/N galaxies
(100 < S/N < 150). We find that the low and high S/N galaxies explains the shape
of the contour. For both galaxy groups, we do not see a bias in the sky background.
However a variation of B/T for low S/N galaxies is larger than that for high S/N
galaxies. As a result, in the joint posterior of total magnitude and sky background,
the total magnitude parameter variation for the low S/N galaxies is more sensitive
to the sky background variation than for the high S/N galaxies. Groups of different
B/T and rb do not show any qualitative difference in the joint posterior with the sky
background.
The fit sky background competes with the galaxy’s total magnitude to take flux
and thus shows a strong covariance in the two-component bulge-disc model. Also,
the bulge component has a stronger degeneracy with the sky background than the
disc component. Therefore, a small variance in the sky background causes a large
variance in bulge magnitude and its covariant parameters. For example, in Figure
2.9 we observe that within the 68.3% confidence region, a ±0.2% variation in the sky
background leads to ±1 bulge magnitude variation when B/T is small (B/T < 0.25)
and in Figure 2.11 we observe that the same variation in the sky background (±0.2%)
leads to ±0.5 disc magnitude variation when B/T is large (B/T > 0.6).
Given that it is a daunting task to achieve a less than 1% variation in the sky
background measurement, we strongly advocate varying the sky background as a
model parameter and characterising the full covariance between galaxy parameters
and the sky background, as we have done in this work.
2.5.4 The effects of prior choice
In this section, we illustrate the effect of prior choice on the ensemble posterior
to emphasize the importance of using an informative prior. To start, we consider
the ensemble posterior distribution of galaxy Se´rsic index n and half-light radius re
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Figure 2.20. Ensemble posterior of Se´rsic index n for the single Se´rsic model galaxies
in §2.3.1. Circles are the input distribution of n. The blue solid line is the posterior
with a prior that is the same distribution as the input distribution and the red solid
line is the posterior with prior using a uniform probability between 0.5 and 10.0.
for single Se´rsic model galaxies whose n is sampled from a log-normal distribution:
lnn ∼ N (ln 1.5, 0.52) (see §2.3.1) and whose re is sampled using Equation (2.12). We
test two different priors for both parameters: a uniform probability distribution and
the same distribution as the input distribution of the simulated galaxy catalog, which
is not practical in a real situation but represents the most perfect prior that one could
choose.
In Figure 2.20, we show ensemble posterior of Se´rsic index n for single Se´rsic
model galaxies in §2.3.1. Circles are the input distribution. The blue solid line is
the ensemble posterior using the same prior as the input distribution and the red
solid line is the ensemble posterior using a uniform probability between 0.5 and 10.0.
The posterior distribution of n from these two different priors are close to the true
distribution, i.e. the choice of priors does not change the posterior very much. Also,
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Figure 2.21. The same as Figure 2.20 but shows the ensemble posterior of galaxy
half-light radius re.
the posterior distribution of re is close to the true underlying distribution, independent
of prior choice, as shown in Figure 2.21.
This nearly prior-independent inference owes to the strong likelihood that domi-
nates the posterior. A majority of this galaxy sample has a small Se´rsic index, n < 2.0.
The likelihood of n for these galaxies has a strong mode as shown in YWK2011 and,
therefore, the posterior is not significantly affected by choosing different priors. How-
ever, as n becomes large, the Se´rsic model parameters are highly covariant and the
likelihood of n is asymmetric and does not have a sharp peak. Therefore we expect
that if a galaxy population has an underlying Se´rsic index distribution dominated by
large n, e.g. n = 4 for elliptical galaxies, the posterior of n would be significantly
affected by prior choice; the parameter posterior without any constraint from infor-
mative prior will be dominated by the likelihood and thus be subject to the model
parameter covariances.
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Figure 2.22. Ensemble posterior of Se´rsic index n for elliptical galaxies in §2.3.2.
Circles are the input distribution of n used for generating the galaxy samples. The
blue solid line is the posterior with a prior that is the same distribution as the input
distribution and the red solid line is the posterior with a uniform prior between 0.5
and 10.0.
(a) Uniform prior (b) Updated prior
Figure 2.23. Ensemble posterior of Se´rsic index n for elliptical galaxies in §2.3.2.
Circles are the input distribution of n. Panel(a): charcoal dashed line is the posterior
generated with uniform prior as shown in red in Figure 2.22. The blue solid line is the
posterior for the galaxies with S/N > 60 and the red solid line is the posterior for the
galaxies with S/N ≤ 60. Panel(b): Charcoal dashed line is the posterior generated
using the updated prior. The blue solid line is the posterior for the galaxies with
S/N > 60 and the red solid line is the posterior for the galaxies with S/N ≤ 60.
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This expectation is confirmed by Figure 2.22 where we show the ensemble posterior
of n for elliptical galaxies, generated from Se´rsic profiles with a normal distribution for
n with a mean of 4 and a σ of 0.33. Circles represent the distribution used to generate
the samples. The blue solid line is the posterior generated using the prior that is the
same as the true underlying distribution, i.e. the perfect prior and the red solid line is
the posterior using the uniform probability between 0.5 and 10.0. The posterior with
the uniform prior is more diffuse and asymmetric than that found using the ‘perfect’
prior since the posterior with the uniform prior is dominated by the likelihood, which
is asymmetric with a significant probability at large n. The posterior generated with
the ‘perfect’ prior is close to the true underlying distribution of n.
In Figure 2.23, we compare the marginal posterior generated using a uniform
prior and that using the updated prior. Panel(a) in Figure 2.23 shows the marginal
posterior distribution of n, using a uniform prior as the charcoal dashed line (the
same as the red line in Figure 2.22). We sub-divide the sample into two groups: low
S/N (red) and high S/N(blue). One can easily see that the posterior of n for low S/N
galaxies is broader than the posterior for high S/N galaxies and has a tail to high
n. Panel(b) in Figure 2.23 shows the case of using the updated prior as described
in §2.4.3. The improvement in the posterior for low S/N galaxies using the updated
prior is significant, with most of the large n tail removed.
In Figure 2.24, we show the posterior of B/T and nb parameter in the two-
component model using the different priors: a uniform prior (green) without pa-
rameter constraint, an informative prior (blue) discussed in §2.4.2, and an updated
prior (red) discussed in §2.4.3. The distribution of the true parameter values is shown
as the black line. The broad posterior distribution generated using a uniform prior
becomes more compact when one uses an informative prior and even more so with
updated prior. Although the uniform prior without parameter constraints allows a
strong parameter covariance in the model and broadens the marginal posterior distri-
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Figure 2.24. Marginal posterior distribution of nb and B/T in the two-component
model, using uniform (green), informative (blue) and updated (red) prior.
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bution, the distribution has the same mode as the other improved priors and is not
severely biased. The uncertainties in parameter estimation both in accuracy and in
the tail to large values are reduced by using an informative prior having parameter
constraints (blue). A further improvement can be achieved by using an updated prior
(red) which also contains the parameter covariance information, which implies that
the effect of parameter covariance on the inference that is not taken into account in
the informative prior, is significant. This result clearly indicates the importance of up-
dating the prior by using the full covariance information from the ensemble posterior
for a subset of the sample. The prior update also improves the marginal likelihood
integral and increases the Bayes factor model comparison results, as we show in the
next section.
The results of prior sensitivity tests for different S/N illustrates an important
aspect of Bayesian statistics: if we keep adding more data (i.e. higher S/N), the
posterior becomes less biased by the prior. In other words, adding more photons in
the CCD image will eventually make the posterior unbiased.
In real observations of a large sample of galaxies, a significant fraction of the
data has low S/N and the model of galaxy surface brightness might not be well
understood. Although Se´rsic models are widely used owing to their flexibility to
describe a range of galaxy types from early type to late type galaxies, it may not be
a good model to study the statistical distributions of a large galaxy population owing
to the weak statistical power of its likelihood to constrain the model parameters. This
is a cautionary message to the community that careful characterization of a model
and the data is essential to draw a robust conclusion, using galaxy surface brightness
modeling. Rather than relying on simple maximum likelihood solution, one needs
to fully utilise the parameter posterior with carefully chosen prior to make robust
conclusions on the whole population of galaxies that one aims to study.
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2.5.5 Bayesian model comparison
For galaxy bulge-disc decomposition analysis, a reliable classification of galaxy as
one-component Se´rsic or two-component bulge-disc galaxy is essential. In Bayesian
statistics, this is a hypothesis test and the Bayes factor provides a formally correct
way of comparing two hypotheses. We test two simple hypotheses on the galaxy
surface brightness distribution. The null hypothesis (H0) is the one-component model
(i.e. single Se´rsic) and the alternative hypothesis (H1) is the two-component model
composed of Se´rsic bulge and exponential disc. We compare the Bayes factor for each
galaxy by the numerical integral of tessellated volume associated with the probability
as described in §2.2. We show a cumulative distribution of the Bayes factor (log10B10)
for all truly single component and truly bulge-disc galaxies in Figure 2.25. If a galaxy
is truly one-component galaxy, the log10 of its Bayes factor should be smaller than 0.
If a galaxy is truly a bulge-disc galaxy, the log10 of its Bayes factor should be larger
than 0. Each line indicates the fraction of galaxies accumulated up to a certain Bayes
factor. Red and blue lines are the results for simulated single Se´rsic galaxies and
bulge-disc galaxies respectively. Dotted lines are the result of the galaxy sub-sample
(225 bulge-disc galaxies out of 1061 and 75 elliptical galaxies out of 325) that was used
for updating the prior and themselves used the informative prior. For this sub-sample,
we observe that 96% of single Se´rsic galaxies are classified correctly (log10B10 < 0)
as are 88% of bulge-disc galaxies (log10B10 > 0).
Then we update the prior for one-component inference using all galaxies with
log10B10 < 0 including the 12% of bulge-disc galaxies misclassified as one-component
galaxies. The prior for two-component model is updated by using all galaxies with
log10B10 > 0 including the 4% of one-component galaxies misclassified as bulge-disc
galaxies. The solid line is the result of the remaining galaxy sample using this updated
prior. The galaxies are more clearly separated by log10B10 = 0 with significantly
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Figure 2.25. The cumulative distribution of Bayes factor for two hypothesis: the
two-component model (H1) and the one-component model (H0). The red line is the
Bayes factor distribution for the one-component galaxy population and blue line is
the distribution for the bulge-disc galaxy population. The dotted lines are the results
from the subsample for updating the prior. The solid lines are the results for the rest
of the sample using the updated prior. We adopt a log10B10 = 0 as the classification
cut.
reduced error fraction: from 4% to 0.4% for single Se´rsic galaxies and from 12% to
4% for bulge-disc galaxies.
Figure 2.26 shows the Bayes factor distribution as a function of galaxy S/N, for
one-component and two-component models. For one-component models, the larger
the galaxy S/N, the more strongly the Bayes factor supports the one-component
model. For two-component models, if a galaxy is a genuine bulge-disc galaxy, the
Bayes factor is large and strongly support the two-component model. Like the one-
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(a) One-component (b) Two-component
Figure 2.26. Bayes factor distribution as a function of galaxy S/N.
component model, the ambiguity in Bayes factor is reduced as the galaxy S/N in-
creases.
It is also interesting to look at the parameter inference of the ‘wrong’ model since
misclassification is always possible. If a genuine bulge-disc galaxy is modeled by a
one-component model, the posterior distribution of total magnitude of the galaxy
inferred by the Se´rsic profile is biased to smaller values (i.e. brighter) than the true
magnitude since the outskirts of the galaxy, which has exponential disc profile, are
degenerate with the background and the background flux is ‘stolen’ by the Se´rsic
model. This bias in magnitude leads to a bias in the other parameters.
This trend is clearly seen in Figures 2.27 and 2.28, which show an ensemble param-
eter error posterior of one-component model fits to the genuine bulge-disc galaxies, for
low and high S/N respectively. For low S/N bulge-disc galaxies (see Figure 2.27), the
one-component model inference is biased: the total luminosity and half-light radius
are overestimated and the sky background is slightly overestimated to compensate
for the luminosity overestimate (i.e. magnitude underestimate). However, the 68.3%
confidence region still encloses the true parameters. In contrast, for high S/N bulge-
disc galaxies (see Figure 2.28), the bias becomes more significant: the true parameters
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are not in the 68.3% confidence region. The total luminosity and half-light radius are
overestimated and the sky background underestimated. Therefore, using the Bayes
factor as a decisive cut to divide galaxies into single Se´rsic and bulge-disc galaxies,
introduces a bias owing to the choice of the wrong model and perhaps one should not
consider the Bayes factor as a single summary value for model selection.
Recently Jenkins & Peacock (2011) investigated the ‘dispersion’ of the Bayes factor
as a statistic over an ensemble of random realisations of the data and showed that
the Bayes factor approximated by a Gaussian (i.e. the Laplace approximation) can
have an intrinsically large dispersion and that its performance largely depends on the
signal-to-noise ratio. They argue that the Bayes factor is a noisy statistic, and thus
it may not be sensible to decide to accept or reject a model based solely on whether
the Bayes factor reaches some threshold value. They also argue that when the two
models are nested, i.e. one model is a subset of the other in parameters space, the
dispersion is small.
We note that each galaxy in this study (or in observed samples) is a single re-
alisation of the underlying model, and that the Bayes factor for each galaxy has an
intrinsic dispersion by nature, and hence cannot be used to determine the type of an
individual galaxy decisively. To understand the morphological properties of galaxies
that belong to different galaxy types (i.e. Se´rsic and bulge-disc), using ensemble of
galaxies uniquely realised from the parameter space of the each galaxy type, the Bayes
factor should be propagated into the statistical ensemble inference. Therefore, in the
next section we weight all MCMC samples by the Bayes factor when we characterise
the statistical distribution of the ensemble posterior: if a galaxy has a Bayes factor
B10, all MCMC samples of the one-component model of that galaxy are weighted
by 1
1+B10
and all MCMC samples of the two-component inference of that galaxy are
weighted by B10
1+B10
. By doing this, we make the model inference conditional on the
corresponding hypothesis, i.e. one-component or two-component.
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Figure 2.27. Posterior marginals of one-component model inference (i.e. wrong
model) to bulge-disc galaxies with S/N < 30.
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Figure 2.28. Posterior marginals of one-component model inference (i.e. wrong
model) to bulge-disc galaxies with 100 < S/N < 150.
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2.5.6 Statistical inferences of the galaxy populations
Statistical inferences of galaxy populations are increasingly important owing to
the large and comprehensive data sets from current and forthcoming multi-wavelength
galaxy surveys. In the past scatter plots of parameters have been widely used in
studies of galaxy structure. However, the best-fit parameter alone can not correctly
assess the probabilistic significance of the entire parameter space and often biases
one’s view of galaxy morphology. This can be significantly improved by incorporating
the full parameter posterior as demonstrated in YWK2011.
A large number of posterior MCMC samples from each galaxy in the survey catalog
provides a statistical framework so that one can probabilistically measure the galaxy
morphological parameters with confidence levels and infer the morphology distribu-
tion of entire galaxy populations by using the ensemble of posterior MCMC samples.
In addition, the updated prior improves our inference on low S/N galaxies from the
survey. In this section, we illustrate how to infer the intrinsic distributions of galaxy
population properties including univariate (e.g. luminosity, size and Se´rsic index)
and bivariate (e.g. size-magnitude relation) distributions by utilising the ensemble
posterior samples of simulated galaxies inferred using the updated prior.
2.5.6.1 Univariate distributions
First, let us consider the ensemble distributions of Se´rsic index n. Figure 2.29
shows the Se´rsic index distribution of simulated elliptical galaxies. The red curve is
the distribution of the true values. We select 11% of the posterior MCMC sample from
each galaxy by 100 bootstrap samplings and generate the Se´rsic index distribution
using the ensemble posterior of these bootstrap samples at each time. Then 100
Se´rsic index distributions are used to estimate the median distribution (grey curve)
and the 90% confidence region (shaded region). The median distribution is close to
the intrinsic distribution. We can also assign a confidence interval to our inference
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Figure 2.29. Ensemble posterior of Se´rsic index n for single Se´rsic galaxies in §2.3.2.
The red curve is the true distribution. 11% of the posterior MCMC sample from
each galaxy is sampled 100 times and at each time. The ensemble posterior from
bootstrapped posterior MCMC samples are used to generated the distribution. The
grey curve is the median of these 100 distributions and the shaded region covers the
90
of the distribution by bootstrap sampling, shown as the grey band in Figure 2.29.
Although the inference is much more reliable than the case of using a uniform prior
and close to the correct answer, there is still a probability excess at large n owing to
parameter covariance, which becomes more severe with increasing n.
In Figure 2.30, we show the bulge Se´rsic index (nb) distribution for bulge-disc
galaxies in the same manner as Figure 2.29. Although the inferred distribution is
close to the correct distribution, we observe a significant probability excess at large
nb. After we applied galaxy S/N cut, B/T cut and rb cut, we found that galaxies with
small bulges (small rb) cause the deviation; galaxies with a small bulge have a very
broad nb distribution with a slight upward bias as shown in panel (e) of Figure 2.18.
We also show the distribution of bulge-to-disc radio (B/D) in Figure 2.31. Although
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(a) Total (b) Large bulge
Figure 2.30. Ensemble posterior of bulge Se´rsic index n for bulge and disc galaxies
in §2.3.2. Panel(a) is the result including all galaxies and panel (b) is the result for
the galaxies with large (rb > 2PSF FWHM) bulge. See the caption for Fig. 2.29 for
further explanation.
Figure 2.31. Ensemble posterior of B/D for bulge and disc galaxies in §2.3.2. See
the caption for Fig. 2.29.
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Figure 2.32. Luminosity function of simulated elliptical galaxies in §2.3.1. Red
curve is the true distribution. 11% of the posterior MCMC sample from each galaxy
is sampled 100 times and at each time. The ensemble posterior from bootstrapped
posterior MCMC samples are used to generated the distribution. The grey curve
is the median of these 100 distributions and the shaded region represents the 90%
confidence interval. All distributions are normalised to 1.
the posterior distribution is not exactly the same as the true sample distribution,
they are very close. The small deviations also owe to small bulges.
Second, we show the ensemble distributions of galaxy luminosity, i.e. luminosity
functions of single Se´rsic galaxies in Figure 2.32 and for bulge and disc components
in Figure 2.33. All distributions are normalised to 1. The luminosity function of
elliptical galaxies modeled by one-component Se´rsic profiles shown in Figure 2.32 is
very close to the true distribution (red solid line) although the median distribution
(grey solid line) shows a tiny discrepancy at both the faint and bright ends. Also the
confidence intervals (shaded region) is very narrow. Compared to the Se´rsic index
parameter, the magnitude parameter inference is much more reliable.
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(a) bulge luminosity function
(b) disc luminosity function
Figure 2.33. Luminosity function of simulated bulge and disc galaxies in §2.3.2.
The solid line is the true distribution and the dashed line is the median distribution
with the shaded region enclosing the 90% confidence interval. All distributions are
normalised to 1.
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In Figure 2.33 we show the luminosity function for bulge and disc component sep-
arately. The solid blue line is the true distribution and the dashed line is the median
distribution with the shaded region enclosing the 90% confidence interval. Figure
2.33(a) and Figure 2.33(b) show the bulge and disc luminosity function inferred by
the Galphat two-component model. An overall agreement with the true magnitude
distribution is good but not as much as good for that of single Se´rsic galaxies: small
(≈ 0.05dex) deviation at both faint and bright end is seen. This is largely because of
the bias owing to the degeneracy between bulge, disc, and sky background, which is
stronger than the one-component model degeneracy.
2.5.6.2 Bivariate distributions
In many cases, one wants to know the galaxy parameter correlations (also known as
scaling relations) and use them to try to understand galaxy formation and evolution.
However, relations based on the best-fit parameter approach might be subject to a
pseudo correlation owing to inherent model parameter covariance and this motivates
the use of the full parameter posterior distribution (YWK2011). We test the recovery
of a correlation, the magnitude-size relation incorporated in the simulated galaxy
catalog.
In Figure 2.34, we show the distribution of the total magnitude (MAG) and
half-light radius (re) of the simulated single Se´rsic galaxies sampled from the size-
magnitude correlation (see Equation (2.13)) using a red circle. The black contours
are the 30, 50, 68.5, 95, 99% confidence levels of the ensemble joint posterior distribu-
tion of MAG and re for the galaxies, inferred by Galphat. The inferred correlation
using the joint parameter distribution follows the true distribution, the red circle,
very well. Figure 2.35 shows the distribution of the total magnitude of the bulge
(MAGb) and the bulge half-light radius (re) with the same contour levels for bulge-
disc galaxies. Although the joint posterior distribution and the true distribution is
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Figure 2.34. Magnitude and size relation of simulated elliptical galaxies in §2.3.1.
75 out of 325 galaxies were modeled using a uniform prior for n and their ensemble
posterior was used for the prior of the rest of sample. Red circles are the true input
values for these galaxies. Contours are 30, 50, 68.5, 95, 99% confidence levels.
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Figure 2.35. Bulge magnitude and bulge size relation of simulated bulge and disc
galaxies in §2.3.2. 200 out of 1061 galaxies were modeled using a uniform prior for n
and rd/rb and their ensemble posterior was used for the prior of the rest of sample (i.e.
861 galaxies). Red circles are the true input values for these 861 galaxies. Contours
are 30, 50, 68.5, 95, 99% confidence levels.
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(a) A scatter plot from revised bulge-disc
model
(b) A scatter plot from old bulge-disc model
Figure 2.36. Joint posterior of B/T and nb from the two-component model using
the updated prior. The cyan dots are the best-fit parameters from the posterior
maximum. Dots in panel (a) are from the posterior maximum of the revised two-
component model and dots in panel (b) are from the posterior maximum of the old
naive mixture bulge-disc model without parameter covariance. Interestingly a fake
correlation between B/T and nb appears in panel (b).
similar to each other, the joint posterior is broader than the case of single Se´rsic
model. Galphat successfully recovers the input correlation.
We also investigate the possibility of fake correlations coupled by model parameter
covariances. Since there is no correlation between B/T and nb in our simulated galaxy
catalog, we should not see any covariance of these two parameters. Figure 2.36 shows a
joint parameter posterior of B/T and nb using color contours. On top of the contours,
we also plot the best-fit parameters from the posterior maximum. Panel (a) is the
joint posterior and the best-fit parameter scatter plot from the revised two-component
model. Panel (b) is the same joint posterior and the best-fit parameters from the
posterior maximum of a naive bulge-disc model without parameter constraints. Panel
(a) shows no correlation in the scatter plot. However one might interpret the scatter
plot in panel (b) as a correlation between B/T and rb. This apparent fake correlation
is driven by model parameter covariance and degeneracy. Similarly we showed that
a fake correlation between the galaxy half-light radius and Se´rsic index can arise
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from Se´rsic model parameter covariance in YWK2011. This demonstrates potential
hazards in the interpretation of galaxy bulge-disc morphology parameter distributions
based on a scatter plot using best-fit parameters from poorly constrained bulge-disc
models.
The Galphat recovery of statistical distributions of galaxy morphology including
the luminosity distribution, the Se´rsic index distribution, the B/T distribution, and
the size-magnitude distribution, are remarkably good although a small bias from
galaxies with small bulges, smaller than the PSF, is seen seen in the nb distribution.
The full posterior distribution suppresses biases in the inference based on maximum
likelihood best-fit parameters and the updated prior improves the reliability of the
inference. This approach is very promising in real galaxy analysis, to accurately
characterise galaxy morphology distributions by discovering new correlations or by
nullifying previously claimed correlations.
2.6 Conclusions
In this paper, we focused on the application of Galphat to the bulge-disc de-
composition analysis using a realistic ensemble of galaxy images and discussed the
effect of prior choice, Bayesian model comparison, and ensemble inferences of galaxy
morphology. This study demonstrates that an informative prior and reliable model
comparison methods are essential to improve the inference of bulge and disc model
parameters which provide key information to understand the evolution of galaxy pop-
ulations roughly characterised two types: single Se´rsic and bulge-disc.
Using single and mixture populations of simulated galaxies with realistic observa-
tional parameter correlations, we compared the parameter posterior from uniform and
informative priors, and tested the Bayes factor model comparison methods. Then we
illustrated how we can utilize the posterior MCMC samples to make reliable inferences
of galaxy morphology. We summarise our main conclusion.
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2.6.1 Parameter covariance
A naive mixture of Se´rsic bulge and exponential disc without parameter con-
straints introduces a bias in the parameter inference. We impose a mutual parameter
constraint and informative priors for two-component bulge-disc models.
It has been shown that the magnitude, size, and Se´rsic index parameters of a
galaxy are strongly covariant in YWK2011 and this intra-covariance combined with
the inter-covariance between model components biases the inference. Therefore, for
the best use of the measured values, the total magnitude and the characteristic radius
in the galaxy survey catalog, we use the total magnitude and half-light radius of the
entire galaxy as model parameters with informative priors from empirical models of
measurement uncertainty and range. Then we assign bulge and disc half-light radius
for four independent model parameters: bulge-to-disc ratio B/D, ratio of disc and
bulge half-light radius rd/rb, bulge Se´rsic index n and half-light radius of the galaxy
rh, and the relation between B/D, rb, rd, n and rh (see Equation (2.23)). This
informative prior and parameter constraint alleviate the parameter covariance and
model degeneracy, and improve the model inference of the bulge and disc.
Using this revised two-component model, we showed from the ensemble posteriors
of selected two-component model parameters of simulated bulge and disc galaxies
for three B/T bins (i.e. B/T < 0.25, 0.45 < B/T < 0.5 and B/T > 0.6) having
approximately same number of galaxies that, as B/T increases, the bulge parameter
posterior distribution becomes more compact and the disc parameter posterior dis-
tribution becomes broad, this trend is opposite when B/T decreases. If either the
bulge or disc becomes dominant, the parameter inference of the minor component is
strongly subject to the parameter covariance of the major component. Also, we do
not see a significant difference in the bulge parameter posteriors for different B/T if
the galaxies have large bulges (rb > 3.5×PSF FWHM). However, if the galaxies have
small bulges (rb < PSF FWHM), there is a significant difference in the parameter co-
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variance for large B/T galaxies and small B/T galaxies; the parameter posterior is
broader and the confidence region is larger for the small B/T galaxies.
Because of this complex parameter covariance in Se´rsic models, previous analyses
based on conventional model fitting algorithms that have used a part of the image
data, e.g. the central region or outskirts to fit either the bulge or disc component and
then fixed the best parameter in a next model fitting procedure, or have fixed the
bulge to n = 4 are flawed. Parameter covariance and degeneracy must be fully taken
into account in the inference otherwise it is impossible to know the biases introduced
by this ad-hoc procedure, and this can be achieved by utilising the full posterior
probability from MCMC.
2.6.2 Parameter uncertainty
We also summarise the uncertainties of total magnitude, B/T, bulge magnitude,
disc magnitude and nb for different S/N, B/T and rb bins to understand which is the
most significant factor to determine the parameter uncertainties. We find that: (1)
galaxy S/N affects the parameter uncertainty in the same direction for all of these
parameters; the uncertainty decreases with increasing S/N, (2) galaxy B/T affects
the parameter uncertainty in a different way: with decreasing B/T, the uncertainty
of the disc component parameters decreases while the uncertainty of the bulge com-
ponent parameters increases, (3) galaxy rb affects bulge parameters only (B/T, bulge
magnitude and nb): the bulge parameter uncertainty increases with decreasing rb. If
galaxy S/N, B/Tand rb is smaller than 10, 0.1 and PSF FWHM, the parameters do
not only have large error but also have biases: bulge Se´rsic index parameter error
posterior mode is biased from the true values by +0.8, +0.08 and +0.5 for each case.
We also find that if galaxy S/N is larger than 20 and the galaxy bulge radius is larger
than 2 PSF FWHM, there is no significant improvement in narrowing parameter un-
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certainty. The parameter error and bias of the error posterior mode are summarised
in Table 2.2.
2.6.3 Sky background
We find that the covariance of the sky background with other parameters depends
on galaxy S/N. For the same sky background variation, the resulting variations of
total magnitude and B/T parameter for the low S/N galaxies are larger than that for
the high S/N galaxies. We also find that sub-percent level sky background variations
can lead to a ±1 variations in bulge magnitude and a ±0.5 variation in disc magnitude
depending on galaxy B/T. Given that the sky background variation in galaxy surveys
is in general much larger than the sky background variation we observe in this study,
the sky background should not be fixed a priori and must be incorporated as a free
parameter and then the full parameter covariance can be characterised.
2.6.4 Effects of prior choice
It is important to choose reasonable parameter priors that embody previous astro-
nomical experience since the posterior can be significantly modified by the prior when
galaxy S/N is low and the likelihood is diffuse. We showed the ensemble posterior
distributions of n and re for single component Se´rsic galaxies with small n ∼ 1.5.
The differences between using the different priors, uniform and exact input distribu-
tion, is negligible because the majority of galaxies have small n and the likelihood
for small n galaxies has a strong and symmetric peak around the true value. The
n distribution for single Se´rsic galaxies with n ∼ 4 shows a noticeable difference be-
tween the uniform and the exact input distribution prior: the ensemble posterior of
n with uniform prior is broader than that with the exact input distribution prior and
low S/N galaxies have a broader distribution than high S/N galaxies. For bulge-disc
galaxies, the bulge Se´rsic index distribution and the B/T distribution show that en-
semble inference from the uniform prior without parameter constraint is far from the
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distribution of true values owing to the exacerbated parameter covariance caused by
model degeneracy. The informative prior in the revised two-component bulge-disc
model significantly improves the inference. Furthermore, if we use a more informa-
tive prior directly updated from the sub-sample and having parameter covariance
information, the inference becomes closer to the true distribution. These examples
strongly motivate the need of the best possible and careful effort to update the prior.
2.6.5 Model comparisons
The probabilistic significance of galaxy surface brightness model can be accessed
by the Bayes factor, which is a ratio of the marginal likelihood of one model to the
other. The marginal likelihood of one- and two-component models are computed by
integrating the probabilities in the region of the posterior mode uniformly sampled by
large (e.g. 106) number of points and then tessellated by an ORB tree. The numerical
accuracy and convergence of this approach is well tested for multidimensional (up to
12 dimension) Gaussian mixture, showing an almost unbiased estimate with small
marginal likelihood variance (e.g. σlogZ ≈ 0.03). This approach provides enough
precision for our Bayes factor model comparison.
From the Bayes factor distribution of single Se´rsic and bulge-disc galaxies, if
we choose a Bayes factor of 0 as a cut to discriminate one-component and two-
component models, we observe that 4% and 12% of truly one-component elliptical
and two-component bulge-disc galaxies, respectively, have a Bayes factor support-
ing the ‘wrong’ model. However if we use the updated prior using the galaxies in
each type, including a small contribution from misclassified ones, these errors become
small: 0.4% error for single Se´rsic galaxies and 4% for bulge-disc galaxies. The Bayes
factor model comparison from accurate marginal likelihood integrals is very reliable
with an order of 1% mis-classification error.
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Furthermore, given that the Bayes factor is a noisy statistic (Jenkins & Peacock
2011) and galaxy image data is one unique realisation from the observation, it is more
appropriate to incorporate the Bayes factor into the parameter inference by weighting
the posterior sample rather than just using it as a decisive cut to classify the galaxies.
2.6.6 Ensemble inferences
We make an ensemble inference using the updated prior from the sub-samples of
single Se´rsic and bulge-disc galaxies. All the samples are weighted by the Bayes factor
to incorporate the model probability into the parameter inference.
First, the Se´rsic index distribution and luminosity functions are shown as examples
of the study of univariate galaxy morphology distributions. For simulated single
Se´rsic galaxies, an ensemble of Se´rsic index distributions from bootstrap sampling
of the ensemble posterior is very close to the intrinsic distribution. The median of
the ensemble distribution shows a probability distribution significantly suppressed at
large n, which was prominent in the case of uniform prior, and the bootstrap sample
provides an error of the inference. The luminosity function of single Se´rsic galaxies
is also very close to the intrinsic distribution with little deviation at both the bright
and faint ends. The luminosity functions of bulges and disc derived by bulge-disc
decomposition shows an overall good agreement but noticeable deviations (less than
0.05 dex) from the true distribution are seen at the bright and the faint ends. One
can expect this deviation because there is stronger parameter covariance and model
degeneracy in the two-component model, causing a bias in the inference.
Second, the well established size-magnitude correlation in previous observations
were simulated in the mock galaxy catalog and the recovery of the correlation was
tested using joint parameter posteriors with statistical confidence levels. For the
single Se´rsic galaxies, the inferred size-magnitude relation from the ensemble joint
posterior closely follows the true distribution of the galaxy population without sig-
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nificant dilution. However, for the bulge and disc galaxy population, although the
inferred relation encloses the true distribution, the confidence region is broad com-
pared to the single Se´rsic case, and is also caused by parameter covariance and model
degeneracy in the two-component model, which is stronger and more complex than
in the one-component model.
Third, the joint posterior of intrinsically uncorrelated parameters: B/T and nb in
this study, does not show any covariance and a scatter plot of the best-fit parameters at
the posterior maximum also does not show any covariance. However, if we use a naive
mixture of bulge and disc without the parameter constraints introduced in this study
and plot the best-fit parameters at the maximum posterior, the distribution of the best-
fit parameters does show a fake trend between B/T and nb, which is driven by model
parameter covariances and degeneracies. This is an important demonstration that
using galaxy morphology parameter correlations inferred from the best-fit parameters
from poorly constrained bulge-disc models is foolhardy. One should carefully design
the model and characterise the full parameter posterior to avoid a biased inference.
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CHAPTER 3
BAYESIAN CENSUS OF NEAR-INFRARED GALAXY
MORPHOLOGY IN THE TWO MICRON ALL SKY
SURVEY: PILOT STUDY
3.1 Introduction
The assembly of galaxies and the origin of their morphology are fundamental
issues in galaxy formation and evolution. Recent studies of galaxy formation and
evolution using numerical simulation (e.g. Abadi et al. 2003; Croft et al. 2009) and
semi-analytic (e.g. Parry et al. 2009; Benson & Devereux 2010) approach predict
the formation and evolution of galaxies from the formation epoch to the present,
incorporating the initial conditions from cosmology and the physics of dark matter
and baryon inferred from a variety of observations in local and distant universe.
The distribution of morphological properties is key to comparing various hypotheses
of galaxy formation. Numerous studies of galaxy morphology are now available.
In particular recent large scale surveys like the Sloan Digital Sky Survey (SDSS,
York. etal. 2000) and the Two Micron All Sky Survey (2MASS, Skrutskie et al. 1997;
Skrutskie 2006) enable the statistical inference of galaxy morphology distribution
using complete and homogeneous samples.
One of the most important discoveries from the SDSS is a bimodality of galaxy
properties: for example, in color-magnitude space (e.g. Baldry et al. 2004) and color-
Se´rsic index space (e.g. Driver et al. 2006). This observed bimodality appears to orig-
inate from the two different galaxy populations: 1) early type galaxies, characterised
by a smooth and concentrated surface brightness profile, an old stellar population
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with weak star formation activity and red color; and 2) late type galaxies, charac-
terised by two-component bulge and disc profile, young stellar population with active
star formation and blue color.
Pioneering work by White & Frenk (1991) claimed that this bimodality naturally
follows from the differential importance of mergers and gas accretion in the hierar-
chical galaxy formation scenario: late type galaxies within dark matter halo grow by
gas accretion and early type galaxies grow by successive mergers. Later works refined
these predictions and tried to explain observed distributions of their morphology.
Toomre (1977) first proposed that mergers can form elliptical galaxies and since
then numerous high resolution simulations have shown that major mergers, or succes-
sive minor mergers, can make a spheroid with properties similar to elliptical galaxies
(e.g. Barnes & Hernquist 1996; Naab & Burkert 2003; Cox et al. 2006). Although
which merger (minor or major) is more important (e.g. Parry et al. 2009) or how
fast elliptical galaxies grow their size (Naab et al. 2007), are still not well known, the
formation process of elliptical galaxies by merger is a widely accepted theory.
However the details of bulge formation and bulge–disc interaction remains an in-
teresting open question. Recent observational works (e.g. Kormendy & Kennicutt
2004; Gadotti 2009) classify bulges as classical bulges and pseudo bulges. Bulge dom-
inated galaxies have classical bulges and disc dominated galaxies have pseudo bulges
(e.g. Zavala et al. 2012). The formation of classical and pseudo bulges can be un-
derstood in both the merger (e.g. Hopkins et al. 2009) and secular evolution (e.g.
Athanassoula 2005; Combes 2009) scenarios. Hopkins et al. (2010) predicts that ma-
jor mergers forms massive bulges and minor mergers forms low-mass bulges, and the
relative importance of mergers in a particular galaxy is correlated with the galaxy’s
bulge-to-total ratio B/T, and also predict a quantitative distribution of galaxy B/T
distribution at different redshift.
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Therefore, for a quantitative comparison to the theory and observation, a reliable
measurement of galaxy morphology in particular by bulge-disc decomposition, using
large number of complete statistical sample becomes increasingly important to un-
derstand how the three major components of galaxy population (elliptical, bulge and
disc) are forming and evolving over Cosmic time. However, automatic and reliable
quantification of galaxy morphology remains challenging. For example, a conven-
tional choice of fixing sky background during the galaxy surface brightness modelling
causes a serious bias in the final inference owing to the strong parameter covariance
in the model (e.g. Guo et al. 2009). Also, the inference based on scatter plots of
the best-fit parameters from the fitting can easily fool oneself by introducing a fake
correlation between parameters not from the galaxy themselves but from the model
covariance. Furthermore one has to classify galaxies into elliptical and bulge-disc
galaxy, to investigate the properties of different galaxy population. However this is
a model comparison and a difficult task with classical statistics, e.g. a χ2 likelihood
function and likelihood ratios,
Yoon et al. (2011, 2012c) described all these challenges in context of a Bayesian
approach to galaxy surface brightness modelling. In this approach, a full parameter
posterior distribution from galaxy surface brightness model is used for both parame-
ter estimation and model comparison. In this work, we apply Bayesian statistics to
galaxy bulge-disc decomposition analysis, with particular interests in investigating:
1) how much luminosities are distributed in bulge, disc and elliptical galaxies; and
2) how the morphology parameters of these component are correlated, in local Uni-
verse. Although the redshift evolution of these galaxy property distributions are also
essential information to constrain the galaxy formation model, it is beyond the scope
of the current work, and will be addressed in the future.
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3.1.1 The near-infrared luminosity budget in the local Universe
The luminosity distribution in each galaxy morphological component—elliptical,
bulge and disc—is a very strong constraint on galaxy formation models. Recently,
a series of large scale bulge-disc decomposition analyses using SDSS (Benson et al.
2007) and the Millennium Galaxy Catalog (MGC Allen et al. 2006; Driver et al. 2007)
estimated the luminosity functions (LF) of elliptical galaxies and bulge and disc com-
ponents. These measurements were converted to the galaxy stellar mass using optical
mass-to-light ratio. The MGC-based studies report that bulge, disc and spheroid
have 26%, 58% and 13%, respectively, of the stellar mass in local-Universe galax-
ies(Driver et al. 2007). On the other hand, the SDSS-based studies report that disc
and spheroid including bulge and elliptical galaxies share roughly the same amount
of stellar mass (Benson et al. 2007). Although the two results qualitatively agree—
they both observe that the bright end of the luminosity function is dominated by
spheroidal light—the true parameter errors from systematic covariance can be larger
than their error estimate, making the significance of the claim weak.
In addition to the requirement of reliable parameter estimation, the inference of
the luminosity budget in bulge, disc and elliptical galaxies relies on the classification
of each galaxy as a one-component elliptical, often modelled by Se´rsic profile, or
a two-component disc galaxy often modelled by Se´rsic bulge and exponential disc
profile. Although this is a difficult task with classical statistics, e.g. a χ2 likelihood
function and likelihood ratios, the Bayesian approach allows us naturally includes
the classification as a free parameter not only for parameter estimation but also for
model comparison to measure separate luminosity functions for elliptical galaxies,
bulges and discs.
More interesting inference of galaxy formation comes from the stellar mass dis-
tribution which can be directly compared to the theoretical predictions. The recent
large-scale observational studies of galaxy bulge-disc decomposition (e.g. Benson et al.
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2007; Simard et al. 2011; Lackner & Gunn 2012; Allen et al. 2006; Driver et al. 2007)
are based on optical-band surveys. However, optical morphology is a biased tracer of
galaxy stellar mass distribution due to the dust extinction and recent star formation
activity. There are, therefore, larger uncertainties in converting luminosity to stellar
mass for theoretical comparison, owing to a large variation of stellar mass to light ra-
tio (Bell et al. 2003) with galaxy color and age. The near-infrared (NIR) morphology
is the best tracer of stellar mass distribution with the least dust extinction. Detailed
analysis of the local NIR galaxy morphology using a large homogeneous sample al-
lows us to study the end point of the galaxy formation process, which is an important
boundary condition on theories of galaxy formation and evolution.
Although NIR morphology analysis is more difficult than optical owing to the
larger point-spread function and lower resolution of the 2MASS survey, we have ex-
tensively tested this Bayesian approach over wide range of observational conditions
and have demonstrated its successful parameter recovery and complex inference in
the first methodology paper (Yoon et al. 2011, hereafter Paper I) and the second
methodology paper (Yoon et al. 2012c, hereafter Paper II). In this paper, we present
initial results from a 2MASS-based NIR bulge-disc decomposition analysis. A large
sample of galaxies and reliable bulge-disc decomposition methods based on Bayesian
statistics allow us to characterise the NIR luminosity budget in the local Universe, as
an observational reference for galaxy formation theory.
3.1.2 The distributions of galaxy near-infrared morphology parameters
The numerous studies of galaxy morphology parameter correlation have been car-
ried out for detail inference of the formation and evolution of bulge and disc. Some of
correlations, e.g. the size-magnitude relationship are well known and appears robust.
However there are no strong signatures of correlation between other parameters. For
example, although galaxy bulge-to-total ratio B/T is correlated with galaxy morpho-
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logical type (e.g. Graham & Worley 2008) however it is more interesting to know if
B/T is correlated with galaxy luminosity (e.g. Schechter & Dressler 1987; Gavazzi
et al. 1996) or not (e.g. Giuricin et al. 1995) since stellar mass, which can be inferred
from luminosity, is one of the fundamental properties governing galaxy evolution.
Also, correlations between the ratio of bulge and disc size and the bulge fraction B/T
(Gadotti 2009) and correlations between Se´rsic index of elliptical galaxy or galactic
bulge and the galaxy luminosity (e.g. Graham & Guzma´n 2003) or B/T (e.g. Balcells
et al. 2007) have been claimed. However these inferences do not correctly separate
the physically-based correlations and those induced by the model.
There are several recent studies of the NIR (i.e. Ks-band) galaxy morphology
using bulge-disc decomposition analyses for a small (< 200) number of late-type
galaxies (Me´ndez-Abreu et al. 2008; Barway et al. 2009; Laurikainen et al. 2005,
2010). Although it is difficult to infer any galaxy scaling relations based on this
small sample, the correlations between bulge effective radius and disc scale length
and between bulge/disc magnitude and their sizes are known (e.g. Me´ndez-Abreu
et al. 2008; Laurikainen et al. 2010). On the other hand, some of the morphological
parameters do not show a strong correlation. For example, the mild covariance of the
bulge Se´rsic index with B/T and bulge magnitude is observed in the scatter plot (e.g.
Laurikainen et al. 2010) however it is difficult to test galaxy formation hypothesis
given the large scatter of the late type galaxies with small bulge fraction (i.e. Sc
type).
Our Bayesian approach to galaxy bulge-disc decomposition, which has been exten-
sively tested on simulated galaxy sample, naturally handles this situation (Paper II).
This is one of the key motivations of this work. In order to improve the parameter esti-
mation and constrain formation and evolution theories based on the NIR morphology
distribution in local Universe, we use Galphat to infer the galaxy Ks-band morphol-
ogy distribution from a large fraction of 2MASS galaxy sample. 2MASS provides a
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nearly all-sky sample of Ks-band galaxy images and enables the complete census of
galaxy NIR morphology and furthermore the characterisation of galaxy stellar mass
distribution by using the more direct Ks-band mass-to-light ratio (Bell et al. 2003).
Galphat provides a full posterior probability distribution for all model parameters
using Bayesian MCMC. This is made feasible by fast and accurate image generation
algorithm (Paper I). It enables the comprehensive inference of galaxy morphology
including the parameter estimation with explicit credible intervals and probabilistic
classification of each image as a single-component spheroid or two-component bulge-
disc galaxy (Paper II).
In this paper, we describe the sample selection and methodology for 2MASS bulge-
disc decomposition analysis, and highlight some of interesting results from this pilot
study: i.e. the NIR luminosity budget in the local Universe, and the galaxy morphol-
ogy distribution and correlation, using the full ensemble parameter posterior from
updated prior. This study will demonstrate that the ’true’ morphology correlation
might be hidden by marginalising over the parameter space and the utilising full
parameter posterior can reveal this hidden correlation.
The paper is organised as follows. In §3.2, we describe the sample selection and
discuss the characteristics of the sample. The analysis procedure including the spec-
ification of the models and their implementation in Galphat, point spread function
(PSF) construction and postage stamp image generation is described in §3.3. Then
we present the result in §3.4. The conclusion from the result and its implication to
the galaxy formation hypothesis is summarised in §3.5.
3.2 Data
The data set used in this study is the 2MASS Image Atlas together with the
Extended Source Catalog of 2MASS (2MASS XSC) for selection. The 2MASS analysis
pipeline uses well-defined selection criteria to separate extended sources from a single
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and multiple stars. These criteria include comparing with the point-spread-function
(PSF), examining radial and azimuthal asymmetry parameters (Jarrett et al. 2000).
Given these criteria, the 2MASS XSC contains over a half million galaxies brighter
than Ks= 13.5 with photometric uniformity and full sky coverage. The XSC is the
most complete resource of local galaxy populations in the NIR.
In addition to the photometric uniformity and nearly complete sky coverage,
2MASS Ks-band galaxy images have smooth bulge and disc profiles owing to the
small (< 10%) dust extinction and to the domination by old stellar population with-
out recent star formation, and thus enables more robust bulge-disc decomposition.
Although large sky background and pixel scale in 2MASS images make the model
inference difficult, analysis of bright (Ks < 11.0) 2MASS galaxy sample used in this
study will not be significantly subject to these survey limitations. We will discuss the
sample selection and its characteristics in this section.
3.2.1 Sample selection and completeness
By cross correlating the SDSS and 2MASS galaxies, a recent study by McIntosh
et al. (2006) shows that a combinedKs≤ 13.57 and r ≤ 16 magnitude limited selection
provides the most representative sample of galaxies in the local Universe with NIR
and optical measurement with 92.2% completeness. Although the 2MASS is an all-
sky survey, we limit our sample in this study to the galaxies with SDSS counterparts
identified in the NYU Value Added Galaxy Catalogue (NYUVAGC, Blanton et al.
2005) with a goal of studying the correlation of NIR galaxy morphology with the
galaxy properties in optical band including star formation rate and the environment
defined in the SDSS group catalog (Yang et al. 2007), which will be addressed in a
companion paper. We also use the SDSS redshift values to estimate distances. While
working on this project, the 2MASS Redshift Survey (2MRS, Huchra et al. 2012)
provided spectroscopic observation of all 2MASS XSC source limited by Ks= 11.25.
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Along with the recently published 2MASS group catalogue (Crook et al. 2007), we
plan to extend our analysis to the entire sky.
The 2MASS galaxy samples for this study are within the SDSS footprint and were
selected from the XSC using a Ks-band magnitude (i.e. Kron (Kron 1980) magnitude
defined in the catalog) limitKs≤ 11, and within Galactic latitude |b| > 20◦ to mitigate
contamination from the Milky Way. Also the galaxies close to the edge of the 2MASS
scan are excluded and the Ks-band magnitude range of the sample is 8 ≤ Ks ≤ 11.
The lower magnitude limit 8 ≤ Ks excludes the large 2MASS galaxies, larger than ≈ 1
or ≈ 2 arcmin in diameter, of which photometry is systematically incomplete owing
to their location in the edge of the scan. The number of 2MASS galaxy samples for
this pilot study is 2077 and the sample has a large completeness (> 92.2%) based on
McIntosh et al. (2006).
Both high photometric sensitivity and sky coverage is required to obtain sufficient
number of samples over a large range of surface brightness to achieve an unbiased
galaxy sample. Sky background makes this much more difficult to achieve in the
NIR than in the optical. At the 2MASS flux limit, the XSC misses low surface
brightness galaxies due to the large sky background (Andreon 2002): typically 100
times larger than mean surface brightness of luminous galaxies (e.g. Bell et al. 2003).
As a result, our bright sample still misses a fraction of low surface-brightness galaxies.
This results in a noticeable deviation of the luminosity function from the result using
deeper survey (e.g. Huang et al. 2003) and optical counterparts (e.g. Bell et al. 2003).
A deeper NIR survey, such as UKIDSS (Lawrence et al. 2007), will decrease the bias
against low surface brightness galaxies: e.g. in Smith et al. (2009), optically selected
Ks-band sources using SDSS main galaxy sample (Strauss et al. 2002) are complete
within the r-band effective surface brightness µe,Ks = 24.5mag arcsec
−2, which means
that the incompleteness due to the low surface brightness is not worse than optical
survey.
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Table 3.1. Schechter fit parameter for Ks-band luminosity function
Paper Sky coverage M limit Sample number Note
Mobasher et al. (1993) 14.44 deg2 ... 181 optical selection
Glazebrook et al. (1995) 0.15 deg2 K < 17.3 124 Ks-band survey
Gardner et al. (1997) 4.4 deg2 K < 15.0 510 Ks-band survey
Szokoly et al. (1998) 0.6 deg2 K < 16.5 175 Ks-band survey
Loveday (2000) 0.018 deg2 B < 16.0 345 optical selection
Kochanek et al. (2001) 6959 deg2 K < 11.25 4192 2MASS survey
Cole et al. (2001) 1500 deg2 K < 13.2 5683 2MASS+2dFGRS
Huang et al. (2003) 8.22 deg2 K < 15.0 1056 Ks-band survey
Bell et al. (2003) 414 deg2 K < 13.57 6282 2MASS+SDSS
Eke et al. (2005) 1500 deg2 K < 13.4 15644 2MASS+2dFGRS
Jones et al. (2006) 10019 deg2 K < 12.75 60869 2MASS+6dFGRS
Smith et al. (2009) 618.72 deg2 K < 16.0 40111 UKIDSS
This work 4183 deg2 K < 11.0 2077 2MASS
2dFGRS is the 2 Degree Field Galaxy Redshift survey (Cole et al. 2001) and 6dFGRS is the 6 Degree Field Galaxy
Redshift Survey (Jones et al. 2006).
The previous NIR estimates (Mobasher et al. 1993; Glazebrook et al. 1995; Gard-
ner et al. 1997; Szokoly et al. 1998; Loveday 2000; Kochanek et al. 2001; Cole et al.
2001; Huang et al. 2003; Bell et al. 2003; Eke et al. 2005; Jones et al. 2006; Smith et al.
2009) of Ks-band luminosity function use different number of samples as summarised
in Table 3.1. The number of samples spans over two orders of magnitude (i.e. 102 to
104). For reasons unknown, there is a large bright-end discrepancy in the bright-end
of the luminosity function in the two largest Ks-band surveys: (Jones et al. 2006,
from 2dFGRS) and (Smith et al. 2009, from UKIDSS) shown in Figure 3.1, which
encloses our result and Kochanek et al. (2001). Given that the understanding of sam-
ple selection in Ks-band survey is still incomplete, our sample is not free from the
selection bias which requires a careful investigation and is beyond the scope of this
pilot study. Therefore we proceed with this caveat in mind.
3.2.2 Sample characteristics
We describe the sample characteristics of our 2MASS sample: the luminosity
function, the S/N and size distributions. In Papers I and II, we characterised the
performance of Galphat using simulated galaxies with wide range of signal-to-noise
ratio (S/N) and galaxy properties and size relative to the PSF. The simulated cata-
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logue developed in Paper II is a good match by design to our 2MASS sample. As will
be shown, our 2MASS sample with 8 < Ks < 11 has enough S/N (i.e. larger than 16)
which does not introduce a bias in the posterior mode, based on Paper I and Paper
II.
3.2.2.1 Luminosity function
In Figure 3.1, we compare the luminosity function (LF) of our 2MASS sample to
three previous studies from the two largest surveys (Jones et al. 2006; Smith et al.
2009) and the closest sample to ours (Kochanek et al. 2001). The Kochanek et al.
(2001) sample includes 4192 2MASS galaxies with µKs = 20 mag arcsec
−2 isophotal
magnitudes 1 7 < K20 < 11.25 mag, selected to exclude galaxies at low Galactic
latitude (|b| < 20◦) and low declination (δ < 10◦). Jones et al. (2006) uses the
6 Degree Field Galaxy Redshift Survey (Cole et al. 2001) targeting 2MASS XSC
sources. Smith et al. (2009) uses the UKIDSS (Lawrence et al. 2007), which is deep
infrared sky survey (K < 16).
Kochanek et al. (2001) uses the K20 magnitude and the non-parametric step-wise-
maximum-likelihood (SWML) method (Efstathiou et al. 1988) to estimate the LF
and we use Kron magnitude and 1/Vmax method (Rowan-Robinson 1968; Schmidt
1968). Both Jones et al. (2006) (blue) and Smith et al. (2009) (green) use 1/Vmax
method, also. To normalize LF from our 2MASS sample, sky coverage has to be
computed. Since 2MASS is all sky survey, the overlap with SDSS is simply the SDSS
sky coverage. However, since we exclude low galactic latitudes and galaxies near the
edge of the 2MASS scans, the overlap area must be corrected. Rather than compute
the excluded area geometrically from the 2MASS tile tessellation, we correct the area
statistically from the cross reference between 2MASS and SDSS. The SDSS DR6
version of the NYUVAGC contains 4758 2MASS galaxies with the magnitude range
1aperture magnitude with a radius at the surface brightness of 20 mag arcsec−2
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Figure 3.1. Ks-band luminosity function of 2MASS sample. Black points and error
bars are the Kochanek et al. (2001) measurement using the Step-Wise-Maximum-
Likelihood (SWML) method (Efstathiou et al. 1988) and red dots are the LF of
2MASS sample in this work inferred by 1/Vmax method (Rowan-Robinson 1968;
Schmidt 1968). Kochanek et al. (2001) used K20 magnitude and our LF in this
figure is measured from Kron magnitude. The blue points are inferred using the
1/Vmax from Jones et al. (2006) and the green line is Smith et al. (2009) LF, using
the largest number of NIR galaxies (see Table 3.1).
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8 ≤ Ks ≤ 11 and the sample number of 2MASS galaxies in NYUVAGC from our
selection criteria is 2077. The missing 2MASS galaxies are excluded by a geometrical
criteria for our 2MASS sample selection. The sky area of SDSS DR6 image survey
is 9583 deg2 and, a result, the sky coverage of our 2MASS sample is 4183deg2. The
consistency of our LF and that of Kochanek et al. (2001) is a reassuring, given the
difference in methodologies. Moreover, our LF is within the variation implied by Jones
et al. (2006) and Smith et al. (2009), although the explicit difference with Jones et al.
(2006) especially at the bright remains to be investigated.
The redshifts of the very nearby galaxies in the 2MASS sample are affected by
peculiar velocity from clusters (i.e. Virgo, see Kochanek et al. 2001). Therefore, their
redshifts are not a good distance indicators and this introduces a potential bias in LF
computation. Kochanek et al. (2001) uses a redshift cut z > 0.0067 to select samples
free from the peculiar velocity dominated by Virgo cluster. We applied the same
redshift cut and independently checked the possible range of magnitude variation by
randomising this low redshift sample using a characteristic cluster velocity dispersion
of cz = 800 km/s. We confirmed that the variation can be as large as 1.7 mag for the
lowest (z = 0.0023) redshift sample and 0.73 mag for the highest (z = 0.0066) redshift
sample. This low z sample is 4% of the total. It changes the luminosity function and
the spheroid fraction primarily at fainter magnitude (Ks > −21.0) because galaxies
blue-shifted by local gravity appears to be fainter than the same galaxy moving with
the Hubble flow. Therefore, we exclude the low z sample from the analysis.
Figure 3.2 shows the V/Vmax distribution of the sample with the redshift cut. Red
lines are mean and standard deviation of the V/Vmax in each magnitude bin and black
line indicates V/Vmax = 0.5. A value of V/Vmax averaged for the whole magnitude bin
is 0.53 with a standard deviation of 0.05, which is similar to the previously reported
values (V/Vmax = 0.520 ± 0.004 from Bell et al. 2003 and V/Vmax = 0.52 from
Cole et al. 2001). This implies that our 2MASS sample is consistent with a uniform
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Figure 3.2. The V/Vmax distribution of the 2MASS sample in this study, with the
redshift cut of 0.0067. Red lines are mean and standard deviation of the V/Vmax
in each magnitude bin and black line indicates V/Vmax = 0.5. A value of V/Vmax
averaged for the whole magnitude bin is 0.53 with a standard deviation of 0.05.
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distribution in space. Values larger than 1/2 can result from large scale structure or
from small-sample-size fluctuations.
3.2.2.2 Signal-to-Noise ratio of galaxies
A large scale survey like 2MASS has many sources of random and systematic errors
from both the measurement and subsequent processing. An accurate characterisation
of the error model is difficult; the details of S/N definitions for the 2MASS data
products is described in the Explanatory Supplement1. We compute the S/N for
each galaxy using the flux model inferred from the data at posterior maximum and
the noise within the galaxy half-light radius including the coaddition noise used to
generate a science image. This may be summarised as
S/N =
S
S/(G×Nc) + σ2 (3.1)
where S is signal within half-light radius, G is gain, Nc is the number of coadded
frames and σ2 is another source of noise from image coaddition, specified in FITS file
header.
Figure 3.3 shows the distribution of S/N for our galaxy sample. Minimum and
maximum S/N are 16.75 and 489.4. We extensively tested the parameter uncertainties
in for single Se´rsic and bulge-disc model in Paper II using simulated single Se´rsic and
bulge-disc galaxies with similar S/N range (5 < S/N < 500). In summary, for S/N =
20, the parameter uncertainty quoted as FWHM of the marginal posterior distribution
for total magnitude, B/T, bulge magnitude, disc magnitude and bulge Se´rsic index is
±0.08 mag, ±20%, ±0.4 mag, ±0.25 mag and ±1, respectively (see §5.4 in Paper II).
Even for the lowest S/N galaxies, S/N = 5, the true input galaxy parameters are still
enclosed by the 68.3% credible interval. We have tested Bayes-factor model selection
1http://www.ipac.caltech.edu/2mass/releases/allsky/doc/sec6 8a.html
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Figure 3.3. The signal-to-noise ratio distribution for the 2077 2MASS galaxies in
our sample.
for the same S/N range as our 2MASS sample; and the misclassification error is 0.4%
and 4% for single Se´rsic images and bulge-disc galaxies, respectively. The posterior
distributions of galaxy Se´rsic index and B/T, using ensemble posterior has an unbiased
single mode with varying width depending on choice of prior: as prior becomes more
informative and the width of the parameter posterior distribution becomes narrow.
3.2.2.3 Galaxy size distribution
As described in Paper I, the model image is convolved with the 2MASS scan-
specific PSF. Therefore, the parameter inference is affected by the size of galaxy
relative to PSF. We also demonstrated that Galphat can successfully recover the
parameters even if the galaxy radius is a 50% of PSF radius (1/4 of PSF FWHM). For
S/N = 20, a galaxy with radius of 1/4 FWHM has a broad posterior with a biased
mode but enclosing the true value within a 68.3% credible interval. For S/N = 100,
a galaxy with the same radius has a compact posterior with unbiased single mode
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(a) One-component model (b) Two-component model
Figure 3.4. Distribution of 2MASS galaxy Ks-band magnitude and Ks-band half-
light radius of the one-component model and the bulge component. The contours are
the ensemble joint posterior from Galphat and circles are the best-fit parameters
at the posterior maximum. Solid and dashed line indicates a 2.9 arcsec FWHM PSF
and 1/2 of the PSF FWHM.
enclosing the true value by 68.3% credible interval. Even if bulge is smaller than
PSF FWHM, total magnitude, B/T, bulge magnitude, disc magnitude has unbiased
posterior mode and the posterior model of bulge Se´rsic index is positively biased by 0.4
(see Paper II). The widths of credible interval for those parameters are not sensitive to
the bulge size but the interval is sensitive to bulge magnitude and bulge Se´rsic index.
The credible intervals are 2 times and 3 times larger, respectively, when the bulge
radius decreases from 2×PSF FWHM < rb < 3×PSF FWHM to rb < PSF FWHM.
The joint distribution of 2MASSKs-band absolute magnitude and half-light radius
in arcsec, for one-component and two-component model (Fig. 3.4) illustrates the
power of this approach. The contours show probability density from the pooled
posterior distributions in our 2MASS sample and circles are the best-fit parameters
at the posterior maximum. The solid and dashed lines are the FWHM PSF and 1/2
of the PSF FWHM, respectively. All of Ks-band half-light radii for one-component
models is larger than the PSF FWHM; we have not observed a biased parameter
estimation when the galaxy half-light radius is larger than PSF FWHM (Paper I).
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More than half of 2MASS bulges are smaller than the PSF FWHM; the credible
interval quoted as a FWHM of the marginalised posterior, for total magnitude, B/T,
bulge magnitude, disc magnitude and bulge Se´rsic index and ±0.04 mag, ±30%, ±0.3
mag, ±0.2 mag and ±2, respectively (§5.4 in Paper II). The posterior modes are not
biased except for a +0.4 bias in bulge Se´rsic index. In summary, the parameter values
are less precisely estimated for small bulges but the inference is unbiased.
3.3 Analysis
For each of the 2077 galaxies in the sample, we compute the posterior distribution
for a one-component spheroid-like surface brightness model and a two-component
bulge-disc surface brightness model. The spheroid model is a single Se´rsic profile
and the bulge-disc model is a Se´rsic-model bulge and exponential disc. We use the
Bayes factor, computed from the simulated posterior distribution as described in
Paper II, to select the model best supported by the data. Specifically, we weight
the posterior distribution for each model and image by the marginal likelihood and
compute the ensemble posterior distribution for each model over the entire sample.
This enables us to characterise the luminosity budget for spheroid galaxies, and bulge
and disc galaxies, and to study the correlation in the morphological parameters using
all available information. In aid of this goal, we applied Galphat to realistically
simulated galaxies and characterised the performance of Galphat in Paper I and II.
Next, we briefly describe the procedure used to infer the two-component parameter
distribution adopted from Paper II.
3.3.1 PSF construction
The 2MASS PSF is well described by a symmetric Gaussian for a typical seeing
conditions (Jarrett et al. 2000). Although a deviation of PSF shape from Gaussian
leads to biased galaxy model parameters (e.g. galaxy half-light radius and Se´rsic
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index), the galaxy samples in this study are bright (i.e. 8 ≤Ks≤ 11) and have a larger
size than the PSF FWHM. Therefore, a symmetric Gaussian is a good approximation
to the PSF (e.g Me´ndez-Abreu et al. 2008; Schombert & Smith 2012) and its FWHM
is tightly related to a ‘seeing shape parameter’ (SEESH) empirically determined from
2MASS data pipeline for each atlas image.
There are two different measures for SEESH: one from Roc Cutri in the 2MASS
team2 and one proposed by John Lucey (Lucey 2008) who measured the seeing de-
convolved half-light radius of 2MASS galaxies for constructing the galaxy fundamental
plane. The difference is not very significant; we estimate a PSF FWHM for each
galaxy image using the following expression from the one proposed by Roc Cutri2.
FWHM(arcsec) = 3.13× SEESH − 0.46 (3.2)
The mode, median and 90th percentile of SEESH in the Ks-band for the first 125
days of the 2MASS survey are 1.04, 1.06 and 1.20 respectively, and the corresponding
mode, median and 90 percentile of FWHM in the Ks-band are 2.8, 2.9, 3.3 arcsec
respectively2.
In Paper I, we tested the parameter bias induced by the variation of PSF FWHM;
a 15% variation in the PSF FWHM induced a 10% variation in galaxy half-light radius
and a 55% variation in Se´rsic index when galaxy half-light radius is the same as PSF
FWHM. For a 5% variation in PSF FWHM, the variation in the half-light radius and
Se´rsic index decreases to 5% and 15%, respectively. If the galaxy half-light radius
is larger than the PSF FWHM, the variation becomes even smaller. The difference
between 2MASS median and 90% quantile of PSF FWHM is 13% and thus 10% and
55% variation in size and Se´rsic index can be expected depending the accuracy of
PSF measurement. However the deviation from the above relation between FWHM
2http://spider.ipac.caltech.edu/staff/roc/2mass/seeing/seesum.html
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and SEESH is symmetric2. Thus one can expect up to a 10% and a 55% larger
confidence interval in galaxy radius and Se´rsic index however it is very unlikely to see
a systematic bias in the inference using an ensemble of galaxies owing to the variation
of the relation (Equation3.2) for each galaxy.
3.3.2 Preparation of images
We use the 2MASS Ks-band coadded atlas images for all of our analyses; the
atlas images are generated from a coaddition of 6 individual frame, astrometrically
registered and resampled with 1 arcsec pixels. The angular size of the input image
affects the parameter inference owing to the sky background. We crop the star-
subtracted image to enclose the circle with 5 times the galaxy half-light radius quoted
in the 2MASS XSC. We found in Paper I that this is a good compromise between
bias from sky background bias (i.e. -0.05%) induced by a small input image and large
computation time necessary for a large input image. Finally, we excluded the galaxy
images with obvious foreground contamination from stars and nearby galaxies. After
inspecting all 2077 images by eye, we excluded ≈ 2% (40 galaxies) of galaxies which
have a significant contamination from a companion galaxy or a very bright star which
could not be subtracted by 2MASS pipeline.
Many galaxies are well-represented by a single spheroidal component or two-
component disc galaxy with central bulge. We use a Se´rsic model to model the
surface brightness of elliptical galaxy, exponential disc and bulge component. The
Se´rsic model is a one-parameter model family described by the index n (Ciotti 1991;
Graham & Driver 2005; Se´rsic 1968). As the index increases, the profile becomes
more concentrated: an exponential disc profile has n = 1 and a de Vaucouleur profile
has n = 4. The model has the following analytic form
Σ(r) = Σeexp
[
−κ
{(
r
re
)1/n
− 1
}]
(3.3)
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where the effective radius re defines the scale length. By construction, re is equivalent
to the half-light radius, r50. The quantities κ and n are related by the relation
Γ(2n) = 2γ(2n, κ) (3.4)
where Γ(·) is the complete gamma function and γ(·) is the incomplete gamma function.
For n > 0.36 we adopt the following asymptotic expansion which is good to better
than one part in 104 (Ciotti & Bertin 1999; MacArthur et al. 2003):
κ ≈ 2n− 1
3
+
4
405n
+
46
25515n2
+
131
1148175n3
− 2194697
30690717750n4
+O(n−5). (3.5)
For n ≤ 0.36, we use the following polynomial fit (MacArthur et al. 2003), accurate
to better than two parts in 103:
κ ≈ 0.01945− 0.8902n+ 10.95n2 − 19.67n3 + 13.43n4. (3.6)
These analytic expressions for κ significantly reduce the Galphat computation time.
The Se´rsic models are flexibly represent a wide range of galaxies shapes including
classical disc and elliptical galaxies. However, this flexibility decreases the statistical
power for classification by introducing a large measure of parameter covariance and
model degeneracy (see Paper II for additional discussion). These findings suggest
that models whose parameters better separate properties of interest would be more
appropriate for our purposes that Se´rsic models.
3.3.3 Simulation of galaxy model parameter posterior
We sample the posterior distribution of model parameters is sampled by the
Bayesian Inference Engine (BIE, Weinberg 2012a), which provides multiple choices of
MCMC algorithms, prior specification including Bayesian update, and analysis tools.
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We tested a variety of MCMC algorithms and found that the Differential Evolution
algorithm (DE, Braak 2006) provided the best trade-off convergence and efficiency.
DE updates an ensemble of Markov chains using a Metropolis-Hastings step and pro-
poses a sampling direction based on a random selection of two chains. More details
on this algorithm are provided by Weinberg (2012a).
For Galphat, we run DE with 16 chains for each model until 200,000 converged
posterior samples are obtained. The convergence is diagnosed using the Gelman-
Rubin R statistic (Gelman & Rubin 1992) which compares the sample variance within
each chain and among the ensemble of chains. The two variance values should be the
same if each Markov chain has converged to the true posterior distribution. Because
the ensemble has a small number of chains, chains which are isolated in a single non-
dominant mode may not be able to mix and are excluded as an outliers. The number
of outliers is typically 0 for one-component model and 1 for two-component model,
and not more than 4 out of the total of 16 in both cases.
3.3.4 Prior update
The specification of the prior distribution can improve parameter estimation for
low S/N galaxies but is only weakly influential for large S/N galaxies. However, an
inappropriately specified prior distribution can introduces biases and may be critical
in the model selection task using Bayes factors. We begin with a prior updated from
the literature. However, as discussed in Paper II, there are intrinsic correlations that
are difficult to update. To improve our specification, we use a randomly selected 400
galaxies from our 2MASS sample with the prior distribution developed in Paper II.
To summarise, we use uniform distributions for axis ratio of bulge and disc and bulge-
disc size ratio and B/T, which do not have a strong constraint or are expected to be
uniform. We have considerable prior information from the 2MASS XSC describing the
centroid position, magnitude, half-light radius, position angle and sky background.
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We proper reference priors including a asymmetric bias in parameters (e.g. total
magnitude is very unlikely to be smaller than isophotal magnitude) when appropriate.
Specifically, we take the centroid distribution to be normal centred at XSC quoted
galaxy centroid with a variance of 3.0 [pix] considering 3 times larger uncertainty than
a typical sub-arcsec positional accuracy in 2MASS XSC 2. For total magnitude, we
use a Weibull distribution 3, whose scale parameter λ is 1.01 and shape parameter k
is 9.5, and whose probability peaks at 1 and has asymmetric shape with a tail in the
region smaller than 1. The shape of this distribution reflects our expectation of a bias
toward flux underestimation. We then shift the peak of the prior distribution to the
Kron magnitude from the XSC, allowing higher probability at brighter magnitude.
For the half-light radius, we use a Weibull distribution with λ = 1.21 and k = 2.5
peaked at the half-light radius in 2MASS XSC with higher probability at larger radius,
considering the case where the intrinsic half-light radius is larger than the catalog half-
light radius. We take the position angle distribution to be normal centred at XSC
quoted position angle with a variance of ±15deg. For sky background, we also use a
normal distribution centred around the sky value quoted in the atlas image header
with a 2% error as a variance. Additional discussion and motivation and shape of the
prior distribution is described in Paper II.
Then, we make an ensemble of the posterior distribution from the 25% of the
sample and characterised the covariance of ensemble posterior using a singular value
decomposition; principle components with values smaller than 10−12 of the cumulative
weight are assigned to the null space. This posterior distribution is used as a new
prior for the rest of the sample. This procedure, essentially a Bayesian update, has
2http://www.ipac.caltech.edu/2mass/releases/allsky/doc/sec2_3b.html
3The Weibull distribution is
P (x;λ, k) =
(
k
λ
)(x
λ
)k−1
exp
[−(x/λ)k] .
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been tested for simulated galaxies and yielded a noticeable tightening of the credible
intervals and decreased the errors in classification using Bayes factors (Paper II).
This approach to improving the prior distribution for use in model selection will
be successful if the sub sample has similar properties with the parent sample. For
a small sample, it is possible that an unlucky choice for the sub sample may lead
to bias. Since our 2MASS sample is flux limited and suffers from only geometric
incompleteness due the zone of avoidance and scan edges, a random sub sample is a
natural choice. Our sub sample consists of 400 randomly-sampled galaxies from our
full 2MASS selection. This updated prior distribution has been used for parameter
inference and Bayes factor model selection for the remaining 75% of the sample. The
details are described in the following section.
3.3.5 Galaxy model comparison: bulge-disc versus single Se´rsic
Recall that the posterior probability is
P (θ|H,D) = pi(θ|H)L(D|θ,H)/Z (3.7)
where
Z ≡ P (D|H) =
∫
dθpi(θ|H)L(D|θ,H) (3.8)
is the marginal likelihood. The symbol H indicates a hypothesis or a model, θ is a
vector of model parameters under the hypothesis H and D is the data. In words, the
marginal likelihood is the full marginalisation of the probability of the data given the
hypothesis over the parameter space.
Applying Bayes theorem, the probability of hypothesis i given the data, P (Hi|D)
is
P (Hi|D) = P (D|Hi)P (Hi)∑
i P (D|Hi)P (Hi)
. (3.9)
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Table 3.2. Bayes factor interpretation
log10(B10) B10 Evidence against H0
0 to 1/2 1 to 3.2 Not worth more than a bare mention
1/2 to 1 3.2 to 10 Substantial
1 to 2 10 to 100 Strong
> 2 > 100 Decisive
For our two alternatives, the one- and two-component surface-brightness models, we
may write
P (Hi|D) = P (D|Hi)P (Hi)
P (D|H1)P (H1) + P (D|H0)P (H0) (3.10)
where i = 1 or 0 and P (H1) + P (H0) = 1. If we let H1 be two-component bulge-disc
model and H0 be one-component Se´rsic model, and assign an equal probability to H0
and H1,
P (Hi|D) = P (D|Hi)
P (D|H1) + P (D|H0) (3.11)
The posterior odds of Hypothesis 1 relative to Hypothesis 0 given the data is P (D|H1)
P (D|H0)
;
this ratio is the Bayes factor B10. For more detail interpretation of Bayes factor,
we refer to Harold Jeffreys who provided a suggestion for its interpretation (Jeffreys
1961; Kass & Raftery 1995) that we present as an example in Table 3.2.
The computation of the marginal likelihood is computationally challenging owing
to the high dimensionality of the parameter space. Rather than direct integration,
we make use of the posterior distribution as described in Weinberg (2009) and the
follow up study (Yoon et al. 2012a), where the numerical methods to compute the
marginal likelihood P (D|H1) and P (D|H0) have been explored using a variety of
strategies. To summarise, we use the posterior distribution to select a small but well-
populated region about the posterior mode. If the posterior probability varies weakly
in this small region, the marginal likelihood may be accurately computed by uniformly
sampling the posterior near the peak using large number (i.e. 106) of random sample
points and using an adaptive space tessellation to estimate the value of the probability
field in cell. The resulting quadrature is then multiplied a correction factor: the ratio
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Figure 3.5. Normalised histogram of Bayes factor distribution with −4.0 <
log(B10) < 4.0.
of total sample number and sample number in the uniformly sampled region. This
approach gives an almost unbiased marginal likelihood estimate with small variance
(e.g. σlogZ ≈ 0.03) for a variety of test problems with similar posterior shape and
dimensionality to the problem at hand. This relative small variance in Z allows us to
use the Bayes factor with confidence for model selection. More details including the
test results are described in Paper II and Yoon et al. (2012a).
Figure 3.5 shows a normalized density of the Bayes factor distribution in the
region where −4.0 < log(B10) < 4.0. the distribution. Optimal bin size is chosen by
minimising variance and bias, following Silverman (1986). This density suggests two
modes: one at log(B10) ≈ −1.5 and the other at log(B10) ≈ 1.5. A larger sample
will be necessary to further determine the significance of this suggestion. Such a
bimodality is not unexpected. Presumably it reflects the morphological distinction
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between early- and late-type galaxies represented by our one- and two-component
models, respectively.
3.4 Results
We now have an ensemble of posterior samples from every galaxy to analyse, which
contains all the parameter covariances and errors. Therefore, we can manipulate
the 8 and 12 dimensional ensemble posterior MCMC samples from the one- and
two-component model fits and investigate the statistical distributions of NIR galaxy
morphology in the local Universe. In the following sub-sections, we measure the
luminosity in each galaxy morphological component (bulge, disc and single Se´rsic
spheroid) and study the distribution and correlation of galaxy morphology parameters
by using both marginal and joint-marginal posteriors.
As in Paper II, it is more appropriate to incorporate the Bayes factor into the
parameter inference by weighting the posterior sample by it rather than just using
it as a decisive cut to classify the galaxies as either one or two-component, given
that the Bayes factor is a noisy statistic (Jenkins & Peacock 2011). We weight every
posterior sample from the one- and two-component model fits by the probability
of the hypothesis given the data: every one-component posterior sample is weighed
by P (D|H0)
P (D|H1)+P (D|H0)
, the Bayes probability that it is one-component and every two-
component posterior sample is weighted by P (D|H1)
P (D|H1)+P (D|H0)
, the Bayes probability
that it is two-component. As a result, every inference of each model is conditional to
each hypothesis (one-component or two-component model).
3.4.1 Ks-band component luminosity functions: bulge, disc and spheroid
TheKs-band light distribution is a good proxy for galactic stellar mass, which is an
important constraint to any galaxy formation model. Here we measure the luminosity
functions (LFs) of each model component separately: bulge, disc and Se´rsic spheroid.
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Figure 3.6. Luminosity functions (LF) of spheroids (green), bulges (red), discs
(blue) component and total (grey) with errors from Bootstrap sampling. Four dif-
ferent previous LF measurements (Smith et al. 2009; Huang et al. 2003; Bell et al.
2003; Kochanek et al. 2001) are shown for comparison. Dashed lines are the best-fit
Schechter function to the LF measurements.
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We measure the luminosity function using the 1/Vmax method (Rowan-Robinson
1968; Schmidt 1968). To calculate the luminosity function, the 1/Vmax method
weights a galaxy’s luminosity by its 1/Vmax, where Vmax is the largest volume in which
the galaxy could be detected within a limiting survey magnitude. When we measure
the LF of bulges and discs that are from the same galaxy, we use our estimate of the
total magnitude when we compute the galaxy’s 1/Vmax, using the galaxy’s redshift to
determine the absolute magnitude. Then we use 1/Vmax of the galaxy to weight the
posterior MCMC samples of the bulge and disc magnitude for that galaxy separately
to generate the LF of bulge and disc (Benson et al. 2002). For one-component models,
we use the normal 1/Vmax method.
Figure 3.6 shows the LFs of spheroid (green), bulge (red), disc (blue), bulge+disc
(magenta) and total (grey) with errors estimated using bootstrap sampling. We fit
the Schechter function (Schechter 1976),
φ(M) = (0.4ln10)φ?100.4(α+1)(M
?−M)exp(−100.4(M?−M)) (3.12)
where M?, α and Φ? are chosen to fit the observation, to the LF measurements and
find the best-fit parameters by a least-square curve fit. The best-fit Schechter func-
tion are over-plotted using dashed lines with the same colours for each component.
The best-fit Schechter parameters are summarized in Table 3.4.1. The LFs show
that one-component single Se´rsic spheroid galaxies dominates the bright-end and
two-component bulge-disc galaxies dominates the faint-end of the LF. For compari-
son, four different LF measurements are over-plotted. Huang et al. (2003) used the
Hawaii+AAO K-band redshift survey, which is K-band selected and has a much
smaller area and greater depth than 2MASS. Their faint-end slope is significantly
steeper than most previous work. Bell et al. (2003) used a joint sample of 2MASS
and SDSS and derived a ‘true’ LF by accounting for the incompleteness of low surface
brightness galaxies in the 2MASS. Kochanek et al. (2001) uses a 2MASS sample that
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is nearly the same as ours, but with a slightly greater depth. Smith et al. (2009) is
the result from the UKIRT Infrared Deep Sky Survey (Lawrence et al. 2007), which
is deeper than 2MASS. Our total LF is close to that of Kochanek et al. (2001).
The spheroid LF has a faint end slope α = −0.02 ± 0.05 based on Schechter fit,
which is very similar to the study by Devereux et al. (2009) who carefully select 1576
galaxies based on their morphology and measure the Ks-band luminosity functions
for different morphological types (i.e. E, S0, S0/a-Sab, Sb-Sbc, Sc-Scd). The best-fit
Schechter function parameters for elliptical galaxies in Devereux et al. (2009), which
corresponds to our spheroid LF, is M? = −23.42 ± 0.17, α = −0.03 ± 0.16 and
Φ? = 0.176±0.009 [10−2h3Mpc−3]. Previous studies of the Ks-band LF for early and
late type shows no significant difference between these two LFs (e.g. Bell et al. 2003;
Kochanek et al. 2001). Kochanek et al. (2001) uses a morphological T-type classifier
and their early type galaxies include elliptical and lenticular (S0) galaxies and Bell
et al. (2003) uses a concentration parameter Cr and their early type galaxies have
Cr > 2.6. The reason for no significant difference between early and late type LFs in
these previous studies is because their early type galaxies consist of both S0 galaxies
and pure elliptical galaxies. Devereux et al. (2009) shows that if they apply the
same morphological classification criteria as Kochanek et al. (2001), they can produce
the early type galaxy LF in Kochanek et al. (2001). In general, it is not easy to
differentiate elliptical galaxies and S0 galaxies (except for highly inclined S0 galaxies)
purely based on their morphology because of their similar profile shape (e.g. Blanton
& Moustakas 2009). This demonstrates that the Galphat bulge-disc decomposition
procedure combined with a Bayes factor model comparison can isolate pure elliptical
galaxies assumed to follow a Se´rsic profile. The disc LF and bulge LF has a faint end
slope α = −0.67± 0.05 and α = −0.95± 0.05. The sum of these two LFs has a faint
end slope α = −0.90 ± 0.04, which agrees well with the value (α = −0.87 ± 0.09)
from Kochanek et al. (2001). The total LF including bulge, disc and spheroid has
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α = −1.02 ± 0.02 which agrees with most previous estimates (Mobasher et al. 1993;
Glazebrook et al. 1995; Gardner et al. 1997; Loveday 2000; Kochanek et al. 2001; Cole
et al. 2001). However, other studies measure a shallower slope: Bell et al. (2003) has
α = −0.77 ± 0.04 and Smith et al. (2009) has α = −0.81 ± 0.04, and Huang et al.
(2003) has a steeper slope (α = −1.25±0.09). The systematic variations of faint-end
and bright-end Ks-band LFs has not been well understood because of different survey
depths, magnitudes and sample selections. For example, Huang et al. (2003) shows
that the normalisation of the Ks-band LF depends on redshift.
Also there is a noticeable difference between our total LF and others (Huang et al.
(2003); Bell et al. (2003); Smith et al. (2009)) at around MK = M
?. Our total LF
misses low surface brightness galaxies just as Kochanek et al. (2001) does. Huang
et al. (2003) and Smith et al. (2009) are both deep Ks-band surveys and probably
more complete in sampling low surface brightness galaxies. Bell et al. (2003) uses
SDSS samples to detect low surface brightness galaxies and corrects the LF. For a
complete census of NIR galaxy morphology, one needs a large scale survey with high
resolution and sensitivity with a robust measurement of the correct total magnitude
(Smith et al. 2009).
We compute the total luminosity density by integrating the best Schechter fit
to our LF measurement. The spheroid, disc, bulge and total luminosity density
respectively as 2.12±0.03×108hLMpc−3, 2.10±0.04×108hLMpc−3, 0.72±0.02×
108hLMpc
−3 and 5.12±0.06×108hLMpc−3 using MKs, = 3.32 (Bell et al. 2003).
Errors are formal fitting errors and thus different from the ‘true’ error: could be
larger or smaller. From these measurements, we estimate for the Ks-band luminosity
in local Universe: 40% of the light is in single spheroids, 41% of the light is in discs
and 19% of the light is in bulges. In other words, early type (i.e. spheroid) galaxies
and late type (bulge-disc) galaxies have 40% and 60% of the total light in Ks-band.
We summarise the Schechter function fits and luminosity densities in Table 3.4.1.
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Table 3.3. Schechter fit parameter for Ks-band luminosity function
Name Type M?K α φ[10
−2h3Mpc−3] jKs [10
8hLMpc−3]
This work Spheroid −23.28± 0.02 −0.02 ± 0.05 0.5± 0.0008 2.12± 0.03
—— Disc −22.73± 0.03 −0.67 ± 0.05 0.90± 0.02 2.10± 0.04
—— Bulge −22.32± 0.03 −0.96 ± 0.05 0.40± 0.02 0.72± 0.02
—— Bulge+Disc −22.79± 0.03 −0.90 ± 0.04 1.01± 0.03 2.87± 0.02
—— All −23.52± 0.02 −1.02 ± 0.02 0.92± 0.03 5.12± 0.06
Kochanek et al (2001) All −23.39± 0.05 −1.09 ± 0.06 1.1± 0.1 7.67± 0.91
Bell et al (2003) All −23.29± 0.05 −0.77 ± 0.04 1.4± 0.07 5.8± 0.9
Huang et al (2003) All −23.41± 0.08 −1.25 ± 0.09 2.0± 0.2 4.44± 0.40
Smith et al (2009) All −23.19± 0.04 −0.81 ± 0.04 1.7± 0.08 6.35± 0.067
UKIDSS
For comparison, all Schechter fit parameters are based on H0 = 100km/s/Mpc.
Errors in this work are only formal fitting errors and does not include systematic error.
However as one can see in Figure 3.6, the Schechter function fits are poor both
at the bright-end and faint-end LF measurements and thus the estimated luminosity
densities are biased. Since we have the posterior samples, we can also measure the
luminosity densities of spheroid, bulge and disc, using a direct summation of all the
posterior sample points by weighting every points using their 1/Vmax although the
integration stops at a certain faint magnitude. We integrate the posterior samples
from a bootstrap sampling and estimate the luminosity densities with 70% quantiles
roughly corresponding to the 1σ error in the Schechter function fits. Our estimates
are 2.39+0.05−0.05 × 108hLMpc−3 for spheroid, 2.39+0.08−0.10 × 108hLMpc−3 for disc, and
0.83+0.01−0.03 × 108hLMpc−3 for bulge. The estimates of luminosity density from the
direct summation are slightly larger than those from the integration of Schechter
function, probably because the our measurements are larger at the bright-end of LF,
than the Schechter fits. Errors are not very different from formal fitting error except
for the errors of disc luminosity density. The relative luminosity fractions of spheroid,
disc and bulge are about the same as the results from the Schechter function fits.
Previous studies using SDSS r-band (Benson et al. 2007) and i-band (Tasca &
White 2011) report that approximately 55 ± 2% of optical light is in discs while we
estimate that the fraction of NIR light in discs is 41%. The difference between 55%
and 41% is significant given the errors in our Schechter function fits and direct sum-
mation. We tried to fit the Schechter function to the LF measurements by excluding
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noisy data points at the bright-end, and the luminosity density does not change the
relative fraction of light in the different component by more than a few percent. The
differences in the importance of disc luminosity density between the optical studies
and our NIR study are expected since star formation is more prominent in discs which
enhances their luminosity fraction in the optical.
3.4.2 Fraction of galaxy luminosity in ’spheroids’
A recent study by Benson et al. (2007) shows that the fraction of ‘spheroid’ (i.e.
elliptical and bulge in their definition) to total luminosity tends to increase with
galaxy stellar mass: massive galaxies tend to have more light in ‘spheroids’. However,
their result has a large quantile error that allows for a wide range. We perform a
similar analysis using our posterior MCMC sample by marginalising over the Bayes
factor of each galaxy.
From the one-component model fit, we have a magnitude posterior sample that
contributes to the ‘spheroid’ 4 luminosity. From the two-component model fits, we
have bulge and disc magnitude posteriors. Only the bulge magnitude contributes
to the ‘spheroid’ luminosity. If we denote bulge and disc luminosity from the two-
component model as L1b and L1d, and the single Se´rsic luminosity from the one-
component as L0t, the ‘spheroid’ luminosity (Ls) for the MCMC samples can be
estimated as LS = w0L0t + w1L1b where w0 and w1 is the Bayes factor weight given
by P (D|H0)
P (D|H1)+P (D|H0)
and P (D|H1)
P (D|H1)+P (D|H0)
. In a similar way, the total luminosity for the
MCMC samples (LT ) can be estimated as LT = w0L0t+w1L1t, where L1t is the total
luminosity of the two-component model.
Figure 3.7 shows the distribution of ‘spheroid’ luminosity fraction LS/LT as a
function of galaxy total magnitude. The red line is the median the magenta in each
4only in this section, we use ‘spheroid’ to indicate the one-component Se´rsic and bulge component
in the two-component model together.
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Figure 3.7. Luminosity fraction in a spheroid component. In each magnitude bin,
we plot the fraction of luminosity in spheroids (bulge and elliptical galaxies). We
show that median, mean and the ratio of the amount of light in spheroid and the
grey band indicates the 70% quantile.
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Figure 3.8. The joint distribution of spheroid luminosity fraction and galaxy mag-
nitude. In each magnitude bin, we made a 1D histogram of LS
LT
and normalised.
bin, the magenta line is the mean, and the black line is a ratio of total sum of LS and
LT , i.e.
∑
LS∑
LT
in each bin. The gray band bounds the 15% and 85% quantile.
We can robustly determine the 2MASS galaxy total luminosity with a 0.2 mag
variance for one-component models and a 0.3 mag variance for two-component models
(see Paper II). However, the bulge magnitude and the disc magnitude posterior spread
over a larger range, typically 1.0 mag, and its variance depends on B/T, as shown
in Paper II. In Figure 3.7, we see a trend that at bright magnitudes (MK < −25),
‘spheroids’ contain the majority of Ks-band light. Three different estimates: the me-
dian, mean and total ratio shows the same trend and this trend is broadly consistent
with previous work (Benson et al. 2007).
We can also utilise the full posterior sample and make a series of normalised LS/LT
histograms for each galaxy magnitude bin, by just counting and normalising LS/LT
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Figure 3.9. The same distribution as Figure 3.8 only for two-component models.
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samples in each magnitude bin. And Figure 3.8 shows such a contour plot. We also
over-plot the median and total sum of LS/LT from Figure 3.7. It is interesting to see
that there are two branches of LS/LT at faint magnitudes (MK > −24). Regardless
of the magnitude range, there is always a significant fraction of light in ‘spheroids’.
However, as the magnitude increases, we start to see another mode dominated by
lower LS/LT , which is the contribution from bulge-disc galaxies. The trend seen in
Figure 3.7 is just a result of the addition of these two branches in each magnitude bin.
This emphasizes the importance of using the full posterior probability distribution.
We exclude the one-component models from the Figure 3.8 and show the dis-
tribution of bulge fraction for the two-component models in Figure 3.9. We see a
mild trend: with decreasing magnitude, the bulge-to-total ratio increases. Bulge-disc
galaxies tend to have a larger spheroid fraction as they become brighter.
3.4.3 Distributions of galaxy morphology parameters
In this section, we present a statistical distribution of galaxy morphology param-
eters beside the luminosity.
3.4.3.1 One-component Se´rsic galaxies
The Se´rsic index distribution of single component models has been discussed often
in the literature (e.g. Allen et al. 2006; Blanton & Moustakas 2009) and has been used
for the classification of galaxies into early and late types (e.g. Blanton & Moustakas
2009) and for studying a correlation with black hole mass at the galactic center
(Graham & Driver 2007). Figure 3.10 shows the ensemble posterior distribution of
Se´rsic index for one-component galaxies.
The MCMC samples are weighted by the Bayes factors, this distribution is condi-
tional on the one-component model: if the galaxies are supported by a one-component
Se´rsic model hypothesis, then this is the distribution of their Se´rsic indices. There
is one strong mode at n = 3.5 without any noticeable secondary mode. This result
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Figure 3.10. 2MASS galaxy Se´rsic index posterior distribution for one-component
galaxies.
confirms a widely accepted observation that elliptical galaxies follow a Se´rsic profile
with n ≈ 4.
Interestingly, we hardly see any galaxies with Se´rsic index larger than 6, contrary
to the results often reported in the literature (e.g. Guo et al. 2009). It is because
the 20% of the sample used for updating prior does not have many galaxies with
large n. Bayesian prior update is a more sensible approach than assigning a uniform
probability up to large n for two reasons. First, if a galaxy has high S/N, the choice of
prior does not affect the posterior owing to the strong likelihood. Second, if a galaxy
has low S/N the inference is subject to the prior choice and more reasonable prior
should come from one’s previous experience, in this case the updated prior.
Also, it is worth noting that many large n galaxies in previous studies reside in
dense environment and the light profile can be contaminated by intra-cluster light
and by faint galaxies. These contributions boost the outskirts and allow the Se´rsic
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Figure 3.11. Galaxy axis ratios for one-component galaxies.
model have a larger n to model these outskirts. Guo et al. (2009) also shows the
significant effects of parameter covariance on the measurement of Se´rsic index by a
set of tests using different sky backgrounds.
From the marginalised posterior distribution of n in Figure 3.10, we argue that
Se´rsic index distribution for elliptical galaxies is not very broad: the distribution
has a strong peak at n = 3.5 with a variation of ±0.85. This supports the classical
hypothesis based on the pioneering work by de Vaucouleur.
In Figure 3.11, we show the distribution of axis ratio of one-component galaxies.
As expected, the distribution is not flat. It has a peak at q = 0.8, a tail toward
small axis ratios (q ≈ 0.2) and a rapid drop at large q. Although the intrinsic shape
of elliptical galaxies is difficult to infer, the paucity of round galaxies at q = 1 can
explained by a triaxial galaxy population (Ryden 1992). Our distribution is close to
the distribution from Kimm & Yi (2007), and is qualitatively different from a simple
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analytical distribution based on the prolate spheroid hypothesis and is more close to
the distribution from an oblate spheroid hypothesis (see Fig.2 in Kimm & Yi (2007)).
3.4.3.2 Two-component bulge-disc galaxies
We consider four parameters: the bulge Se´rsic index (nb), the B/T, the bulge
axis ratio (qb) and the disc axis ratio (qd). Figure 3.12 shows the marginal posterior
distribution of nb. The distribution shows an asymmetric shape with a peak at
nb = 2.0 and a long tail towards large nb, in contrast to the distribution of spheroid
Se´rsic index for one-component galaxies. The nb distribution shows a wide variation,
perhaps owing to a more complex and diverse formation history of bulges than of
elliptical galaxies. From this marginal posterior we do not see a bimodality in the
Se´rsic index distribution between classical (n = 4) and pseudo (n < 2.5) bulges as
previously claimed in the literature (Gadotti 2009; Kormendy & Kennicutt 2004).
In Paper II, we showed that the parameter uncertainty of nb becomes larger when
the S/N, the B/T or the bulge radius becomes small. The variance of nb is typically
±2.0 when S/N < 10, B/T < 0.1 or rb[PSF FWHM] < 1.0. This variance smoothes
out any significant differences between the classical bulge n and the pseudo bulge n,
and thus the marginal distribution may not clearly reveal the difference in bulge n
for these two different types of bulges. In this sense, Se´rsic index alone is not a good
discriminator between classical and pseudo bulges as discussed in Gadotti (2009).
Also we note that our nb distribution is different from the one reported in Allen et
al. (2006) who decompose nearly 10,000 galaxies in an optical band. Their distribution
of nb shows a strong peak at n = 3 that is larger than ours. The difference in observing
band (optical .vs. NIR) could be a part of the reason for this difference since optical
bulges can be more concentrated than NIR bulges if there were star formation at the
galactic center.
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Figure 3.12. The galaxy bulge Se´rsic index distribution of two-component galaxies.
Figure 3.13. The bulge-to-total ratio for two-component galaxies.
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Figure 3.13 shows the marginal posterior distribution of B/T. One can clearly
see that there are not many large B/T galaxies. There are two posterior modes
B/T = 0.15 and B/T = 0.3. This shape is similar to the large scale studies in optical
band (e.g. Benson et al. 2007; Allen et al. 2006) although their classification procedure
is not exactly the same as ours.
We remade the same histogram by excluding small bulges whose half-light radius
is smaller than the PSF FWHM and the mode at low B/T (B/T < 0.2) does not
disappear although it slightly is shifted toward lower values. Galaxies with B/T
smaller than 0.2 are in a reasonable range of observation (e.g. Weinzirl et al. 2009)
and there is increasing evidence that such low B/T galaxies are common (e.g. Bo¨ker
et al. 2002; Kautsch et al. 2006).
Figure 3.14 shows the distribution of axis ratio for the bulge (left) and the disc
(right) component. The bulge axis ratio distribution is very similar to the single Se´rsic
galaxy spheroid axis ratio distribution in Figure 3.11. This similarity does not mean
that they necessarily form and evolve the same way. Rather, a detailed comparison
of the observed axis ratio distribution combined with kinematic information, e.g.
the relative fraction of rotational and random motion in their velocity dispersion, is
necessary to test different formation and evolution scenario for the bulge and single
component galaxies.
The right panel of Figure 3.14 shows the distribution of disc axis ratio. A predicted
distribution of axis ratio from the simple assumption that discs are infinitely thin
and randomly oriented in the sky, is a uniform distribution. We observe that the
distribution is not flat. In reality, discs are not infinitely thin. If we assume that the
disc is oblate with an intrinsic axis ratio β, the inclination cos(i), observed axis ratio
b/a, and β has the following relation (e.g. Binney & Merrifield 1998).
cos2(i) =
(b/a)2 − β2
1− β2 (3.13)
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(a) bulge axis ratio
(b) disc axis ratio
Figure 3.14. Bulge and disc axis ratio distributions for two-component galaxies.
In addition to the disc axis ratio distribution, an analytic prediction of axis ratio
distribution from a simple oblate disc with intrinsic axis ratio q = 0.22 is also shown
in blue. Both distributions are normalised to 1.
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From the observed distribution of the disc axis ratio, one can infer the distribution
of intrinsic axis ratio β (Binney & Merrifield 1998). For illustrative purposes, we
generate a predicted distribution of b/a for a random distribution of cos(i) and using
β = 0.22. This distribution is plotted in the right panel of Figure 3.14, as the blue
histogram. A rise in lower axis ratio (q ≡ b/a) of the observed distribution (black
line) can be explained by the thickness of the disc specified by β. The drop at large
axis ratio can be explain by a deficiency of nearly circular galaxies (e.g. Maller et al.
2009), i.e. discs are not axis symmetric.
However the distribution of axis ratio is significantly changed by dust extinction
(e.g. Maller et al. 2009; Driver et al. 2007; Lackner & Gunn 2012) owing to the
inclination and the intrinsic distribution of dust in face on spiral galaxies. A recent
study by (Driver et al. 2007) using the bulge-disc decomposition analysis results of
10,935 galaxies in Millennium Galaxy Catalog (Allen et al. 2006) shows a nearly flat
distribution for the disc component after correcting the effects of dust extinction by
inclination and intrinsic dust distribution. Another study by Lackner & Gunn (2012)
using 71,825 SDSS galaxy bulge-disc decomposition with inclination correction only
following Maller et al. (2009), shows the similar disc axis ratio distribution to ours
(see Figure 24 in Lackner & Gunn (2012)). They are optical study and the dust
extinction correction makes a significant difference. However we do not expect a
large dust extinction in Ks-band, and the similarity between our results and the
results from Lackner & Gunn (2012); Maller et al. (2009) indicates that the our Ks-
band morphology is not much affected by dust extinction. The Ks-band bulge-disc
decomposition analysis using larger samples will put stronger constraint to infer the
galaxy intrinsic axis ratio distributions.
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3.4.4 Correlations of galaxy morphology
The traditional approach to studying galaxy scaling relations is use a scatter plot
that uses the best-fit model parameter for each galaxy. However, in Paper I, we showed
that a fake correlation can be produced by these potentially biased and correlated
parameters. In particular, in a highly degenerate and covariant model like a Se´rsic
model, a full characterisation of the parameter posterior probability is necessary to
avoid a potentially large bias. As shown in Figure 3.8, a simple linear correlation based
on the best-fit parameter scatter plot distorts the nature of the parameter covariance,
which is often non-linear and complex. This is one of the strong motivations for using
a Bayesian approach. In this study, we confirm well known galaxy correlations but at
the same time, we also discover that some of the joint posterior distributions of our
2MASS sample do not show a significant correlation, contrary to previous claims. We
will present the results for one-component and two-component galaxies separately.
3.4.4.1 One-component Se´rsic galaxies
One of the most well known galaxy morphology correlations is the size-magnitude
relation: brighter galaxies are larger. In Figure 3.15, we plot a joint distribution of
galaxy half-light radius and absolute magnitude for one-component Se´rsic galaxies.
10%, 30%, 50%, 68.3%, 95.4% and 99.7% confidence levels are shown with the
68.3% level highlighted by a green line. The red line and yellow line are linear fits
to the size-magnitude relation of SDSS early type galaxies by Shen et al. (2003) and
Bernardi et al. (2003) in the SDSS r-band, shifted by a typical (r − K) color of 3
(Fukugita et al. 1995). Since Shen et al. (2003) uses the r-band Petrosian half-light
radius and Bernardi et al. (2003) uses the Se´rsic fit half-light radius, we can not
compare their results and ours directly. However, we can compare the slope, and
the lines from Shen et al. (2003) and Bernardi et al. (2003) are not aligned with the
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Figure 3.15. The joint marginal posterior distribution of galaxy half-light radius and
absolute magnitude. Circles are the best-fit parameters at the posterior maximum.
10%, 30%, 50%, 68.3%, 95.4% and 99.7% confidence levels are shown with the 68.3%
level indicated by the green color. Two linear correlation fits for SDSS early type
galaxies by Shen et al. (2003) and Bernardi et al. (2003) are added by assuming a
r −K color of 3 (Fukugita et al. 1995).
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principal axes of the 68.3% confidence region contour. Our joint posterior contour
has a slightly shallower slope than those linear correlations.
From the distribution of cyan circles that are the points representing the posterior
maximum, we note that the points do not trace the contours. The distribution of
best-fit parameters tends to have a systematically larger size and larger scatter at the
faint magnitudes, and thus one would fit fit a different relation to these points. This
illustrates an important difference between using a scatter plot (i.e. the cyan circles)
and the full joint posterior probability distribution, Inferences from the scatter plot
are subject to biases from model parameter covariances, e.g. the magnitude correlates
with galaxy radius in Se´rsic models, and the full posterior distribution provides the
correct confidence region free from these biases and covariances.
Accurate measurement of galaxy size-magnitude relations and their evolution re-
cently has obtained much attention owing to the existence and evolution of compact
but massive elliptical galaxies since z = 2 (e.g. Kriek et al. 2006). Although care-
ful analyses have been done, how fast the size-magnitude relation evolves for these
elliptical galaxies and how compact these ellipticals are compared to elliptical galax-
ies today with similar stellar masses are not completely understood. There is still a
debate whether the measured compactness is real or not (e.g. Mancini et al. 2010).
Various physical mechanisms have been proposed to explain the observations and
a reliable measurement is essential to test those hypotheses. However, using only
the best-fit parameter scatter plot provides a poor and even distorted view, and any
inferences should rely on the full posterior distribution with confidence levels.
In Figure 3.16, we show a joint posterior of size and n (left panel) and magnitude
and n (right panel) for our 2MASS one-component galaxies. Like Figure 3.15, 10%,
30%, 50%, 68.3%, 95.4% and 99.7% confidence levels are shown with the 68.3% level
indicated by the green line. The circles are the best-fit parameter distribution. Inter-
estingly, we do not see a correlation of galaxy magnitude and size with Se´rsic index
216
(a) rh and n
(b) mag and n
Figure 3.16. (a) The covariance of Se´rsic index with galaxy half-light radius rh. (b)
The covariance of Se´rsic index with magnitude. 10%, 30%, 50%, 68.3%, 95.4% and
99.7% confidence levels are shown with the 68.3% level shown by the green line.
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n in Figure 3.16, which is inconsistent with some previous results (e.g. Graham &
Guzma´n 2003).
Past studies of elliptical galaxies in clusters claim that bright elliptical galaxies
have large Se´rsic indices (e.g. Graham & Guzma´n 2003, in the B-band). However,
these galaxies are in clusters where the intra-cluster light might and faint galaxies
boost the outskirts of the galaxy profile leading to higher implied Se´rsic indices.
Although the distribution of entire elliptical galaxy Se´rsic index is not well known,
Blanton & Moustakas (2009) recently showed that elliptical galaxies in the SDSS do
not show the strong covariance with galaxy magnitude as seen in Graham & Guzma´n
(2003). Also, there is no clear correlation between rh and n for elliptical galaxies
(Gadotti 2009). Our one-component galaxies correspond to elliptical galaxies from
the large SDSS sky area and not from any particular environment, and thus our result
indicate that elliptical galaxies have a Gaussian Se´rsic index distribution with mean
n = 3.5, which does not correlate with either rh and magnitude.
The null correlation of magnitude and size with n seen in this ensemble posterior
of 2MASS galaxies, combined with the strong size-magnitude relation seen in Figure
3.15 implies that scaling parameters in galaxy morphology like size and luminosity
are intrinsically correlated, however there is no significant correlation between these
scaling parameters and a shape parameter (i.e. Se´rsic index) that determines a galaxy
luminosity profile shape.
In Paper I, we illustrated using a simulated galaxy population that the Se´rsic
index-galaxy radius correlation can be fooled by intrinsic model parameter covari-
ances The best-fit parameter distribution of galaxy radius and Se´rsic index showed
a covariance that was not present in the simulated galaxy population. The apparent
covariance was a result of intrinsic model parameter covariance in the Se´rsic model.
As mentioned by Trujillo et al. (2001); Ciotti & Bertin (1999), Se´rsic half-light ra-
dius rh and Se´rsic index n are strongly covariant. Therefore, the previously observed
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correlation of galaxy magnitude and half-light radius with Se´rsic index could be con-
taminated by these strong intrinsic parameter covariances.
3.4.4.2 Two-component bulge-disc galaxies
Like for the one-component galaxies, we present the joint posterior between magni-
tude and size for bulge-disc galaxies. First, we show the bulge and disc size-magnitude
relation in Figure 3.17. A sharp cut off shown in (a) is an artificial boundary of the
bins. Both the bulges and discs have the same trend. Bright ones are larger although
the confidence region for the bulge size-magnitude relation is much broader than that
for the disc. This trend is robust like the galaxy size-magnitude relation for one-
component galaxies. The 68.3% confidence region of bulge magnitude-size relation
shows a curvature at faint magnitudes while the best-fit parameter distribution does
not. Balcells et al. (2007) and Coenda et al. (2005) report a linear correlation in
logarithmic space between bulge the luminosity and size based on scatter plots and
hence could be spurious.
Figure 3.18 shows the joint posterior of bulge magnitude and B/T. Galaxy bulge
magnitude correlates with B/Twith bright bulges unsurprisingly having a larger frac-
tion of light in a galaxy. This result is also consistent with previous studies (e.g.
Balcells et al. 2007). However, in Paper II when we generated bulge-disc galaxies we
introduced a correlation between bulge magnitude and bulge radius rb and did not
introduce a correlation with B/T. Even though there was no introduced parameter
correlation with B/T, the ensemble parameter posterior showed that B/T and rb were
strongly covariant, and thus the bulge magnitude and B/T were also covariant. Thus
any measured correlation between bulge magnitude and B/T may not entirely be
intrinsic to the galaxy population and could be partly a result of intrinsic parameter
covariance.
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(a) Bulge
(b) Disc
Figure 3.17. The size-magnitude relation for bulges and discs. A sharp cut off in
(a) is an artificial boundary of the bins.
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Figure 3.18. The relation between bulge magnitude and B/T.
Figure 3.19 shows the relation between the disc and bulge size ratio (rd/rb) and
B/T. In a previous analysis, MacArthur et al. (2003) reports that rd/rb is about 7.6
and mildly varies with Hubble type. For early type spirals, rd/rb is small and for late
type spirals, rd/rb is large. Also, a recent study by Gadotti (2009) shows the same
trend. Our results are consistent with these observations. We find a roughly constant
rd/rb when B/T is small and then rd/rb tends to be smaller with a larger scatter as
B/T increases. In other words, a strong coupling between the bulge and disc size
becomes weaker as B/T increases. A strong bulge disc coupling could be explained in
a model where the disc forms first then bulge emerges from within the disc (Courteau
et al. 1996). Our result implies that this initial coupling becomes weaker as the bulge
fraction increases. However, it is difficult to know whether an increasing B/T owes
to the growth of bulge or the diminished growth of the disc.
Figure 3.20 shows the joint posterior of bulge Se´rsic index and B/T. A large
fraction of galaxies are concentrated in the region of low bulge n (n ≈ 2) and large
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Figure 3.19. The relation between the ratio of bulge and disc size (rd/rb) and B/T.
B/T (B/T ≈ 0.35), and there is a tail towards large n and small B/T. This trend is
qualitatively different from the previously known positive correlation between bulge
Se´rsic index n and B/T (e.g. Gadotti 2009).
One might argue that the large Se´rsic indices at low B/T could be caused by
biases introduced by small bulges. However, in Paper II we carefully investigated the
possible bias and uncertainties introduced by small bulges since a significant fraction
of 2MASS bulges are smaller than the PSF (see Figure 3.4). We find that although the
parameter uncertainty of bulge n is large i.e. ∆n = ±2 defined as 1/2 FWHM of the
posterior distribution when rb[PSF FWHM] < 1.0, the bias of the mode of the bulge
n distribution is small, only +0.3. The bias we detected using the simulated galaxies
cannot explain the systematic trend we see in B/T and bulge n parameter space in
Figure 3.20 and hence the feature is robust. Interestingly, we observe that if not
weighted by Bayes factor, the n-B/T distribution shows a mild positive correlation.
222
The B/T and bulge n distribution has implications to the bulge population. It
has been postulated that there are two types of bulges: classical and pseudo bulges
(Kormendy & Kennicutt 2004). A general consensus is that classical bulges form
by mergers and have a large (n > 3) Se´rsic index while pseudo bulges form by disc
instabilities and have a small (n < 2) Se´rsic index (e.g. Gadotti 2009; Kormendy &
Kennicutt 2004). However, recently Gadotti (2009) performed a bulge-disc decom-
position of nearly 1000 SDSS galaxies and a detailed study of a structural difference
between classical and pseudo bulges. They concluded that bulge Se´rsic index is not
a good discriminator and more clear distinction between these types of bulges comes
from the Kormendy relation (e.g. Kormendy 1977). For example, Gadotti (2009) show
that there are many pseudo bulges with n > 2 and small B/T also many classical
bulges with n < 2 with large B/T.
Another ambiguity is the contribution from galactic bars. Ignoring bars signifi-
cantly affects the bulge inference by increasing bulge size and luminosity which leads
to a overestimated n (Weinzirl et al. 2009). Although uncertain, the bar fraction in
the NIR can be up to 50% (e.g. Eskridge et al. 2000). Also Balcells et al. (2003)
shows that using HST images of S0-Sbc galaxies, the bulges with large n ≈ 4 are few
and 34% of bulges have nuclear component, and if observed them in ground based
near-infrared band, they all have large n > 4. This is particularly interesting and
can possibly explain the existence of large number of bulges with large n and lower
B/T by the central point sources unresolved by 2MASS PSF. Given these complex
systematics and sample characteristics, a careful investigation is required to explain
the observed n-B/T distribution in the context of the classical and pseudo bulge
hypothesis.
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Figure 3.20. The relation between bulge Se´rsic index and B/T.
3.5 Summary and discussion
We useGalphat to perform a bulge-disc decomposition analysis of 2MASS galax-
ies. In contrast to previous studies that used the best-fit parameters for each galaxy,
we use the full parameter posterior of MCMC samples from the ensemble of galaxies
for reliable parameter estimation and model comparison. Priors are initially informed
by current observations. Among the 2077 Ks-band selected (8 < Ks < 11 in Kron
magnitude) galaxies, after eliminating 47 galaxies with significant contamination from
foreground stars and companion galaxies, the ensemble posteriors of 400 galaxies is
used as an updated prior for analysing the remaining 1630 galaxies.
In Paper II, we throughly tested this approach on simulated galaxy images that re-
semble realistic observations and the 2MASS sample used in this study is not strongly
affected by any limitations of ourGalphatmorphology decomposition methods. The
main goal of this study is to characterise the statistical distribution of NIR galaxy
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morphology properties and to assess intrinsic galaxy morphology correlations free
from contamination by intrinsic model parameter covariances.
In this pilot study we measured the luminosity function of bulges, discs and
spheroids separately and then characterised a relative distribution of luminosity in
each morphological component. We investigated marginal ensemble posterior distri-
butions to test the current claims of galaxy scaling relations and discovered hidden
correlations of galaxy morphology parameters. Here we summarise our most impor-
tant findings and discuss the implications.
3.5.1 The Ks-band luminosity budget in the local Universe
We measure the luminosity function (LF) of the bulge, the disc and single com-
ponent spheroid separately in the local Universe. Spheroids dominate the bright-end
and bulges and discs dominate the faint-end magnitude. The luminosity function of
bulges and discs have a steeper power law slope than spheroids. The shape of total
LF in this study agrees well with previous measurements. The LF of single Se´rsic
spheroid galaxies has a similar faint-end slope to the LF of elliptical galaxies based on
the detailed morphology classification (Devereux et al. 2009). The agreement of the
one-component spheroid LF shape with elliptical galaxy LF implies that our Bayes
factor model comparison correctly picks up the elliptical galaxies.
We fit a Schechter function to the LF measurements and estimate the relative
luminosity fraction of spheroid, disc and bulge in the local Universe: 40% in spheroid,
41% in disc and 19% in bulge. 59% of Ks-band light in local Universe is in bulges and
spheroids, and the rest 41% is in discs. This is quite different from optical studies (e.g.
Benson et al. 2007; Tasca & White 2011) where more than 50% of light is in discs. A
possible explanation for this discrepancy is that star formation primarily occurring in
discs enhances the optical luminosity fraction in discs. Since the Schechter fit is poor
at both bright and faint-end magnitude, we also estimate the luminosity density of
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bulges, discs and spheroids by direct summation of all the posterior MCMC sample
points and the resulting relative luminosity fraction of each component does not
change from the result of Schechter fit.
We also measure the fraction of light in the spheroids and bulges (LS/LT ) given
a galaxy’s total magnitude. The result shows a trend of increasing LS/LT with
decreasing magnitude: as a galaxy becomes brighter, the total light is distributed
mostly in a Se´rsic spheroid and bulge. However, it is more complicated. If we consider
the LS/LT distribution at a given magnitude we see two branches: one has high
LS/LT appearing over the entire magnitude range and the other has low LS/LT and
starts to appear at faint galaxy magnitudes (MK > −24). It is clear that at bright
magnitudes, the light is mostly in spheroids and bulges. However, at faint magnitudes
the luminosity can either be in spheroids and bulges or in discs, with similar fractions.
If we exclude the one-component galaxies, we observe a mild trend with brighter
galaxies having more light in bulges. This illustrates that marginalisation can hide
information and shows that if possible one should use the full parameter probability
distribution.
If one has color for bulges, discs and spheroid, the stellar mass function can be
inferred from the luminosity function using Ks-band stellar mass-to-light ratio (Bell
et al. 2003). Although we do not have color, we simply adopt representative colors of
bulge and disc from Lackner & Gunn (2012) and of elliptical galaxies from Blanton &
Moustakas (2009), and then convert our LF to the stellar mass function and estimated
the stellar mass density in the local Universe.
Figure 3.21 shows our stellar mass functions of bulges, discs and spheroids from
the above simplest assumption we made. For comparison, Bell et al. (2003) result is
shown. We also consider a possible variation of M/L by 0.1 dex, following Bell et al.
(2003) and show the upper and lower error boundary of stellar mass function using two
thin lines. The difference from Bell et al. (2003) is clear: our stellar mass function
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Figure 3.21. Stellar functions of spheroids (green), bulges (red), discs (blue) compo-
nent and total (grey). Bell et al. (2003) is shown for comparison. Thin color lines are
the result from the variation ofM/L by 0.1 dex, following Bell et al. (2003). Different
(g − r) colors from Lackner & Gunn (2012) and Blanton & Moustakas (2009).
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over predict the high mass population. Estimated stellar mass densities of bulges,
discs and spheroids are 0.70 ± 0.18[108hMMpc−3], 1.83± 0.48[108hMMpc−3] and
2.02 ± 0.53[108hMMpc−3] respectively. One-component galaxies, discs and bulges
have 44%, 40% and 16% of the total stellar mass density in the local Universe, which
is 19% less than the previous measurements (Bell et al. 2003; Cole et al. 2001). One-
component single Se´rsic galaxies has the largest portion of stellar mass in the local
Universe which is consistent with Bell et al. (2003); Cole et al. (2001).
3.5.2 The distribution of galaxy structural parameters: one-component
galaxies
By marginalising the ensemble posterior, we investigate the distribution of galaxy
morphological structure parameters. We confirmed previously known distributions
and also found new results that are inconsistent with previous claims.
The Se´rsic index distribution of one-component galaxies corresponding to elliptical
galaxies is almost Gaussian centered at n = 3.5 with ∆n = ±0.85. In Paper II,
we show that by updating the prior from the sub-sample posterior, the parameter
inference (e.g. Se´rsic index) can be significantly improved by narrowing the confidence
interval. The mode of the Se´rsic index distribution was not biased at all and one sees
a slight probability excess at large n owing to the strong covariance with increasing n.
Given the accuracy of our parameter recovery calibrated against simulated galaxies,
the Se´rsic index distribution of 2MASS elliptical galaxies in this study is robust and
supports the classic observational result based on work by de Vaucouleur. Also, the
observed axis ratio distribution is similar to the simple hypothesis of oblate spheroids
with some triaxiality.
The well known galaxy size-magnitude relation also exists in the NIR. However,
the two linear fits from previous optical studies (Bernardi et al. 2003; Shen et al. 2003)
are not exactly aligned with the principal axis of the 68.3% confidence contour of the
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ensemble posteriors. They have a slightly steeper slope. Also, the distribution of
the best-fit parameters does not follow the posterior contours. At a given magnitude,
the distribution of the best-fit size parameter is not symmetric around the major
principal axes of the 68.3% confidence contour and tends to be above the axis. This
shows that one really needs a full parameter posterior to avoid a biased inference of
galaxy scaling relations that can occur using the best-fit parameters only.
On the other hand, we also find that there is no significant correlation between
Se´rsic index and galaxy half-light radius, or between Se´rsic index and galaxy magni-
tude. Se´rsic index determines the profile shape not the galaxy scale like the magnitude
and size. Therefore one can anticipate no or very weak intrinsic covariance between
shape parameters and scale parameters. Indeed, often claimed correlations between
n and other parameters might include a significant model parameter covariance that
does not indicate the galaxy properties themselves. For example, the half-light radius
and n is known to be correlated and a degeneracy with the sky background can cause
a bias in magnitude, size, and n. To correctly take these model parameter covariances
and intrinsic parameter covariances into account for reliable inferences, one needs the
full parameter posterior.
3.5.3 The distribution of galaxy structural parameter: two-component
galaxies
The galaxy bulge Se´rsic index (nb) distribution has a peak at nb = 2.0 and extends
to large nb. The B/T distribution shows that a majority of galaxies have B/T < 0.5
and that there are two significant modes: one at B/T = 0.15 and the other at
B/T = 0.3. The two modes are also seen in other optical studies (e.g. Benson et al.
2007; Allen et al. 2006) although the exact locations of the peaks are slightly different.
While the bulge axis ratio distribution is similar to that of one-component galaxies,
the disc axis ratio distribution is not uniform; there is a significant excess in low b/a
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and the distribution gradually decreases to high b/a. The distribution is similar
to other optical studies applying the correction for dust extinction increasing with
inclination angle. The disc axis ratio distribution in Ks-band is far less affected by
the dust extinction and probably close to the intrinsic distribution of disc component,
which is similar to the distribution predicted from the hypothesis of an almost oblate
spheroid disc with finite thickness and without perfect circular shape.
We find a strong size-magnitude correlation for the disc component and a weak
size-magnitude correlation for the bulge component owing to the large uncertainty
in bulge parameter determination affected by S/N, B/T, and the size relative to the
PSF. Also, B/T is positively correlated with bulge magnitude, which is consistent
with previous observations (Graham & Guzma´n 2003). The ratio of bulge size to
disc size varies with galaxy B/T. This rules out the hypothesis of a scale free Hubble
sequences, the ratio does not depend on Hubble type, which is strongly correlated
with B/T. Large B/T galaxies tend to have a relatively large bulge compared to the
disc.
The joint distribution of nb and B/T is difficult to understand in the standard
classical and pseudo bulge scenario. Given the test results in Paper II, the results
presented here are robust and not biased although the uncertainties can be large.
Our results indicate that smaller nb tends to have larger B/T and many large nb
galaxies are disc dominated. This result seems to be contrary to the hypothesis of
a classical and pseudo bulge where classical bulges tend to have large nb and reside
in bulge-dominated galaxies while pseudo bulges tend to have small nb and reside
in disc-dominated galaxies. However, Se´rsic index is not a good discriminator for
classical and pseudo bulge as reported by Gadotti (2009) using a large sample of
galaxies. Including a bar component, whose fraction in NIR can be more than 50%
(Eskridge et al. 2000), in the image decomposition, which is not done in this study,
can decrease B/T and change the bulge shape to be less concentrated and smaller.
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Or unresolved object like the nuclear point source, i.e. AGN can be detected as a
bulge with large n (e.g. Balcells et al. 2003). As a result, one or combination of these
effects can change the landscape of the nb and B/T distribution. We postpone any
final conclusions about the pseudo bulge scenario until we perform more sophisticated
analyses using high resolution image and including bar models.
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CONCLUSION: BAYESIAN INSIGHTS INTO GALAXY
STRUCTURE
In this dissertation, I carry out an observational study of galaxy formation and
evolution by investigating the statistical distribution of galaxy morphological struc-
ture. The scientific goals and approaches are not new. However the unique aspect of
this thesis is the analysis methodology: I developed a full Bayesian approach to infer
galaxy morphological structure from modeling galaxy surface brightness distribution.
The motivations of developing new Bayesian methodology for galaxy morphology
analysis are:
1. The most conventional methods to measure galaxy morphology is to model
galaxy image using parametric function and maximize a likelihood to find the
best-fit morphological parameter. There is a variety of numerical algorithms
to find the maximum likelihood solution. However if the number of model
parameter is large or the signal-to-noise ration of galaxy data is low, the returned
maximum likelihood solution becomes less reliable, which means that there is
a potential danger to land on a ’wrong’ answer (i.e. not a maximum likelihood
value). The obtained maximum likelihood answer should be robust.
2. Even though one has the maximum likelihood solution, it does not give any
information of the likelihood shape. Depending on the model, the topology of
likelihood in large dimensional parameter space might not be a Gaussian due to
the parameter covariance or even worse than that: it might have complicated
morphology. As a result, multiple solutions which give the same quality of the
fit, can exist. Therefore the probabilistic significance over the entire parameter
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space, has to be assessed to characterize the uncertainties of the maximum
likelihood solution.
3. Moreover if one wants to test two different models in galaxy morphology anal-
ysis: early type galaxies modeled by one-component single Se´rsic and late type
galaxies modeled by two-component bulge-disc model, and select the better
model to the galaxy data, maximum likelihood value can not be used to com-
pare two models. And classical rejection test based on p-value: a probability
of χ2 value greater than the observed one, can only determine whether one can
reject the null hypothesis or not, and can not tell any thing about alternative
hypothesis. Therefore if one wants to compare two models and select one of
them, a probabilistic significant of one model to the other has to be estimated.
4. An understanding of galaxy formation and evolution is a hierarchical build up
of our knowledge of astronomical observations. If this prior knowledge can be
incorporated in the analysis of new data, the inference from the analysis of the
new date can be significantly improved.
A maximum likelihood approach based on χ2 minimization has been widely used to
measure galaxy morphology due to its fast speed and simplicity of implementation.
However it becomes increasingly important to control the systematic and random
errors of morphology parameters and to classify galaxy type, in order to analyze
a large (typically more than 104) number of galaxies from large scale photometric
surveys to study galaxy population, and then the traditional maximum likelihood
best-fit parameter approach from χ2 minimization is not the right approach although
it can produce the result quickly.
Bayesian statistics combined with numerical Markov chain Monte Carlo algorithm
provides a formally correct statistical frame work to achieve all of these requirements
in galaxy morphology analysis. However one of the biggest disadvantage of this ap-
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proach is the computational speed: it is very slow. Therefore I have invested a signifi-
cant amount of effort into a technical development of new galaxy image decomposition
software Galphat which generates galaxy model image with high speed and accu-
racy. Then I have incorporate Galphat as an application module in the UMASS
Bayesian Inference Engine (BIE) developed by Martin Weinberg and researches in
the department of computer science in the UMASS. BIE is an Object-Oriented MPI-
parallelized numerical software package for Bayesian MCMC computation.
In chapter 2, I have tested Galphat on simulated galaxy images generated from
Se´rsic model profile to demonstrate its feasibility of analysis of a large number of
galaxies and to characterize the performance: accuracy of parameter recovery for a
wide range of galaxy parameters and data signal-to-noise ratio S/N. The results shows
that galaxy magnitude, half-light radius and Se´rsic index are strongly covariant. The
strength of parameter covariance increases with S/N and Se´rsic index n: the parame-
ter covariance becomes dominant errors for high S/N galaxies, while the random error
dominates the errors for low S/N.
In chapter 3, I have carried out a bulge-disc decomposition analysis using simu-
lated ensemble of galaxy population including single Se´rsic and bulge-disc galaxies
from realistic mock galaxy catalog. Galaxies have a wide range of morphological
properties supported by previous observations. This work is motivated by the need of
bench mark tests for the near-infrared galaxy morphology analysis using real 2MASS
galaxies presented in chapter 4. In this work, I applied Bayesian prior update and
model comparison for a reliable parameter estimation and model comparison. Based
on extensive tests and experiment, I revised the two-component bulge-disc model
to have mutual parameter constraints and found the reliable methods to compute
the marginal likelihood for Bayes factor model comparison. The results show that
the carefully chosen prior from previous observations or Bayesian prior update sig-
nificantly improves the parameter inference and the result of Bayes factor model
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comparison, by correctly delineating the covariance and degeneracy in the parameter
space, and that utilizing an ensemble parameter posterior of galaxy samples combined
with each galaxy’s Bayes factor enables a rigorous probabilistic inference of galaxy
morphological parameter distribution with a statistical confidence.
In chapter 4, I present the result from the analysis of Ks-band magnitude limited
galaxy samples in the Two Micron All Sky Survey. I have followed the same analysis
procedure well tested for simulated galaxy samples in chapter 3. I characterize the
luminosity functions of bulge, disc and single Se´rsic galaxies separately and estimate
the corresponding luminosity densities in local Universe. Also I study the correla-
tion of galaxy morphological parameter using ensemble posterior probability from
each galaxy. I estimate that the 41%, the 40% and the 19% of Ks-band lights are
in discs, bulges and spheroids respectively, in the local Universe. This is different
from the optical study which estimates a higher fraction in disc perhaps owing to
the enhancement of light in disc by star formation. Well known correlation between
galaxy magnitude and size also exists in the NIR morphology. However, I also find
that some of previously claimed correlations are not seen in our study. The most
correlations of Se´rsic index n with other galaxy parameters are weak or statistically
insignificant, and the apparent correlation is caused by strong parameter covariances
in Se´rsic models. This is different result from previous claims which were inferred
from the best-fit parameter distributions only. I show that the information between
galaxy morphology parameters might be hidden by marginalising over the parameter.
A careful investigation of ensemble posterior reveals the hidden correlation. I find
that the fraction of light in spheroids (bulge and elliptical galaxies) monotonically
increases with galaxy magnitudes, however the investigating the full parameter pos-
terior reveals that the spheroid light fraction distribution has two branches at faint
magnitudes: one with high spheroid light fraction is from elliptical galaxies and the
other with low spheroid light fraction is from bulge-disc galaxies. The apparent trend
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is a result of the addition of these two branches. The Bayesian approach confirms
some of previous correlations with rigorous statistical confidence level and also iden-
tifies intrinsic correlations of the galaxy morphology which is not from the model
parameter covariance. This emphasizes the importance of using the full posterior
probability distribution to make a reliable inference of galaxy properties by modeling
the galaxy surface brightness.
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