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Consider an N × n random matrix Yn = (Y
n
ij ) where the entries
are given by Y nij =
σij(n)√
n
Xnij , the X
n
ij being independent and iden-
tically distributed, centered with unit variance and satisfying some
mild moment assumption. Consider now a deterministic N×nmatrix
An whose columns and rows are uniformly bounded in the Euclidean
norm. Let Σn = Yn+An. We prove in this article that there exists a
deterministic N×N matrix-valued function Tn(z) analytic in C−R
+
such that, almost surely,
lim
n→+∞,N/n→c
(
1
N
Trace(ΣnΣ
T
n − zIN)
−1
−
1
N
TraceTn(z)
)
= 0.
Otherwise stated, there exists a deterministic equivalent to the empir-
ical Stieltjes transform of the distribution of the eigenvalues of ΣnΣ
T
n .
For each n, the entries of matrix Tn(z) are defined as the unique solu-
tions of a certain system of nonlinear functional equations. It is also
proved that 1
N
Trace Tn(z) is the Stieltjes transform of a probability
measure pin(dλ), and that for every bounded continuous function f ,
the following convergence holds almost surely
1
N
N∑
k=1
f(λk)−
∫ ∞
0
f(λ)pin(dλ) −→
n→∞
0,
where the (λk)1≤k≤N are the eigenvalues of ΣnΣTn . This work is
motivated by the context of performance evaluation of multiple in-
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puts/multiple output (MIMO) wireless digital communication chan-
nels. As an application, we derive a deterministic equivalent to the
mutual information:
Cn(σ
2) =
1
N
E log det
(
IN +
ΣnΣ
T
n
σ2
)
,
where σ2 is a known parameter.
1. Introduction.
The model. Consider an N × n random matrix Yn where the entries are
given by
Y nij =
σij(n)√
n
Xnij ,(1.1)
where (σij(n),1 ≤ i ≤ N,1 ≤ j ≤ n) is a bounded sequence of real num-
bers (i.e., supnmax(i,j) |σij(n)|= σmax < +∞) called a variance profile and
the real random variables Xnij are centered, independent and identically dis-
tributed (i.i.d.) with finite 4+ε moment. Consider a real deterministic N×n
matrix An = (A
n
ij) whose columns (a
n
k)1≤k≤n and rows (a˜
n
ℓ )1≤ℓ≤N satisfy
sup
n≥1
max
k,ℓ
(‖ank‖,‖a˜nℓ ‖)<+∞,(1.2)
where ‖ · ‖ stands for the Euclidean norm. Denote by Σn = Yn +An. This
model has two interesting features: the random variables are independent
but not i.i.d. since the variance may vary and An, the centering perturbation
of Yn, can have a very general form. Denote by Tr(C) the trace of matrix
C. The purpose of this article is to study the behavior of
1
N
Tr(ΣnΣ
T
n − zIN )−1, z ∈C−R+,
that is, the Stieltjes transform of the empirical eigenvalue distribution of
ΣnΣ
T
n when n→+∞ and N →+∞ in such a way that Nn → c, 0< c <+∞.
Under Condition (1.2), the convergence of the empirical distribution of the
eigenvalues of ΣnΣ
T
n may fail to happen (see, e.g., Section 3.1). We shall
prove that there exists a deterministic matrix-valued function Tn(z), whose
entries are defined by a system of equations, such that
1
N
Tr(ΣnΣ
T
n − zIN )−1 −
1
N
TrTn(z) −→
n→∞,N/n→c
0, z ∈C−R+.
It is also proved that 1N TrTn(z) is the Stieltjes transform of a probability
measure πn(dλ) and that the following convergence holds true:
1
N
N∑
k=1
f(λk)−
∫ ∞
0
f(λ)πn(dλ) −→
n→∞0,(1.3)
DETERMINISTIC EQUIVALENTS FOR RANDOM MATRICES 3
where f is a continuous and bounded function and where the (λk)1≤k≤N
are the eigenvalues of ΣnΣ
T
n . The advantage of considering
1
N TrTn(z) as
a deterministic approximation instead of E 1N Tr(ΣnΣ
T
n − zIN )−1 (which is
deterministic as well) lies in the fact that Tn(z) is in general far easier to com-
pute than E 1N Tr(ΣnΣ
T
n − zIN )−1 whose computation relies on Monte Carlo
simulations. These Monte Carlo simulations become increasingly heavy as
the size of matrix Σn increases.
Motivations. This problem is mainly motivated by the context of perfor-
mance analysis of multiple input/multiple output (MIMO) digital communi-
cation systems. The performance of these systems depends on the so-called
channel matrix Hn whose entries (H
n
i,j,1 ≤ i ≤N,1 ≤ j ≤ n) represent the
gains between transmit antenna j and receive antenna i. Matrix Hn is of-
ten modeled as a realization of a random matrix. In certain contexts, the
Gram matrix HnH
∗
n is unitarily equivalent to a matrix (An+Yn)(An+Yn)
∗
where Yn is a random matrix given by (1.1) and An is a possibly full rank
deterministic matrix satisfying (1.2). A fundamental result in information
theory (see [26]) states that the mutual information Cn, which is a basic
performance index of the channel, can be expressed in terms of the singular
values of the channel matrix Hn:
Cn(σ
2) =
1
N
E
[
log det
(
IN +
HnH
∗
n
σ2
)]
,
where σ2 represents the variance of an additive noise corrupting the received
signals. We shall show in Section 4 how to approximate such a mutual in-
formation with the help of the deterministic equivalent Tn(z). Related work
can be found in [7, 22, 26].
About the literature. If Zn is a zero-mean N × n random matrix, the
asymptotics of the spectrum of the N ×N Gram random matrices ZnZTn
have been widely studied: Marcˇenko and Pastur [19], Yin [28], Silverstein et
al. [5, 24, 25] for i.i.d. entries, Girko [9], Khorunzhy, Khorunzhenko and Pas-
tur [17], Boutet de Monvel, Khorunzhy and Vasilchuk [4] (see also Shlyakht-
enko [23]) for non-i.i.d. entries. In the centered case, it turns out that very
often the empirical distribution of the eigenvalues converges toward a limit-
ing distribution.
The case where matrix Zn has nonzero mean has been comparatively less
studied. Among the related works, we first mention [5] which studies the
eigenvalue asymptotics of the matrix (Rn+Yn)(Rn+Yn)
T in the case where
the matrices Yn and Rn are independent random matrices, Yn has i.i.d.
entries and the empirical distribution of RnR
T
n converges to a nonrandom
distribution. It is shown there that the eigenvalue distribution converges
almost surely toward a deterministic distribution whose Stieltjes transform
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is uniquely defined by a certain functional equation. The case (Yn+∆n)(Yn+
∆n)
T where Yn is given by (1.1) and ∆n is deterministic pseudo-diagonal
has been studied in [13] where it is shown that under suitable assumptions
the eigenvalue distribution converges. In the general case Σn = Yn+An, the
convergence of the empirical distribution of the eigenvalues of ΣnΣ
T
n may fail
to happen even if the variance profile exists in some limit and the spectral
distribution of AnA
T
n converges (see, e.g., Section 3.1).
Girko proposed in [10], Chapter 7, to study a deterministic equivalent of
some functionals of the eigenvalues of ΣnΣ
T
n in the case where the following
condition holds for An:
sup
n
max
i
n∑
j=1
|Ani,j |<+∞ and sup
N
max
j
N∑
i=1
|Ani,j |<+∞.(1.4)
Girko showed that the entries of the resolvent (ΣnΣ
T
n − zI)−1 have the same
asymptotic behavior as the entries of a certain deterministic holomorphic
N × N matrix-valued function Tn(z) characterized by a nonlinear system
of (n+N) coupled functional equations. Condition (1.4) is however rather
restrictive. In particular, it does not hold in the context of wireless MIMO
system in which (1.2) is actually much more relevant. In this paper, we thus
extend some of the results of Girko [10] to the case where An satisfies (1.2).
For this, we do not follow the approach of Girko [10] based on the use of
Crame´r’s rule but rather take the approach of Dozier and Silverstein [5] as
a starting point. This approach not only allows to extend the result of [10]
to deterministic matrices satisfying (1.2), but also provides a simpler proof.
It also enables us to prove that the deterministic equivalent 1N TrTn(z) of
the Stieltjes transform 1N Tr(ΣnΣ
T
n − zI)−1 is itself the Stieltjes transform
of a probability measure, which is a result of interest from a practical point
of view [see (1.3), e.g.].
Outline of the paper. The main results of the paper are Theorem 2.4
[existence of the deterministic matrix-valued function Tn(z)], Theorem 2.5
(deterministic approximation of the Stieltjes transform) and Theorem 4.1
(deterministic approximation of the mutual information of a wireless chan-
nel). Theorems 2.4 and 2.5 are stated in Section 2. Section 3 is devoted
to some examples and remarks while Section 4 is devoted to applications
to digital communication; in particular, Theorem 4.1 is stated in Section 4.
Proof of Theorem 2.4 is established in Section 5 while Theorem 2.5 is proved
to the main extent in Section 6. Technical results and some of the proofs are
collected in the Appendix.
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2. The deterministic equivalent: main results.
2.1. Notation, assumptions and preliminary results. Let N =N(n) be a
sequence of integers such that limn→∞ Nn = c ∈ (0,∞). We denote by i the
complex number
√−1 and by Im(z) the imaginary part of z ∈C. Consider
an N × n random matrix Yn where the entries are given by
Y nij =
σij(n)√
n
Xnij ,
where Xnij and (σij(n)) are defined below.
Assumption A-1. The random variables (Xnij ; 1≤ i≤N,1≤ j ≤ n,n≥
1) are real, independent and identically distributed. They are centered with
E(Xnij)
2 = 1. Moreover, there exists ε > 0 such that
E|Xnij |4+ε <∞,
where E denotes expectation.
Remark 2.1. We can (and will) assume in the proofs that ε < 4 without
lack of generality.
Assumption A-2. There exists a nonnegative finite real number σmax
such that the family of real numbers (σij(n),1 ≤ i ≤ N,1 ≤ j ≤ n,n ≥ 1)
satisfies
sup
n≥1
max
1≤i≤N
1≤j≤n
|σij(n)| ≤ σmax.
Denote by var(Z) the variance of the random variable Z. Since var(Y nij ) =
σ2ij(n)/n, the family (σij(n)) will be called a variance profile.
Let An = (A
n
ij) be an N × n real deterministic matrix. We introduce the
N × n matrix
Σn = Yn +An.
For every matrixM , we will denote byMT (resp.M∗) its transpose (resp. its
Hermitian adjoint), by Tr(M) [resp. det(M)] its trace (resp. its determinant
if M is square) and by FMM
T
, the empirical distribution function of the
eigenvalues of MMT . The matrix In will always refer to the n× n identity.
Let A be an n × n matrix with complex entries. If A is Hermitian and
positive semi-definite (i.e., z∗Az ≥ 0 for every z ∈Cn), we write A≥ 0. If A
and B are Hermitian matrices, A≥B means A−B ≥ 0.
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We define the matrix Im(A) by
Im(A) =
1
2i
(A−A∗).
Let B be the Borel σ-field on R. An n×n matrix-valued measure M on B is
a matrix-valued function on B, the entries of which are complex measures.
A positive matrix-valued measureM is such that for every ∆∈ B,M(∆)≥ 0
[i.e., M(∆) is a Hermitian and positive semi-definite matrix]. In this case,
the diagonal entries are nonnegative measures and for every z ∈Cn, z∗Mz is
a scalar nonnegative measure. For more details on matrix-valued measures,
the reader is referred to the standard textbook [20].
In this article, we shall deal with several norms. Denote by ‖ · ‖ the Eu-
clidean norm for vectors. In the case of matrices, the norm ‖ · ‖sp will refer
to the spectral norm and if Z is a complex-valued random variable, denote
by ‖Z‖p = (E|Z|p)1/p for p > 0. If X is a topological space, we endow it
with its Borel σ-algebra B(X ) and we denote by P(X ) the set of probability
measures over X .
We denote by C− = {z ∈C, Im(z)< 0} and by C+ = {z ∈C, Im(z)> 0}.
Assumption A-3. Denote by ank the kth column of An, by a˜
n
ℓ its ℓth
row and by
amax,n =max(‖ank‖,‖a˜nℓ ‖; 1≤ k ≤ n,1≤ ℓ≤N).
We assume that
amax = sup
n≥1
amax,n <∞.
We will frequently drop n and simply write σij , A, Y , ak, and so on.
If (α1, . . . , αk) is a finite sequence of real numbers, we denote by diag(α1, . . . ,
αk) the k× k diagonal matrix whose diagonal elements are the αi’s. Let
Dj = diag(σ
2
ij(n); 1≤ i≤N) and D˜i = diag(σ2ij(n); 1≤ j ≤ n).(2.1)
We will denote by D
1/2
j = diag(σij, i ≤N) and D˜1/2i = diag(σij , j ≤ n). Let
µ be a probability measure over R. Its Stieltjes transform f is defined by
f(z) =
∫
R
µ(dλ)
λ− z , z ∈C
+.
We list below the main properties of the Stieltjes transforms that will be
needed in the sequel.
Proposition 2.2. The following properties hold true:
1. Let f be the Stieltjes transform of µ, then
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– the function f is analytic over C+,
– if z ∈C+ then f(z) ∈C+,
– the function f satisfies: |f(z)| ≤ 1Im(z) and Im( 1f(z))≤− Im(z) over C+,
– if µ(−∞,0) = 0 then its Stieltjes transform f is analytic over C−R+.
Moreover, z ∈C+ implies zf(z) ∈C+, and the following controls hold:
|f(z)| ≤


| Im(z)|−1, if z ∈C−R,
|z|−1, if z ∈ (−∞,0),
(dist(z,R+))−1, if z ∈C−R+,
(2.2)
where dist stands for the Euclidean distance.
2. Conversely, let f be a function analytic over C+ such that f(z) ∈ C+
if z ∈ C+. If limy→+∞−iyf(iy) = 1, then f is the Stieltjes transform of a
probability measure µ and the following inversion formula holds:
µ([a, b]) = lim
η→0+
1
π
∫ b
a
Imf(ξ+ iη)dξ,
whenever a and b are continuity points of µ. If moreover zf(z) ∈ C+ for z
in C+ then, µ(R−) = 0. In particular, f is given by
f(z) =
∫ ∞
0
µ(dλ)
λ− z .
and has an analytic continuation on C−R+.
3. Let F be an n× n matrix-valued function over C+ such that
– the function F is analytic,
– the matrices ImF (z) and ImzF (z) satisfy
ImF (z)≥ 0 and ImzF (z)≥ 0 for z ∈C+.
Then there exists an n×n matrix C ≥ 0 and a positive n×n matrix-valued
measure µ over R+ such that
F (z) =C +
∫
R+
µ(dλ)
λ− z with Tr
∫
R+
µ(dλ)
1 + λ
<∞.
4. Let Pn and P be probability measures over R and denote by fn and f
their Stieltjes transforms. Then(
∀z ∈C+, fn(z) −→
n→∞f(z)
)
⇐⇒ Pn D−→
n→∞P,
where D stands for convergence in distribution.
As item 3 is perhaps less standard than the other items, we give a proof
in Appendix A. These results can be found in several papers without proof
8 W. HACHEM, P. LOUBATON AND J. NAJIM
(see, e.g., [3], pages 64–65).
In the sequel we shall denote by S(R+) the set of Stieltjes transforms of
probability measures over R+. Proposition 2.2 part 2 gives necessary and
sufficient conditions for f to be in S(R+).
We list below some useful properties of matrices that will be of constant
use later:
Proposition 2.3. 1. Let B be an N × n matrix and let C be an n× k
matrix, then
‖BC‖sp ≤ ‖B‖sp‖C‖sp.
2. Let B be an N ×n matrix, let y and x be respectively N × 1 and n× 1
vectors, then
‖B‖sp = sup{|yTBx|,‖y‖= ‖x‖= 1}.
In particular,
|Bij | ≤ ‖B‖sp.
3. If B and C are square and invertible matrices, then
B−1−C−1 =−B−1(B −C)C−1.
If B and C are resolvents (see below), then this identity is known as the
resolvent identity.
4. Let X be an N ×n matrix and denote by Q(z) = (Qij(z)) the resolvent
of XXT , that is, Q(z) = (XXT − zI)−1.
(a) We have ‖Q(z)‖sp ≤ | Im(z)|−1 and in particular |Qij(z)| ≤ | Im(z)|−1.
(b) If D is an N ×N diagonal matrix with nonnegative diagonal elements,
then
b(z) =− 1
z(1 + (1/n)TrDQ(z))
∈ S(R+).
Although very simple, the identity in Proposition 2.3 part 3 is extremely
useful and will be of constant use in the sequel.
2.2. The deterministic equivalent : existence and asymptotic behavior. Let
us introduce the following resolvents:
Qn(z) = (ΣnΣ
T
n − zIN )−1 = (qij(z))1≤i,j≤N , z ∈C−R+,
Q˜n(z) = (Σ
T
nΣn− zIn)−1 = (q˜ij(z))1≤i,j≤n, z ∈C−R+.
The function fn(z) =
1
N TrQn(z) is the Stieltjes transform of the empirical
distribution of the eigenvalues of ΣnΣ
T
n . The aim of this paper is to get
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some insight on fn by the means of a deterministic equivalent. We will
often drop subscripts n. In Theorem 2.4, we prove the existence of matrix-
valued deterministic functions T (z) and T˜ (z) which satisfy a system of N+n
functional equations. In Theorem 2.5, we prove that asymptotically,
1
N
TrQ(z)∼ 1
N
TrT (z) and
1
n
Tr Q˜(z)∼ 1
n
Tr T˜ (z)
in a sense to be defined.
Theorem 2.4. Let An be an N × n deterministic matrix. The deter-
ministic system of N + n equations,
ψi(z) =
−1
z(1 + (1/n)Tr D˜iT˜ (z))
for 1≤ i≤N,(2.3)
ψ˜j(z) =
−1
z(1 + (1/n)TrDjT (z))
for 1≤ j ≤ n,(2.4)
where
Ψ(z) = diag(ψi(z),1≤ i≤N),
Ψ˜(z) = diag(ψ˜j(z),1≤ j ≤ n),
(2.5)
T (z) = (Ψ−1(z)− zAΨ˜(z)AT )−1,
T˜ (z) = (Ψ˜−1(z)− zATΨ(z)A)−1,
admits a unique solution (ψ1, . . . , ψN , ψ˜1, . . . , ψ˜n) in S(R+)N+n.
Moreover, there exist a positive N ×N matrix-valued measure µ= (µij)
and a positive n× n matrix-valued measure µ˜= (µ˜ij) such that
µ(R+) = IN , µ˜(R
+) = In and
T (z) =
∫
R+
µ(dλ)
λ− z , T˜ (z) =
∫
R+
µ˜(dλ)
λ− z
for z ∈ C− R+. In particular, 1N TrT (z) and 1n Tr T˜ (z) are Stieltjes trans-
forms of probability measures.
Proof of Theorem 2.4 is postponed to Section 5. It relies on an iteration
scheme and on properties of matrix-valued Stieltjes transforms.
Theorem 2.5. Assume that Assumptions A-1, A-2 and A-3 hold, then
the following limits hold true almost everywhere:
lim
n→∞,N/n→c
(
1
N
TrQ(z)− 1
N
TrT (z)
)
= 0 ∀z ∈C−R+,
lim
n→∞,N/n→c
(
1
n
Tr Q˜(z)− 1
n
Tr T˜ (z)
)
= 0 ∀z ∈C−R+,
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Remark 2.6 (Limiting behavior). There are two well-known cases where
the empirical distribution of the eigenvalues of ΣnΣ
T
n converges toward a
limit expressed in terms of its Stieltjes transform: The case where the vari-
ance profile σij = σ is a constant [5] and the case where the centering matrix
A (which can be rectangular) has elements equal to zero outside the diag-
onal [13] (with FAnA
T
n converging to a probability measure in both cases).
Interestingly, one can obtain discretized versions of the limiting equations
in [5] and [13] by combining (2.3)–(2.5).
Corollary 2.7. Assume that Assumptions A-1, A-2 and A-3 hold.
Denote by Pn and πn the probability measures whose Stieltjes transform are
respectively 1N TrQn and
1
N TrTn. Then the following limit holds true almost
everywhere: ∫ ∞
0
f(λ)Pn(dλ)−
∫ ∞
0
f(λ)πn(dλ) −→
n→∞0,
where f :R+ → R is a continuous and bounded function. The same results
hold for the probability measures related to 1n Tr Q˜n and
1
n Tr T˜n.
Proof of Corollary 2.7. We rely on the fact that (Pn) is almost
surely tight and that (πn) is tight. In order to prove this, it is sufficient to
prove
sup
n
(∫
λPn(dλ)
)
<∞ a.s. and sup
n
(∫
λπn(dλ)
)
<∞.
One has ∫
λPn(dλ) =
1
N
TrΣnΣ
T
n
≤ 2
N
TrAnA
T
n +
2
N
TrYnY
T
n
(a)
≤ 2a2max +
2σ2max
Nn
∑
i,j
X2ij ,
where (a) follows from Assumption A-3. The almost sure tightness of (Pn)
follows then from the fact that 1Nn
∑
i,jX
2
ij converges almost surely to one.
The fact that supn(
∫
λπn(dλ))<∞ is established in Lemma C.1.
Let us now consider a realization for which the conclusion of Theorem
2.5 holds, and (Pn) is tight. Then for any subsequence n
′ of the natural
numbers, there exists a further subsequence n′′ for which both Pn′′ and πn′′
converge in distribution to, say P∗ and π∗. Then their Stieltjes transforms
also converge and, from Theorem 2.5, to each other. Therefore P∗ = π∗ and
the conclusion holds on (n′′). Since this is true for any subsequence (n′), the
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conclusion of Corollary 2.7 holds for all n, for this realization, which occurs
with probability one. 
We are indebted to the referee for the proof of Corollary 2.7 which is much
simpler than the original one.
Remark 2.8 (Concentration and martingale arguments). If one is inter-
ested in proving that the empirical measure is close to its expectation, one
can rely on concentration arguments (see, e.g., [11]) at least when the entries
are Gaussian, bounded or satisfy the Poincare´ inequality. One can also rely
on martingale arguments, regardless of the nature of the entries (as long as
they are independent and satisfy some mild moment assumptions, see [10],
Chapter 16, and also [6]). The purpose here is to provide a “computable”
deterministic equivalent which is not expressed in terms of expectations.
In fact, although expectations can be computed by Monte Carlo methods,
these methods quickly imply a huge amount of computations when the size
of the matrix models increases.
2.3. Outline of the proof of Theorem 2.5. The proof relies on the intro-
duction of intermediate quantities which are the stochastic counterparts of
Ψ, Ψ˜, T and T˜ . Denote by
bi(z) =
−1
z(1 + (1/n)Tr D˜iQ˜(z))
for 1≤ i≤N,
(2.6)
B(z) = diag(bi(z),1≤ i≤N),
b˜j(z) =
−1
z(1 + (1/n)TrDjQ(z))
for 1≤ j ≤ n,
(2.7)
B˜(z) = diag(b˜j(z),1≤ j ≤ n),
and by
R(z) = (B−1(z)− zAB˜(z)AT )−1 and
(2.8)
R˜(z) = (B˜−1(z)− zATB(z)A)−1.
The introduction of the quantities R, R˜,T and T˜ can be traced back to the
work of Girko. We first prove that 1N TrQ(z)∼ 1N TrR(z) and 1N Tr Q˜(z)∼
1
N Tr R˜(z) in Lemma 6.1. These computations, quite involved, are along the
same lines as the computations by Dozier and Silverstein in [5]. We then
prove that 1N TrR(z)∼ 1N TrT (z) and 1N Tr R˜(z)∼ 1N Tr T˜ (z) in Lemma 6.6.
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3. Examples and remarks.
3.1. An example where the spectral measure of ΣnΣ
T
n does not converge.
Let Yn be a 2n× 2n matrix such that
Yn =
(
Wn 0
0 0
)
,
where Wn is n× n and W nij = Xij√n , the Xij ’s being i.i.d. Matrix Yn can be
interpreted as a matrix with a variance profile σ2(x, y) in the sense that
Y nij = σ
(
i
2n
,
j
2n
)
Xij√
n
(3.1)
where σ(x, y) =
{
1, if (x, y) ∈ [0,1/2]× [0,1/2],
0, else.
Consider now the following 2n× 2n deterministic matrices Bn and B˜n de-
fined as
Bn =
(
In 0
0 0
)
and B˜n =
(
0 0
0 In
)
.
Then both FBnB
T
n and F B˜nB˜
T
n converge toward 12δ0(dx)+
1
2δ1(dx). It is well
known that the limiting distribution of FWnW
T
n and F (Wn+In)(Wn+In)
T
exist
and are nonrandom probability distributions. The first limiting probability
distribution is known as Marcˇenko–Pastur’s distribution, and we denote it
by PMˇP. Denote by Pcub the limiting distribution (This probability distribu-
tion is sometimes referred to as the “cubic law” since the limiting Stieltjes
transform of the normalized trace of the eigenvalues of (Wn+ In)(Wn+ In)
T
satisfies a cubic equation (see [10], Chapter 2 for details), hence the notation
Pcub.) of F
(Wn+In)(Wn+In)T (for details, see [9, 13, 19, 25]). The following
holds true:
Proposition 3.1. Let Υn = (Yn +Bn) and let Υ˜n = (Yn + B˜n). Then
FΥnΥ
T
n −→
n→∞
1
2Pcub +
1
2δ0 a.s.
F Υ˜nΥ˜
T
n −→
n→∞
1
2PMˇP +
1
2δ1 a.s.
Consider in particular the 2n× 2n random matrix defined by
Σn =
{
Υn, if n= 2p,
Υ˜n, if n= 2p+ 1,
that is, Σn = (Yn +An) where An is alternatively equal to Bn and to B˜n,
then FΣnΣ
T
n does not admit a limiting distribution.
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Proof. Let (Wn + In)(Wn + In)
T = Un∆nU
T
n where ∆n = diag(λi,1≤
i≤ n) and Un is orthogonal. Then 1n
∑
δλi → Pcub. Now
ΥnΥ
T
n =
(
Un 0
0 In
)(
∆n 0
0 0
)(
UTn 0
0 In
)
,
and FΥnΥ
T
n = 12n(
∑n
i=1 δλi + nδ0) which converges toward
1
2Pcub +
1
2δ0. One
can prove similarly the second statement of the proposition. The absence of
convergence for FΣnΣ
T
n follows. 
Remark 3.2. In view of Proposition 3.1, FΣnΣ
T
n does not have a limit
since it oscillates between two different limiting distributions, despite the
fact that:
(i) the variance profile is the sampling of a given function,
(ii) FAA
T
converges toward 12δ0 +
1
2δ1.
The general model Σn = (Yn+An) where An is diagonal has been studied in
[13]. In particular, an assumption is required in order to insure the conver-
gence of FΣnΣ
T
n . In the setting of the present example [where Yn is defined
by (3.1) and An is alternatively equal to Bn or B˜n], this assumption writes:
Denote by (aii,1≤ i≤ 2n) the diagonal elements of An, then if the empirical
(deterministic) distribution
Hn =
1
2n
2n∑
i=1
δ(i/2n,a2ii)
converges toward a probability distribution with a compact support, then
FΣnΣ
T
n converges toward a deterministic distribution which is properly de-
scribed via its Stieltjes transform.
This assumption expresses a “coupled convergence” between the variance
profile and the diagonal elements of An = diag(aii) and one can easily check
that it is not fulfilled here. In fact, denote by (bii,1≤ i≤ 2n) the diagonal
elements of matrix Bn and by (b˜ii,1≤ i≤ 2n) those of matrix B˜n. Then if
n= 2p,
Hn =
1
2n
2n∑
i=1
δ(i/2n,b2ii)
−→
n→∞1[0,1/2](x)dx⊗ δ1(dy) + 1[1/2,1](x)dx⊗ δ0(dy),
while if n= 2p+1, we have
Hn =
1
2n
2n∑
i=1
δ(i/2n,b˜2ii)
−→
n→∞1[0,1/2](x)dx⊗ δ0(dy) + 1[1/2,1](x)dx⊗ δ1(dy).
This, in particular, does not allow the convergence of Hn. We believe that
this is the main reason for which FΣΣ
T
does not converge in the present
example.
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3.2. The case of a separable variance profile. In this section, we consider
the case where the variance profile is separable, that is,
σ2ij = did˜j , 1≤ i≤N,1≤ j ≤ n.
Note that this occurs quite frequently in the context of MIMO wireless
systems. The system of N + n equations defining Ψ(z) and Ψ˜(z) takes a
much simpler form: In fact it reduces to a pair of equations. To see this,
we denote by D and D˜ the diagonal matrices D = diag(d1, . . . , dN ) and
D˜ = diag(d˜1, . . . , d˜n). Note that Dj = d˜jD and D˜i = diD˜. Denote by δ(z)
and δ˜(z) the functions defined on C−R+ by

δ(z) =
1
n
Tr(DT (z)),
δ˜(z) =
1
n
Tr(D˜T˜ (z)).
(3.2)
It is obvious that Ψ(z) =−1z (I + δ˜D)−1 and Ψ˜(z) =−1z (I + δD˜)−1. There-
fore, the solutions of the system of N + n equations (2.5) can be expressed
in terms of functions δ(z) and δ˜(z). Using the fact that T (z) = (Ψ(z)−1 −
zAΨ˜(z)AT )−1 and T˜ (z) = (Ψ˜(z)−1− zATΨ(z)A)−1 and the definition (3.2),
we get that δ(z) and δ˜(z) are solutions of the following system of two equa-
tions: 

δ(z) =
1
n
Tr[D(−z(I +Dδ˜) +A(I + D˜δ)−1AT )−1],
δ˜(z) =
1
n
Tr[D˜(−z(I + D˜δ) +AT (I +Dδ˜)−1A)−1].
(3.3)
Of course, Theorem 2.4 implies that this system has a unique solution in
the class of functions (δ, δ˜) where δ and δ˜ are Stieltjes transforms of positive
measures (µ, µ˜) on R+ such that µ(R+) = 1nTr(D) and µ˜(R
+) = 1nTr(D˜).
Moreover at a given point z = −σ2, it can be shown that the following
system: 

κ=
1
n
Tr[D(σ2(I +Dκ˜) +A(I + D˜κ)−1AT )−1],
κ˜=
1
n
Tr[D˜(σ2(I + D˜κ) +AT (I +Dκ˜)−1A)−1].
(3.4)
has a unique pair of solutions (κ, κ˜), κ > 0, κ˜ > 0. This, of course, is of
practical interest in order to compute the approximant (4.3).
Remark 3.3 (Limiting behavior, followed). The case with a separable
variance profile illustrates quite well the kind of assumptions one needs in
order to obtain a limiting behavior for the probability distribution of the
eigenvalues of ΣnΣ
T
n : If
1
N TrQ(z) converges then so does
1
N TrT (z) by The-
orem 2.5. This in turn should imply the convergence of the right-hand side
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of (3.3). But, unless D = I and D˜ = I or A pseudo-diagonal, such a con-
vergence relies on an intricate assumption between the limiting distribution
of D, D˜ and the spectral properties of A. Otherwise stated, it is far from
obvious to obtain a limiting behavior in the noncentered case even when the
variance profile is separable.
3.3. Additional information about the bias of the deterministic equivalent
in a simple case. Let Xn be an N × n matrix with i.i.d. entries and de-
note by ∆n = diag(λ1, . . . , λN ) where
1
N
∑N
i=1 δλ2i
→H(dλ). We consider the
matrix
Yn =
1√
n
∆nXn.
Assume that Nn → c ∈ (0,1) then it is well known (see, e.g., [25]) that the
spectral distribution of YnY
∗
n converges toward a probability distribution µ
whose Stieltjes transform f satisfies
f(z) =
∫
H(dλ)
λ(1− c− czf(z))− z , z ∈C−R
+.(3.5)
We shall prove, in this simple setting, that the deterministic approximation
fn(z) =
1
N
∑N
i=1ψi(z) of the empirical Stieltjes transformmn(z) =
1
N Tr(YnY
∗
n −
zI)−1 satisfies the following discretized version of (3.5), where H(dλ) is re-
placed by Hn(dλ) =
1
N
∑N
i=1 δλ2i
(dλ) and c, by cn =
N
n :
fn(z) =
1
N
N∑
i=1
1
λ2i (1− cn − cnzfn(z))− z
, z ∈C−R+.(3.6)
In this simple case, the variance profile σ(i, j) is equal to λi and from equa-
tions (2.3) and (2.4), we can write:
ψi(z) =
−1
z(1 + (λ2i /n)
∑n
j=1 ψ˜j(z))
, ψ˜j(z) =
−1
z(1 + (1/n)
∑N
i=1 λ
2
iψi(z))
or equivalently
ψi(z)
(
1 +
λ2i
n
n∑
j=1
ψ˜j(z)
)
=−1
z
, ψ˜j(z)
(
1 +
1
n
N∑
i=1
λ2iψi(z)
)
=−1
z
.
Eliminating (after immediate manipulation)
∑
i λ
2
iψi
∑
j ψ˜j in both equa-
tions yields
1
n
n∑
j=1
ψ˜j(z) =
cn
N
N∑
i=1
ψi(z) + (1− cn)
(
−1
z
)
,
where cn =
N
n . The deterministic approximation fn(z) thus satisfies (3.6).
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One can notice that the centering element in the CLT established by Bai
and Silverstein in [2] is based on this kind of deterministic approximation.
Moreover, the limiting bias
βn = Emn(z)− fn(z)
is computed in ([2], Section 4) when n→∞. According to these results, it
turns out that:
1. The bias βn is of order
K
n if the entries of Xn are real, EX
4
ij = 3.
2. The bias βn is of order o(
1
n) if the entries of Xn are complex, E|Xij|4 = 2
and EX2ij = 0.
3.4. The complex case and the case of a Gaussian stationary field.
The complex case. In the case where the entries of Xn and An are com-
plex, the interest lies in the spectrum of (Yn+An)(Yn+An)
∗. All the results
established in the real case hold in the complex case, with the following slight
adaptations:
1. In Assumption A-1, the random variable Xnij is complex. Replace EX
2
ij =
1 by E|Xij |2 = 1 and EX2ij = 0.
2. In Assumption A-3, the entries of An are complex.
3. In Theorem 2.4, T and T˜ must be replaced by the following:
T (z) = (Ψ−1(z)− zAΨ˜(z)A∗)−1, T˜ (z) = (Ψ˜−1(z)− zA∗Ψ(z)A)−1.
(3.7)
4. In Theorem 2.5, Qn and Q˜n denote
Qn(z) = (ΣnΣ
∗
n− zIN )−1, Q˜n(z) = (Σ∗nΣn− zIn)−1.
Similar adaptations must be made in the remainder of the article.
The case of a Gaussian stationary field. Following [12], it is possible to
rely on Theorem 2.5 to provide a deterministic equivalent in the case where
matrix Yn is replaced by Zn = (Z
n
j1j2
) where
Znj1j2 =
1√
n
∑
(k1,k2)∈Z2
h(k1, k2)U(j1 − k1, j2 − k2),(3.8)
where h is a deterministic complex summable sequence and (U(j1, j2); (j1,
j2) ∈ Z2) is a sequence of independent complex Gaussian random variables
with zero mean and unit variance, that is, EU(j1, j2)
2 = 0, E|U(j1, j2)|2 = 1
[otherwise stated, U(j1, j2) = V + iW , where V and W are independent and
N (0, 1√
2
)-distributed]. Denote by
Φ(t1, t2) =
∑
(ℓ1,ℓ2)∈Z2
h(ℓ1, ℓ2)e
2πi(ℓ1t1−ℓ2t2).
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Function |Φ| is in particular real and bounded due to the fact that h is a
summable sequence. Denote by Fp the p×p Fourier matrix Fp = (F pj1,j2)0≤j1,j2<p
defined by
F pj1,j2 =
1√
p
exp2iπ
(
j1j2
p
)
.
We can now state:
Theorem 3.4. Let Σn = Zn+Bn where Zn’s entries are given by (3.8)
and Bn is a complex N ×n matrix which satisfies Assumption A-3. Denote
by Q(z) = (ΣnΣ
∗
n− zIN )−1 and Q˜n(z) = (Σ∗nΣn− zIn)−1. Then
lim
n→∞,N/n→c
(
1
N
TrQ(z)− 1
N
TrT (z)
)
= 0
and
lim
n→∞,N/n→c
(
1
n
Tr Q˜(z)− 1
n
Tr T˜ (z)
)
= 0
for every z ∈C−R+ where T and T˜ are given by (3.7), where the variance
profile σij(n) must be replaced by |Φ( iN , jn)|, and matrix A by FNBF ∗n . The
convergence holds in probability.
Lemma 3.3 in [12] [whose assumption is fulfilled due to Assumption A-3]
together with Proposition 2.2 part 4 immediately yield the desired result.
4. Application to digital communication: approximation of the mutual
information of a wireless MIMO channel. The mutual information is the
maximum number of bits per second per Hertz per antenna that can be
transmitted reliably on a MIMO channel with channel matrix Hn. It is
equal to
Cn(σ
2) =
1
N
E logdet
(
IN +
HnH
∗
n
σ2
)
,(4.1)
where σ2 represents the variance of an additive noise corrupting the received
signals. The mutual information Cn(σ
2) is related to 1NTr(HnH
∗
n+σ
2IN )
−1
by the formula
∂Cn
∂σ2
=
1
N
ETr(HnH
∗
n+ σ
2IN )
−1 − 1
σ2
or equivalently by
Cn(σ
2) =
∫ +∞
σ2
(
1
ω
− 1
N
ETr(HnH
∗
n+ ωIN )
−1
)
dω,
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which follows from (4.1) by Fubini’s theorem. In fact, 1ω − 1N Tr(HnH∗n +
ωI)−1 = 1ω −
∫∞
0
PHn (dλ)
λ+ω ≥ 0, where PHn stands for the empirical distribution
of the eigenvalues of HnH
∗
n. In certain cases, channel matrix Hn is unitar-
ily equivalent to Σn = Yn + An which has complex entries. Without loss
of generality, we shall work with matrix Σn with real entries in order to
remain consistent with the general exposition. Showing that 1NTr(ΣnΣ
T
n +
ωIN )
−1 ≃ 1N TrTn(−ω) for the deterministic matrix-valued function Tn(z)
defined in Theorem 2.4 allows one to approximate Cn(σ
2) by Cn(σ
2) =∫ +∞
σ2 (
1
ω − 1N TrTn(−ω))dω. This approximant can be written more explic-
itly.
Theorem 4.1. Assume that Assumptions A-1, A-2 and A-3 hold and
denote by
Cn(σ
2) =
∫ +∞
σ2
(
1
ω
− 1
N
TrTn(−ω)
)
dω,(4.2)
where T is given by Theorem 2.4. Then the following limit holds true:
Cn(σ
2)−Cn(σ2) −→
n→+∞,N/n→c
0,
where σ2 ∈R+. Moreover,
Cn(σ
2) =
1
N
log det
[
Ψ(−σ2)−1
σ2
+AΨ˜(−σ2)AT
]
(4.3)
+
1
N
log det
Ψ˜(−σ2)−1
σ2
− σ
2
nN
∑
i,j
σ2ijTii(−σ2)T˜jj(−σ2).
Proof of Theorem 4.1 is postponed to Appendix C. In certain cases, the
study of the behavior of Cn(σ
2) is simpler than the behavior of Cn(σ
2), and
allows one to get some insight on the behavior of the mutual information of
certain MIMO wireless channels (see, e.g., [7] for preliminary results).
Remark 4.2. Equation (4.3) has already been established in the zero
mean case (An = 0): the centered case with no variance profile has been
studied by Verdu´ and Shamai [27], the centered case with a variance profile
by Sengupta and Mitra [22] (with a separable variance profile) and Tulino
and Verdu´ ([26], Theorem 2.44).
5. Proof of Theorem 2.4. We will first prove the uniqueness of the solu-
tions to the system (2.3) and (2.4) within the class S(R+) and then prove
the existence of such solutions. The following proposition will be useful.
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Proposition 5.1 (Matrix-valued Stieltjes transforms). Let An be an
N × n real matrix. Let γi ∈ S(R+),1 ≤ i ≤ N , and γ˜j ∈ S(R+),1 ≤ j ≤ n.
Denote by
Γ = diag(γi,1≤ j ≤N), Γ˜ = diag(γ˜j ,1≤ i≤ n),
Υ= (Γ−1 − zAΓ˜AT )−1, Υ˜ = (Γ˜−1 − zATΓA)−1.
Then:
1. The matrix-valued functions Υ and Υ˜ are analytic over C−R+.
2. If z ∈ C+, then ImΥ(z) ≥ 0 and Im zΥ(z) ≥ 0. Moreover, there exists
a positive N ×N matrix-valued measure µ= (µij) and a positive n× n
matrix-valued measure µ˜= (µ˜ij) such that
µ(R+) = IN , µ˜(R
+) = In and
Υ(z) =
∫
R+
µ(dλ)
λ− z , Υ˜(z) =
∫
R+
µ˜(dλ)
λ− z
for z ∈C−R+. In particular, 1N TrΥ(z) and 1n Tr Υ˜(z) belong to S(R+).
3. The following inequalities hold true:
∀z ∈C+ Υ(z)Υ∗(z)≤ IN
(Imz)2
and Υ˜(z)Υ˜∗(z)≤ In
(Imz)2
.
4. Let Dj and D˜i be defined by (2.1). Denote by
γ
(2)
i (z) =
−1
z(1 + (1/n)Tr(D˜iΥ˜(z)))
,
γ˜
(2)
j (z) =
−1
z(1 + (1/n)Tr(DjΥ(z)))
,
where 1 ≤ i ≤ N and 1 ≤ j ≤ n. Then γ(2)i and γ˜(2)j are analytic over
C−R+ and belong to S(R+).
Proof. We only prove the stated results for Υ, the adaptation to Υ˜
being straightforward.
Since γi(z) ∈ S(R+), we have γi(z) 6= 0 over C−R+. In particular, Γ−1−
zAΓ˜AT is analytic over C − R+. In order to prove that Υ is analytic, it
is sufficient to prove that det(Γ−1 − zAΓ˜AT ) 6= 0 for every z ∈ C − R+ or
equivalently, to prove that if h ∈CN is such that (Γ−1− zAΓ˜AT )h= 0, then
h must be equal to zero. Let h be such that (Γ−1 − zAΓ˜AT )h= 0, then{
h∗(Γ−1 − zAΓ˜AT )h= 0,
h∗(Γ−1∗ − z∗AΓ˜∗AT )h= 0.(5.1)
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We study separately the case z ∈ (−∞,0) and the cases z ∈C+ and z ∈C−.
If z ∈ (−∞,0), then Γ−1(z) ≥ |z|IN and −zΓ˜(z) ≥ 0 and the first equation
in (5.1) yields:
0 = h∗(Γ−1(z)− zAΓ˜(z)AT )h≥ ‖h‖2|z|
which implies h= 0. If z ∈C+, then Im(zΓ˜(z))≥ 0 and ImΓ−1(z)≤− Im(z)In
by Proposition 2.2 part 1. The system (5.1) yields h∗(Im(Γ−1(z))−A Im(zΓ˜(z))×
AT )h= 0. Necessarily,
0 = h∗(Im(Γ−1(z))−A Im(zΓ˜(z))AT )h≤−(Im z)‖h‖2,
which yields h = 0. If z ∈ C−, the same kind of arguments yields h = 0.
Therefore, Υ is analytic over C−R+ and part 1 is proved.
In order to apply Proposition 2.2 part 3, we now check that ImΥ(z)≥ 0
and ImzΥ(z)≥ 0 for z ∈C+:
ImΥ(z) =
Υ(z)−Υ∗(z)
2i
(a)
= Υ(z)
(
Γ−1∗(z)− Γ−1(z)
2i
+A
(
zΓ˜(z)− z∗Γ˜∗(z)
2i
)
AT
)
Υ∗(z)
= Υ(z)(− ImΓ−1(z) +A Im(zΓ˜(z))AT )Υ∗(z)≥ 0,
where (a) follows from the resolvent identity and the last inequality follows
from the fact that γi and γ˜j belong to S(R+) and from Proposition 2.2
part 1.
One can check similarly that Im(zΥ(z)) ≥ 0. Therefore Proposition 2.2
part 3 yields Υ(z) =C+
∫
R+
µ(dλ)
λ−z , where C = (Cij) is an N×N nonnegative
matrix and µ is an N ×N matrix-valued measure. Let us now prove that
lim
y→+∞ iyΥ(iy) =−IN .(5.2)
First write
Υ(z) = (Γ−1(z)− zAΓ˜(z)AT )−1 = (IN − Γ(z)AzΓ˜(z)AT )−1Γ(z).(5.3)
Since Γ and Γ˜ are diagonal matrices whose entries belong to S(R+), we have
lim
y→+∞ iyΓ(iy) =−IN , limy→+∞ iyΓ˜(iy) =−In.(5.4)
Therefore, it is straightforward to show
‖Γ(iy)A(iyΓ˜(iy))AT ‖sp −→
y→+∞0.(5.5)
Plugging (5.4) and (5.5) into (5.3), we get (5.2).
In order to prove that C = 0 and µ(R+) = IN , we introduce the complex
functions: fi(z) = Υii(z),1 ≤ i ≤ N. These functions are analytic over C+
DETERMINISTIC EQUIVALENTS FOR RANDOM MATRICES 21
and satisfy: ∀z ∈C+, Imfi(z)≥ 0, Im zfi(z)≥ 0. Moreover (5.2) implies that
limy→+∞−iyfi(iy) = 1; therefore Proposition 2.2 part 2 yields the existence
and uniqueness of νi ∈P(R+) such that
fi(z) =
∫
R+
νi(dλ)
λ− z .
On the other hand,
fi(z) = Υii(z) =Cii +
∫
R+
µii(dλ)
λ− z , 1≤ i≤N.
From this, we deduce that µii = νi ∈ P(R+) and that Cii = 0. This im-
plies that C = 0 since C ≥ 0. As µ is a positive matrix-valued measure,
|µkℓ| ≤ 12 (µkk + µℓℓ), |µkℓ|(R−) = 0 and |µkℓ|(R+)<∞. Assume that k 6= ℓ.
Equation (5.2) yields
lim
y→+∞ iyΥkℓ(iy) = 0.(5.6)
But
iyΥkℓ(iy) =−
∫
R+
y2
λ2 + y2
µkℓ(dλ) + i
∫
R+
yλ
λ2 + y2
µkℓ(dλ).
In particular, (5.6) implies that limy→+∞
∫
R+
y2
λ2+y2µkℓ(dλ) = 0. But the
dominated convergence theorem implies that limy→+∞
∫
R+
y2
λ2+y2µkℓ(dλ) =
µkℓ(R
+). Necessarily µkℓ(R
+) = 0, µ(R+) = IN and part 2 is proved for
z ∈ C+. Since both Υ and ∫ µ(dλ)λ−z are analytic over C − R+ and coincide
over C+, they are equal. Taking the trace, we immediately obtain that
1
N TrΥ(z) ∈ S(R+) and part 2 is proved.
In order to prove part 3, we shall prove the two following inequalities:
∀z ∈C+ Υ(z)−Υ(z)
∗
2i
≤ IN
Im(z)
and
(5.7)
Υ(z)−Υ(z)∗
2i
≥Υ(z)Υ∗(z)(Im(z)).
The first one is straightforward:
Υ(z)−Υ(z)∗
2i
= ImΥ(z) = Im(z)
∫
R+
µ(dλ)
|λ− z|2 .
Since µ(A) ≥ 0 for every Borel set A, so is ∫ f(λ)µ(dλ) whenever f ≥ 0.
Applying this property to f(λ) = 1Im(z)2 − 1|λ−z|2 ≥ 0 and using the fact that
µ(R+) = IN , we obtain ∫
R+
µ(dλ)
|λ− z|2 ≤
IN
Im(z)2
,
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which yields Υ(z)−Υ(z)
∗
2i ≤ INIm(z) . Using the resolvent identity, we get
Υ(z)−Υ(z)∗
2i
=Υ(z)
(
Γ−1(z)∗ − Γ−1(z)
2i
+A Im(zΓ˜(z))AT
)
Υ∗(z).
Let z ∈C+, then
Γ−1(z)∗ − Γ−1(z)
2i
=−diag
(
Im
(
1
γi(z)
)
,1≤ i≤N
)
≥ Im(z)I
by Proposition 2.2 part 1. This and the fact that Im(zΓ˜(z)) ≥ 0 yields the
second inequality in (5.7) and the proof of part 3 is complete.
Concerning part 4, we only prove the statement for γ
(2)
i ∈ S(R+) (since
the same arguments yield the desired results for γ˜
(2)
j ). For this we rely on
the characterization given in Proposition 2.2 part 2. The quantity z(1 +
1
n Tr(D˜iΥ˜(z))) is analytic over C
+, and its imaginary part is greater than
Im(z) there. Therefore, it does not vanish over C+, and γ
(2)
i is analytic over
C
+. Similar arguments yield that γ
(2)
i is analytic over C
− and (−∞,0). Let
us now compute Imγ
(2)
i (z):
γ
(2)
i (z)− γ(2)i (z)∗
2i
=
Im(z)
|z(1 + (1/n)Tr(D˜iΥ˜(z)))|2
+
Tr[D˜i(zΥ˜(z)− z∗Υ˜(z)∗)/(2i)]
n|z(1 + (1/n)Tr(D˜iΥ˜(z)))|2
≥ 0
for z ∈C+ by Proposition 5.1 part 2. Similarly, one can prove that Imzγ(2)i (z)≥
0 for z ∈C+. Finally,
iyγ
(2)
i (iy) =
−1
1 + (1/n)Tr(D˜iΥ˜(iy))
−→
y→∞−1
since |Tr(D˜iΥ˜(iy))| ≤ nσ2max‖Υ(iy)‖sp and ‖Υ(iy)‖sp ≤ 1y . The proof of part 4
is completed and Proposition 5.1 is proved. 
Proposition 5.2 (Uniqueness of solutions). Assume that (ψi, ψ˜j ; 1 ≤
i≤N,1≤ j ≤ n) ∈ S(R+)N+n and (φi, φ˜j ; 1≤ i≤N,1≤ j ≤ n) ∈ S(R+)N+n
are two sets of solutions to the system (2.3) and (2.4). Then these solutions
are equal.
Proof. Denote by
Φ(z) = diag(φi(z),1≤ i≤N), Φ˜(z) = diag(φ˜i(z),1≤ j ≤ n),
T φ(z) = (Φ−1(z)− zAΦ˜(z)AT )−1, T˜ φ(z) = (Φ˜−1(z)− zATΦ(z)A)−1,
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Ψ(z) = diag(ψi(z),1≤ i≤N), Ψ˜(z) = diag(ψ˜i(z),1≤ j ≤ n),
Tψ(z) = (Ψ−1(z)− zAΨ˜(z)AT )−1, T˜ψ(z) = (Ψ˜−1(z)− zATΨ(z)A)−1.
Let us compute ψi − φi for z ∈C+.
ψi(z)− φi(z) = −1
z(1 + (1/n)Tr D˜iT˜ψ(z))
+
1
z(1 + (1/n)Tr D˜iT˜ φ(z))
.
If z ∈C+ then
|ψi(z)|−1 ≥
∣∣∣∣z
(
1 +
1
n
Tr D˜iT˜
ψ(z)
)∣∣∣∣
≥ Im
(
z
(
1 +
1
n
Tr D˜iT˜
ψ(z)
))
(a)
≥ Im(z),
where (a) follows from Proposition 5.1 part 2. The same argument yields a
similar bound for φi(z), that is |φ−1i (z)| ≥ Im(z), and
|ψi(z)− φi(z)| ≤ |z|
(Imz)2
∣∣∣∣ 1nTrD˜i(T˜ φ− T˜ψ)
∣∣∣∣.(5.8)
A standard computation involving the resolvent identity yields
Tr D˜i(T˜
φ − T˜ψ)
=−Tr D˜iT˜ φ(Φ˜−1 − Ψ˜−1 − zAT (Φ−Ψ)A)T˜ψ
=−Tr D˜iT˜ φ(Φ˜−1 − Ψ˜−1)T˜ψ + zTr D˜iT˜ φ(AT (Φ−Ψ)A)T˜ψ
=Tr D˜iT˜
φΦ˜−1(Φ˜− Ψ˜)Ψ˜−1T˜ψ +
N∑
k=1
zTr D˜iT˜
φa˜Tk a˜k(φk −ψk)T˜ψ
(recall that a˜k is the kth row of A). We introduce the following maximum:
M= sup{|φi − ψi|, |φ˜j − ψ˜j |,1≤ i≤N,1≤ j ≤ n}.
We also define dn by dn =max(
n
N ,
N
n ). Note that dn ≥ 1. Then,∣∣∣∣ 1n Tr D˜i(T˜ φ− T˜ψ)
∣∣∣∣≤Mdnσ2max‖T˜ φ‖sp‖T˜ψ‖sp{‖Φ˜−1‖sp‖Ψ˜−1‖sp+ |z|a2max,n}.
First notice that Proposition 5.1 part 3 yields ‖T φ‖sp ≤ 1Im z (same inequality
for Tψ , T˜ φ and T˜ψ). Since 1ψi(z) =−z(1 + 1n Tr D˜iT˜ψ(z)), we have
‖Ψ−1‖sp ≤ |z|(1 + dnσ2max‖T˜ψ(z)‖sp)≤ |z|
(
1 + dn
σ2max
Imz
)
.
One can show similarly that max(‖Φ−1‖sp,‖Ψ˜−1‖sp,‖Φ˜−1‖sp)≤ |z|(1+dn σ
2
max
Im z ).
Therefore,∣∣∣∣ 1n Tr D˜i(T˜ φ − T˜ψ)
∣∣∣∣≤ σ2maxdn|z|(Imz)2
{
|z|
(
1 + dn
σ2max
Im z
)2
+ a2max,n
}
M(z).(5.9)
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Plugging (5.9) into (5.8), we obtain
|ψi(z)− φi(z)| ≤ E(z)M(z),
(5.10)
where E(z) = |z|
2dnσ
2
max
(Im z)4
{
|z|
(
1 + dn
σ2max
Imz
)2
+ a2max,n
}
.
The same kind of computation yields
|ψ˜i(z)− φ˜i(z)| ≤ E(z)M(z).(5.11)
Finally, gathering (5.10) and (5.11) we obtain
M(z)≤ E(z)M(z).
Let z be such that | zIm z | ≤ 2. For Imz large enough, one has E(z)≤ 12 , which
implies that M(z) = 0. The analyticity of φi, ψi, φ˜j , ψ˜j implies that φi = ψi
for 1≤ i≤N and φ˜j = ψ˜j for 1≤ j ≤ n on C−R+. Proposition 5.2 is proved.

Proposition 5.3 (Existence of solutions). There exists (ψi, ψ˜j ; 1≤ i≤
N,1≤ j ≤ n) ∈ S(R+)N+n satisfying (2.3) and (2.4).
Proof. We construct the desired solution by induction. Let
ψ
(0)
i (z) = ψ˜
(0)
j (z) =−
1
z
for 1≤ i≤N, 1≤ j ≤ n.
Then ψ
(0)
i and ψ˜
(0)
j belong to S(R+). For p≥ 0, let
ψ
(p+1)
i (z) =
−1
z(1 + (1/n)Tr(D˜iT˜ (p)(z)))
for 1≤ i≤N,
ψ˜
(p+1)
j (z) =
−1
z(1 + (1/n)Tr(DjT (p)(z)))
for 1≤ j ≤ n,
where
Ψ(p)(z) = diag(ψ
(p)
i (z),1≤ i≤N),
Ψ˜(p)(z) = diag(ψ˜
(p)
j (z),1≤ j ≤ n),
T (p)(z) = (Ψ(p)−1(z)− zAΨ˜(z)(p)AT )−1,
T˜ (p)(z) = (Ψ˜(p)−1(z)− zATΨ(p)(z)A)−1.
By Proposition 5.1 part 4, (ψ
(p)
i , ψ˜
(p)
j ; 1≤ i≤N,1≤ j ≤ n) are analytic over
C−R+ and belong to S(R+) for all p≥ 0. Denote by
M(p) = sup{|ψ(p+1)i − ψ(p)i |, |ψ˜(p+1)j − ψ˜(p)j |,1≤ i≤N,1≤ j ≤ n}.
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The same computations as in the proof of Proposition 5.2 yield
M(p+1)(z)≤ E(z)M(p)(z),
where E(z) = |z|
2dnσ
2
max
(Im z)4
{
|z|
(
1 + dn
σ2max
Imz
)2
+ a2max,n
}
.
Let z ∈C+ be such that | zIm z | ≤ 2. For Imz large enough, ψ
(p)
i (z) and ψ˜
(p)
j (z)
are Cauchy sequences. Denote by ψi(z) and ψ˜j(z) the corresponding limits.
On the other hand, (ψ
(p)
i )p is a normal family over C−R+ (see, e.g., [21])
since ψ
(p)
i is bounded on every compact set included in C− R+ uniformly
in p [see the third inequality of (2.2)]. Therefore one can extract, by the
normal family theorem, a converging subsequence whose limit is analytic
over C−R+. Since the limit of any converging subsequence is equal to ψi(z)
in the domain {z ∈C+, |z|/| Im z| ≤ 2, Imz large enough}, ψ(p)i (z) converges
toward an analytic function on C−R+ [that we still denote by ψi(z)]. One
can apply the same arguments for ψ˜
(p)
j (z).
We now prove that ψi and ψ˜j satisfy (2.3) and (2.4) where Ψ, Ψ˜, T and T˜
are well defined. Let Ψ(z) = diag(ψi(z),1 ≤ i ≤N) and Ψ˜(z) = diag(ψ˜i(z),
1≤ j ≤ n). The convergence of (ψ(p)i )p immediately yields that
Imψ
(p)
i (z)≥ 0⇒ Imψi(z)≥ 0,
Imzψ
(p)
i (z)≥ 0⇒ Im zψi(z)≥ 0,
|ψ(p)i (z)| ≤
1
Imz
⇒ |ψi(z)| ≤ 1
Imz
on C+. It remains to prove that limy→∞−iyψi(iy) = 1. The same arguments
as in the proof of Proposition 5.1 yield that both
T (z) = (Ψ−1(z)− zAΨ˜(z)AT )−1 and T˜ (z) = (Ψ˜−1(z)− zATΨ(z)A)−1
are well defined on C−R+. Moreover,
T (p)(z) −→
p→∞T (z) and T˜
(p)(z) −→
p→∞ T˜ (z)
on C−R+. We can deduce that
ψi(z) =
−1
z(1 + (1/n)Tr(D˜iT˜ (z)))
for 1≤ i≤N,
ψ˜j(z) =
−1
z(1 + (1/n)Tr(DjT (z)))
for 1≤ j ≤ n
on C+, and hence on C − R+. Therefore, T (p)(z)T (p)(z)∗ ≤ In(Im z)2 implies
that T (z)T (z)∗ ≤ In(Im z)2 and one can easily prove that
lim
y→∞−iyψi(iy) = 1
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using the previous representation of ψi. Hence, ψi belongs to S(R+) by
Proposition 2.2 part 2. We can prove similarly that ψ˜j ∈ S(R+). Proposition
5.3 is proved. 
The proof of Theorem 2.4 immediately follows from Propositions 5.1, 5.2
and 5.3.
6. Proof of Theorem 2.5. For the reader’s ease, we recall some of the
notation previously introduced.
The resolvents:
Q(z) = (ΣΣT − zI)−1, Q˜(z) = (ΣTΣ− zI)−1.
The stochastic intermediate quantities:
bi(z) =
−1
z(1 + (1/n)Tr(D˜iQ˜(z)))
, B(z) = diag(bi(z),1≤ i≤N),
b˜j(z) =
−1
z(1 + (1/n)Tr(DjQ(z)))
, B˜(z) = diag(b˜j(z),1≤ j ≤ n),
R(z) = (B−1(z)− zAB˜(z)AT )−1, R˜(z) = (B˜−1(z)− zATB(z)A)−1.
The deterministic quantities:
ψi(z) =
−1
z(1 + (1/n)Tr(D˜iT˜ (z)))
, ψ˜j(z) =
−1
z(1 + (1/n)Tr(DjT (z)))
,
Ψ(z) = diag(ψi(z),1≤ i≤N), Ψ˜(z) = diag(ψ˜j(z),1≤ j ≤ n),
T (z) = (Ψ−1(z)− zAΨ˜(z)AT )−1, T˜ (z) = (Ψ˜−1(z)− zATΨ(z)A)−1.
6.1. Evaluation of the differences 1N TrQ(z)− 1N TrR(z) and 1n Tr Q˜(z)−
1
n Tr R˜(z).
Lemma 6.1. Let Un = diag(u
n
i ,1 ≤ i ≤N) be a sequence of N ×N di-
agonal matrices and U˜n = diag(u˜
n
i ,1≤ i≤ n), a sequence of n× n diagonal
matrices. Assume that there exists K1 and K˜1 such that
sup
n≥1
max
1≤i≤N
|uni | ≤K1 <∞ and sup
n≥1
max
1≤i≤n
|u˜ni | ≤ K˜1 <∞.
Then, if z ∈C+,
E
∣∣∣∣ 1N Tr(Q(z)−R(z))U
∣∣∣∣2+ε/2 ≤ K2n1+ε/4 and
(6.1)
E
∣∣∣∣ 1n Tr(Q˜(z)− R˜(z))U˜
∣∣∣∣2+ε/2 ≤ K˜2n1+ε/4 .
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In particular, for each z ∈C+,
1
N
Tr(Q(z)−R(z))U → 0 and 1
n
Tr(Q˜(z)− R˜(z))U˜ → 0
almost surely as N →∞ and N/n→ c > 0.
The computations in the proof of Lemma 6.1, along the same lines as
the computations in [5], require some adaptation due to the fact that Yn
has a variance profile. In this section, we state two intermediate results in
Proposition 6.3 and Proposition 6.4. A sketch of the proof of Proposition 6.4
is given while the full proof is postponed to Appendix B.
We first need to introduce related matrix quantities when one column/row
is removed. Denote by yj , aj and ξj the jth column of Y , A and Σ respec-
tively, and by A(j) and Σ(j) the N × (n − 1) matrices that remain after
deleting the jth column from matrices A and Σ, respectively. Also, let
Q(j)(z) = (Σ(j)Σ(j)
T − zI)−1 and Q˜(j)(z) = (Σ(j)TΣ(j)− zI)−1.
Let D˜
(j)
i be the (n − 1)× (n − 1) matrix where column j and row j have
been removed:
D˜
(j)
i = diag(σ
2
i,ℓ,1≤ ℓ≤ n, ℓ 6= j).
Let
b
(j)
i (z) =
−1
z(1 + (1/n)Tr(D˜
(j)
i Q˜
(j)))
, 1≤ i≤N,(6.2)
B(j)(z) = diag(b
(j)
i (z),1≤ i≤N),
b˜
(j)
ℓ (z) =
−1
z(1 + (1/n)Tr(DℓQ(j)(z)))
, 1≤ ℓ≤ n, ℓ 6= j,(6.3)
B˜(j)(z) = diag(b˜
(j)
ℓ (z),1≤ ℓ≤ n, ℓ 6= j),
R(j)(z) = (B(j)
−1
(z)− zA(j)B˜(j)(z)A(j)T )−1,
R˜(j)(z) = (B˜(j)
−1
(z)− zA(j)TB(j)(z)A(j))−1.
Note that any random matrix with superscript (j) is independent of yj . This
fact will be frequently used in the sequel. By the matrix inversion lemma
(see [16], Appendix A, see also [15], Section 0.7.4), we have
Q=Q(j) − 1
αj
Q(j)ξjξ
T
j Q
(j) where αj = 1+ ξ
T
j Q
(j)ξj.(6.4)
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Recall that ξj = aj + yj . Following [5], we introduce the following random
variables:
ρj = a
T
j Q
(j)aj, ρˆj = a
T
j RUQ
(j)aj, γˆj = y
T
j RUQ
(j)aj.
ωj = y
T
j Q
(j)yj, ωˆj = y
T
j RUQ
(j)yj ,
βj = a
T
j Q
(j)yj , βˆj = a
T
j RUQ
(j)yj,
We note that αj = 1+ ωj + 2βj + ρj .
Remark 6.2 (Some qualitative facts). We can roughly split the previous
random variables into three classes:
– The vanishing terms: The terms βj , βˆj and γˆj vanish whenever n goes to
infinity; the main reason for this to hold true follows from Eyj = 0 (this
is formally proved in Proposition B.1).
– The quadratic forms based on yj : The behavior of the terms ωj and ωˆj
can be deduced from the following well-known result:
xTAx∼ 1
n
TrA, where xT =
1√
n
(X1, . . . ,Xn),
the Xi being i.i.d., as long as x and A are independent [see (B.1) for the
full statement]. Concerning ωˆj , R is not independent of yj however we
shall see in the course of the proof that R can be replaced by R(j), which
is independent of yj . Hence the previous result can also be applied to ωˆj .
– The mysterious terms: Nothing is known about the asymptotic behavior
of the terms ρj and ρˆj , except that these terms are bounded. Fortunately,
these terms are always combined with vanishing terms, as we shall see in
the sequel.
Proposition 6.3. The following expression holds true:
1
N
Tr(Q−R)U =Zn1 +Zn2 +Zn3 +Zn4 +Zn5 ,
where
Zn1 =
1
N
n∑
j=1
γˆj
αj
,
Zn2 =
1
N
n∑
j=1
βˆj
αj
(1− zb˜j(ρj + βj)),
Zn3 =
1
N
n∑
j=1
ρˆj
αj
(zb˜jβj),
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Zn4 =
1
N
n∑
j=1
ρˆj
αj
(1 + zb˜j(1 + ωj)),
Zn5 =
1
N
n∑
j=1
ωˆj
αj
− 1
N
Tr(B−1+ zI)RUQ.
Proof. Let us develop (R−Q)U :
(R(z)−Q(z))U
=Q(z)(Q−1(z)−R−1(z))R(z)U
=Q(z)(ΣΣT − zI −B−1(z) + zAB˜(z)AT )R(z)U
=Q(z)
{
n∑
j=1
((1 + zb˜j(z))aja
T
j + ajy
T
j + yja
T
j + yjy
T
j )
− (B−1(z) + zI)
}
R(z)U.
In particular,
1
N
Tr(R(z)−Q(z))U = 1
N
n∑
j=1
Wj − 1
N
Tr(B−1 + zI)R(z)UQ(z),(6.5)
where
Wj = (1+ zb˜j)a
T
j RUQaj + y
T
j RUQaj + a
T
j RUQyj + y
T
j RUQyj.
Using (6.4) and the fact that αj = 1 + ωj + 2βj + ρj , a straightforward
(though lengthy) computation yields:
Wj =
γˆj
αj
+
βˆj
αj
(1− zb˜j(ρj + βj)) + ρˆj
αj
(1 + zb˜j(1 + ωj + βj)) +
ωˆj
αj
.
Plugging this into (6.5), we obtain the desired result. 
Proposition 6.4. There exists a nonnegative constant K such that
E|Zn1 |4 ≤
K
n2
,
E|Zn3 |4+ε ≤
K
n2+ε/2
,
E|Zni |2+ε/2 ≤
K
n1+ε/4
, i= 2,4,5.
We first give a sketch of the proof, based on the qualitative facts given in
Remark 6.2. The full proof is given in Appendix B.
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Remark 6.5 (Useful upper bounds). By Proposition 2.3 part 4(b), bi,
b˜ℓ, b
(j)
i and b˜
(j)
ℓ belong to S(R+) with probability one. Therefore, as a con-
sequence of Proposition 5.1,
‖R(z)‖sp ≤ 1| Imz| and ‖R
(j)(z)‖sp ≤
1
| Imz|
with probability one. Furthermore,
q˜jj(z) =− 1
z(1 + ξTj Q
(j)(z)ξj)
=− 1
zαj(z)
,(6.6)
where (6.6) can be derived by applying the results in Sections 0.7.3 and 0.7.4
in [15], for instance. Therefore, due to Proposition 2.3 part 4(a), we have∣∣∣∣ 1αj(z)
∣∣∣∣≤
∣∣∣∣ zImz
∣∣∣∣.(6.7)
Sketch of proof of Proposition 6.4. We loosely explain why the
random variables Zni (1≤ i≤ 5) go to zero. We first look at Zn1 . The term γˆj
vanishes uniformly in the sense that one can prove that sup1≤j≤n ‖γˆj‖4 ≤ K√n
(cf. Proposition B.1). Since |αj |−1 is bounded (see Remark 6.5), Minkowski’s
inequality implies that ‖Zn1 ‖4 =O( 1√n).
The terms Zn2 and Z
n
3 can be handled in the same way: The terms βˆj
and βj vanish uniformly (cf. Proposition B.1). Furthermore, the terms ρj ,
ρˆj , b˜j and α
−1
j are uniformly bounded. By consequence, Z
n
2 and Z
n
3 vanish
for large n.
The analysis of Zn4 relies on arguments about quadratic forms. Denote by
xj = (X
n
1,j , . . . ,X
n
N,j)
T . Then yj =
1√
n
D
1/2
j xj and the quadratic form ωj can
be written:
ωj = y
T
j Q
(j)yj =
1
n
xTj D
1/2
j Q
(j)D
1/2
j xj .
As xj and D
1/2
j Q
(j)D
1/2
j are independent, and D
1/2
j Q
(j)D
1/2
j is bounded,
sup1≤j≤n ‖ωj − 1n TrQDj‖2+ε/2 =O( 1√n) (see [1]). This implies that zb˜j(1+
ωj)∼−1 and that sup1≤j≤n ‖1+zb˜j(1+ωj)‖2+ε/2 =O( 1√n). The term α−1j ρˆj
being bounded, Minkowski’s inequality immediately yields ‖Zn4 ‖2+ε/2 =O( 1√n).
Let us now look at Zn5 . We have ωˆj = y
T
j RUQ
(j)yj . Perturbation arguments
yield:
ωˆj = y
T
j RUQ
(j)yj ∼ yTj R(j)UQ(j)yj ∼
1
n
xTj D
1/2
j R
(j)UQ(j)D
1/2
j xj ,
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where “∼” loosely means “asymptotically equivalent.” Now approximation
formulas for quadratic forms yield:
1
n
xTj D
1/2
j R
(j)UQ(j)D
1/2
j xj ∼
1
n
TrR(j)UQ(j)Dj ∼ 1
n
TrRUQDj.
Since (αj)
−1 =−zq˜jj, we have:
1
N
n∑
j=1
ω˜j
αj
∼− z
N
n∑
j=1
q˜jj
1
n
TrRUQDj .(6.8)
On the other hand, straightforward computation based on the mere defini-
tion of bi yields:
1
N
Tr(B−1(z) + zIN )R(z)UQ(z) =− 1
n
n∑
j=1
(
zq˜jj(z)
1
N
TrDjR(z)UQ(z)
)
(6.9)
[see (B.17) for details]. Combining (6.8) and (6.9) allows to show that
‖Zn5 ‖2+ε/2 =O( 1√n). 
Proof of Lemma 6.1. Since 1N Tr(Q(z)−R(z))U = Zn1 + Zn2 + Zn3 +
Zn4 +Z
n
5 , Proposition 6.4 and Minkowski’s inequality immediately yields
E
∣∣∣∣ 1N Tr(Q−R)U
∣∣∣∣2+ε/2 ≤ K2n1+ε/4 .(6.10)
Borel–Cantelli lemma implies that 1N Tr(Q(z)−R(z))U → 0 almost surely.
The assertion 1n Tr(Q˜(z)− R˜(z))U → 0 a.s. can be proved similarly. 
6.2. Evaluation of the differences 1N TrR(z)− 1N TrT (z) and 1n Tr R˜(z)−
1
n Tr T˜ (z). Recall that dn is defined by dn =max(
n
N ,
N
n ). As
N
n → c, 0< c<
+∞, it is clear that supn dn < d where d <+∞. Denote by D the subset of
C
+ defined by:
D =
{
z ∈C+, |z|| Imz| < 2, | Imz|
2 > 8σ2max ×max(2d2σ2max, da2max)
}
.
Lemma 6.6. Let T and T˜ be given by Theorem 2.4. For every z ∈ D,
there exists constants K3 and K˜3 (possibly depending on z) such that
E
∣∣∣∣ 1N TrR(z)− 1N TrT (z)
∣∣∣∣2+ε/2 ≤ K3n1+ε/4 and
(6.11)
E
∣∣∣∣ 1n Tr R˜(z)− 1n Tr T˜ (z)
∣∣∣∣2+ε/2 ≤ K˜3n1+ε/4 .
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Proof. We only prove the first inequality in (6.11). We use the identity
R(z)− T (z) =R(z)(T (z)−1 −R(z)−1)T (z)
=R(z)(Ψ(z)−1 −B(z)−1)T (z)− zR(z)A(Ψ˜(z)− B˜(z))ATT (z).
Therefore, 1NTr(R(z)− T (z)) can be written as
1
N
Tr(R(z)− T (z)) = 1
N
TrR(z)(Ψ(z)−1 −B−1(z))T (z)
(6.12)
− z
N
TrR(z)A(Ψ˜(z)− B˜(z))ATT (z).
The first term of the right-hand side of (6.12) is equal to
1
N
TrR(z)(Ψ(z)−1 −B−1(z))T (z) = 1
N
N∑
i=1
(
1
ψi(z)
− 1
bi(z)
)
(TR)ii(z).
Let us first prove that the following control holds:
|(TR)ii(z)| ≤ 1| Imz|2 .(6.13)
In fact, |(TR)ii(z)| ≤ ‖Ti·(z)‖‖R·i‖ where Ti· (resp. R·i) denotes row num-
ber i of T (resp. column number i of R). On the other hand, ‖Ti·(z)‖ ≤
1
| Im(z)| and ‖R·i(z)‖ ≤ 1| Im(z)| by Proposition 5.1 part 3. This proves (6.13).
Minkowski’s inequality leads to∥∥∥∥ 1N Tr(R(z)(Ψ(z)−1 −B−1(z))T (z))
∥∥∥∥
2+ε/2
≤ 1| Imz|2 supi
∥∥∥∥ 1ψi(z) −
1
bi(z)
∥∥∥∥
2+ε/2
.
Similarly, the negative of the second term of the right-hand side of (6.12)
can be written as
z
N
TrR(z)A(Ψ˜(z)− B˜(z))ATT (z) = z
N
n∑
j=1
(ψ˜j(z)− b˜j(z))aTj T (z)R(z)aj .
Using again Minkowski’s inequality and the fact that |aTj T (z)R(z)aj | ≤
a
2
max
| Im z|2 , we get: ∥∥∥∥ zN TrR(z)A(Ψ˜(z)− B˜(z))ATT (z)
∥∥∥∥
2+ε/2
≤ |z|da
2
max,n
| Imz|2 supj ‖ψ˜j(z)− b˜j(z)‖2+ε/2.
DETERMINISTIC EQUIVALENTS FOR RANDOM MATRICES 33
As ψ˜j(z)− b˜j(z) is equal to ψ˜j(z)( 1b˜j (z) −
1
ψ˜j(z)
)b˜j(z), the inequality ‖ψ˜j(z)×
b˜j(z)‖ ≤ 1| Imz|2 yields
‖ψ˜j(z)− b˜j(z)‖2+ε/2 ≤
1
| Imz|2
∥∥∥∥ 1
ψ˜j(z)
− 1
b˜j(z)
∥∥∥∥
2+ε/2
.
Gathering all the pieces together, we obtain∥∥∥∥ 1N Tr(R(z)− T (z))
∥∥∥∥
2+ε/2
≤ 1| Im z|2 supi
∥∥∥∥ 1ψi(z) −
1
bi(z)
∥∥∥∥
2+ε/2
(6.14)
+
|z|da2max
| Imz|4 supj
∥∥∥∥ 1
ψ˜j(z)
− 1
b˜j(z)
∥∥∥∥
2+ε/2
.
It is therefore sufficient to show that if z ∈D, then
sup
1≤k≤N
∥∥∥∥ 1ψk(z) −
1
bk(z)
∥∥∥∥
2+ε/2
≤ K4√
n
,(6.15)
sup
1≤ℓ≤n
∥∥∥∥ 1
ψ˜ℓ(z)
− 1
b˜ℓ(z)
∥∥∥∥
2+ε/2
≤ K˜4√
n
,(6.16)
where K4 and K˜4 do not depend on n and N , but may depend on z.
For this, we use (6.1) in the case where matrix U˜ coincides with U˜ = D˜i
and constant K˜1 = σ
2
max (recall that supi,n ‖D˜i‖<σ2max). 1N Tr(D˜iQ˜(z)) can
be written as
1
n
Tr D˜iQ˜(z) =
1
n
Tr D˜iR˜(z) + ε˜i(z)
where supi ‖ε˜i(z)‖2+ε/2 ≤ K˜
ε
2√
n
, where K˜ε2 = K˜
1/(2+ε/2)
2 (we denote similarly
Kε2 =K
1/(2+ε/2)
2 ). Using the very definitions of ψi(z) and of bi(z), we obtain
1
ψi(z)
− 1
bi(z)
=
z
n
Tr D˜i(R˜(z)− T˜ (z)) + zε˜i(z).
Rewriting R˜(z) − T˜ (z) as R˜(z) − T˜ (z) = R˜(z)(T˜ (z)−1 − R˜(z)−1)T˜ (z) and
using similar arguments to what precedes [cf. (6.14)], we easily get∥∥∥∥ 1ψi(z) −
1
bi(z)
∥∥∥∥
2+ε/2
≤ |z|dσ
2
max
| Imz|2 sup ℓ
∥∥∥∥ 1
ψ˜ℓ(z)
− 1
b˜ℓ(z)
∥∥∥∥
2+ε/2
(6.17)
+
|z|2σ2maxda2max
| Imz|4 supk
∥∥∥∥ 1ψk(z) −
1
bk(z)
∥∥∥∥
2+ε/2
+
|z|K˜ε2√
n
.
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Similarly, for each 1≤ j ≤ n, we have∥∥∥∥ 1
ψ˜j(z)
− 1
b˜j(z)
∥∥∥∥
2+ε/2
≤ |z|dσ
2
max
| Imz|2 supk
∥∥∥∥ 1ψk(z) −
1
bk(z)
∥∥∥∥
2+ε/2
(6.18)
+
|z|2σ2maxda2max
| Imz|4 supℓ
∥∥∥∥ 1
ψ˜ℓ(z)
− 1
b˜ℓ(z)
∥∥∥∥
2+ε/2
+
|z|Kε2√
n
.
In order to simplify the notation, we put
αn = sup
1≤k≤N
∥∥∥∥ 1ψk(z) −
1
bk(z)
∥∥∥∥
2+ε/2
, α˜n = sup
1≤ℓ≤n
∥∥∥∥ 1
ψ˜ℓ(z)
− 1
b˜ℓ(z)
∥∥∥∥
2+ε/2
.
Equations (6.17) and (6.18) give immediately

αn ≤ |z|dσ
2
max
| Imz|2 α˜n +
|z|2dσ2maxa2max
| Imz|4 αn+
|z|K˜ε2√
n
,
α˜n ≤ |z|dσ
2
max
| Imz|2 αn +
|z|2dσ2maxa2max
| Imz|4 α˜n+
|z|Kε2√
n
.
(6.19)
As z ∈D, we have |z|2dσ2maxa2max| Im z|4 < 12 . Therefore,
αn <
2|z|dσ2max
| Imz|2 α˜n+
2|z|K˜ε2√
n
.
Plugging this inequality into (6.19), we obtain:
α˜n <
(
2|z|2d2σ4max
| Imz|4 +
|z|2dσ2maxa2max
| Imz|4
)
α˜n+
K˜5√
n
(6.20)
for some constant K˜5 > 0 depending on z. It is then easy to check that
2|z|2d2σ4max
| Imz|4 +
|z|2dσ2maxa2max
| Imz|4 < 1
for z ∈ D. Thus (6.20) implies that for z ∈ D, α˜n < K˜6√n for some constant
K˜6. Similarly, αn <
K6√
n
and (6.15) and (6.16) are established. This, in turn,
establishes (6.11). Proof of Lemma 6.6 is complete. 
6.3. Proof of Theorem 2.5. We are now in position to complete the proof
of Theorem 2.5. We first remark that inequality (6.1) for U = I and inequal-
ity (6.11) imply
E
∣∣∣∣ 1N TrQ(z)− 1N TrT (z)
∣∣∣∣2+ε/2 ≤ K7n1+ε/4(6.21)
DETERMINISTIC EQUIVALENTS FOR RANDOM MATRICES 35
for each z ∈ D. We consider a countable family (zk)k∈N with an accumula-
tion point contained in a compact subset of D. Borel–Cantelli lemma and
equation (6.21) imply that on a set Ω1 with probability one,
1
N Tr(Q(zk)−
T (zk))→ 0 for each k. On Ω1, the functions z 7→ 1N TrQ(z) and z 7→ 1N TrT (z)
belong to S(R+). We denote by fn(z) the function fn(z) = 1N Tr(Q(z) −
T (z)). On Ω1, fn(z) is analytic on C−R+. Moreover, |fn(z)| ≤ 2δK for each
compact subset K ⊂ C−R+, where δK represents the distance between K
and R+. By the normal family theorem (see, e.g., [21]), there exists a sub-
sequence fnk of fn which converges uniformly on each compact subset of
C−R+ to a function f∗ analytic on C−R+. But, f∗(zk) = 0 for each k ∈N.
This implies that f∗ is identically 0 on C−R+, and that the entire sequence
fn uniformly converges to 0 on each compact subset of C−R+. Therefore,
almost surely, 1N Tr(Q(z)− T (z)) converges to 0 for each z ∈C−R+. Proof
of Theorem 2.5 is complete.
APPENDIX A: PROOF OF PROPOSITION 2.2 PART 3
In this section, we prove Proposition 2.2 part 3. We first recall some results
that concern the integral representations of some scalar complex functions
analytic in the upper half plane C+ = {z : Im(z)> 0}.
A.1. The scalar case. These results can be found in Krein and Nudel-
man’s book [18] and therefore we adopt their notation in this section despite
minor interferences with other notation in this article [beware in particular
of the difference between class S functions below and Stieltjes transforms of
probability measures denoted in the rest of the article by S(R+)]:
Theorem A.1 ([18], Theorem A.2). A function f(z) over C+ satisfies
the following conditions:
(i) f(z) is analytic over C+ and
(ii) Imf(z)≥ 0 for z ∈C+
if and only if it admits the (unique) representation
f(z) = a+ bz +
∫ ∞
−∞
(
1
t− z −
t
1 + t2
)
µ(dt),(A.1)
where a ∈R, b≥ 0 and µ is a positive measure such that∫ ∞
−∞
µ(dt)
1 + t2
<∞.
The measure µ can be furthermore obtained by the Stieltjes inversion
formula
1
2
µ({t1}) + 1
2
µ({t2}) + µ((t1, t2)) = 1
π
lim
ε↓0
∫ t2
t1
Im(f(t+ iε))dt.(A.2)
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Different names are given to the functions f(z). In Krein and Nudelman’s
book [18], they are called classR functions. We will be particularly interested
in the following subclass of these functions: A function is said to belong
to class S if it belongs to class R and if it is furthermore analytic and
nonnegative on the negative real axis (−∞,0).
Theorem A.2 ([18], Theorem A.4). A function f(z) is in class S if and
only if it admits the representation
f(z) = c+
∫ ∞
0
ν(dt)
t− z ,(A.3)
where c≥ 0 and ν is a positive measure that satisfies∫ ∞
0
ν(dt)
1+ t
<∞.
Class S functions can also be characterized by the following theorem:
Theorem A.3 ([18], Theorem A.5). A function f(z) is in class S if
both f(z) and zf(z) are in class R.
If f(z) belongs to S , it also admits the representation
f(z) = a+ bz +
∫ ∞
−∞
(
1
t− z −
t
1 + t2
)
µ(dt).(A.4)
In the following, it is useful to recall the relationships between representa-
tions (A.3) and (A.4). The intermediate steps of the proofs of [18], Theorem
A.4 and [18], Theorem A.5 give:
Proposition A.4. The following relations hold:
– µ is carried by R+ and µ= ν,
– b= 0,
– a− ∫ +∞0 t1+t2 dµ(t)≥ 0 and c= a− ∫+∞0 t1+t2 dµ(t)≥ 0.
We now address a partial generalization of these results to matrix-valued
functions.
A.2. The matrix case. A matrix-valued function F (z) on C+ is said to
belong to class R if F (z) is analytic on C+ and if ImF (z)≥ 0. Recall that
matrix ImF (z) is defined as
ImF (z) =
1
2i
(F (z)− F ∗(z)).
The generalization of Theorem A.1 can be found, for example, in [8]:
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Theorem A.5 ([8], Theorem 5.4). An n× n function F (z) on C+ be-
longs to class R if and only if it admits the representation
F (z) =A+ zB +
∫ ∞
−∞
(
1
t− z −
t
1 + t2
)
µ(dt),(A.5)
where A is a Hermitian matrix, B ≥ 0 and µ is a matrix-valued nonnegative
measure such that
Tr
∫ ∞
−∞
µ(dt)
1 + t2
<∞.
The proof is based on the corresponding result for the scalar case and the
so-called polarization identity ([15], page 263)
x∗F (z)y = 14((x+ y)
∗F (z)(x+ y)− (x− y)∗F (z)(x− y)
+ i(x− iy)∗F (z)(x− iy)− i(x+ iy)∗F (z)(x− iy)).
We are now in position to prove Proposition 2.2 part 3. It partly generalizes
Theorem A.2 to the matrix case:
Theorem A.6. If a matrix function F (z) satisfies:
(i) F (z) and zF (z) are in class R
then, it admits the representation
F (z) =C +
∫ ∞
0
µ(dt)
t− z ,(A.6)
where C ≥ 0 and µ is a matrix-valued nonnegative measure carried by R+
that satisfies
Tr
(∫ ∞
0
µ(dt)
1+ t
)
<∞.
Proof. Theorem A.6 could again be proved using the polarization iden-
tity. We however provide the following shorter argument. Assume that F (z)
and zF (z) are in class R. Then, F (z) can be written as (A.5). Let x ∈Cn.
Then, x∗F (z)x is scalar function which belongs to R. The representation
given by (A.1) in Theorem A.1 is given by
x∗F (z)x= x∗Ax+ zx∗Bx+
∫ ∞
−∞
(
1
t− z −
t
1 + t2
)
x∗µx(dt).
The quantity x∗zF (z)x= zx∗F (z)x also belongs to belongs to R. Therefore,
it can be written as
x∗F (z)x= cx +
∫ ∞
0
νx(dt)
t− z ,
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where cx ≥ 0 and where νx is a positive measure for which∫ ∞
0
νx(dt)
1 + t
<∞.
Using Proposition A.4, we get immediately that:
– x∗µx is carried by R+ and νx = x∗µx,
– x∗Bx= 0,
– cx = x
∗Ax− ∫∞0 t1+t2 (x∗µx)(dt)≥ 0.
The first item implies that µ is carried by R+ and that Tr(
∫∞
0
µ(dt)
1+t ) <∞.
The second item implies that B = 0. As t(1 + t2)−1 ≤ 2(1 + t)−1 for t ≥ 0,
the finiteness of Tr(
∫∞
0 (1 + t)
−1µ(dt)) implies
Tr
(∫ ∞
0
t
1 + t2
µ(dt)
)
<+∞.
Therefore F (z) can be written as
F (z) =A−
∫ ∞
0
t
1 + t2
µ(dt) +
∫ ∞
0
µ(dt)
t− z .
The third item implies that matrix C = A− ∫∞0 t1+t2µ(dt) is nonnegative.
This completes the proof. 
We finally note that Theorem A.6 can be found in several papers without
proof. See, for example, [3], pages 64–65.
APPENDIX B: PROOF OF PROPOSITION 6.4
In the sequel, K will denote a bounding constant that does not depend
on N . Its value might change from one inequality to another.
We first recall a useful result on quadratic forms associated with random
matrices.
A lemma from Bai and Silverstein (Lemma 2.7 in [1]). Let x =
(X1, . . . ,Xn)
T be a vector where the Xi’s are centered i.i.d. random variables
with unit variance. Let C be an n× n deterministic complex matrix. Then,
for any p≥ 2,
E|xTCx−TrC|p ≤Kp((E|X1|4TrCC∗)p/2 +E|X1|2pTr(CC∗)p/2).(B.1)
B.1. Evaluation of Zn
1
, Zn
2
and Zn
3
.
Proposition B.1. The random variables βj , γˆj and βˆj satisfy
sup
1≤j≤n
E|βj |4+ε ≤ K
n2+ε/2
, sup
1≤j≤n
E|γˆj|4 ≤ K
n2
, sup
1≤j≤n
E|βˆj |4 ≤ K
n2
,
where K is a constant that does not depend on n.
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Proof. Let us first establish the inequality for βj . We recall that yj can
be written as yj =
1√
n
D
1/2
j xj where we recall that xj = (X
n
1,j , . . . ,X
n
N,j)
T .
Let v=D
1/2
j Q
(j)aj . We can thus write βj =
1√
n
vTxj . We then have
E[|aTj Q(j)yj |4+ε|v]
=
1
n2+ε/2
E[|xTj vvTxj|2+ε/2|v]
≤ 2
2+ε/2
n2+ε/2
(E[|xTj vvTxj −TrvvT |2+ε/2|v] + |TrvvT |2+ε/2)
(B.2)
(a)
≤ K
n2+ε/2
((EX411Tr(vv
T (vvT )∗))1+ε/4
+E|X11|4+εTr(vvT (vvT )∗)1+ε/4 + ‖v‖4+ε)
≤ K‖v‖
4+ε
n2+ε/2
((EX411)
1+ε/4 +E|X11|4+ε +1),
where (a) follows from the independence of v and xj and from Lemma 2.7 in
[1]. By noticing that ‖v‖ ≤ ‖D1/2j ‖sp‖Q(j)‖sp‖aj‖ ≤ amaxσmax| Im(z)| and by using
Assumption A-1, we have the desired result.
Let us now establish the inequality for γˆj . The random variable γˆj can be
written
γˆj = y
T
j R
(j)UQ(j)aj + y
T
j (R−R(j))UQ(j)aj
= yTj R
(j)UQ(j)aj + y
T
j R
(j)(R(j)
−1 −R−1)RUQ(j)aj
= yTj R
(j)UQ(j)aj
+ yTj R
(j)(B(j)
−1 −B−1 − z(A(j)B˜(j)A(j)T −AB˜AT ))RUQ(j)aj
= γˆj,1+ γˆj,2− γˆj,3+ γˆj,4,
where
γˆj,1 = y
T
j R
(j)UQ(j)aj,
γˆj,2 = y
T
j R
(j)(B(j)
−1 −B−1)RUQ(j)aj,
(B.3)
γˆj,3 = z
n∑
ℓ=1
ℓ 6=j
(b˜
(j)
ℓ − b˜ℓ)yTj R(j)aℓaTℓ RUQ(j)aj ,
γˆj,4 = zb˜jy
T
j R
(j)aja
T
j RUQ
(j)aj.
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Beginning with the term γˆj,1, let v = R
(j)UQ(j)aj . Recalling that yj =
1√
n
D
1/2
j × xj and using the independence of v and yj , a standard calcu-
lation leads to
E|γˆj,1|4 ≤ σ
4
max
n2
(EX411 +3)E‖v‖4,
where ‖v‖4 ≤ (‖R(j)‖sp‖U‖sp‖Q(j)‖sp‖aj‖)4 ≤ K
4
1a
4
max
(Im z)8 . This yields
E|γˆj,1|4 ≤ σ
4
maxK
4
1a
4
max
n2(Im z)8
(EX411 + 3)∝
1
n2
.(B.4)
Let us now consider γˆj,2 = y
T
j R
(j)(B(j)
−1 −B−1)RUQ(j)aj . We have
|γˆj,2| ≤ ‖R(j)‖sp‖B(j)
−1 −B−1‖sp‖R‖sp‖U‖sp‖Q(j)‖sp‖aj‖‖yj‖,
(B.5)
≤ K1amax
(Im z)3
‖B(j)−1 −B−1‖sp‖yj‖.
We now prove that
‖B(j)−1 −B−1‖sp ≤
2σ2max
n
∣∣∣∣ zImz
∣∣∣∣.(B.6)
By applying to (ΣTΣ − zI)−1 the matrix inversion lemma (see [16], Ap-
pendix A, see also [15], Section 0.7.4), we obtain
1
n
Tr D˜i(Σ
TΣ− zI)−1 = xj,1+ xj,2+ xj,3,
where
xj,1 =
1
n
Tr D˜
(j)
i (Σ
(j)TΣ(j) − zI)−1,
xj,2 =
1
n
Tr D˜
(j)
i (Σ
(j)TΣ(j) − zI)−1Σ(j)T ξjξTj Σ(j)(Σ(j)
T
Σ(j)− zI)−1
−z− zξTj (Σ(j)Σ(j)T − zI)−1ξj
,
xj,3 =
1
n
σ2ij
−z − zξTj (Σ(j)Σ(j)T − zI)−1ξj
.
Definitions (2.7) and (6.2) yield
1
b
(j)
i (z)
− 1
bi(z)
=− z
n
(Tr(D˜
(j)
i (Σ
(j)TΣ(j) − zI)−1)−Tr(D˜i(ΣTΣ− zI)−1)),
= z(xj,2 + xj,3).
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We have
|xj,2|= 1
n
∣∣∣∣ξ
T
j Σ
(j)(Σ(j)
T
Σ(j) − zI)−1D˜(j)i (Σ(j)
T
Σ(j) − zI)−1Σ(j)T ξj
−z − zξTj (Σ(j)Σ(j)T − zI)−1ξj
∣∣∣∣,
(B.7)
≤ ‖D˜
(j)
i ‖2sp
n
‖(Σ(j)TΣ(j) − zI)−1Σ(j)T ξj‖2
|z + zξTj (Σ(j)Σ(j)T − zI)−1ξj |
(a)
≤ σ
2
max
n Imz
,
where (a) follows from a singular value decomposition of Σ(j). In fact, let
Σ(j) =
∑N
ℓ=1 νℓuℓv
T
ℓ be a singular value decomposition of Σ
(j) with νℓ, uℓ,
and vℓ as singular value, left singular vector, and right singular vector re-
spectively. Then,
‖(Σ(j)TΣ(j) − zI)−1Σ(j)T ξj‖2 =
N∑
ℓ=1
ν2ℓ |uTℓ ξj|2
|ν2ℓ − z|2
,
Im(zξTj (Σ
(j)Σ(j)
T − zI)−1ξj) = Im(z)
(
N∑
ℓ=1
ν2ℓ |uTℓ ξj|2
|ν2ℓ − z|2
)
which yields (B.7). Furthermore, one has |xj,3| ≤ σ
2
max
n
1
Im(z) . Thus,∣∣∣∣ 1
b
(j)
i (z)
− 1
bi(z)
∣∣∣∣≤ 2σ2maxn
∣∣∣∣ zImz
∣∣∣∣,(B.8)
which yields (B.6). Plugging this into (B.5), we obtain
|γˆj,2| ≤ 2σ
2
maxK1amax|z|
n| Imz|4 ‖yj‖.
Finally, since E‖yj‖4 ≤ σ4maxd2(E|X11|4 +1), we have
E|γˆj,2|4 ≤ 16d
8σ12maxK
4
1a
4
max|z|4
| Imz|16n4 (1 +E|X
n
11|4)∝
1
n4
(B.9)
for N large enough.
We now deal with
γˆj,3 = z
n∑
ℓ=1
ℓ 6=j
(b˜
(j)
ℓ − b˜ℓ)yTj R(j)aℓaTℓ RUQ(j)aj.
A rough control yields
|γˆj,3| ≤ |z|a2max‖R‖sp‖U‖sp‖Q(j)‖sp
n∑
ℓ=1
ℓ 6=j
|b˜(j)ℓ − b˜ℓ||yTj R(j)aℓ|,
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≤ |z|a
2
maxK1
| Imz|2
n∑
ℓ=1
ℓ 6=j
|b˜(j)ℓ − b˜ℓ||yTj R(j)aℓ|.
We have
b˜
(j)
ℓ (z)− b˜ℓ(z)
= b˜
(j)
ℓ (z)b˜ℓ(z)(b˜
−1
ℓ (z)− b˜(j)
−1
ℓ (z))
= zb˜
(j)
ℓ (z)b˜ℓ(z)
1
n
Tr(Dℓ((ΣΣ
T − zI)−1 − (Σ(j)Σ(j)T − zI)−1)).
Since b˜ℓ and b˜
(j)
ℓ belong to S(R+) by Proposition 2.3 part 4(b), their absolute
values are bounded above by | Imz|−1. By Lemma 2.6 in [25], we have
|TrDℓ((ΣΣT − zI)−1 − (Σ(j)Σ(j)T − zI)−1)| ≤ σ
2
max
| Imz| .(B.10)
As a result, we obtain
|b˜(j)ℓ (z)− b˜ℓ(z)| ≤
σ2max|z|
n| Imz|3 .(B.11)
Thus,
|γˆj,3| ≤ |z|
2σ2maxa
2
maxK1
n| Imz|5
n∑
ℓ=1
ℓ 6=j
|yTj R(j)aℓ|.
By Minkowski’s inequality,
E|γˆj,3|4 ≤ |z|
8σ8maxa
8
maxK
4
1
n4| Imz|20
(
n∑
ℓ=1
ℓ 6=j
(E|yTj R(j)aℓ|4)1/4
)4
.
The terms E|yTj R(j)aℓ|4 can be handled in the same way as for γˆj,1. Thus,
we obtain
E|γˆj,3|4 ≤ d
4|z|8σ12maxa12maxK41
n2| Imz|24 (E|X
n
11|4 +3)∝
1
n2
.(B.12)
The last term γˆj,4 = zb˜jy
T
j R
(j)aja
T
j RUQ
(j)aj satisfies
|γˆj,4| ≤ |zb˜j ||aTj RUQ(j)aj||yTj R(j)aj|
Hence
E|γˆj,4|4 ≤
∣∣∣∣ z4(Im z)12
∣∣∣∣a8maxK41E|yTj R(j)aj|4,
(B.13)
(a)
≤
∣∣∣∣ z4(Im z)16
∣∣∣∣a12maxK41σ4max(E|Xn11|4 + 3) 1n2 ∝ 1n2 ,
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where (a) follows from the fact that the term E|yTj R(j)aj |4 can be han-
dled as γˆj,1. Gathering (B.4), (B.9), (B.12), (B.13) and using Minkowski’s
inequality, we obtain the desired inequality for γˆj .
Using similar arguments, one can prove the same inequality for βˆj . Propo-
sition B.1 is proved. 
The term Zn1 . Using (6.7), we have
Zn1 =
1
N
n∑
j=1
γˆj
αj
≤ |z|
N | Imz|
n∑
j=1
|γˆj |.
Minkowski’s inequality and Proposition B.1 yield
E|Zn1 |4 ≤
(
n|z|
N | Imz|
)4K
n2
∝ 1
n2
.
The term Zn2 . We can write Z
n
2 =
1
N
∑n
j=1Zj,2,1 − 1N
∑n
j=1Zj,2,2, where
Zj,2,1 = (1− zb˜j(z)ρj)βˆj/αj and Zj,2,2 = zb˜j(z)βˆjβj/αj .
We have |ρj | ≤ ‖Q(j)(z)‖sp‖aj‖2 ≤ a2max/| Imz|. As a consequence,
|Zj,2,1| ≤
∣∣∣∣ zIm z
∣∣∣∣
(
1 + a2max
∣∣∣∣ z(Im z)2
∣∣∣∣
)
|βˆj |.
Proposition B.1 yields: E|βˆj |4 ≤ K/n2. Therefore, E|Zj,2,1|4 ≤ K/n2 and
Minkowski’s inequality implies that E| 1N
∑n
j=1Zj,2,1|4 ≤ K/n2. In particu-
lar, E| 1N
∑n
j=1Zj,2,1|2+ε/2 ≤K/n1+ε/4 for ε≤ 4 by Lyapunov’s inequality.
Let us consider Zj,2,2. By the Cauchy–Schwarz inequality,
E|Zj,2,2|2+ε/2 ≤
∣∣∣∣ zImz
∣∣∣∣4+ε(E|βˆj |4+ε)1/2(E|βj |4+ε)1/2.
We have
E|βˆj |4+ε ≤ E((‖aj‖‖R‖sp‖U‖sp‖Q(j)‖sp)4+ε‖yj‖4+ε)
≤
(
amaxK1
(Imz)2
)4+ε
E‖yj‖4+ε.
By Minkowski’s inequality, we have
E‖yj‖4+ε ≤ σ
4+ε
max
n2+ε/2
E
(
N∑
m=1
X2m,j
)2+ε/2
(B.14)
≤ σ
4+ε
max
n2+ε/2
(N2+ε/2E|X1,1|4+ε)≤K.
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Therefore, E|βˆj|4+ε <K.
As E|βj |4+ε ≤K/n2+ε/2 by Proposition B.1, we have E| 1N
∑n
j=1Zj,2,2|2+ε/2 ≤
K/n1+ε/4, which yields the desired result.
The term Zn3 . We have
|Zn3 |=
∣∣∣∣∣ 1N
n∑
j=1
ρˆj
αj
(zb˜jβj)
∣∣∣∣∣≤K1 a
2
max|z|2
N | Imz|3
n∑
j=1
|βj |.
Therefore, Proposition B.1 yields the desired result.
B.2. Evaluation ofZn
4
. We rely here on Lemma 2.7 in [1] on the quadratic
forms recalled at the beginning of this Appendix. Write Zn4 =
1
N
∑n
j=1Zj,4
with
Zj,4 = (1+ zb˜j(z)(1 + ωj))ρˆj/αj .
We write ωj =
1
n TrDjQ(z) + εj,1 + εj,2, where
εj,1 = ωj − 1
n
TrDjQ
(j)(z) and εj,2 =
1
n
TrDj(Q
(j)(z)−Q(z)).
Since ωj is equal to
1
nx
T
j D
1/2
j Q
(j)(z)D
1/2
j xj , where xj = (X
n
1,j , . . . ,X
n
N,j)
T ,
(B.1) yields
E|εj,1|2+ε/2 ≤ K
n2+ε/2
[(E|Xn11|4TrD2jQ(j)Q(j)
∗
)1+ε/4
+ E|Xn11|4+εTr(D2jQ(j)Q(j)
∗
)1+ε/4],
≤ K
n2+ε/2
[(
E|Xn11|4
Nσ4max
(Im z)2
)1+ε/4
+ E|Xn11|4+ε
Nσ4+εmax
| Imz|2+ε/2
]
.
Thanks to Assumption A-1, we therefore have
E|εj,1|2+ε/2 ≤ K
n1+ε/4
.(B.15)
By Lemma 2.6 in [25], we have
|εj,2| ≤ σ
2
max
n| Imz| .(B.16)
Therefore,
|Zj,4|= |zρˆj b˜j(z)/αj ||εj,1 + εj,2|
≤ |ρˆj | |z|
2
| Imz|2 (|εj,1|+ |εj,2|)
≤ a
2
max|z|2
| Im z|3 (|εj,1|+ |εj,2|),
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where the last inequality follows from |ρˆj | ≤ ‖Q(j)(z)‖sp‖aj‖2 ≤ a
2
max
| Imz| . Gath-
ering (B.15) and (B.16), we obtain via Minkowski’s inequality the desired
result.
B.3. Evaluation ofZn
5
. Recall that Zn5 =
1
N
∑n
j=1
ωˆj
αj
− 1N Tr(B−1+zI)RUQ.
We first prove that
1
N
Tr(B−1 + zI)RUQ=− 1
n
n∑
j=1
zq˜jj(z)
1
N
TrDjRUQ.(B.17)
This follows from the definition of bi(z). We have
1
bi(z)
+z =−zTr D˜iQ˜, thus
B−1 + zI = diag
(
− z
n
Tr D˜iQ˜; 1≤ i≤N
)
=− z
n
diag
(
n∑
j=1
q˜jjσ
2
ij(n); 1≤ i≤N
)
=− z
n
n∑
j=1
q˜jj diag(σ
2
ij(n); 1≤ i≤N)
=− z
n
n∑
j=1
q˜jjDj,
which yields (B.17). Since α−1j =−zq˜jj(z), we have
Zn5 =
1
N
n∑
j=1
ωˆj
αj
+
1
n
n∑
j=1
zq˜jj(z)
1
N
TrDjRUQ
(B.18)
=− 1
N
n∑
j=1
zq˜jj(z)
{
ωˆj − 1
n
TrDjRUQ
}
.
We now study the asymptotic behavior of ωˆj − 1N Tr(DjRUQ). Since
ωˆj − yTj R(j)UQ(j)yj
= yTj (R−R(j))UQ(j)yj
= yTj R(R
(j)−1 −R−1)R(j)UQ(j)yj
= yTj R(B
(j)−1− zA(j)B˜(j)A(j)T −B−1 + zAB˜AT )R(j)UQ(j)yj ,
we have
ωˆj − 1
N
Tr(DjR(z)UQ(z))
△
= χj,
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where
χj = χj,1+ χj,2+ χj,3+ χj,4
with
χj,1 = y
T
j R
(j)UQ(j)yj − 1
N
Tr(DjR(z)UQ(z)),
χj,2 = y
T
j R(B
(j)−1 −B−1)R(j)UQ(j)yj,
χj,3 =−z
n∑
ℓ=1
ℓ 6=j
(b˜
(j)
ℓ − b˜ℓ)yTj RaℓaTℓ R(j)UQ(j)yj ,
χj,4 = zb˜jy
T
j Raja
T
j R
(j)UQ(j)yj.
As usual we choose ε > 0 that satisfies Assumption A-1. We first handle
χj,1. Using the same arguments as those in Section B.2 to handle
ωj − 1
n
TrDjQ=
1
n
yTj Q
(j)(z)yj − 1
n
TrDjQ,
we obtain
E|χj,1|2+ε/2 ≤ K
n1+ε/4
.(B.19)
The random variable χj,2 satisfies
|χj,2| ≤ ‖R‖sp‖B(j)−1 −B−1‖sp‖R(j)‖sp‖U‖sp‖Q(j)‖sp‖yj‖2,
≤ K1| Im z|3 ‖B
(j)−1 −B−1‖sp‖yj‖2
(a)
≤ 2σ
2
max|z|K1
n| Imz|4 ‖yj‖
2,
where (a) follows from (B.6). As a result, E|χj,2|2+ε/2 ≤ Kn2+ε/2E‖yj‖4+ε.
Using (B.14) we obtain
E|χj,2|2+ε/2 ≤ K
n2+ε/2
.(B.20)
Consider now the random variable χj,3. Using the upper bound (B.11) for
|b˜(j)ℓ − b˜ℓ|, we have
|χj,3| ≤ σ
2
max|z|2
n| Imz|3
n∑
ℓ=1
ℓ 6=j
|yTj RaℓaTℓ R(j)UQ(j)yj |.
Minkowski and Cauchy–Schwarz inequalities yield
‖χj,3‖2+ε/2 ≤
(
σ2max|z|2
n| Imz|3
)[ n∑
ℓ=1
ℓ 6=j
(‖yTj Raℓ‖4+ε‖aTℓ R(j)UQ(j)yj‖4+ε|)
]
.(B.21)
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Consider first
E|yTj Raℓ|4+ε ≤ E(‖R‖4+εsp ‖aℓ‖4+ε‖yj‖4+ε)
(B.22)
≤ a
4+ε
max
| Imz|4+εE‖yj‖
4+ε
(a)
≤ K,
where (a) follows from (B.14). Let us now consider the term E|aTℓ R(j)UQ(j)×
yj |4+ε = 1n2+ε/2 E|vTxj |4+ε with v =D
1/2
j Q
(j)TUR(j)
T
aℓ. By a series of in-
equalities similar to B.2, we obtain E|aTℓ R(j)UQ(j)yj|4+ε ≤ K/n2+ε/2. In
conclusion, we obtain
E|χj,3|2+ε/2 ≤ K
n1+ε/4
.(B.23)
Finally, the variable χj,4 can be handled in the same way
E|χj,4|2+ε/2
≤
∣∣∣∣ zImz
∣∣∣∣2+ε/2(E|yTj Raj|4+ε)1/2(E|aTj R(j)UQ(j)yj |4+ε)1/2,(B.24)
≤ K
n1+ε/4
.
In order to finish the proof, it remains to gather equations (B.19), (B.20),
(B.23) and (B.24) to get
E|χj,1+ χj,2+ χj,3+ χj,4|2+ε/2 ≤ K
n1+ε/4
.
Plugging this into (B.18) and using Minkowski’s inequality, we obtain
E
∣∣∣∣∣ 1N
n∑
j=1
zq˜jjχj
∣∣∣∣∣
2+ε/2
≤ K
n1+ε/4
,
which is the desired result.
APPENDIX C: PROOF OF THEOREM 4.1
C.1. Proof of the convergence of Cn(σ
2) −Cn(σ
2) to zero. The proof
of the convergence relies on a dominated convergence argument. Denote by
πn the probability measure whose Stieltjes transform is
1
N TrTn(z); sim-
ilarly, denote by Pn the probability measure whose Stieltjes transform is
1
N TrQn(z):
1
N
TrTn(z) =
∫ ∞
0
πn(dλ)
λ− z and
1
N
TrQn(z) =
∫ ∞
0
Pn(dλ)
λ− z .
The following estimates will be useful.
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Lemma C.1. The following equalities hold true
E
∫ ∞
0
λPn(dλ) =
1
Nn
∑
1≤i≤N
1≤j≤n
σ2ij +
1
N
TrAAT ,(C.1)
∫ ∞
0
λπn(dλ) =
1
Nn
∑
1≤i≤N
1≤j≤n
σ2ij +
1
N
TrAAT .(C.2)
In particular,
sup
n
(
E
∫ ∞
0
λPn(dλ)
)
= sup
n
(∫ ∞
0
λπn(dλ)
)
≤ σ2max + a2max.(C.3)
Proof. First notice that
E
∫ ∞
0
λPn(dλ) =
1
N
ETrΣΣT ,
which yields immediately equality (C.1). We now compute
∫∞
0 λπn(dλ). We
first prove that∫ ∞
0
λπn(dλ) = lim
y→∞Re
[
−iy
(
iy
1
N
TrTn(iy) + 1
)]
.(C.4)
Compute
−iy
(
iy
1
N
TrTn(iy) + 1
)
=−iy
(∫ ∞
0
iyπn(dλ)
λ− iy +1
)
=−iy
∫ ∞
0
λ2πn(dλ)
λ2 + y2
+ y2
∫ ∞
0
λπn(dλ)
λ2 + y2
.
Hence,
Re
[
−iy
(
iy
1
N
TrTn(iy) + 1
)]
= y2
∫ ∞
0
λπn(dλ)
λ2 + y2
.
The monotone convergence theorem yields limy→∞ y2
∫∞
0
λπn(dλ)
λ2+y2 =
∫∞
0 λπn(dλ).
Equation (C.4) is proved. We now prove
lim
y→∞−iy(iyTn(iy) + IN ) =
1
n
diag(Tr D˜i,1≤ i≤N) +AAT .(C.5)
The mere definition of Tn yields
Tn(z) = (Ψ
−1 − zAΨ˜AT )−1 = (IN − zΨAΨ˜AT )−1Ψ.
Using the fact that
(IN − zΨAΨ˜AT )−1 = IN + zΨAΨ˜AT + (zΨAΨ˜AT )2(IN − zΨAΨ˜AT )−1,
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we get that
Tn(z) =Ψ+ zΨAΨ˜A
TΨ+ (zΨAΨ˜AT )2Tn(z).
We now compute
−z(zTn(z) + IN )
(C.6)
=−z(zΨ(z) + IN )− zΨAzΨ˜AT zΨ− zΨAzΨ˜AT zΨAzΨ˜ATTn(z).
In order to compute the limit of the previous expression when z = iy, y→∞,
recall that lim−iyΨ(iy) = lim−iyTn(iy) = IN and lim−iyΨ˜(iy) = lim−iy×˜
Tn(iy) = In whenever y→∞ by (5.2) and (5.4).
Let us first consider the first term on the right-hand side of (C.6).
−iy(iyΨ(iy) + IN ) = diag
(
iy
1 + (1/n)Tr D˜iT˜n(iy)
− iy
)
= diag
( −(iy/n)Tr D˜iT˜n(iy)
1 + (1/n)Tr D˜iT˜n(iy)
)
−→
y→∞
1
n
diag(Tr D˜i,1≤ i≤N).
For the second term on the right-hand side of (C.6) we have
(−iyΨ(iy))A(−iyΨ˜(iy))AT (−iyΨ(iy)) −→
y→∞AA
T .
The third term clearly converges to 0 because Tn(iy)→ 0 when y→ +∞.
Equation (C.5) is established. This limit immediately yields
lim
y→∞−iy
(
iy
1
N
TrTn(iy) + 1
)
=
1
Nn
∑
1≤i≤N
1≤j≤n
σ2ij +
1
N
TrAAT .
Equating this equation with (C.4) implies that
∫
λπn(dλ) is finite and gives
its value. Therefore, equation (C.2) is proved. The inequality (C.3) follows
immediately from (C.1) and (C.2). Proof of Lemma C.1 is complete. 
We are now in position to prove that Cn(σ
2)−Cn(σ2)→ 0. Recall that
Cn(σ
2) =
∫ ∞
σ2
(
1
ω
− 1
N
ETrQn(−ω)
)
dω.
The dominated convergence theorem together with Theorem 2.5 yield
∀ω > 0 1
ω
− 1
N
TrTn(−ω)−
(
1
ω
− 1
N
ETrQn(−ω)
)
−→
n→∞0.
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Moreover,∣∣∣∣ 1ω − 1N TrTn(−ω)−
(
1
ω
− 1
N
ETrQn(−ω)
)∣∣∣∣
≤
∣∣∣∣ 1ω − 1N TrTn(−ω)
∣∣∣∣+
∣∣∣∣ 1ω − 1N ETrQn(−ω)
∣∣∣∣
=
∣∣∣∣
∫ ∞
0
(
1
ω
− 1
λ+ ω
)
πn(dλ)
∣∣∣∣+
∣∣∣∣E
∫ ∞
0
(
1
ω
− 1
λ+ ω
)
Pn(dλ)
∣∣∣∣
≤
∣∣∣∣
∫∞
0 λπn(dλ)
ω2
∣∣∣∣+
∣∣∣∣E
∫∞
0 λPn(dλ)
ω2
∣∣∣∣
≤ 2a
2
max + σ
2
max
ω2
,
which is integrable in ω over (σ2,∞). Therefore the dominated convergence
theorem yields Cn(σ
2) − Cn(σ2)→ 0 and the first part of Theorem 4.1 is
proved.
C.2. Proof of formula (4.3): some preparation. Performing the change
of variable γ = 1ω in (4.2) yields to the formula
C(σ2) =
∫ 1/σ2
0
1
γ
(
1− 1
N
Tr
1
γ
T
(
−1
γ
))
dγ.
One can check that the integrand is continuous in zero. In fact, Lemma C.1
yields
1
γ
(
1− 1
N
Tr
1
γ
T
(
−1
γ
))
=
∫
1
γ
(
1− 1
γ
1
(λ+ γ−1)
)
πn(dλ)
=
∫
λπn(dλ)
1 + λγ
−→
γ→0
∫
λπn(dλ)<∞,
where πn is the probability measure associated to the Stieltjes transform
1
N TrT (z) We thus introduce slightly different notation than in the rest of
the paper. These notations appear to be more convenient in the forthcoming
computations. We denote by
S(γ) =
1
γ
T
(
−1
γ
)
, θi(γ) =
1
γ
ψi
(
−1
γ
)
, Θ= diag(θi,1≤ i≤N),
S˜(γ) =
1
γ
T˜
(
−1
γ
)
, θ˜j(γ) =
1
γ
ψ˜j
(
−1
γ
)
, Θ˜ = diag(θ˜j ,1≤ j ≤ n).
These notations yield
S(γ) = (Θ−1(γ) + γAΘ˜(γ)AT )−1, S˜(γ) = (Θ˜−1(γ) + γATΘ(γ)A)−1.
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θi(γ) =
1
1+ (γ/n)Tr D˜iS˜(γ)
, θ˜j(γ) =
1
1+ (γ/n)TrDjS(γ)
.
The general strategy to establish formula (4.3) is to write 1γ (1− 1N TrS(γ)) as
the derivative of some well-identified function of γ. The following quantities
will also be of help:
∆ =
1
n
diag(Tr(DjS,1≤ j ≤ n)), ∆˜ = 1
n
diag(Tr(D˜iS˜,1≤ i≤N)).
In the sequel, we use both f ′(γ) and dfdγ (γ) for the derivative of f .
Lemma C.2. The following equality holds true:
SAΘ˜ =ΘAS˜.(C.7)
In particular,
TrAΘ˜ATS =TrATΘAS˜,(C.8)
TrAΘ˜′ATS =Tr Θ˜′ATΘAS˜Θ˜−1.(C.9)
Proof. After elementary matrix manipulations (see also [15], Section
0.7.4), we have
(I +UV )−1 = I −U(I + V U)−1V,
which yields afterward
(I +UV )−1U =U(I + V U)−1.
Let U =Θ1/2A and V = γΘ˜ATΘ1/2. Then
(I + γΘ1/2AΘ˜ATΘ1/2)−1Θ1/2A=Θ1/2A(I + γΘ˜ATΘA)−1
⇐⇒ Θ−1/2SΘ−1/2Θ1/2A=Θ1/2AS˜Θ˜−1
⇐⇒ SAΘ˜ = ΘAS˜,
which is the desired result. Multiplying by AT , we obtain ATSAΘ˜ =ATΘAS˜
which yields (C.8). Multiplying to the left by Θ˜′AT and to the right by Θ˜−1,
we obtain Θ˜′ATSA= Θ˜′ATΘAS˜Θ˜−1 which yields (C.9). 
Lemma C.3. Denote by
I(γ) =− γ
N
TrATΘ′AS˜ +
γ
N
TrAΘ˜ATS′.
Then the following equality holds true:
I(γ) =
d
dγ
(
1
N
Tr(γAΘ˜ATS)
)
− d
dγ
(
1
N
log det Θ˜(Θ˜−1+γATΘA)
)
.(C.10)
52 W. HACHEM, P. LOUBATON AND J. NAJIM
In order to prove Lemma C.3, we shall rely on a differentiation formula.
Let A=A(x) be an N ×N matrix, then the equality
d
dx
log detA(x) = TrA−1(x)
d
dx
A(x)(C.11)
holds true in the case where A is Hermitian or A is the product of two
Hermitian matrices, that is, A(x) = B(x)C(x). We provide here a short
proof (in the case of a general square matrix, one can refer to [14], Section
15).
Consider first the case where A is Hermitian and write A=U∆U∗ where
∆(x) = diag(λi(x); 1≤ i≤N) and UU∗ =U∗U = I . We have
d
dx
log detA(x) =
d
dx
(
N∑
i=1
logλi(x)
)
=
N∑
i=1
λ′i(x)
λi(x)
.
On the other hand,
TrA−1
d
dx
A=TrU∆−1U∗(U ′∆U∗ +U∆′U∗ +U∆U∗
′
)
= Tr∆−1∆′ +TrU∆−1U∗U ′∆U∗ +TrU∆−1U∗U∆U∗
′
=
N∑
i=1
λ′i(x)
λi(x)
+Tr(U∗U ′ +U∗
′
U)
(a)
=
N∑
i=1
λ′i(x)
λi(x)
,
where (a) follows from the fact that U∗U ′ +U∗′U = 0 which is obtained by
differentiating U∗U = I .
In the case where A(x) =B(x)C(x) with B and C Hermitian, we have
d
dx
log detB(x)C(x) =
d
dx
log detB(x) +
d
dx
log detC(x)
= TrB−1B′+TrC−1C ′
=TrB−1B′CC−1+TrC−1B−1BC ′
=TrC−1B−1(B′C +BC ′) = TrA−1A′,
which is the expected result. We are now in position to prove Lemma C.3.
Proof of Lemma C.3. We differentiate the expression
d
dγ
(
1
N
Tr(γAΘ˜ATS)
)
− d
dγ
(
1
N
log det Θ˜(Θ˜−1 + γATΘA)
)
=
1
N
Tr(AΘ˜ATS) +
γ
N
Tr(AΘ˜′ATS) +
γ
N
Tr(AΘ˜ATS′)
− 1
N
Tr[(Θ˜ATΘA)(In + γΘ˜A
TΘA)−1]
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− γ
N
Tr[(Θ˜′ATΘA)(In + γΘ˜ATΘA)−1]
− γ
N
Tr[(Θ˜ATΘ′A)(In + γΘ˜ATΘA)−1]
(a)
= I(γ) +
1
N
Tr(AΘ˜ATS)− 1
N
Tr(ATΘAS˜)
+
γ
N
Tr(AΘ˜′ATS)− γ
N
Tr[(Θ˜′ATΘA)(In + γΘ˜ATΘA)−1]
(b)
= I(γ) +
γ
N
Tr(AΘ˜′ATS)− γ
N
Tr[(Θ˜′ATΘA)(In + γΘ˜ATΘA)−1]
(c)
= I(γ),
where (a) follows from the fact that (In+ γΘ˜A
TΘA)−1 = S˜Θ˜−1, (b) follows
from (C.8) and (c) follows from (C.9). 
C.3. Proof of formula (4.3): the main system of equations. We are now
in position to prove the following:
Lemma C.4. Denote by
J(γ) =
1
γ
(
1− 1
N
TrS(γ)
)
,
J1(γ) =
γ
N
Tr ∆˜′S +
γ
N
TrAΘ˜′ATS,
J2(γ) =
γ
N
Tr∆′S˜ +
γ
N
TrATΘ′AS˜.
Then the following system of equations holds true:
d
dγ
(
1
N
log det(Θ−1 + γAΘ˜AT )
)
= J(γ) + J1(γ),(C.12)
d
dγ
(
1
N
log det(Θ˜−1 + γATΘA)
)
= J(γ) + J2(γ),(C.13)
d
dγ
(
γ
N
Tr(∆˜ +AΘ˜AT )S
)
= J(γ) + J1(γ)
(C.14)
+
γ
N
Tr(∆˜ +AΘ˜AT )S′.
Proof. We first give equivalent formulations for the term J(γ):
J(γ) =
1
γ
(
1− 1
N
TrS(γ)
)
=
1
γ
(
1
N
TrS−1S − 1
N
Tr(Θ−1 + γAΘ˜AT )−1
)
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=
1
γN
Tr((Θ−1 − IN )S + γAΘ˜ATS)
=
1
N
Tr ∆˜S +
1
N
TrAΘ˜ATS,(C.15)
(a)
=
1
N
Tr∆S˜ +
1
N
TrATΘAS˜,(C.16)
where (a) follows from (C.8) and from the fact that Tr∆˜S =Tr∆S˜. Consider
now
d
dγ
(
1
N
log det(Θ−1 + γAΘ˜AT )
)
=
1
N
Tr(Θ−1
′
+ γAΘ˜′AT +AΘ˜AT )S.
Easy computation yields Θ−1
′
= ∆˜+γ∆˜′ and the previous equality becomes
d
dγ
(
1
N
log det(Θ−1 + γAΘ˜AT )
)
= J(γ) + J1(γ),
where (C.15) has been used to identify J . Equation (C.12) is proved. One
can prove similarly (C.13) by using (C.16). We now compute
d
dγ
(
γ
N
Tr(∆˜ +AΘ˜AT )S
)
=
γ
N
Tr∆˜′S +
γ
N
TrAΘ˜′ATS +
1
N
Tr∆˜S +
1
N
TrAΘ˜ATS
+
γ
N
Tr(∆˜ +AΘ˜AT )S′
(a)
= J(γ) + J1(γ) ++
γ
N
Tr(∆˜ +AΘ˜AT )S′,
where (a) follows from (C.15). Equation (C.14) is proved. 
C.4. Proof of formula (4.3): end of the proof. Eliminating J(γ) between
(C.13) and (C.14), we end up with
d
dγ
(
γ
N
Tr(∆˜ +AΘ˜AT )S
)
= J1(γ) +
d
dγ
(
1
N
log det(Θ˜−1 + γATΘA)
)
− γ
N
Tr∆′S˜ − γ
N
TrATΘ′AS˜ +
γ
N
Tr(∆˜ +AΘ˜AT )S′.
Since − γN Tr∆′S˜ + γN Tr∆˜S′ = 0, we obtain
d
dγ
(
γ
N
Tr(∆˜ +AΘ˜AT )S
)
(C.17)
= J1(γ) +
(
1
N
log det(Θ˜−1 + γATΘA)
)′
+ I(γ).
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First use (C.10) which expresses I(γ) as a derivative, then extract J1(γ)
from (C.17) and plug it into (C.12). After some simplifications, we obtain
J(γ) =
(
1
N
log det(Θ−1 + γAΘ˜AT )
)′
−
(
γ
N
Tr∆˜S
)′
+
(
1
N
log det Θ˜−1
)′
,
△
= F ′(γ).
Since C(σ2) =
∫ 1/σ2
0 J(γ)dγ, a mere integration yields C(σ
2) = F (σ−2) −
limγ→0F (γ). It remains to check that limγ→0F (γ) = 0 to obtain (4.3). In
order to compute the limit of F as γ goes to zero, it is sufficient to check
the following limits:
lim
γ→0S(γ) = IN , limγ→0Θ(γ) = IN and limγ→0 Θ˜(γ) = In.
Let us prove the first limit,
S(γ) =
1
γ
T
(
−1
γ
)
(a)
=
1
γ
∫
µ(dλ)
λ+ γ−1
−→
γ→0µ(R) = IN ,
where (a) follows from Proposition 5.1 part 2. In order to compute the
limit involving Θ and Θ˜, it is sufficient to note that θi(γ) =
1
γψi(−γ−1),
to interpret ψi as a Stieltjes transform (cf. Proposition 5.1 part 4) and to
perform the same computation as for 1γT (−γ−1). One can compute similarly
the limit of Θ˜. Theorem 4.1 is proved.
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