Fractal nests are sets defined as unions of unit nspheres scaled by a sequence of k −α for some α > 0. In this article we generalise the concept to subsets of such spheres and find the formulas for their box counting dimensions. We introduce some novel classes of parameterised fractal nests and apply these results to compute the dimensions with respect to these parameters. We also show that these dimensions can be seen numerically. These results motivate further research that may explain the unintuitive behaviour of box counting dimensions for nest-type fractals, and in general the class of sets where the box-counting dimension differs from the Hausdorff dimension.
Introduction
Research into rectifiability (eg. [Tri93] ) has given some unexpected results in the differences between the Hausdorff dimension [Fed69, pg. 171 ] and the box counting dimension of some countable unions of sets and their smooth generalisations [Tri93, , such as unrectifiable spirals. Recently, progress has been made in the application of the box counting dimension in the analysis of complex zeta functions, [LRŽ17] . We note especially the discovery of various interesting properties, including a relationship of Lapidus-style zeta functions with the Riemann zeta function and the generalisation of the concept of the box dimension to complex dimensions. Fractal nests, as presented and analysed in [LRŽ17] , behave in an unexpected way with re- * smilicic@unipu.hr spect to the appropriate exponents. There are two general types of behaviour of fractal nests. The well understood type of behaviour of fractal nests concerns sets that locally resemble Cartesian products of fractals [LRŽ17, pg. 227] , [ŽŽ05, Remark 6.] . In such sets, the dimension behaves naturally as the sum of the dimensions of "base" sets. What remains less understood are dimensions of fractal nests of centre type. In this case, the dimension is product-like in terms of dimensions of underlying elements, lacking an intuitive geometric interpretation.
This article focuses on a more classical approach to the box-counting dimension, giving examples that may further the understanding of how the box counting dimension behaves with respect to countable unions of similar sets. Whereas in [LRŽ17] and [ŽŽ05] the fractal nests studied are based on (n−1)-spheres (hyper-spheres), we study fractal nests S α based on fractal subsets of box counting dimension δ of such spheres under similar scaling. Our results are compatible with the cited ones, having them as limit cases of full dimension, δ = (n − 1); notably, the dimension are dim B S α = δ + 1 α + 1 for the centre type and dim B S α = δ + 1 α + 1 for the outer type. The proofs of these results hint at some more general geometric and topological properties.
This paper is divided into five sections. After this introduction we present the main concepts and results of this paper -a dimensional analysis of generalised fractal nests, followed by applications of these results to novel fractal sets with numerical examples. After that, we provide the proofs of our main results and in the final section we remark on some issues and problems that naturally arise from these investigations.
Generalised fractal nests 2.1 Box counting dimension
We start with the definition of the box counting dimension as stated in [Fal14, pg. 28] as the alternative definition. By an ǫ-mesh in R n we understand the partition of R n into disjoint (except possibly at the border) n-cubes of side ǫ.
n be a bounded Borel set. By N ǫ (S) we denote the number of such n-cubes of the ǫ-mesh of R n that intersect S. We define the upper (lower) box counting dimension of S by
because it intersects ǫ −1 m n-cubes of side ǫ. Hence, for various δ we have, as ǫ → 0,
The box counting dimension of a set S can be defined in terms of other counting functions, such as the maximum number of disjoint ǫ-balls centred on points of S, the minimal number of ǫ-balls needed to cover S, similar constructions in equivalent metrics, etc. [Fal14, pg. 30] .
One important reformulation of the box counting dimension is the Minkowski-Bouligand dimension. It is formulated in terms of the Lebesgue measure in the ambient space and constructs a natural "contents" function at every dimension, in that regard similar to the Hausdorff dimension and measure.
As ǫ-balls used here and in other literature correspond to the Euclidean metric, we need to compensate for the coefficient for volume of the ball characteristic to this metric and dimension,
.
For further discussion of this coefficient and its use in the Minkowski-Bouligand dimension, see [Res13] and [KP99, Chapter 3.3].
Definition 2. Let S ⊆ R n . For ǫ > 0, we define the ǫ-Minkowski sausage of S as the set
Let λ be the Lebesgue measure on R n and denote by A
is that both upper and lower Minkowski-Bouligand dimensions are exactly equal to the corresponding upper and lower box counting dimensions, so we will only use the box-dimension notation for the discussed dimension. 
We say that the set 
m is the number of k-edges of the m-cube. In Figure 1 , we have E (0) 2 = 4 and E (1) 2 = 4 and γ 0 = 1, γ 1 = 2 and γ 2 = π, so we have λ(
Example 3. The set of points 
Fractal analysis of α-regular generalised fractal nests
Intuitively, an inner α-regular fractal nest is the subset of the union of circles of radii n −α where subsets per individual circle are homothetic to each other. The outer α-regular fractal nest has radii of form 1 − (k + 1) −α . For a set S ⊆ R n and x ≥ 0 we denote by (x)S the scaling of the set S by x.
Definition 4. Let S ⊆ S n−1 be a Borel subset of the unit sphere in R n . We define the α-regular fractal nest of centre (outer) type as
Note that
where for a set S the expression 1 − S is defined as {1 − x | x ∈ S}, with E α defined in Example 3.
Theorem 1. Let S ⊆ S n−1 be a Borel subset of the unit hyper-sphere in R n such that
For every α > 0 the α-regular fractal nest of centre type generated by S has
For every α > 0 that the α-regular fractal nest of outer type generated by S has
The proofs of both theorems rely on the wellknown technique of separating the "core" and the "tail" of the set, the "tail" part consisting of the well-isolated components, and the "core" of the remaining parts.
We take a novel approach to analysing the "core", where we use the covering lemma (Lemma 5) to replace the components of the core with well-spaced sets without losing the asymptotic and hence dimensional properties, including Minkowski (non)-degeneracy.
Application of the generalised nest formulas
In this section, we show some applications of our main results to some known and some novel fractal sets.
Mapping m-cubes to m-spheres
Let K m ⊂ R n be a unit m-cube as defined in Example 1 with m < n. It is easy to show that for limited domains such as a unit m-cube, the mapping
Thus, any subset of the unit hyper-cube can be mapped to a corresponding set of equal dimension on the hyper-sphere. If we identify K m with its embedding into S n−1 , applying Theorem 1 we have
We note that this formula also applies to m = 0. Also, for the outer nests, using Theorem 2 we have
again, compatible with m = 0.
(α, β)-bi-fractals
Let α, β > 0. We can identify E β with its image on the unit circle of Φ 1 . Let D β be the union
We have that
We call the set F α D β an (α, β)-bi-fractal. Its dimension is given by Theorem 1 as
Uniform Cantor nests
Intuitively, the uniform Cantor set C C N are Cantor sets "preserving" N copies of themselves totalling C in relative length in each iteration.
In [Fal14, pg. 71] uniform Cantor sets are defined in terms of the number of preserved copies m and the relative gap r (see 5). Modifying that definition to our notation, uniform Cantor sets are defined as follows.
Definition 5 (Uniform Cantor set, [Fal14] ). Let N ≥ 2 be an integer and 0 < r < An older proof of the following proposition can be found in [FC07] , where the authors use the simpler formula for (both upper and lower) Minkowski contents omitting the normalising factor.
The upper Minkowski content at the dimension d is
Figure 4: (α, β)-bi-fractals of various dimensions.
and the corresponding lower Minkowski content is
Again, we can use Φ 1 to identify C r N with its image on S 1 , and so we have
Numerical verification of the results
Since the main results of this article are asymptotic in nature, there is always a risk that we will not be able to reproduce such results in numerical computations. Luckily, as can be seen in figures 8 and 9 we can observe the dimensions to a reasonable accuracy. We used the same algorithm for producing figures 3, 4, 6 and 7 and also for the explicit computation of the dimensions. We use the same technique used in the proofs of the main results, in particular we use of Lemma 6 for producing numbers m 1 (ǫ) (the number of isolated components, the "tail" of the fractal) and m 2 (ǫ), the number of 2ǫ-separated elements that cover the "core" of the fractal nest.
For figures 3, 4, 6 and 7 we used a program written in the Python programming language (version 3.6) that outputs an encapsulated PostScript (eps) description of the fractal. PostScript is well-suited as a page description language since it allows for global scaling and setting of line width using the setlinewidth command that is defined in the standard as "up to two pixels" [Ado99, pg. 674] best approximation of the Minkowski sausage of half radius of the given parameter when rendered.
The figures themselves have the half of the line width parameter ǫ set at 1/300 of the height and width of the picture.
For (α, β)-bi-fractals, we first obtain the radius of the element of the nest using r
For uniform Cantor nests, we repeat the same initial part to obtain r (i) k , we use a standard recursive algorithm for describing segments of the Cantor set, where the number of iterations depends on the radius of the nest element, since we are interested only in segments that have gaps larger than 2ǫ/r 
The constraint of the main result that α plays a role in the total dimension only if αδ < 1 limits α to
In Figures 4 and 7 we vary the total dimension d ∈ 1 4 , 1 and we set
so that α is always in the centre of the interval given in (3.4). Then we compute δ using (3.3), and finally we produce the parameters β and r from (3.2) and (3.1). For Figure 8 we fix the dimension of the whole fractal nest to be 3/4 and we vary the parameter α.
We compute the parameters β for the (α, β)-bifractal and r for the F α C r 3 Cantor nest. For ten different values of ǫ ranging from 2 −25 to 2 −10 we count the number N ǫ of points necessary to draw the fractals. Using Python's scikit-learn library [PVG + 11], we find the slope for the linear regression of ln N ǫ against − ln ǫ.
As can be seen in Figure 8 , the results of these computations come mostly within 10% precision, with relatively short execution time, finishing within minutes on a laptop computer. The falling dotted line at the left side of Figure 8 represents dim B E α = 1 α + 1 and the rising dotted line on the right side is δ, the dimension of the set copied by the nest. The Cantor nests are sensitive in the beginning, following the (α + 1) −1 curve. On the right-hand side, as we approach the Minkowski degenerate point when α = δ −1 we should expect the error to grow, as it does.
In Figure 9 , we display the relative error of the same method against a varying total box counting dimension, d ∈ 0.25, 1 as in figures 4 and 7, for α defined by (3.5).
Since α here is defined to be quite distant from δ −1 with
we expect the error to be relatively low, with Figure  9 showing the error under 5% for both types of nests. To see the behaviour more clearly, in figures 10 and 11 we show the relative deviations from linear regression for more detailed samples, with 300 samples for ǫ between 2 −5 and 2 −35 . The dimension of the set is fixed at 3/4.
For α = 4/5 and α = 3 in both figures the approximation of the dimension is very good, the numerically obtained dimension is between 0.751 and 0.754, while at the critical point (where we lose Minkowski-non-degeneracy, α = 4/3), the approximate dimension is around 0.82. At the critical point, the relative error shows the most bias in both figures.
In figure 11 we can also observe the effects of uniform Cantor sets having distinct upper and lower Minkowski content, with visible oscillations of content at different scales.
Proofs of main results
In this section we prove the main results. After the introduction of the asymptotic notation we use and the lemmas necessary for the proof of theorems 1 and 2.
Asymptotic notation
In studying box counting dimensions, asymptotic notation is often useful. Here we opt for ∼-style notation, like in [Tri93] for mutually bounded sequences and functions, corresponding to Θ in classical big-Oh notation [Knu76] .
Definition 6 (Sequence and function equivalence). Let a n and b n be two positive sequences. We say that a k and b k are equivalent and denote it by 
if there exists a number
Similarly, let I be a set and let f, g : I → R + . We say that f and g are equivalent on I, denoting
if there exists a constant M ≥ 1 such that for every x ∈ I we have
When the domain of equivalence is unambiguous, we will use only the symbol ∼ to denote the equivalence. 
The lemmas and the proofs
Proof. Let x ∈ J and k ∈ N. Since f ∼ I g we have
for some M ≥ 1. Taking the sum of parts of the inequality to m(x), we get
proving the lemma.
The following Minkowski non-degeneracy condition is a useful intuition on what the box-counting dimension represents, namely that the ambient area of the Minkowski sausage is asymptotically equivalent to radius to the power of the "complementary" dimension of the ambient space.
Proof. This is an direct consequence of A n,d ǫ being bounded from both above and below as ǫ → 0 and the fact that λ(S) ǫ is continuous and monotonous as a function of ǫ. Lemma 3. Let S ⊆ R n be a Borel set and let x, ǫ > 0. Then,
and, consequently,
Proof. Suppose a ∈ ((x)S) ǫ . This is true if and only if inf b∈S a − xb ≤ ǫ.
Since x > 0, we get
, which is equivalent to a ∈ (x)(S) ǫ x , proving the lemma.
Corollary 1. Under the same assumptions, with
Lemma 4. Let S ⊆ R n be a Borel set and let ǫ > 0.
and likewise for the lower bound, we have
Taking the sum of both sides from 1 to m, we prove the lemma.
Lemma 5 (Dense covering lemma). Let S ⊆ R n be a Borel set. Suppose that for every ǫ > 0 there is a set I ǫ ⊆ R + and a (possibly infinite) sequence a ǫ k , such that
where m(ǫ) is the (possibly infinite) length of a
with respect to ǫ. imply, by triangle inequality,
Proof. The inclusions
Hence,
, and by monotonicity of the Lebesgue measure, and applying Corollary 1 we have
proving the lemma. 
Proof. The existence of m 1 and the required asymptotic behaviour of m 1 follows from the fact that
For m 2 we observe that 2ǫ fits between m Now we turn to the proofs of our main theorems.
Proof of Theorem 1. Let ǫ > 0. We apply Lemma 6 to obtain the functions m 1 (ǫ) and m 2 (ǫ). We define the ǫ-tail, T ǫ (S) as the part of the nest consisting of ǫ-isolated components,
and we define the ǫ-core, C ǫ (S) as the remaining components
Now, we have that
By construction, 2ǫm 2 (ǫ) is an upper bound on the Hausdorff distance of the limit set {0} of the whole nest and the ǫ-core.
First, we find the asymptotic behaviour of the core by computing
applying Lemma 5 twice at step (4.1), first time to the infinite sequence of k −α for k > m 1 and then to the finite sequence 2ǫk. At step (4.2) we apply Lemma 3 and to obtain (4.3) we apply Proposition 2 and Lemma 1.
For the tail, we have
where we apply Lemmas 1 and 3 at step (4.4) and Proposition 2 at step (4.5). Now, if αδ < 1, we have
in which case we have
If αδ > 1, we set β = αδ − 1, and therefore the series ∞ k=1 k −αδ converges, so we have
and so the total area is
In the case αδ = 1 we have
so for the total area we have
For any ζ > 0 we have
for the upper dimension and
for the lower dimension, proving
Proof of Theorem 2. Let ǫ > 0. Again, we introduce m 1 and m 2 using Lemma 6. Also, as in the previous proof, we define the ǫ-tail and ǫ-core; the ǫ-tail, T ǫ S as the part of the nest consisting of ǫ-isolated components, and the ǫ-core, C ǫ (S) as the remaining components. Now, we have that
For the tail, we compute
applying Lemma 3 at step (4.6) and Lemmas 1 and 4 at step (4.7).
For the core, we have
by applying Lemma 5 at step (4.9), Lemma 3 at step (4.10). To apply Lemma 4 at step (4.11) we note that
from the defining condition on m 2 (Lemma 6) on m 2 . At step (4.12) we also apply Lemma 1. Thus, we have shown that dim B O α S ≡ δ + 1 α + 1 .
Closing remarks and open problems
In this article we have shown that an α-regular fractal nests based on a set S of non-degenerate box counting dimension δ, has dimensions dim B (F α S) = δ + 1 α + 1 or dim B (F α S) = δ for nests of centre type, with αδ < 1 for the first case and αδ ≥ 1 for the second, and we have shown dim B (O α S) = δ + 1 α + 1 for the outer type.
These results concur with examples given in [LRŽ17] for hyper-spheres S n−1 ⊆ R n , where dim B F α S n−1 = max n − 1, n α + 1 , dim B O α S n−1 = n − α α + 1 .
We have also shown that for sets F α S δ of dimension d based on Minkowski non-degenerate sets S δ of dimension δ we have the following relations:
These relationships allow us to study the efficacy of simpler numerical techniques for fractal sets presented in this article.
It is well known [Fal14, Fed69, Tri93] that the box counting dimension is not continuous with respect to countable unions. The exact behaviour in examples given here points to a subtler structure that explains the formulas for fractal nests.
For the outer type of nests, this has already been discussed in [ŽŽ05, Remark 6], but the behaviour of centre-type nests remains less well understood. The formula for the centre-type nests obtained here points to a multiplicative operation on the dimensions. Such behaviour of dimensions is well known mostly in vector spaces for tensor products. We propose here that there exists an abstract tensorlike product ⊗ on Borel sets such that
with ≈ guaranteeing the existence of a bi-Lipschitz map between the sets. We expect the following to hold, dim B (A ⊗ B) = dim B A · dim B B, along with ⊗ being distributive with respect to Cartesian products (which behave additively).
Perhaps such a product could be found through an analogy between Lipschitz (or bi-Lipschitz) maps that don't increase or preserve the box dimension, respectively, in uniform spaces [Bou91,  Chapter 2] and linear maps in vector spaces, possibly using a kind of a smash product [Bre93, pg. 435] .
