Abstract. The Toda hierarchy refers to a family of integrable flows on Jacobi operators that have many applications in mathematics and physics. We demonstrate carefully that an alternative characterization of the Toda hierarchy using cocycle maps is equivalent to the traditional approach using Lax pairs.
Introduction
A Jacobi operator J is a self-adjoint operator from ℓ 2 (Z) to ℓ 2 (Z). It is typically written as the tri-diagonal matrix,           . . .
where the a j are positive, the b j are real, and the index j runs through Z. We typically also insist that the a j and b j are uniformly bounded. Alternatively, with {u n } ∈ ℓ 2 (Z) we may think of the Jacobi operator as the following symmetric difference expression:
J : u n → a n u n+1 + a n−1 u n−1 + b n u n . Let J be the set of all Jacobi operators with operator norm less than or equal to 2. We want to introduce a time-dependence on the Jacobi operator. To this end, we set an initial condition J ∈ J and define a differential R-group action ⊙ such that t ⊙ J ∈ J . In particular, we will define t ⊙ J to be a Toda flow. This is a particular type of evolution on Jacobi operators that has many applications straddling both sides of the boundary between physics and mathematics. It was initially developed to describe the motion of particles in a nonlinear one-dimensional crystal with nearest E-mail address: darrenong@xmu.edu.my. neighbor interaction. From the perspective of inverse spectral theory, the Toda flow is important because it is an evolution on the Jacobi operators that preserves the spectrum. The Toda flow can also be regarded as a Jacobi operator analogue of the Korteweg-de Vries flow which relates to the evolution of waves in shallow media.
The traditional mathematical treatment of the Toda flow defines it via the Lax equation:
where P (t) is a finite operator on ℓ 2 (Z) that satisfies (P (t)) tr = −P (t). There are several appropriate choices for P (t), each generating a different evolution of the Jacobi operators. In fact, it makes sense to parametrize the possible solutions −P (t) by real polynomials with constant coefficient 1, {1 + c 1 z + c 2 z 2 + . . . c r z r |r ∈ Z + , c j ∈ C}.
The Toda hierarchy refers to all possible flows t ⊙ J generated in this way. The purpose of this paper is to focus on an alternative characterization of the Toda hierarchy. We demonstrate carefully that this new definition is equivalent to the traditional one. This paper may be viewed as a comapanion result to [Rem17] which discusses at greater length this alternative perspective for the Toda flow and a generalized flow on canonical systems.
To motivate the alternative characterization, let us first discuss the role of the Weyl-Titchmarsh m-functions of the Jacobi operator. Each Jacobi operator J corresponds to a pair of Herglotz functions (analytic functions from the upper half plane to itself), which we label as m + (z) and m − (z). There are a few different variants of these m-functions, but we will use the definition
where u + is square-summable at +∞, u − is square-summable at −∞ and u ± (z) are solutions to the difference equation Ju = zu that are not necessarily in ℓ 2 (Z) (we refer to u in this case as a generalized eigenfunction).
These Weyl-Titchmarsh m-functions are of great importance in spectral theory. Their limiting behavior on R gives us information on the spectral measures of the Jacobi operator. For example, the pure points of the spectral measure are associated with points x on R for which the limit of m ± (x + iǫ) tends to a pole as ǫ tends to 0.
In particular, it is often useful to treat the Toda flow as an evolution on the Weyl-Titchmarsh m-functions, rather than as an evolution on the Jacobi operator itself. See [Rem15] , [Rem17] and [OR18] for examples of this approach. Given a Toda flow, we thus write m ± (z, t) as the m-functions corresponding to t ⊙ J.
Let us consider an SL(2, C) matrix action on a complex number (treating the complex number as an element of complex projective space) as a linear fractional transformation, that is
There exists an SL(2, C) matrix T (z, J) such that
and
This just follows from the transfer matrix formalism for solutions of the Jacobi difference equation, and for a thorough treatment we refer the reader to [GHMT08] and [Tes00] .
By theorem 2.2 of [Rem17] , we can find a T that is a cocyle, that is, it obeys for any s, t, ∈ R,
(4) Recall that the one-step transfer matrix for a Jacobi operator takes the form
Let {u n } be any generalized eigenvector of the Jacobi recursion. Then the transfer matrix M satisfies
It is well known that the Toda flow and the left shift commute. In terms of T , this fact is expressed as the relation
where SJ refers to our Jacobi operator J shifted once to the left. In SJ we take J and have every term a n , b n replaced with a n+1 , b n+1 for all n ∈ Z. More precisely, if L is the operator that takes the vector {u n } n∈Z to {u n+1 } n∈Z , SJ is shorthand for the operator L * JL. Given a SL(2, C) cocycle T that satisfies (4), it is known that there exists a trace zero matrix B(J) such that
It turns out that for the Toda flow, the resulting B matrix will always have entries that are continuous with respect to J given the operator norm on J , and polynomial in z. Our main theorem is that these properties, along with the commutativity of the Toda flow with the left shift on entries of the Jacobi operator, characterize the Toda hierarchy.
Theorem. Let t ⊙ J be a differentiable R-group action on J . Let T (t, J) be an SL(2, C) cocycle with respect to this group action ⊙. Suppose also that T (t, J) satisfies (6). This T (t, J) in turn corresponds to a trace zero 2 × 2 matrix B(J).
Suppose that the entries of the B(J) matrix are polynomials in z and continuous with respect to J. In fact, we take the perspective that our choice of such B(J) determines T (t, J) and hence the group action t ⊙ J. Then t ⊙ J is the Toda flow with initial condition J corresponding to the polynomial p d z d + . . . + p 1 z + 1, with the p j s determined by B(J). In particular, by varying our choice of B(J) we can generate every member of the Toda hierarchy in this way.
Remarks.
(i) We only assume in this theorem that T is an SL(2, C) cocycle (i.e., it obeys (4)) that commutes with the left shift. We do not assume that T obeys (2) and (3). Rather, the fact that T evolves the m-functions emerges an a consequence of our hypotheses on B(J). More precisely, our hypotheses imply that we get a member of the Toda hierarchy, and we know that those flows evolve the m-functions correctly. This is a rather surprising result, as even though the conditions we place on B(J) are strong, they do not seem immediately related to the fact that T takes m-functions to m-functions.
(ii) As we alluded to earlier, it makes sense to write the possible solutions to (1) in correspondence with real polynomials
In our theorem, we can determine the p j from B(J), using a recursion relation whose initial condition involves the top right entry of B(J). (iii) A somewhat analogous result for a different integrable hierarchy appears in Section 2.2 of [GVY08] .
We have thus introduced a way to define the Toda hierarchy in terms of continuity conditions on B(J), rather than in terms of solutions of the Lax equation (1). This definition in terms of B(J) is more natural if we are focused on the effect of the Toda flow on the Weyl-Titchmarsh m-functions.
We note that it is well-known that the Toda flow satisfies (6). This fact appears in for instance as (0.46) and (0.47) in [GHMT08] , and as (12.86) in [Tes00] (later our Proposition 2 will make this connection more clear). However, these traditional treatments of the Toda flow mention (6) as a consequence of the Lax equation (1), whereas we start with (6) and derive the Toda flow from it.
In particular, [Rem17] and [OR18] demonstrate the usefulness of this perspective The paper [Rem17] works out a Toda-type flow for canonical systems ([dB68]). Canonical systems are a spectral problem that generalizes the Jacobi equation. Not every pair of Herglotz functions correspond to the m-functions of a Jacobi operator, but every pair of Herglotz functions correspond to the m-functions of a canonical system. In essence, canonical systems are a spectral problem centered on the m-functions, rather than on operators. A Toda-type flow thus is more sensibly expressed as an action on the m-functions rather than in terms of a Laxtype equation on a matrix operator. As another example, [OR18] We begin with Jacobi parameters that depend on time:
Furthermore, we assume that the map
is differentiable. The Jacobi operator is defined as a map J(t) : ℓ 2 (Z) → ℓ 2 (Z) that takes f n to a n (t)f n+1 + a n−1 (t)f n−1 + b n (t)f n .
Recall the Lax equation (1), and recall that P is a finite operator on ℓ 2 (Z) such that the transpose of P is −P .
According to Theorem 12.2 of [Tes00] , P (t) must be expressible in the form
where P j (t) is obtained by subtracting the lower triangular part of J(t) j+1 from the upper triangular part of J(t) j+1 . For example,
For simplicity's sake, let us assume all the d j = 0, since those terms just get immediately cancelled out in the right hand side of (1). Thus, in a manner of speaking the P (t) (and hence the possible Toda flows J(t)) are parametrized by the set of real polynomials with constant coefficient 1,
This set of flows is known as the Toda hierarchy. Each member of the Toda hierarchy corresponds to a P (t) that solves the Lax equation (1) 2.2. The Toda flow as an R-group action on the m-functions. Let J be the set of Jacobi operators whose norm is less than or equal to 2. Consider a differentiable R-group action ⊙ on J . Let T be a map from (R, J ) to SL(2, C).
Definition 1. We say that T is a cocycle of this group action ⊙ if it satisfies (4).
where B is a map from J to the space of 2 × 2 complex matrices. In particular, B depends on t ⊙ J, and not individually on t alone or on J alone.
Proof. We start by differentiating (4) with respect to t:
Now setting t = 0 for this last equality, we have
In other words, the matrix B(s ⊙ J) indeed depends on the action of s on J, but not on s alone or J alone.
Let us also assume (6), that T commutes with the left shift. We can then prove
Proof. We differentiate both sides of (6) with respect to t to get
Plugging in t = 0, this becomes
Note that by the definition of B,
This concludes our proof of the proposition.
Proposition 3. B has trace zero.
Proof. For a Jacobi operator J, let us write the entries of B(J) as follows:
A calculation using (5) and Proposition 2 gets us
Proof of the main theorem
We take the equations (10), (11), (12). We assume that A(z, J), C(z, J), D(z, J) are all polynomials of degree d, that is
From (10) we have
for j = 0, . . . , d.
From comparing the z d+1 coefficients of (11) we have
. . , z coefficients of (11) gives us
for j = 1, . . . d. Then, comparing the constant coefficients of (11) we get
We now turn our attention toward (12). From the z d+1 -coefficients, we observe that A d (SJ) − A d (J) = 0. Together with (16) and (14) we find that
This implies that A d , and hence C d−1 , must be independent of shifts on J.
We now look at the z d , z d−1 , . . . , z 2 coefficients of (12) and observe that
Comparing the z 1 -coefficients of (12) we have
Lastly, comparing the constant coefficients of (12) we have
Let us define, for a matrix operator M and an integer n
Recall that L is the left shift operator that takes the vector {u n } n∈Z to {u n+1 } n∈Z , and let L * be its adjoint, the right shift operator. Note that L is related to SJ in that SJ = L * JL. We can then define auxiliary functions
Their purpose will be made clear later. Let us define J-dependent variables p 1 , p 2 , . . . , p d , and q 1 , q 2 , . . . , q d and also
Alternatively, we may write G 1 as follows:
Similarly we can write H 1 as
Let us define the p d , . . . p 1 recursively as follows:
We also define q d , . . . q 1 as
It is fairly easy to check that our definitions for p 1 , . . .
The definitions for q 1 , . . . q d then imply
The expression
is actually equal to zero, but we don't need that fact for now. We will perform this calculation at the end of the section.
Recalling (7) lets us write the Jacobi equation in the form
In this expression, think of a as the operator that takes the vector {u n } to {a n u n }, and b as the operator that takes the vector {u n } to {b n u n }.
Recall that powers of J are symmetric operators. Let us therefore note the following recursive expression for (J t ) 1 :
Similarly, we can calculate two recursive expressions for (LJ t ) 1 :
Proposition 4. The p j , q j , are independent of shifts on J for all j = 1, . . . d. Furthermore, p j = q j for all j = 1, . . . d.
Proof. It is easy to check that this is true for j = d by (18), (28), (29) and the fact that A d is shift-independent. We will proceed by induction.
As an inductive hypothesis, assume that the proposition holds true for j = d, d − 1, . . . , k + 1. We will now prove it for j = k.
First note that since we are trying to prove the proposition for j = 1, . . . d, we may assume that k ≥ 1. Thus (16) implies
As a notational convention for the rest of this proof, we will write p k (J),p k (SJ), q k (J), q k (SJ) to emphasize that p k , q k are possibly dependent on shifts of J, and for j > k we will write p j and q j (leaving the J-dependence implicit) to emphasize that we know for sure that the p j and q j in question are independent of shifts (by the inductive hypothesis). Writing A k (J) down in terms of p j s and q j s, and recalling that for j > k we know p j = q j , we have by (29), (30), (26), (27),
Let us plug these into (35) and consider the terms in that equation that are a multiple of p t , for some t in [k + 2, d]. These terms are
We can simplify this expression by making the obvious cancellations:
But this is zero, by (32).
For the case t = k + 1, we get instead
This is equal to 2b 2 p t − 2b 2 p t = 0. Thus in (35) we may ignore all the terms that are multiples of p t , for any t in [k + 1, d]. This leaves us with
(36) Now we observe that (19) and (13) imply that
where S * J is shorthand for the operator LJL * . We can write this equation in terms of p j s and q j s. Let us move all the terms in (37) to the left and consider again only the p t terms, for some t in [k + 3, d]. We end up with
This seems like a formidable expression, but again we can simplify it. First, we apply (32) to the first term of each of the first four lines to get
Finally, applying (33) to the (LJ t−k−1 ) 1 term, and (34) to the (LJ t−k−1 ) 0 term, we find that everything cancels. Thus all the p t terms in (37) cancel out for t = k + 3, . . . d.
Let us consider t = k + 2. Then instead of (38) we have
Replacing all the t's in this expression with k + 2, we get
2 0 p t , and this reduces to 0 once we apply (32) to the (J 2 ) 2 and (J 2 ) 1 terms. Finally, we consider the case t = k + 1. Now instead of (38) we have
Replacing all the t's with k + 1 we get
which is clearly also zero. Thus all the p t terms in (37) cancel out for t = k + 1, . . . d. This means that (37) reduces to
Together with (36) this implies that p k (J) = q k (J) and that p k , q k are both independent of shifts on J, thus concluding our induction proof.
Finally, one last bit of unfinished business. We have to clean up the extraneous terms in (31).
Proposition 5.
Proof. First, we note that by (30),(26) and Proposition 4,
So it suffices to prove
Subtracting a 1 times (20) from (17) and using (13) we obtain
We already know how to write all the terms in the RHS in terms of the q j . Let us concentrate on the terms which are a multiple of q t , for some t ∈ [2, . . . , d]. We extract the q t terms from all the expressions on the RHS
So when we multiply (40) by 1 2 , that equation asserts that the q t -term of A 0 (J) is
We may apply (32) to the b 1 (J t−1 ) 2 and b 1 (J t−1 ) 1 terms to simplify this expression:
We may rewrite this as
We may then apply (33) and (34) to get This matches the q t part of the right hand side of the equation (39), so we have proven that the q t terms in (39) are correct for t = 2, . . . , d. All that remains is to show that the q 1 term is correct. Observe that (39) asserts that the q 1 term of A 0 (J) is just −q 1 b 1 . It is easy to check that this follows from (40) since the q 1 term of −b 1 C 0 (J) is −2b 1 q 1 , and the expressions C 1 (SJ), C 1 (S * (J) and (A 1 (SJ) − A 1 (J)) do not have q 1 terms.
Proposition 6. If the entries of the B(J) matrix are polynomials in z that are continuous with respect to J, then p 1 , . . . , p d are independent of J (as opposed to only being independent of shifts on J) Proof. We begin by choosing a Jacobi operator J ′ whose orbit on the shift map is dense. Using (28) and the hypothesis that the entries of the B(J) matrix are continuous in J, we note that starting with J ′ and then shifting, we get that the p 1 (J), . . . p d (J) must be independent of J.
Proof of Theorem. We have shown (from (9),(13), (30), (31), and Proposition 5) that our B(J) matrix takes the form 
Now let us consider the B-matrix we get when we derive the Toda hierarchy in the traditional way, using the Lax equation. We can relate such a B with the matrix C r defined in [Tes00, (12.93)] which satisfies d dt u 0 (z, t) u 1 (z, t) = −C r (z, t) u 0 (z, t) u 1 (z, t) .
Note that we have from (2) u 0 (z, t) u 1 (z, t) = 0 1 a0(t) 
