Jacobi's elliptic integrals and elliptic functions arise naturally from the SchwarzChristoffel conformal transformation of the upper half plane onto a rectangle. In this paper we study generalized elliptic integrals which arise from the analogous mapping of the upper half plane onto a quadrilateral and obtain sharp monotonicity and convexity properties for certain combinations of these integrals, thus generalizing analogous well-known results for classical conformal capacity and quasiconformal distortion functions.
Introduction
Given complex numbers a, b, and c with c = 0, −1, −2, . . ., the Gaussian hypergeometric function is the analytic continuation to the slit plane C \ [1, ∞) of the series Here (a, 0) = 1 for a = 0, and (a, n) is the shifted factorial function or the Appell symbol (a, n) = a(a + 1)(a + 2) · · · (a + n − 1) for n ∈ N \ {0}, where N = {0, 1, 2, . . .}.
A generalized modular equation of order (or degree) p > 0 is and integers p (e.g. p = 2, 3, 5, 7, 11, ...) they were able to give proofs for numerous algebraic identities stated by Ramanujan in his unpublished notebooks. These identities involve r and s from (1.2). After the publication of [BBG] many papers have appeared on modular equations, see e.g. [AQVV] , [Be] , [BCKZ] , [CLT] , [Q] , and [S] .
To rewrite (1.2) in a slightly shorter form, we use the decreasing homeomorphism µ a,b,c : (0, 1) → (0, ∞), defined by , r ∈ (0, 1) (1.3) for a, b, c > 0, a + b ≥ c, where B is the beta function, see (3.5) below. We call µ a,b,c the generalized modulus, cf. [LV, (2. 2)]. We can now write (1.2) as µ a,b,c (s) = p µ a,b,c (r) , 0 < r < 1 . [BBG] , [AQVV, (1.5) ]. In the case a < c we also use the notation For 0 < a < min{c, 1} and 0 < b < c ≤ a + b, define the generalized complete elliptic integrals of the first and second kinds (cf. [AQVV, (1.9) , (1.10), (1.3), and (1. for r ∈ (0, 1), r ′ = √ 1 − r 2 . The end values are defined by limits as r tends to 0+ and 1−, respectively. In particular, we denote K a,c = K a,c−a,c and E a,c = E a,c−a,c . Thus, by (3.9) below, Note that the restrictions on a, b and c ensure that the function K a,b,c is increasing and unbounded whereas E a,b,c is decreasing and bounded, as in the classical case a = b = 1 2 , c = 1. Note also that our terminology differs from that of [BB, Section 5.5] , where generalized elliptic integrals refer to the particular case c = 1.
In this paper we study the modular function ϕ a,b,c K and the generalized modulus µ a,b,c as well as the generalized elliptic integrals K a,b,c and E a,b,c . In the case b = 1 − a, c = 1, these functions coincide with the special cases ϕ a K , µ a , K a , and E a which were studied in [AQVV] .
In Section 2 we construct a conformal mapping from a quadrilateral with internal angles bπ, (c − b)π, (1 − a)π, and (1 − c + a)π onto the upper half plane. We denote this mapping by sn a,b,c . If b = 1 − a and c = 1, this mapping reduces to the generalized elliptic sine function sn a in [AQVV, 2.1] . In a later work, we study the dependence of the modulus on the geometry of the quadrilateral, [DV] , [RV] .
In Section 3 we recall some basic properties of the hypergeometric, gamma, and beta functions, that are used in the sequel.
Section 4 contains our main results: differentiation formulas and monotone properties of the generalized elliptic integrals and of several combinations of these functions. Theorems 4.3 and 4.4, which provide sufficient conditions for the quotients of two Maclaurin series to be monotone increasing, seem to be of independent interest and, as far as we know, these results are new. Also a similar result is given for the quotient of two polynomials of the same degree.
Throughout this paper we denote r ′ = √ 1 − r 2 whenever r ∈ (0, 1). The standard symbols C, R, Z, and N denote the sets of complex numbers, real numbers, integers, and natural numbers (with zero included), respectively.
2 The Schwarz-Christoffel map onto a quadrilateral
−a , t ∈ C, Im t ≥ 0, denote the analytic branch for which the argument of each of the factors t, 1 − t, and 1 − r 2 t is π whenever it is real and negative. Denote C = C(b, c) = 1/B(b, c − b). We define the generalized Jacobi sine function sn a,b,c (w) = sn a,b,c (w, r) as the inverse of the function f given on the closed upper half plane by 
The next result is well-known, but for the sake of completeness a proof is given. As general references concerning the Schwarz-Christoffel mapping [M] and [N] 
where a k are the points on the real axis that F maps to the four vertices of the quadrilateral.
Proof. As in [N, pp. 192-193] let T : H → U be the Möbius transformation T (z) = (z − i)/(z + i) , where U is the unit disk {z : |z| < 1}. Then f (z) = F (T −1 (z)) maps U onto the quadrilateral Q and
where ζ k are the points on the unit circle that map onto the four vertices of the quadrilateral Q. Now ζf
and recalling that the β k sum to 2 we have that
For all points ζ ∈ U
This proves that f maps U bijectively onto a convex domain, since Re {1+ζf ′′ (ζ)/f ′ (ζ)} > 0 is a necessary and sufficient condition for this to be true, see [N, Ex. 5, p. 224] .
2.4. Theorem. Let H denote the closed upper half-plane {z ∈ C | Im z ≥ 0} and let 0 < a, b < 1, max{a + b, 1} ≤ c ≤ 1 + min{a, b}, r ∈ (0, 1). Then the function f in (2.1) is a homeomorphism of H onto the quadrilateral Q with vertices 
Figure 1: The image quadrilateral and the image of a grid under the mapping f a,b,c with a = 0.2, b = 0.3, c = 1.0, r = 0.7
and
and interior angles bπ, (c − b)π, (1 − a)π and (a + 1 − c)π, respectively, at these vertices. It is conformal in the interior of H.
Proof. It is clear that f (0) = 0 and by (2.2) f (1) = F (a, b; c; r 2 ). Next we evaluate
To evaluate the second integral above, we make the change of variable t = 1/(1 − r ′ 2 u) for which dt = (1 − r ′ 2 u) −2 r ′ 2 du. We observe that this change of variable is simply the restriction to reals of the plane Möbius transformation taking the ordered triple (1, 1/r 2 , 0) onto the ordered triple (0, 1, ∞). Then
and by (2.2) we get
where the last expression follows from (3.9) below. Hence f (1/r 2 ) has the value claimed. We proceed to evaluate the remaining value, namely
The first integral above equals f (1/r 2 ). To compute the second one, we apply the change of variable t = (1 − r 2 v)/(r 2 (1 − v)). We observe that this change of variable is simply the restriction to reals of the plane Möbius transformation taking the ordered triple (1/r 2 , ∞, 1) onto the ordered triple (0, 1, ∞).
gives v = 0, and t = ∞ gives v = 1. We get
The claimed value for f (∞) follows.
It follows from the formula (2.1) that (see e.g. [M, pp. 128-134] ) f is a SchwarzChristoffel transformation which maps H onto a quadrilateral Q with vertices f (0), f (1), f (1/r 2 ), and f (∞) and interior angles bπ, (c − b)π, (1 − a)π, and (1 − c + a)π in counterclockwise order. By Proposition 2.3 f is univalent.
2.5. Corollary. Let 0 < a, b < 1, max{a + b, 1} ≤ c ≤ 1 + min{a, b}, and let Q be a quadrilateral in the upper half plane with vertices 0, 1, A and B, the interior angles at which are, respectively, bπ, (c − b)π, (1 − a)π and (1 + a − c)π. Then the conformal modulus of Q (cf. [LV] ) is given by
where r ∈ (0, 1) satisfies the equation
say, and (L) . Since G(0) = ∞ and G(1) = 0, it follows that a unique solution r ∈ (0, 1) of equation (2.6) exists. Let f be as in Theorem 2.4 and let g = f /f (1). Then g maps the upper half plane H onto Q, with g(0) = 0, g(1) = 1, g(1/r 2 ) = A, and g(∞) = B. The function h = sn −1 maps the first quadrant conformally [Bo] onto the standard rectangle R, with and c = 1, [Bo] .
(2) The hypotheses in Corollary 2.5 imposed on the triple a, b, c imply that the quadrilateral Q is convex.
2.8. Remark. Bowman [Bo, gives a formula for the conformal modulus of the quadrilateral with vertices 0, 1, 1 + hi, and (h − 1)i when h > 1 as q = K(r)/K(r ′ ) where
Therefore, the quadrilateral can be conformally mapped onto the rectangle 0, 1, 1 + qi, qi with vertices corresponding.
2.9. Computational discovery. We have written a Mathematica function that computes the modulus of the quadrilateral with vertices at 0, 1, A, B where Im A > 0, Im B > 0. This led to the following discovery for symmetric quadrilaterals:
If |B| = 1 and 2argA = argB, then the modulus is equal to 1 . (2.10) It is not difficult to prove this analytically (see e.g. [Hen, p. 433] or [Her] ). The following figure illuminates the variation of the modulus of the quadrilateral with vertices 0, 1, x + iy, i in the first quadrant. 
for all α ∈ (0, π/4) and all t > 0. From [AQVV, Corollary 2.3] we have an expression for the parallelogram case QM(1 + re iα , re iα , 0, 1). We are not familiar with cases other than those mentioned above where the values of QM(a, b, c, d) could be expressed in reasonably simple form. Therefore it might be of some interest to record a duplication formula for QM(a, b, c, d) which follows from an elementary symmetry consideration. To this end, let h, k > 0 and consider the quadrilaterals (1 + ih, ik, −ik, 1 − ih) and (1 + ih, ik, 0, 1). It is clear by symmetry that
We now use the invariance of QM (a, b, c, d ) under homotheties to express this result in a simpler form. Choose a homothety Table 1 : Numerical values of QM(m + in, i, 0, 1) for m, n = 1, . . . , 5. The values have been truncated to six decimal places
The dependence of the modulus of a polygonal quadrilateral on the geometry is the subject of our subsequent work [DV] , [RV] .
Hypergeometric functions
Let Γ denote Euler's gamma function and let Ψ be its logarithmic derivative (also called the digamma function), Ψ(z) = Γ ′ (z)/Γ(z). By [Ah, p. 198 ] the function Ψ and its derivative have the series expansions
it is seen that Ψ is strictly increasing on (0, ∞) and that Ψ ′ is strictly decreasing there, so that Ψ is concave. Moreover, Ψ(z + 1) = Ψ(z) + 1/z and Ψ(
For all z ∈ C \ {0, −1, −2, . . .} and for all n ∈ N we have
a fact which follows by induction [WW, 12.12] . This enables us to extend the Appell symbol for all complex values of a and a + t, except for non-positive integer values, by
Furthermore, the gamma function satisfies the reflection formula [WW, 12. 14]
We use the standard notation for contiguous hypergeometric functions (cf. [R] )
The derivative of F can be written in the following several different forms which will be useful in deriving the fifteen important Gauss contiguous relations [R] 
In particular, from (3.6) it follows that (cf. [AQVV, Theorem 3.12 (3) 
The behavior of the hypergeometric function near z = 1 in the three cases Re (a + b − c) < 0, a + b = c, and Re (a + b − c) > 0, respectively, is given by
where R(a, b) = −Ψ(a) − Ψ(b) − 2γ. The above asymptotic formula for the zero-balanced case a + b = c is due to Ramanujan (see [Ask] , [Be] ). This formula is implied by [AS, 15.3.10] . Note that R(
For complex a, b, c, and z, with |z| < 1, we let
From (3.6) it is easy to see that
It follows from [AQVV, Corollary 3.13(5)] and (3.4) that
for 0 < a < 1 and 0 ≤ r < 1. In particular, we get the classical Legendre relation ( [AAR] , [BF] )
The next result generalizes [AQVV, Theorem 3.9] .
3.14.
Proof. The assertions f (0) = g(0) = 1 and that f is increasing, so that if a + b < c, then g is increasing, are all clear. In the three cases, a + b < c, a + b = c and a + b > c, the limiting values at ∞ are clear by (3.9). Next, by (3.9), g(x) = F (c − a, c − b; c; 1 − e −x ), which is clearly increasing. Next, by differentiation,
Hence, by (3.9)
, which is increasing, with boundary values h(0) = ab/c, and by (3.9) and (3. 
Then g is increasing, with
Proof. With u = 1 − (1 + x) −1/d , by (3.6) and (3.9), ( 
Proof.
(1) From (3.8) and (3.10), we get
(2) First, if a + b < c, then from (3.9) and (3.10),
Next, if a + b = c, then from (3.9), G(0+) = 0 and
so that H(0+) = (ab/c)F (a, b; a + b + 1; 1). Next, H(1−) = 0 and
so that G(1−) = (ab/c)F (a, b; a + b + 1; 1). Thus,
so that the result follows by (1).
(5) By (3.9),
so that the result follows from (1) and (3.9).
(6) By (3.9),
so that by (1) and (3.9), 
Lemma. The function M in (3.10) satisfies the differentiation formula
Proof. Denote D = d/dz. Then, by (3.6), (3.7), and the chain rule, we get
Hence, by the product rule, after simplification, we get
Substituting these we get
3.19. Remark. If we put c = a + b = 1 in Lemma 3.18 above, then we get the familiar fact that
We also observe that DM(a, b, c, 1/2) = 0.
Generalized elliptic integrals
The following two important Theorems, 4.1 and 4.3, are indispensable in simplified proofs for monotonicity of the quotient of two functions. 4.1. Theorem. Let −∞ < a < b < ∞, and let f, g : increasing  (decreasing) on (a, b) , then so are
is strictly monotone, then the monotoneity in the conclusion is also strict.
4.2.
Lemma. Let {a n } and {b n } be real sequences with b n > 0 for all n. If the sequence {a n /b n } is increasing (decreasing), then
is positive (negative) for n = 1, 2, . . ..
Proof.
It is enough to prove the case {a n /b n } is increasing, since the other one is similar. Clearly
Let n ≥ 2. First let n = 2m be even. Then
Next, let n = 2m + 1 be odd. Then
4.3. Theorem. Let ∞ n=0 a n x n and ∞ n=0 b n x n be two real power series converging on the interval (−R, R). If the sequence {a n /b n } is increasing (decreasing), and b n > 0 for all n, then the function
positive Maclaurin coefficients.
The result follows from Lemma 4.2.
The following theorem solves the corresponding problem in the case where we have a quotient of two polynomials instead of two power series.
Proof. We prove the increasing case by induction on n. The proof of the decreasing case is similar. Let first n = 1. Then
Next, assume that the claim holds for all k ≤ n. Now
We get
Hence each coefficient is positive. ((B(a, b) 2 )/(2B(c, a + b − c)), B(c, a + b − c)/2). follows from these facts.
(2) From (3.9),
which is decreasing with required limiting values at 0 and 1. (2) we get The function µ a,b,c is a natural generalization for the function µ a in [AQVV, (1. 3)]. Namely, (4.6) since by (3.4) and (3.5),
.
Clearly (1.3) and (1.5) imply the identities (cf. [AQVV, (4.8) , (4.9)]), 
Moreover, from (1.3) and (3.9) we get, for c < a + b, .10) 4.11. Lemma. Let f be a bijection from a real interval I onto (0, ∞) and let g be defined on I by g(x) = af (x), where a > 0 is a constant. Then for each constant K > 0, we have
4.12. Remark. For a, b, c > 0 with a + b ≥ c, K > 0, and r ∈ (0, 1) denotẽ 
4.13.
Remark. Observe first that lim c→a+ B(a, c − a) = ∞ and Γ(c − a)(c − a, n) = Γ(c − a + n), which tends to Γ(n) = (n − 1)!, as c → a+.
(
In particular, for each fixed r ∈ (0, 1) all the three functions K a,c (r), E a,c (r), and E a,c (r) − r ′ 2 K a,c (r) tend to ∞ as c → a+.
4.14. Theorem. The following differentiation formulae hold:
Put z = r 2 and multiply both sides by B(a, b)/2 . This gives (4.15).
For (4.16) recall that by (3.7)
Put z = r 2 and multiply both sides by B(a, b)/2 . This gives (4.16). The formulae (4.17) and (4.18) follow from (4.15) and (4.16) . From (3.10), putting z = r 2 , we get
Now ( 
for all r ∈ (0, 1). 
Putting z = r 2 and multiplying by B(a, b)/2, we get
Hence
F (a, b; c; r 2 ) .
Thus f 1 (0) = b/c. The ratio of the coefficients of the numerator and denominator equals b c
which is increasing in n. Hence the result follows from Theorem 4.3. The limit f 1 (1−) = 1 follows from (3.9).
(2) From (3.6) and (3.7), we get
Hence putting z = r 2 , we get
Thus,
which proves the assertion. The limiting values follow from (3.9).
(3) By (3.9),
and the result follows. (4) By (3.9),
and the result follows.
(5) By (3.9)
which has all coefficients positive. The limiting values are obvious. (12) The ratio has the indeterminate form 0/0 at r = 0. The derivative ratio equals
by (3.9), and so the result follows by Lemma 4.1.
(13) From (3.6) and (3.7)
Multiplying by z(1 − z)B(a, b)/2, we get
With z = r 2 this yields the result. (2) The function g(r) = K a,c (r) + (1/r 2 ) log r ′ has positive Maclaurin coefficients and maps (0, 1) onto ((B − 1)/2, R/2) if a, b ∈ (0, 1), while it has negative Maclaurin coefficients and maps (0, 1) onto (R/2, (B − 1)/2) if a, b ∈ (1, ∞).
(3) The function h(r) = r 2 K a,c (r)/ log(1/r ′ ) is strictly decreasing (respectively, increasing) 
Proof. (1) That f (0+) = B(a, c − a)/2 is clear and f (1−) = R(a, c − a)/2 follows from [AVV, Theorem 1.52 (2)]. Next,
Thus, we need to show that T n = (a, n)(b, n)/((c, n)(n − 1)!) < 1. Now
and lim n→∞ T n = 1 by Stirling's formula. Hence T n < 1 for all n = 1, 2, 3, . . ..
Next, g(r) = f (r) + (1/r 2 − 1) log r ′ , so that g(1−) = f (1−) = R/2, from (1). Next,
, which is negative (positive) if a, b ∈ (0, 1) (a, b ∈ (1, ∞)). By Stirling's formula, lim n→∞ T n = 1. Hence the result follows.
(3)
so that h(0+) = B and h(1−) = 1 are clear. Next,
so that the coefficient ratio equals (a, n)(b, n)(n + 1)/((c, n)n!), which is decreasing if a, b ∈ (0, 1) and increasing if a, b ∈ (1, ∞). Hence the result follows from [PV, Proof.
(1) Clearly f (0) = B(a, b)/2 and by (3.9), f (1) = 0. We have f (r) = g(r)/h(r), where Then T n+1 T n = 2(n + 1)(n + b) (2n + 1)(n + c) .
Now
(2n + 1)(n + c) − 2(n + a)(n + b) = n(2c + 1 − 2a − 2b) + c − 2ab > 0 , so that T n is decreasing and hence by Theorem 4.3, f is also decreasing. Hence the assertion follows from (3.9).
(3) As in (2), from (3.6), (3.9) and (4.16), we get h(r) = bB(a, b) c r 2 F (a, b + 1; c + 1; r 2 ) 2 log(1/r ′ ) .
Writing the Maclaurin series expansion of both the numerator and the denominator, the ratio of coefficients equals T n = bB(a, b) c (a, n)(b + 1, n)(n + 1) (c + 1, n)n! = B(a, b)(a, n)(b, n + 1)(n + 1) (c, n + 1)n! .
Hence

T n+1
T n = (a + n)(b + n + 1)(n + 2) (c + n + 1)(n + 1) 2 .
Then, (c + n + 1)(n + 1) 2 − (a + n)(b + n + 1)(n + 2) = n(1 − a − ab) + (1 + b − 2ab − a) > 0.
Hence, T n is decreasing, so that the result follows by (3.9) and Theorem 4.3.
4.25. Remark. Theorem 4.24(3) generalizes [AQVV, Lemma 5.2 (12) ]. The latter follows if we put c = 1 in Theorem 4.24(3). 4.26. Differential equations. The hypergeometric function w = F (a, b; c; z) satisfies the differential equation [R, p. 54] z(1 − z)w ′′ + (c − (a + b + 1)z)w ′ − abw = 0 .
Changing the variable z to z 2 , this reduces to z(1 − z 2 )w ′′ + (2c − 1 − (2a + 2b + 1)z 2 )w ′ − 4abzw = 0 .
In particular, the generalized elliptic integrals, w = K a,c (r) and w = K In the special case c = 1 the above two equations coincide (cf. [AQVV, (4. 3)], [L, 3.8.19, p. 75] ). Next, the generalized elliptic integrals w = E a,c (r) and w = E In the special case c = 1 the equations (4.29) and (4.30) are still different unlike in the case of (4.27) and (4.28) (cf. [L, 3.8.17, p. 74 and 3.8.23, p. 75] ).
Correction.
In [AQVV, (4. 3), p. 14] the first differential equation has a symmetry property, namely, it is satisfied both by K a and K ′ a . However, the second differential equation is satisfied only by E a , and not by E 
