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Abstract. A graph is unichord free if it does not contain a cycle with exactly one chord as its subgraph.
In [3], it is shown that a graph is unichord free if and only if every minimal vertex separator is a stable
set. In this paper, we first show that such a graph can be recognized in polynomial time. Further,
we show that the chromatic number of unichord free graphs is one of {2, 3, ω(G)}. We also present a
polynomial-time algorithm to produce a coloring with χ(G) colors.
1 Introduction
A cycle is a connected graph in which the degree of each vertex is two. For a cycle C, a chord is an edge
joining a pair of non adjacent vertices in C. A cycle with exactly one chord is referred to as a unichord
graph. The study of forbidden subgraphs has attracted researchers from both mathematics and computer
science. For example, a connected graph that forbids cycle as a subgraph is a tree and a graph that forbids
induced cycle of length at least 4 is a chordal graph. Chordal graphs have very interesting connection to
the study of constrained vertex separators as well. In fact, Dirac [5], has shown that, a graph G is chordal
if and only if every minimal vertex separator is a clique. Moreover, chordal graphs have perfect elimination
ordering using which one can perform test for chordality in polynomial time [2]. Combinatorial problems
like Vertex Cover, Odd-cycle Transversal, etc., are polynomial-time solvable in the context of chordal graphs
which are otherwise NP-complete on general graphs. While chordal graphs and its structural results are
well-studied, the closely related problem of characterizing graphs in which every minimal vertex separator is
a stable set (a set of independent vertices) was recently studied in [3]. From [3], it is known that a graph G is
unichord free if and only if every minimal vertex separator of G is a stable set. To the best of our knowledge,
the complexity of testing whether a graph is unichord free or not is still open. In this paper, we present a
polynomial-time algorithm to test the unichord freeness property of a graph.
A proper coloring of a graph G is an assignment of colors to vertices of G such that no two adjacent vertices
receive the same color. A natural combinatorial question is to determine a minimum number of colors to
color the vertices of a graph, popularly known as the chromatic number of a graph. Good lower bounds are
known for graphs in general and exact bounds are known for special graph classes. For example, for the
class of chordal graph, the chromatic number (χ(G)) is precisely the clique number (the size of a maximum
clique). Other well-known results include bipartite graphs are 2-colorable, planar graphs are 4-colorable, etc.,
In this paper, we show that unichord free graphs are such that χ(G) is one of {2, 3, ω(G)}. Further, we show
that if unichord free graph is 2-connected, then χ(G) is 2 or 3.
Road Map: In the next section, we present graph-theoretic preliminaries. In Section 2, we present an algo-
rithm for testing unichord freeness property of a graph. Chromatic number analysis and coloring algorithm
for unichord free graphs are presented in Section 3.
1.1 Graph Preliminaries
Notation and definitions are as per [1,2]. Let G = (V,E) be an undirected non weighted simple graph, where
V (G) is the set of vertices and E(G) ⊆ {{u, v} | u, v ∈ V (G), u 6= v}. For a connected graph G, a vertex
separator is a set S ⊆ V (G) such that the induced subgraph, denoted by G \ S, on the vertex set V (G) \ S
has more than one connected component. A minimum vertex separator is a vertex separator of least size and
the vertex connectivity of a graph G refers to the size of a minimum vertex separator. A graph is k-connected
if its vertex connectivity is k. A chord of a cycle C is an edge joining a pair of non adjacent vertices in C. A
graph is said to be chordal if every cycle of length at least 4 has a chord in it. A cycle with exactly one chord
is a unichord graph. A graph is unichord free, if it forbids unichord graph as its subgraph. The chromatic
number of a graph G denoted as χ(G) refers to the minimum number of colors to properly color G, a coloring
in which adjacent vertices receive different color. The clique number (ω(G)) of a graph G refers to the size
of a maximum clique in G. A chordless path Puv = {u = x1, . . . , xr = v} between u and v in G is such that
E(Puv) = {{xi, xi+1} | {xi, xi+1} ∈ E(G) and {xi, xj} /∈ E(G) such that |i− j| ≥ 2, 1 ≤ i, j ≤ r − 1}.
2 Testing Unichord Subgraphs
In this section, we present an algorithm to test whether a graph is unichord free or not. Further, we show
that our algorithm runs in polynomial time. The sketch of Algorithm 1 is as follows: for each edge e = {u, v}
of G, we check whether there exists a unique chord subgraph with e as the unichord. Towards this end, we
compute all chordless paths between the pair {u, v} and look for any two chordless paths P1 and P2 such
that there is no edge between P1 and P2, i.e, no internal vertex in P1 is adjacent to an internal vertex in
P2.
Algorithm 1 Test for Unichord Freeness
Input: A Connected Graph G. Goal: To check whether G is unichord free or not.
for each edge e = {u, v} in G do
/* Find all chordless paths Puv */
G′ = G− e. P = ∅ (the set P contains all chordless paths Puv)
while there exists a path Puv in G
′ do
Find a shortest path P iuv. P = P ∪ P
i
uv. i = i+ 1
Delete all internal vertices of P iuv, i.e., V (G
′) = V (G′) \ {x2, . . . , xr−1}, where
Puv = {u = x1, x2, . . . , xr−1, xr = v}
end while
for each P iuv, P
j
uv, i 6= j in P do
if there does not exist x ∈ V (P iuv) and there does not exist y ∈ V (P
j
uv) such that {x, y} 6= {u, v} and
{x, y} ∈ E(G) then
G is not unichord free as V (P iuv) ∪ V (P
j
uv) induces a unichord subgraph in G
Output G is not unichord free. Exit
else
Continue the loop
end if
end for
Output G is unichord free
end for
2.1 Correctness of Algorithm 1 and Run-time Analysis
In this section, we show that given a connected graph G, Algorithm 1 correctly tests the presence of unichord
subgraph in G. Further, we show that such a test can be done in polynomial time. We observe that if G
contains a unichord subgraph H with e = {u, v} as the unichord, then there are at least two chordless
paths between the pair {u, v} in addition to the edge {u, v}. Algorithm 1, systematically explores all such
chordless paths Puv and checks whether any two chordless paths P
i
uv and P
j
uv together with e forms a
unichord subgraph in G. Since, we perform this check for each edge e ∈ E(G), our algorithm indeed outputs
the existence of H if it exists. The standard Breadth First Search (BFS) can be used to obtain all chordless
paths and for a pair {u, v}, the number of such paths is O(n). In our algorithm, we ensure any two chordless
2
paths P iuv and P
j
uv are distinct. To ensure this, after generating P
i
uv, we remove the internal of vertices P
i
uv
from G and this takes O(n) effort. With respect to an edge e, the total time spent is O(n).(O(n+m)+O(n)).
Since, we go for all edges in E(G), the total cost of our algorithm is O(m2n) which is polynomial in the
input size.
3 Chromatic number of Unichord Free Graphs
We show that chromatic number of unichord free graphs is 2 or 3 or ω(G). Further, we show that if G is
2-connected, then G is triangle free. Note that if G is triangle free, then G is either 2-colorable (bipartite
unichord free graphs) or at least 3-colorable (nonbipartite unichord free graphs). Interestingly, when G is
nonbipartite unichordfree, χ(G) = 3.
Lemma 1. For a connected noncomplete unichord free graph G, if G is 2-connected, then G is triangle free.
Proof. Suppose G contains a triangle. Since G is noncomplete, |V (G)| ≥ 4. Let {u, v, w} induces a triangle
in G. Since G is 2-connected, there exists a chordless path Pvw such that u /∈ V (Pvw). Let Pvw = {v =
x1, x2, . . . , xr = w}. If {u, xi} /∈ E(G), for all 1 ≤ i ≤ r−1, then V (Pvw)∪{u} induces unichord subgraph with
{v, w} as the unichord. A contradiction to the fact that G is unichord free. Otherwise ∃xi ∈ {x2, . . . , xr−1}
such that {u, xi} ∈ E(G). Note that there may be more than one xi to which u is adjacent. To complete
the argument, of all such xi’s, choose the one with least index. {u, v}, Pvxi, {u, xi}, {v, w}, {u,w} forms a
unichord subgraph with {u, v} as the unichord in G, contradicting the fact that G is unichord free. Therefore,
the claim. ⊓⊔
Theorem 1. For a noncomplete unichord free graph G, χ(G) = 2 or 3 or ω(G)
Proof. We present a proof by mathematical induction on |V (G)|. Basis: |V (G)| = 3. The smallest noncom-
plete unichord free graph on 3 vertices is a path on 3-vertices and it is clearly 2-colorable. Hypothesis:
Assume that our claim is true for all noncomplete unichord free graphs with size at least 3. Induction:
Consider a noncomplete unichord free graph G, |V (G)| ≥ 4. We know from [3], that a noncomplete graph G
is unichord free if and only if every minimal vertex separator is a stable set. Case 1: There exists a minimal
vertex separator |S| ≥ 2 in G. Consider the graph G · uv, obtained from G by contracting the pair {u, v}
such that u, v ∈ S. On contraction, every minimal vertex separator is still an independent set in G · uv and
therefore, G · uv is unichord free. Clearly, |V (G · uv)| < |V (G)| and therefore, by the induction hypothesis,
χ(G · uv) is one of {2, 3, ω(G)}. Clearly, coloring of G · uv partitions the vertex set into χ(G) color classes,
there exists a partition Vi containing zuv, the vertex corresponding to the contracted pair {u, v}. Note that
the neighborhood of zuv is NG(u) ∪ NG(v). Clearly, NG(u) ∪ NG(v) has nonempty intersection with Vi.
Therefore, in G, the color of u and v is same as the color of zuv. Therefore, the claim follows in this case.
If G · uv becomes complete, then both G · uv and G requires ω(G) colors. Case 2: Every minimal vertex
separator S in G is a singleton set. Clearly, G is a tree and hence, it is 2-colorable. This completes the
induction. ⊓⊔
Lemma 2. For a noncomplete 2-connected unichord free graph G, χ(G) = 2 or 3.
Proof. From Lemma 1, it follows that G is trianglefree. In addition, if G is bipartite as well, then it is clearly
2-colorable. Otherwise, G is a triangle free nonbipartite graph and in which case χ(G) ≥ 3. An argument
similar to Theorem 3 establishes the fact that χ(G) = 3. ⊓⊔
Theorem 2. For a unichord free graph G, Algorithm 2 gives optimal coloring with χ(G) colors.
Proof. To prove our claim, we show that between two layers Li and Li+1, i ≥ 0, our algorithm uses χ(G)
colors. It is important to highlight that in a BFS tree T , for any x ∈ Li and y ∈ Li+2, {x, y} /∈ E(T ),
i ≥ 0. This implies that each e ∈ E(G) \ E(T ) is contained in Li for some i ≥ 1 or it is such that one end
point is in Li and other end point is in Li+1 for some i ≥ 1. We call Li a stable set if there does not exist
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Algorithm 2 Coloring Algorithm for Unichord Free Graphs
Compute Breadth First Search Tree T of G and let v be the root of T
Li = {x | distance (v, x) = i}, i ≥ 1. Root is at L0
To color T optimally, color Li’s optimally starting from L0. i.e., for a vertex x ∈ Li, assign the first feasible color
e = {x, y} ∈ E(G) \E(T ) such that x, y ∈ Li. Case 1: G is 2-connected. If Li and Li+1 are stable sets, then
our algorithm uses one color for Li and the second color for Li+1. Suppose Li is a stable set and Li+1 is not
a stable set. i.e., ∃x, y ∈ Li+1, {x, y} ∈ E(G) \ E(T ). Clearly, the set {{x, y} | {x, y} ∈ E(G) \ E(T ) and
x, y ∈ Li+1} forms a forest as G is triangle free as per Lemma 1. Our algorithm uses two colors to color Li+1
and the third color for Li. If suppose, both Li and Li+1 are not stable sets. As before, the edges in Li and
Li+1 forms a forest. Our algorithm uses two colors for Li. One of the colors of Li and the third color is used
to color Li+1. Therefore, if G is 2-connected, our algorithm uses at most 3 colors. Case 2: G is 1-connected.
If G is 1-connected, for some of the Li’s a subset of it may induce a clique in G. In this case, our algorithm
uses ω(G) colors. ⊓⊔
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