Using the description of the Frobenius limit of modules over the ring of invariants under an action of a finite group on a polynomial ring over a field of characteristic p > 0 developed by Symonds and the author, we give a characterization of the ring of invariants with a positive dual F -signature. Combining this result and Kemper's result on depths of the ring of invariants under an action of a permutation group, we give an example of an F -rational, but non-F -regular ring of invariants under the action of a finite group.
Introduction
Let k be an algebraically closed field of characteristic p > 0. Let V = k d , and G a finite subgroup of GL(V ) without psuedo-reflections. Let B = Sym V , the symmetric algebra of V , and A = B G . If the order |G| of G is not divisible by p, then A is a direct summand subring of B, and is strongly F -regular.
Let p divides |G|. Broer [Bro] proved that A is not a direct summand subring of B hence A is not weakly F -regular (as A is not a splinter).
In this paper, we study when A is F -rational. In [Gla] , Glassbrenner showed that the invariant subring k[x 1 , . . . , x n ] An , where A n is the alternating group which acts on the polynomial ring by permutation of variables, is Gorenstein F -pure but not F -rational when p = char(k) ≥ 3 and n ≡ 0, 1 mod p. In this paper, we give an example of A which is F -rational (but not F -regular).
Sannai [San] defined the dual F -signature s(M) of a finite module M over an F -finite local ring R of characteristic p. He proved that R is Frational if and only if R is Cohen-Macaulay and the dual F -signature s(ω R ) of the canonical module ω R of R is positive. Utilizing the description of the Frobenius limit of modules overÂ (the completion of A) by Symonds and the author, we give a characterization of V such that s(ωÂ) > 0, see Theorem 4.4. The characterization is purely representation theoretic in the sense that the characterization depends only on the structure of B as a G-module, rather than a G-algebra.
Using the characterization and Kemper's result on the depth of the ring of invariants under the action of certain groups of permutations [Kem, (3. 3)], we give an example of F -rational A for p ≥ 5. We also get an example of A such that the dual F -signature s ωÂ of the canonical module of the completionÂ is positive, but A (or equivalently,Â) is not Cohen-Macaulay. See Theorem 5.12.
In section 2, we introduce the asymptotic surjective number asn N (M) for two finitely generated modules M and N (N = 0) over a Noetherian ring R, see Lemma 2.7. In section 3, using the definition and some basic results developed in section 2, we prove the formula s(M) = asn M (FL([M])), where FL denotes the Frobenius limit defined in [HS] . Thus s(M) depends only on FL ([M] ). Using this, we give a characterization of a module M to have positive s(M) in terms of FL([M]) (Corollary 3.5).
Using this result and the description of the Frobenius limits of certain modules overÂ proved in [HS] , we give a characterization of V such that s(ωÂ) > 0 in section 4.
In section 5, we give the examples.
2. Asymptotic surjective number (2.1) This paper heavily depends on [HS] .
(2.2) Let R be a Noetherian commutative ring. Let mod R denote the category of finite R-modules.
and call surj N (M) the surjective number of M with respect to N. If N = 0, this is understood to be ∞.
Then we have the following.
, where µ R = ℓ R (R/m⊗ R ?) denotes the number of generators.
3 If N = 0, then surj N (M) < ∞, and is a non-negative integer.
⊕n , and hence n ≤ surj
for r ≥ 1.
Lemma 2.6. Let r ≥ 1, and M, M ′ , N ∈ mod R. Assume that N = 0. Then
by Lemma 2.4, 5. Dividing by kr, we get the desired inequality.
3. This is immediate by 1 and 2. 4 follows from Lemma 2.4, 4. 5 follows from Lemma 2.4, 1. 6 The first assertion is by Lemma 2.4, 2. The second assertion follows from the first assertion and 5 applied to R → R ′ = R m , where m is any element of supp R N.
exists.
We call the limit the asymptotic surjective number of M with respect to N, and denote it by asn N (M).
Proof. As nsurj N (M; r) is bounded, S = lim sup r→∞ nsurj N (M; r) and I = lim inf r→∞ nsurj N (M; r) exist. Assume for contradiction that the limit does not exist. Then S > I. Set ε = (S − I)/2 > 0.
There exists some r 0 ≥ 1 such that nsurj N (M; r 0 ) > S − ε/2. Take n 0 ≥ 1 sufficiently large so that nsurj N (M; r 0 )/n 0 < ε/2. Let r ≥ r 0 n 0 , and set n := ⌊r/r 0 ⌋. Note that nr 0 ≤ r < (n + 1)r 0 and n ≥ n 0 . Then
and this is a contradiction.
Proof. 1.
is Lemma 2.6, 3. So taking the limit,
Lemma 2.9. Let k be a field, and V a k-vector space, and n ≥ 0.
Lemma 2.10. Let k be a field, V a k-vector space, and Γ a set of subspaces of V . Let W and W ′ be subspaces of V such that
Proof. Apply Lemma 2.9 to the vector space V /W .
Proof. The first inequality is Lemma 2.4, 4. We prove the second inequality.
There is a surjective map ϕ :
Then by Lemma 2.10, there exists some index set I ⊂ {1, 2, . . . , m} such that #I ≤ n and W + i∈IN i = V . By Nakayama's lemma,
is surjective. Hence surj N (M) ≥ m − #I ≥ m − n, and the result follows.
(2.12) Let (R, m) be a Henselian local ring. Let C := mod R. As in [HS] , we define
In [HS] , [C] R is also written as Θ ∧ (R) or Θ(R) (considering that R is trivially graded). In this paper, we write it as Θ(R). For M ∈ C, we denote by [M] the class of M in Θ(R). For an isomorphism class N of modules, [N] is a well-defined element of Θ(R). Let Ind(R) denote the set of isomorphism classes of indecomposable modules in C. The set
with c M ∈ R uniquely. We say that α ≥ 0 if c M ≥ 0 for any M ∈ Ind(R). For α, β ∈ Θ(R), we define α ≥ β if α − β ≥ 0. This gives an ordering on Θ(R).
So there exists some M α ∈ C, unique up to isomorphisms, such that α = [M α ]. For N ∈ mod R with N = 0, we define surj N α to be surj N M α .
(2.14)
Lemma 2.15. Let N ∈ mod R, N = 0, and α, β ∈ Θ(R).
Proof. 1. As α, β ≥ 0, we have that α + β ≤ α + β . So by Lemma 2.4,
2. Replacing α by sup{α, 0} and β by sup{β, 0}, we may assume that α, β ≥ 0. Moreover, replacing α by sup{α, β} and β by inf{α, β}, we may assume that α ≥ β. As we have α − β ≤ α − β + [Y (β)], by Lemma 2.11 we have that
This is what we wanted to prove.
Lemma 2.16. The limit lim
exists for N ∈ mod R, N = 0 and α ∈ Θ(R).
We denote the limit by asn N (α).
Proof. Replacing α by sup{0, α}, we may assume that α ≥ 0. Let ε > 0. We can take W ∈ mod R and an integer n > 0 such that α − n −1 [W ] ≥ 0 and α − n −1 [W ] < ε/8. As asn N W exists, there exists some r 0 ≥ 1 such that for any r ≥ r 0 , |nsurj N (W ; r) − asn N W | < nε/8. Set R := max{r 0 n, 16µ R (W )/ε, 8n α /ε}. Let t > R. Let r := ⌊t/n⌋. Then 0 ≤ t − rn < n and r ≥ r 0 . We have
So for t 1 , t 2 > R,
and lim t→∞ t −1 surj N (tα) exists, as desired.
Lemma 2.17. Let α, β ∈ Θ(R) and N ∈ mod R with N = 0.
5 asn N is continuous.
Proof. 1. If k = 0, then both-hand sides are zero, and the assertion is clear. So we may assume that k > 0. Then
2. We may assume that k > 0. By 1, replacing kα by α, we may assume that k = 1. Replacing α by sup{0, α}, we may assume that α ≥ 0.
.
Passing to the limit, asn
, as desired.
3. By Lemma 2.15, 1, for t > 0,
Passing to the limit, asn N (α) + asn N (β) ≤ asn N (α + β). 4. By Lemma 2.15, 2,
Passing to the limit, |asn
5 is an immediate consequence of 4.
3. Sannai's dual F -signature (3.1) In this section, let p be a prime number, and (R, m, k) be an Ffinite local ring of characteristic p of dimension d.
s(R) is the (usual) F -signature [HL] , which is closely related to the strong F -regularity of R [AL] . While s(ω R ) measures the F -rationality of R, provided R is Cohen-Macaulay. Theorem 3.3 ([San, (3.16)] ). R is F -rational if and only if R is CohenMacaulay and s(ω R ) > 0. Now we connect the Frobenius limit defined in [HS] with dual F -signature. Theorem 3.4. Let R be Henselian, and M ∈ mod R. Assume that the Frobenius limit
exists. Then
Proof. By Lemma 2.15,
Taking the limit e → ∞, we get the desired result. 
The dual F -signature of the ring of invariants
Utilizing the result in [HS] and the last section, we give a criterion for the condition s(ωÂ) > 0 for the ring of invariants A, whereÂ is the completion.
In this section, we assume that G does not have a pseudo-reflection, where we say that g ∈ GL(V ) is a pseudo-reflection if rank(g
G . Let m and n be the irrelevant ideals of A and B, respectively. Let A andB be the completion of A and B, respectively.
For a G-module W , we define
. . , V n be the irreducible representations of G. Let P i → V i be the projective cover.
Proof. See [Has2, (14.28) ] and references therein. Lemma 4.3. Let Λ be a selfinjective finite dimensional k-algebra, L a simple (left) Λ-module, and h : P → L its projective cover. Let M be a finitely generated indecomposable Λ-module. Then the following are equivalent.
Proof. 1⇔2. This is because
is exact and Ext 1 Λ (M, P ) = 0 (since P is injective). 2⇒3. Assume the contrary. Then as M/ rad M contains L, there is a surjective map M → L. By assumption, this map lifts to M → P , and this is surjective by Nakayama's lemma. As P is projective, this map splits. As M is indecomposable, M ∼ = P , and this is a contradiction.
3⇒2. If M is projective, then h * is obviously surjective. If M/ rad M does not contain L, then Hom Λ (M, L) = 0, and h * is obviously surjective. 
4 For any non-projective finitely generated indecomposable G-summand M of B, M does not contain det −1 V , the k-dual of det V . If these conditions hold, then s(ωÂ) ≥ 1/|G|.
Proof. We prove the equivalence of 2 and 3 first. Let B = j N j be a decomposition into finitely generated indecomposable G-modules. Such a decomposition exists, since B is a direct sum of finitely generated G-modules.
, this map can be identified with the sum of
On the other hand, 3 is equivalent to say that Ext 1 G (N * j , rad P ν ) = 0 for any j. So the equivalence 2⇔3 follows from Lemma 4.3.
Similarly, 4 is equivalent to say that each N * j is injective (or equivalently, projective, as kG is selfinjective) or N * j / rad N * j ∼ = (soc N j ) * does not contain det V . This is equivalent to say that N j is either projective, or N j (or equivalently, soc N j ) does not contain det −1 . So 4⇔2 follows from Lemma 4.3. We prove 2⇒1. As there is a surjective map M ν → ω A and
by [HS, (5. 1)], s(ωÂ) > 0 by Corollary 3.5. Moreover,
and the last assertion has been proved. We prove 1⇒2. By [HS, (4.16) ],
So by Corollary 3.5, there is some r > 0 and a surjective map h :B r → ωÂ. By the equivalence γ = (B⊗Â?) [HasN, (2.4) ] and [HS, (5.4) ]), there corresponds
AsB ⊗ k kG is a projective object in the category of (G, B)-modules,h factors through the surjectionB
Returning to the category RefÂ, h factors throughM ν = (B ⊗Â P ν ) G → ωÂ. So this map must be surjective, and 2 follows. 1 A is Cohen-Macaulay.
2 H 1 (G, B) = 0.
3 (B ⊗ k (I/k)) G is a maximal Cohen-Macaulay A-module, where I is the injective hull of k.
Proof. If the order |G| of G is not divisible by p, then A is F -rational, and the three conditions hold. So we may assume that |G| is divisible by p.
Assume that A is F -rational. Then A is Cohen-Macaulay. As s(ωÂ) > 0, we have that H 1 (G, B ⊗ k rad P ν ) = 0, and
is exact. As M ν = (B ⊗ P ν ) G is a direct summand of B = M kG = (B ⊗ kG) G , it is a maximal Cohen-Macaulay module. As (B ⊗ det) G = ω A , it is also a maximal Cohen-Macaulay module. So the canonical dual of the exact sequence (1) is still exact. As there is an identification
we get the exact sequence of maximal Cohen-Macaulay A-modules
As (rad P ν ) * ⊗det V ∼ = I/k, (B ⊗(I/k)) G is maximal Cohen-Macaulay. As I is an injective G-module, B⊗ k I is so as a G-module, and hence H 1 (G, B⊗ k I) = 0. By the long exact sequence of the G-cohomology, we get H 1 (G, B) = 0. The converse is similar. Dualizing (2), we have that (1) is exact.
Corollary 4.8. If A is F -rational, then H 1 (G, k) = 0.
