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Abstract: With the increase in the amount and complexity of information, data 
warehouse performance has become a constant issue, especially for decision 
support systems. As decisional experts are faced with the management of more 
complex data warehouses, a need for autonomic management capabilities is 
shown to help them in their work. Implementing autonomic managers over 
knowledge bases to manage them is a solution that we find more and more used 
in business intelligence environments. What we propose, as decisional system 
experts, is an autonomic system for analyzing and improving data warehouse 
cache memory allocations in a client environment. The system formalizes 
aspects of the knowledge involved in the process of decision making (from 
system hardware specifications to practices describing cache allocation) into the 
same knowledge base in the form of ontologies, analyzes the current 
performance level (such as query average response time values) and proposes 
new cache allocation values so that better performance is obtained. 
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 century is well on its way, in a civilized and modern world, we realize that 
the most important asset needed in order to keep the pace with this new rhythm is 
knowledge. Knowledge is the source of power and truly the new edge of the power 
shift [4]. As technology comes greatly to our help, we find it normal to research, 
discover and improve ways of gathering, processing and using all information 
available. Our purpose is to develop a system aimed at helping enterprises analyze 
and improve their decision making process by providing a unified representation of 
certain aspects involving the knowledge available for this process (from software 
support documents to human expert experience) and an autonomic system that makes 
use of this knowledge and acts upon it. Simpler and often referred to as DSSs, 
Decision Support Systems are defined as computerized systems whose main goal is to 
  
analyze a series of facts and give various propositions for actions regarding the facts 
involved [12]. This is why the process of decision making, based on such systems and 
the elements involved, is known as business intelligence (BI) process.   
The applicative area of this paper is cache memory allocation for the Oracle 
Hyperion Essbase BI1 cubes. This is a common configuration problem that BI experts 
are faced with. The cubes represent the data warehouse whose performances are to be 
improved. The system we propose makes use of knowledge based on system 
information (from architecture to cube cache parameters) and on sets of rules 
representing constraints and advice for the cache allocations (taken from the Essbase 
documents and from our human experts). The purpose is to provide two main 
functionalities. First, to compute a system’s degree of improvement based on cache 
allocations and performance indicators. Second, to propose an improved cache 
configuration, that gives (if possible) the optimal performances. Two main aspects 
have been taken into consideration along with this approach. 
The first aspect is knowledge representation. The knowledge regroups several 
sources: describing software and hardware architectures, system performance 
measurement, system analysis and improvement practices (described as sets of ECA 
(event condition action) rules [11]). Knowledge representation describes how this 
information is unified into knowledge bases. If for the system architecture, models are 
being developed and even adopted as w3c standards2, then for the data representation 
of system report performances and the rules of system analysis, we are obliged to turn 
to specific representations (using ontologies [16] and ontology based rules). 
Second, the improvement process itself, meaning having a fast response (from 
the moment a demand for improvement is made) and having a good (if not the best) 
response for any type of decision request (in our case a new cache allocation). In 
order to achieve this, IBM has proposed a solution to help automate various 
processes. The solution is called Autonomic Computing [6], [11] and its applications 
extend way beyond the business intelligence sector. We propose the usage of 
autonomic computing with the cache allocation improvement process.  
Section 2 gives an insight of how we manage the knowledge in our system in 
order to drive the data warehouse. First we present how the knowledge base is 
organized for managing data warehouses and then how autonomic computing is used 
in the decision making process. Section 3 focuses on the description of our model and 
how this approach is used to perform analysis and improvement. A schema of a DSS 
together with the description of the data warehouses and an example of associated 
rules are presented. Section 4 provides a view of the experimentation and the results 
obtained. Finally, we sum up the work presented and take a glance at the future 
directions. 






2 Data Warehouse Management 
2.1 Knowledge Management  
In brief, Knowledge Management is the process through which organizations generate 
value from their intellectual and knowledge-based assets, disseminating this 
knowledge and sharing it in an effort to get competitive advantage [7]. Data 
warehouse (DW) management is a key element in the decision making process. A 
data warehouse is a repository of an organization's electronically stored data and is 
designed to facilitate reporting and analysis [20]. Managing a data warehouse 
includes the process of analyzing, extracting, transforming and loading data and 
metadata. Our interest in knowledge management comes from the types of data 
involved in the decision making process.  
The knowledge management into our work is based on system analysis and 
functioning. These refer to a complex set of rules that describes the functioning and 
non trivial interdependencies between the elements of the system. The main objective 
is to describe the rules for the analysis and improvement processes. Representing data 
under the form of rules [14] gives a completely different approach to knowledge 
management. Practically, we create a business rule knowledge base that serves for the 
process of analysis and improvement. This process is supported both by the human 
expert and by the autonomic system. We propose to divide these rules into two main 
components: constraints and advice. 
Advice represents business rules (BR) and best practices for the DSS giving the 
measure of a system improvement level in these terms. This means how ‘close’ a 
configuration is to satisfy sets of advice and therefore is able to generate an advice 
scoring. This scoring is built upon a point allocation system that grades the level of 
implementation of an advice set which we call a BR improvement points system, and 
which we describe in Section 3. 
Constraints represent limitations imposed (i.e. the index cache cannot be under 1 
Mb) and a violation of such constraints leads to an error in the system analysis.   
To the division above, an entire set of rules is added, (from initial fact deduction 
to planning and action rules). These sets of rules are considered as state specific rules 
and are modeled for each state of the autonomic computing manager (presented in the 
next section).  
2.2 Autonomic Computing in Data Warehouse Management 
Most of the IT organizations spend a lot of time reacting to problems that occur at the 
IT infrastructure component level. This prevents them from focusing on monitoring 
their systems and from being able to predict and prevent problems before end users 
are impacted [5]. Autonomic computing (AC) is the ability for an IT infrastructure to 
adapt and change in accordance with business policies and objectives. Quite simply, it 
is about freeing IT professionals to focus on higher–value tasks by making technology 
work smarter, with business rules guiding systems to be self-configuring, self-healing, 
self-optimizing and self-protecting [6]. This subject is of great interest to enterprises 
and has already been put into practice for improving database performance by IBM 
  
[19], [15] and Microsoft [2]. There is great interest of development into applications 
of autonomic computing on managing data warehouses, as experts can no longer face 
the quantity of information available 
IBM specifications link autonomic computing with the notion of autonomic 
manager as the entity that coordinates the activity of the autonomic process. Four 
separate phases are distinguished for the manager: monitoring, analyzing, planning 
and executing [6], [10]. We propose an implementation of the autonomic manager 
connected to our knowledge base and based on the data warehouse performance. As it 
is rule based knowledge, we differentiate the sets of rules for each of these phases. 
The illustration of this process is shown in Section 3. Similar alternatives to 
autonomic computing were made in real BI [18] but the idea is the same: to be able to 
analyze and improve (in our case) a given system through a closed loop that 
differentiates a series of states.   
The loop formed by the four states mentioned is regularly run. By regularly we 
mean once per night during batch operations, when statistics on the data warehouse 
usage for that day are gathered. Each loop, according to the new query times, modifies 
the values of the caches, and this is repeated until the desired times are achieved. This 
process is based on both the feedback from the previous response times and on the 
sets of advice mentioned earlier. Consequently, what our solution proposes is to 
include business rule in the loop so that the modifications to the cache values are more 
substantial and relevant, and thus the time needed to reach the desired performance 
level is greatly reduced.  
3 Knowledge Base  
We have seen the information we need to formalize and we have found the ontology 
[16] as a model of knowledge representation. The ontology representation suits our 
needs as it provides the solution for two main problems: knowledge unification and 
knowledge interchange. Works in this area have already been done by [9] and we 
found this model fully applicable to our system as it covers both knowledge 
formalization and rule usage. We propose a division of the knowledge aspect into two 
main categories: static and dynamic. 
3.1 Static knowledge base 
The static aspect of knowledge contains all the knowledge representation under 
the form of ontology concepts: classes, individuals and the properties linking them. 
Our implementation uses OWL 3 as ontology description language and Protégé 44 as 
software support for ontology manipulation. The ontology contains over 150 concepts 
and over 250 axioms. We propose two main data types for the static knowledge base: 
System information and architecture refers to all data concerning the software 
and hardware specifications of the DSS system (i.e. the quantity of RAM memory 




installed on a server). This subject has been approached [1] and detailed by a certain 
number of editors [13]. Fig. 1 shows how we model the DSS architecture 
hierarchically, with the use of a UML5 diagram. Several entities are distinguished, 
starting from the top of the hierarchical tree (the DSS) and, at each level one or more 
sub-components can be identified with the specific parameters. 
 
Fig. 1 DSS hierarchical architecture 
System report and performance contains aspects regarding the DSS, in particular 
the data warehouse, parameters and performance indicators. There are many 
indicators to take into consideration: memory cache values, query response times, 
report editing times, aggregation operation times, etc. This paper considers three types 
of the Essbase cube cache: Index Cache, Data File Cache and Data Cache and the 
query response time as performance indicator. The implication is that by a good 
configuration of these three caches according to a given situation (i.e. at night some 
bases are not used, some cache allocations are useless, etc.) we gain substantial 
processing time. Although the problematic of performance improvement in data 
warehouses throughout caches is debated [17], [3] the issue is always addressed either 
through the physical design or the design of algorithms to determine which 
information is likely to be stored in cache memories. Cache allocation improvement is 
an important aspect of data warehouse tuning and there are little or no works on cache 
improvement in the context of data warehouses.  
3.2 Dynamic knowledge base 
The dynamic aspect is the challenge in our work and provides the main innovating 
approaches. It formalizes the functioning system and the analysis aspect of data 
warehouse management presented in 2.1. It contains all the rules that are part of the 
AC loop and all the rules that determine property interdependence and individual 
inference in the ontology. For reasons of simplicity and efficiency we have chosen to 
use Jena Rules via the Jena Java API6 for ontology development. The rules are 
divided according to their area of activity in conformity with the AC loop phases. 
For the business rule illustration, we give below an example of an analysis 
business rule that informally states: The closer the Index Cache value is to the Index 





File Size for a base, the better. We formalize this rule and obtain a discrete point 
allocation for the different proportions: 
[rule1: (?base rdf:type cp:c_Base)  (?base cp:dp_hasIndexFileSize ?ifs)  (?base 
cp:dp_hasIndexCache ?ic) quotient(?ic, ?ifs, ?rap) ge(?rap, "0.95"^^xsd:double) 
 -> (?base cp:dp_hasPoints_Advice_IndexCacheAllocation "1000"^^xsd:int)] 
[rule2: (?base rdf:type cp:c_Base)  (?base cp:dp_hasIndexFileSize ?ifs) (?base 
cp:dp_hasIndexCache ?ic) quotient(?ic, ?ifs, ?rap) lessThan(?rap, "0.95"^^xsd:double) 
ge(?rap, "0.85"^^xsd:double)  
 -> (?base cp:dp_hasPoints_Advice_IndexCacheAllocation "900"^^xsd:int)] … 
The formalization process of business rules such as this one a very important aspect, 
and always requires an expert hand. By applying all the analysis rules we obtain an 
overall scoring and we can calculate a performance level of all the data warehouses 
from the point of view of business rules.  
For the autonomic computing rule illustration we propose a simple example of the 
passage through the 4 states of the autonomic manager. We show the index cache is 
modified in a cycle. 
Monitor: retrieval of the response time and the current cache values for a DW. 
These are stored in the knowledge base via the java program. 
Analyse: we compare the average response time of the DW with its desired 
response time. If it is greater, the caches must be increased:  
(?base cp:dp_hasAvgResponseTime ?avgt) (?base cp:dp_hasDesiredResponseTime ?dt) 
ge(?avgt, ?dt) ->  (?base cp:hasState cp:IncreaseCache) 
Plan: we try to see if the increased cache state can be applied for the index cache. 
If the new cache value (increased with 10% of its current value) is not greater than the 
allocated memory, then plan the change to the index cache:  
(?base cp:hasState cp:IncreaseCache) (?base cp:dp_hasIndexCache ?ic) (?base 
cp:dp_hasAllocatedMemory ?am) product(?ic, ‘1.1’^^xsd;double, ?newic) le(?newic, ?am) -> 
(?base cpdp_:dp_hasIndexCache ?newic) 
Execute: Execute a modification script with the new proposed value of the index 
cache. This is done via the java program. 
4 Experimentation and Results 
For our experiments we have considered a test suite that simulates a real environment 
with the associated parameters. On an existing server we have chosen an Essbase 
cube as the data warehouse whose performances were improved.  For the pertinence 
of the tests, the cube was created starting from the “Sample” base provided by 
Essbase. The cube contains in average 11 principal axes and 27 level 2 axes and the 
data file has an average size of 300MB.   
With the respective cube we carried out several tests corresponding to several 
configurations. We had to simulate the night/day loop passage faster so we made a 
series of 5 queries (from very fast to very slow as time of response) and applied them 
to each configurations. This process was iterated 10 times therefore simulating a 
day/night cycle. At the end of each cycle we fetch the average response times for each 
of the bases and pass through the autonomic computing loop so that we could 
optimize the cache allocation where it was necessary. The evolution of cache 
  
allocation with the response times can be observed in Fig. 2. We can see the 
difference between the minimum cache allocations in configuration C1 which is 
almost 6 times slower than the maximum possible allocation in configuration C6. As 
a maximum allocation is not always possible due to the quantity of memory available, 
we have to try our best to improve the performances. Applying our approach, 
configuration C3 maximizes the BR improvement points, and with a passage through 
the AC loop several times we get a configuration which has a smaller response time 
C4. The main improvement is that C4 is using only 174MB for its caches whereas C3 
requires 240MB. In addition, the average response times in comparison with a normal 
or random configuration (as in C2 and C3) are improved at least 2 times. 
Fig. 2. Query average response times evolution with the cache configurations 
5 Conclusions 
This article presented how autonomic computing and ontologies can be used for 
helping DSS experts improve the cache memory allocations for data warehouses. It is 
not the first approach that tries to combine the two elements together [9],[8] but the 
premiere is its application in the field of business intelligence and data warehouse 
improvement using business rules.  
There are many positive aspects to this approach of decision support system 
management: the simple and intuitive yet powerful ontology representation, the 
facilities of web semantics and rule support brought to the domain of BI and, last but 
not least, the process of autonomic computing to manage all these elements.  
Our future directions are to expand the Data Warehouses described above so that 
our small prototype can prove its efficiency on more than a ‘few simple rules’. Our 
purpose is to integrate the prototype presented here with more than one aspect (data 
warehouse cache allocations based on response times) of decision support systems. 
  
As the domain is relatively new and not much has been written on the subject yet, 
we try to bring as much support as possible for future development in the direction of 
autonomic decision support systems. We follow these changes and hope that our work 
will equally add something to this expanding environment. 
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