There is a growing need for transparency concerning ways in which existing exposure data are weighted for their relative value and quality. Currently, this evaluation is largely subjective and is dependent on the quality of the judgement of the individual assessor or expert group. In this paper some general guidelines are presented for a quality assessment procedure. Such a predetermined procedure potentially enhances the consistency among different assessors and assessments and facilitates harmonization of assessment procedures. The guidelines are presented in the context of a decision tree with four decision rules for data quality, i.e. 'availability of occupational hygiene information', 'variability and precision issues', 'internal validity' and 'external validity'. These methodological issues are considered to be the most important aspects of data quality and will be discussed in this paper. The decision tree eventually results in three quality classes, i.e. exposure data providing sufficient information, supplementary information and data which should be excluded from the exposure assessment process. The guidelines should not be used in a rigid manner but have to be interpreted in the light of the particular circumstances and purposes of the assessment.
INTRODUCTION
In the context of regulatory risk assessment of chemicals one has to quantify both the hazard and exposure levels encountered in the workplace. Exposure information is critical to distinguish chemicals with little risk to the workers from chemicals having important risks to the workers. Various alternative ways of exposure assessment exist (Teschke et al., 1994) , which are all prone to some type of error and therefore no single method can be considered to be a 'gold standard' (Wacholder et al., 1993) . In the exposure assessment of priority existing chemicals in Europe exposure models are generally used only if empirical data of 'sufficient quality' are not available (European Chemicals Bureau, 1996) . Exposure databases with empirical data from industry, governmental bodies and academia have been developed or are under development (see for example van Hemmen, 1999 van Hemmen, , 2001 for the registration of agricultural pesticides and biocides in Europe.
In practice, the risk assessment process is often dependent on different sources of existing exposure data. These different exposure data have to be synthesized in a rational manner in order to arrive at an interpretable estimation, e.g. a 'reasonable worst case exposure level', an assessment of 'typical exposure' or an exposure distribution . The challenge facing individual assessors is how to synthesize this information in the presence of incomplete or sometimes conflicting data. There is justifiable concern regarding the quality of a large part of the existing data. The available data often tend to be to some extent anecdotal, fragmented, biased and, sometimes, focused narrowly on a very specific exposure situation (see for example Ulfvarson, 1983; Olsen et al., 1991; Vinzents et al., 1995; Northage and Marquart, 2001) . However, as a result of the paucity of empirical data one has to be opportunistic and whatever data are available are generally used.
The substantial influence of the quality of exposure information requires a rigorous evaluation before data are adopted in the final exposure assessment process or stored in a database (Olsen et al., 1991) . It can be concluded that there is an obvious need for transparency concerning ways in which existing exposure data are weighted for their relative value (Money, 2001 ; Rushton and Betts, 2001) . At the same time, the conduct of well-designed prospective surveys should increase the amount of high quality data in the future. Yet, while the concept of 'poor quality' may seem intuitively obvious to an exposure assessor, translating intuition into a sound evaluation system is difficult. Currently, this evaluation is largely subjective in nature and is dependent on the quality of the judgement of the individual assessor or expert group. Generic and unambiguous guidelines for the evaluation of data quality and subsequent selection of exposure data are not available. A structured and transparent classification of exposure data will improve credibility and is a step towards a more 'evidence-based' exposure assessment.
In this paper guidelines are described for a quality assessment procedure, which will be presented in the context of a decision tree. These guidelines are primarily developed for the evaluation of air sampling data, but most concepts also apply to dermal exposure data. The decision tree is not constructed for the quality evaluation of biomonitoring data. Although the evaluation procedures have been constructed for risk assessment, the framework is, with some modifications, applicable for other exposure assessment purposes as well. The guidelines may facilitate a comprehensive evaluation of existing data and stimulate the collection of new data of high quality in the future. Although we are fully aware of the fact that it is impossible to dictate rigid rules, the decision tree is presented in order to serve as a general framework for data quality evaluation. In regulatory risk assessment practice these guidelines should be tailored to the specific characteristics of data records available.
THE DECISION TREE
The decision tree model, depicted in Fig. 1 , provides a logical framework for decision making and formalizes the criteria for determining the overall quality of an exposure information source. The framework is based on the fact that data quality is characterized by two components: precision and validity. The latter may be partitioned into internal and external validity. A prerequisite for the interpretation of both precision and validity issues is the availability of a comprehensive set of contextual information. The decision tree model therefore comprises the following four decision levels with associated decision rules:
1. availability of occupational hygiene information; 2. variability and precision issues; 3. internal validity of exposure data; 4. external validity of exposure data.
The key feature of the tree is that it explicitly identifies the combined structure and interrelations of the various evaluation criteria. Such a pre-determined scheme should enhance the consistency among different assessors and assessments and facilitates harmonization of assessment procedures. Yet, complete harmonization is not achievable because criteria must to some extent be tailored to particular circumstances faced by individual assessors and may depend on the particular purpose of the exposure assessment. Therefore, the four decision levels may be considered to be more or less generic, but the number and exact specifications of 'branches' (classes) per decision level is open to discussion.
Evaluating the overall quality of exposure data should be done carefully. Application of an overall score can mask the effect of potentially important individual quality items. With this consideration in mind, the decision tree presented in this document is structured in such a way that for all four items minimum requirements must be met in order to include the data in the assessment process. If these minimum requirements are not met, then the rest of the decision pathway is bypassed and the data are excluded from the assessment process. When structuring the decision tree, efforts were made to clearly partition methodological aspects into separate decision levels and dilution of one aspect among various levels was avoided as much as possible. Yet, some interrelation among decision levels exists, in that the amount of occupational hygiene information influences judgements in later levels.
The quality evaluation process results in various 'pathways' through the tree, with finally three quality classes with respect to exposure data.
1. The exposure data in a specific source or data set provide sufficient information, i.e. a reasonable worst case exposure level for regulatory risk assessment can be estimated based on this single source or data set. 2. The exposure data in a specific source or data set provide supplementary information, i.e. it is advisable that these data are not used as the sole source for establishing reasonable worst case exposure levels. This data set should be used in conjunction with additional measurement series in order to establish reasonable worst case exposure levels for regulatory risk assessment. 3. Basic requirements with respect to the available occupational hygiene information, precision or validity are not fulfilled and the exposure data should be excluded from the exposure assessment process.
DECISION LEVEL 1: COMPLETENESS OF OCCUPATIONAL HYGIENE KEY INFORMATION
It is obvious that a sound interpretation of exposure data is very difficult when the documentation of exposure-modifying factors related to the measurement period is poor (Jayjock and Hawkins, 1993;  Evaluation of exposure data Northage and Marquart, 2001) . Workplace exposure measurements are influenced by many different variables, which have been discussed extensively by Burstyn and Teschke (1999) . Measured exposure levels should be interpreted in the context of this information. The absence of important contextual information precludes a systematic data evaluation and the possibility for data sharing (Beaumont and Dalrymple, 1992) . As a result of poor documentation a considerable number of exposure measurements conducted in the past are of little use in developing the science of exposure assessment (Jayjock and Hawkins, 1993) . Also, very recent surveys among industry records and published literature show a lack of systematic collection and documentation of relevant information that characterizes exposure and potential underlying bias (Caldwell et al., 2000; Cherrie et al., 2001; Rushton and Betts, 2001 ).
A few years ago groups in both Europe and the USA worked to reach a consensus on the essential data elements for occupational exposure databases (Lippmann et al., 1996; Rajan et al., 1997) . The socalled core information is defined by the Working Group on Exposure Registers as 'the minimum set of data elements which should form the basis of workplace exposure databases on chemical agents, so as to help towards validation, harmonization and exchange of information on workplace exposure data' (Rajan et al., 1997) . In practice, these recommendations for core information appear to provide a good foundation for database development .
To address the problem of informativeness of existing exposure data we propose a classification as shown in Table 1 . From a pragmatic point of view it was acknowledged how difficult it can be to rigorously apply the concept of 'core information' (Rajan et al., 1997) for pre-existing data. Some limitations with respect to contextual information do not necessarily negate the utility of measurement series and the investigator should carefully evaluate such records before dismissing them as useless in advance. We therefore propose rigorous as well as lenient quality levels.
1. Good, i.e. all core information as defined by Rajan et al. (1997) is available. 2. Moderate, i.e. information is available to evaluate with some confidence aspects related to variability and precision, internal validity and external validity. In addition, basic parameters describing the results should be included. 3. Poor, i.e. a minimum level of information is present to give at least a broad indication of the usefulness of the exposure data.
If one or more of the items necessary for classification as 'poor quality' are not available, the quality of the occupational hygiene information should be considered unacceptable.
DECISION LEVEL 2: VARIABILITY AND PRECISION ISSUES
This second decision level covers the following issues: the existence of different variability dimensions, averaging time and sample size.
Variability dimensions
The phenomenon of exposure variability in the workplace has received considerable scientific attention. Exposure patterns at the workplace are often complex and can be partitioned into temporal variability, spatial variability and variability due to individual behaviour (Heederik et al., 1991; Rappaport et al., 1993; Peretz et al., 1997; Tielemans et al., 1998) . Depending on the individual work schedules and time activity patterns these types of variability may contribute to both within-and between-worker components of variance. Besides true heterogeneity in exposure across places, time and workers, variability in exposure estimates may also occur due to measurement error. This will add to the within-worker component of variability if measurement error is random. However, measurement error is generally considered to be only a small component of the total exposure variation found in the workplace (Nicas et al., 1991) . Rappaport et al. (1995) described a statistical strategy for analysis of balanced measurement series which takes into account the inherent complexity of exposure variability. Lyles et al. (1997) extended the strategy for the analysis of unbalanced data. The approach determines whether or not the average exposure of individuals exceeds a threshold on a long-term basis. This concept has been termed 'overexposure' and is logically correct for chemicals with chronic effects. The strategy requires repeated measurements on a random sample of workers and recognizes that levels of exposure can vary both within and between workers. In the absence of repeated measurements, sources of variability cannot be disentangled and, thus, only the 'exceedance' can be determined, i.e. the probability that a measurement on a particular day for a single person would exceed a threshold. 'Exceedance' and 'overexposure' are equal only in exposure situations where withinworker variability does not exist.
The interrelations and differences between the two phenomena were extensively discussed by TorneroVelez et al. (1997) , but the importance of the issue is not yet recognized in exposure assessments for regulatory risk assessment. In most pre-existing exposure data which are currently used in the risk assessment process only one measurement per person is available, precluding a proper evaluation of the exposure variability structure.
Averaging time
Individual exposures are determined by the accumulation of a variety of exposure determinants that a worker may encounter in the course of a specific time period. The averaging time used or the period which is covered by the individual measurements has, in general, an impact on the estimated distribution of individual exposure measurements, in that exposure variability increases with decreasing averaging times (Rappaport, 1991) . Measurements during a shift are generally much more stable than short-term measurements (e.g. 15 min), since short-term exposure fluctuations are smoothed when averaging over longer time periods. Hence, databases with exposure observations arising from measurements with substantially different averaging times are difficult to interpret.
Sample size
The level of precision of exposure estimates is a function of both variability of the individual observations and the sample size. Rappaport et al. (1995) recommended a minimum sample size of ~20 observations, with two measurements each from 10 workers to determine whether the probability of overexposure is acceptably small. For the exposure assessment of existing substances it is recommended that, generally, at least 12 data points should be available to adequately describe the exposure of a work activity within any industrial sector (European Chemicals Bureau, 1996) . The European standard EN 689 (European Committee on Standardization, 1995) rather arbitrarily recommends a minimum of six measurements within an observational group.
The required number of observations is also dependent on the purpose of the exposure assess-292 E. Tielemans et al. ment, e.g. the estimation of measures of central tendency or percentiles towards the high end of the exposure distribution. Estimates of extreme percentiles of the exposure distribution can be quite unstable as compared with measures of central tendency (Morgan and Henrion, 1992) . Thus, there are no unambiguous criteria for classification of measurement series with respect to the required sample size. Although precision considerations are important criteria for evaluating a study's quality on an individual basis, it was not used as a criterion for exclusion, i.e. even one data point can provide supplementary (although very limited) information. For the purposes of this study we use independent observations of 10 workers as an arbitrary cut-off point to distinguish between small data sets and medium or large data sets. However, specific power calculations should be tailored to the needs of a particular exposure assessment.
Overall evaluation
On the basis of the above we will define four arbitrarily chosen categories for this decision rule.
1. Good, i.e. measurement series including multiple observations of more than 10 different workers. Multiple measurements of the same worker should be available in order to assess components of variance. The averaging times of the measurements should be approximately equal. 2. Moderate, i.e. measurement series including observations of more than 10 different workers.
The averaging times of the measurements should be approximately equal. 3. Poor, i.e. measurement series with observations of less than 10 different workers. The averaging times of the measurements should be approximately equal.
The averaging times of the measurements are substantially different or it is unclear whether observations are from different persons or different days within the same persons; the variability structure cannot be properly evaluated and the quality of the data should be considered unacceptable.
DECISION LEVEL 3: INTERNAL VALIDITY
Two complementary aspects can be defined with respect to validity in exposure data, i.e. internal and external validity. The validity of the inferences drawn as they pertain to the exposure distribution of the work environment studied may, in analogy with the epidemiological literature (Rothman and Greenland, 1998) , be referred to as internal validity. This aspect of validity focuses on the reliable assessment of the exposure distribution in a specific work environment, among a particular population, within a defined time frame. The external validity in this report addresses the question whether or not the situation studied covers the exposure situation which is intended to be evaluated in the risk assessment. In this respect one has to move from the particulars of one or more sets of empirical data to the abstract and generic concept of an exposure scenario. This aspect of validity will be discussed in the next paragraph.
With respect to internal validity the following issues will be discussed: sample design, autocorrelation and systematic measurement error.
Sample design
To draw valid inferences on the exposure variability structure of a particular study population, one would ideally take a random sample of workers and collect multiple samples from each on randomly selected days. Since it is often impracticable to follow a purely random sampling design, random sampling within specified strata may be the most feasible strategy to pursue. These strata have also been defined in the literature as 'exposure zones' (Corn and Esmen, 1979) , homogeneous exposure groups (Rappaport, 1991) and, recently, as 'similar exposure groups' (Mulhausen and Damiano, 1998) . Unfortunately, exposure data are often collected under specific protocols (e.g. 'worst case' sampling), precluding a sufficient level of randomization. In addition, data often represent special exposure situations measured in response to, for instance, particular concerns about workers' health or measurements are made to evaluate the appropriateness of engineering controls. These different purposes and related sample designs may have different biases embedded in them. In contrast to random error, biased data provide little information concerning the underlying exposure distribution of the particular situation studied. Several authors have discussed this topic exhaustively (see for example Ulfvarson, 1983; Olsen et al., 1991; Rappaport, 1991) .
As an alternative to conducting measurements during 'normal' activities, the exposure assessment strategy may also follow a quasi-experimental design (Hornung et al., 1996) . This method is relatively inexpensive; data are collected under partially defined conditions that should provide insight into factors affecting exposure (Teschke et al., 1994) . Yet, these data may not be representative in that they generally do not represent the full range of conditions influencing exposure. Olsen and Jensen (1994) criticized the concept of a representative shift, because an 8 h period might be too short to cover all variations in the conditions of work and therefore in the conditions of exposure. Thus, the measurement period needed to cover all potential variations in exposure may not be feasible for a quasi-experimental design. In addition, respondents may depart from their normal behaviour while they are participating in a quasi-experimental design.
Autocorrelation
The design of an exposure survey is complicated by the multiplicity of factors in the workplace that may influence exposure. The measurements should include all important exposure determinants and, thus, the measurement period should cover the full range of operations, activities and environmental conditions which are expected to influence exposure levels (Rappaport, 1991) . Malchaire and Piette (1997) therefore proposed the concept of a 'stationarity interval', defined as the period of time needed to cover all variations which are important with respect to exposure. For the data to be representative it is of paramount importance to conduct measurements over the whole 'stationarity interval'.
Autocorrelation may theoretically pose problems if samples are collected during brief measurement periods not covering the whole 'stationarity interval'. This may theoretically lead to underestimation of components of variance, since not all variations in exposure determinants have been captured. In studies focusing on this issue, relatively little empirical evidence for correlation has been found between measurements taken on consecutive days (Francis et al., 1989; Kumagai et al., 1993; Symanski and Rappaport, 1994) . A recently conducted study by Burstyn and Kromhout (2000) also revealed little evidence that components of variance depend on the duration of a sampling campaign. Yet, estimates of exposure variability have been shown to increase with the interval between measurements (Buringh and Lanting, 1991; Symanski and Rappaport, 1994) . Hence, although empirical evidence for autocorrelation is only limited at present, it seems advisable to perform measurements during an extended period that represents the full set of conditions, activities, practices, etc.
Systematic measurement errors
Systematic measurement errors may occur during sampling, transport and storage and, eventually, analysis of samples (see for example Olsen et al., 1991) . However, information on analytical chemical procedures and recovery from field samples is not always reported in the (scientific) literature. Also, the treatment of measurements below the limit of detection and error generated by rounding may introduce a problem (Glass and Gray, 2001 ). Uniformly applied and well-described conventions can help to minimize such problems (Hawkins et al., 1992) .
Another potential source of systematic incorrect estimation of personal exposure levels is the application of static sampling, i.e. individual exposure is inferred from the concentrations of substances measured in the parts of the environment covered by each sampler. Because of heterogeneity of chemical exposure in the work environment and the effect of work practices on concentrations in the microenvironment of the worker, the results of static sampling should always be used with great caution.
Overall evaluation
In this section we focus on elements of study design for which there is good evidence of a direct relationship with bias in exposure measurement series. Based on these elements the following classification is proposed for internal validity.
1. Good. Substantial bias is unlikely, i.e. exposure data are likely to represent the exposure distribution of the situation studied. This implies a random sample design or equivalent quality stratified sampling, with a measurement period covering the full range of exposure conditions, and there should be good documentation indicating that substantial systematic measurement error is not a major problem. 2. Moderate. Bias may be present but the direction and magnitude is assessable, i.e. exposure data may be skewed towards the upper or lower end of the underlying distribution of the study population. The above described requirements may be violated to some extent. The direction and amount of bias due to these violations can be assessed on the basis of available information and in combination with 'expert judgement'. 3. Poor. Bias may be present and the direction and magnitude is difficult to assess, i.e. exposure data are likely to be skewed towards the upper or lower end of the underlying distribution of the study population. The above described requirements may be violated to some extent. The direction and amount of bias due to these violations is difficult to assess due to lack of occupational hygiene information or limited knowledge on the impact of a certain source of bias (e.g. how certain are we, in specific situations, that a strategy defined as 'worst case' is indeed capturing worst case exposure situations?). 4. Unacceptable. Bias may be present and the direction and magnitude is not assessable, i.e. the direction and amount of bias with respect to the underlying distribution of the study population, if present at all, cannot be assessed.
The methodological quality of a study can be determined only to the extent that the study design and assessment procedures are reported. Hence, a considerable barrier hindering the evaluation of validity is that the assessor has to rely on the information provided. In other words, a firm conclusion with respect to internal validity of the exposure data can only be drawn in the presence of high quality infor-294 E. Tielemans et al. mation. Table 2 shows the dependence of validity classifications on the completeness of occupational hygiene key information.
DECISION LEVEL 4: EXTERNAL VALIDITY
Basically, external validity reflects a comparability issue between the exposure situation studied and the target exposure situation or scenario under evaluation in the risk assessment process. The comparability issue may pertain to the type of chemical studied and the specific exposure scenario or time period involved.
Chemical analogy
Analogy may be used for exposure assessment when no adequate exposure data for a particular substance are available (Dosemeci et al., 1990) . For these situations, the exposure assessor may rely on inferences based on analogy with similar chemicals. The extent to which different substances can be considered analogues is dependent on the intrinsic properties. For solid materials, dustiness is the principle intrinsic property that needs to be considered. The exposure potential of liquids is dependent on those physical and chemical properties that determine volatility (Maidment, 1998) . Currently, standardized methods to facilitate assessments based on chemical analogy and to evaluate the amount of 'analogy uncertainty' are unavailable. This is illustrated by the fact that different ad hoc applications of the concept of analogy can be given.
For the registration of pesticides it is assumed that exposure is determined more by the physical properties of the formulation and the methods and conditions of use than by the chemical nature of the pesticide (Teschke et al., 1994; van Hemmen, 2001 ). However, the extent to which different pesticides are indeed analogous has yet to be validated; it has to be determined to what extent exposure assessment is generic and not compound-specific. Alternatively, in the assessment of new and existing substances the chemical nature is taken into account and only substances with relatively similar vapour pressure are considered to be analogous. Despite the introduction of additional 'analogy uncertainty', one can imagine situations where preference should be given to good quality analogue data if only a limited number of samples from the target chemical are available (Teschke et al., 1994) .
Comparability of scenario definition and study situation
A scenario may be regarded as a definition of a combination of exposure determinants which can be found in the workplace, according to which individuals are assumed to be exposed to particular chemicals. Theoretically, a scenario may range from a broad definition covering various exposure situations of a large number of individuals in different industrial sites to a very strict definition focusing on a specific combination of conditions encountered by only a very small and well-described population. The potential for heterogeneity in exposure, or the likelihood of particular sub-groups of highly exposed workers within a scenario, should be smaller if the scenario is defined more closely (Heederik et al., 1991; Kromhout et al., 1993; Rappaport et al., 1993) . Obviously, focusing the scope of a scenario in the risk assessment process to a specifically defined situation will make it substantially easier to collect data which is representative of the exposure.
Because exposure surveys are developed to represent the exposure distribution of a particular scenario, careful consideration should be given to the precise definition of the conditions and population characteristics studied. A potentially serious source of uncertainty in exposure assessment arises from discrepancies between the definition of a scenario in the regulatory risk assessment and the specific exposure situations studied. These differences may be attributed, amongst other things, to operational factors such as industrial processes and materials (e.g. specific tasks), population or individual aspects (e.g. behavioural practices) and miscellaneous factors (e.g. climate conditions). For instance, a relevant part of the scenario, such as an important task or a subpopulation with systematic high exposure, may be implicitly or explicitly excluded from the exposure survey. Moreover, a particular work site may be Table 2 . Interrelation between the completeness of occupational hygiene key information and the evaluation of internal and external validity a The occupational hygiene information enables assignment to a particular internal or external validity class. b Not applicable: lack of occupational hygiene information precludes assignment to a particular internal or external validity class.
Occupational hygiene information (decision level 1)
Internal and external validity (decision levels 3 and 4)
(1) Good (2) Moderate (3) Poor (4) Unacceptable
Evaluation of exposure data 295 organized in such a way that certain exposure determinants are specifically clustered or nested within others. Hence, data from one site may not completely reflect the exposure distribution of the scenario which is the subject of the risk assessment. In general, studies of multiple sites have the advantage that the results are more likely to be generalizable (Burstyn and Teschke, 1999) .
Stationarity
It should be recognized that exposure scenarios are dynamic. It is common that operations and materials used or produced may change, as do job titles and definitions. The ongoing process of change may make some scenarios obsolete and create others, while technological progress may introduce less explicit and subtle modifications in existing scenarios. These changes may result in a non-stationary behaviour of exposure (Rappaport, 1991) and will compromise external validity if exposure data from the past are used to represent current scenarios. In the case of non-stationarity the prediction horizon of exposure data is limited and extrapolation of results beyond the sample period should be done carefully (Symanski and Rappaport, 1994) . Recently, considerable empirical evidence has been published which confirms changes in exposure levels over time. Historical trends indicate non-stationarity in that exposure levels have been shown to be decreasing systematically over recent decades (Kromhout and Vermeulen, 2000) . Based upon these results, generalizations to the future or the past are difficult and reassessments should be conducted periodically.
Overall evaluation
In order to evaluate the external validity we propose a division into four classes.
1. Good. Generalization is possible, i.e. the situation studied represents the exposure situation of the scenario in the regulatory risk assessment. 2. Moderate. Generalization is not completely possible but non-coverage is assessable, i.e. the data set comprises data describing only a subset of the scenario. The assessor has enough information to evaluate to what extent the data do not cover the exposure situation of the scenario. The direction and amount of bias can be assessed on the basis of 'expert judgement'. 3. Poor. Generalization is difficult to assess, i.e. the information provided is of poor quality, precluding a thorough evaluation of its representativeness. Alternatively, the applicability of the data may be difficult to assess due to limited knowledge of the impact of a certain source of bias (e.g. how applicable are measurements conducted a decade ago for the current situation?).
4. Unacceptable. Data are not relevant for the particular risk assessment or generalization cannot be assessed due to lack of information.
Again, the evaluation of external validity provides an estimate of the quality of both the documentation and the exposure study itself in that well-designed surveys that are poorly documented will score poorly (Table 2) .
DISCUSSION
The goal of this paper was to critically review the important aspects of data quality in exposure assessment. There is an increasing recognition of the need for transparency in various exposure assessment applications (Money, 2001; Rushton and Betts, 2001) . Methodological flaws of exposure data may not always be apparent to the readers or assessors and the proposed tree can considerably enhance a more explicit evaluation of a particular data set. The advantage of the decision tree is that it introduces consistency and comprehensiveness into what might otherwise be a purely subjective evaluation of data quality.
Clearly, very sound data would improve the value of every exposure assessment activity, yet data that violate some of the suggested criteria are not necessarily useless for any given application. The precision and validity of the data need to be only as refined as necessary to serve the particular assessment goal (Jayjock and Hawkins, 1993) . We have defined minimum requirements for each decision rule which must be met. These requirements are considered to be generic and this minimum quality level is regarded as essential for any exposure assessment goal. Data should be excluded if the defined minimum requirements are not fulfilled for one or more decision rules.
For the remainder the relative importance and specification of any of the decision rules in the tree depend on the objectives of the exposure data and the assessments. According to the presented tree, data sets classified as 'sufficient information' should at least have a 'moderate' or 'good' quality ranking for all four decision levels. Empirical data should be considered to provide only 'supplementary information' if one or more decision rules shows 'poor' quality. Yet, these classifications are to some extent arbitrary and may be done differently in particular situations. We have tried to suggest general concepts without dictating fixed and rigid rules. Each data set or exposure information source is different and has its own specific contextual information difficult to capture in one generic system. The assessor must be receptive to these specific characteristics and free to use all this contextual information. The classification of measurement series as 'sufficient' or 'supplemen-tary' information should therefore be tailored to the particular situation.
The usefulness of the developed framework has not been tested in real-world exposure assessments for regulatory risk assessment. Such an empirical evaluation is planned for the future and may provide an insight into the practicability of the decision tree. Currently, published and unpublished exposure data of largely varying quality are used in the risk assessment process. In practice it is rare that these data are completely satisfactory. Based on experience in the field of regulatory risk assessment of chemicals in Europe, it is to be expected that very few measurement series will be classified as of 'sufficient information'. According to the decision tree most existing data sets will require 'supplementary information', i.e. these data should be used with one or more additional (supplementary information) sources. Hence, two or more of these data sets may together provide sufficient information. In these cases an aggregate weighting has to be performed of the overall quality of all available measurement series. This synthesis of fragmented exposure information should be guided by 'expert judgement' and has to be pragmatic to some extent, considering the paucity of high quality data. Nevertheless, the structured quality evaluation of each single data set separately may facilitate this difficult process.
The decision tree was developed in the context of exposure assessment for risk assessment, but such a system may be equally useful for exposure assessment in other areas of research. Given that none of the bias and precision issues included in the decision tree are specific to risk assessment, it may have applications in exposure assessment for epidemiology or trend analyses. The proposed approach may also be valuable for model building; empirical exposure data of high quality are a prerequisite for the development of sophisticated and valid models (Jayjock and Hawkins, 1993) . Moreover, well-documented data of good quality would greatly serve the needs of the new area of probabilistic assessments of exposure. Recent findings indicate that more attention has to be paid to the quality of data underlying the distributional choices used as input for Monte Carlo simulations (Binkowitz and Wartenberg, 2001 ). To keep uncertainty to a minimum when deriving input distributions, the exposure assessor must examine and understand the basis of the underlying survey. This tree may provide some guidance in the selection of sound input distributions.
Besides a framework for the evaluation of preexisting exposure data, the decision tree provides a foundation for data collection in the future. The design and conduct of exposure surveys according to the proposed guidelines are likely to result in data of good quality and facilitate the harmonization of different surveys. The decision tree may, in other words, give some guidance to industry or other organizations on what information is needed and which design considerations are important in order to generate useful exposure data. Ideally, in the future this will result in well-documented data of high quality. A combination of proper treatment and evaluation of pre-existing data and the conduct of welldesigned prospective surveys may help to overcome the lack of good quality exposure data in the future.
