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Abstract
The pressure field that develops inside a lubricated contact obeys an elliptic equation known as Reynolds
equation, with coefficients that depend on the shape of the contacting surfaces. The load-carrying capacity
of a contact, defined as the integral of the pressure field, is an important performance indicator that should
be as high as possible to avoid wear and damage of the surfaces. In this article, the effect of arbitrary uniform
periodic textures on the load-carrying capacity of lubricated devices known as thrust bearings is investigated
theoretically by means of homogenization techniques and first-order perturbation analysis. It is shown that
the untextured shape is a local optimum for the load-carrying capacity of the homogenized pressure field.
This is proved for bearings of general shape and considering both incompressible and compressible models
for the lubricant. The homogenization technique however implies an error. Suitable bounds for the effect of
this error are provided in a simplified case.
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Recent technological advances have introduced new surface treatments such as indentation,
chemical etching, micromachining, laser ablation, LIGA processes, etc. These treatments allow
for the detailed texturing of the surfaces, with the possibility of incorporating regular micro-
surface structures or patterns, generically called textures. Quite naturally, this has attracted the
attention of those disciplines in which surfaces play a key role. Within the broad area of mechan-
ics, the research concerning lubricated devices has paid much attention to surface texturing, as is
reflected in many recent articles [4,9,12,16–18]. The objective is to find texture shapes that im-
prove the performance of a lubricated device in some sense: Increasing its load-carrying capacity
or its dynamic stability, reducing its friction losses, etc. The approaches found in the mentioned
references are mainly experimental or numerical, reporting parametric studies in specific cases
to assess the influence of one or other texture shape.
This article contains a mathematical contribution to this area discussing the effect of textures
on the load-carrying capacity of thrust bearings. This is a simple yet interesting case that is
amenable to rigorous mathematical treatment.
As usual in lubrication problems, a planar proximity region Ω2 ⊂ R2 is defined, with a fluid
flowing through the (narrow) gap between the surfaces that constitute the bearing and are in
relative motion. At a point x ∈ Ω2, p(x) denotes the pressure of the fluid, which may be assumed
constant across the gap, and h(x) the gap thickness. Under suitable hypotheses the pressure in
the gap obeys the (Reynolds) equation
∇ · [h(x)3∇p]= Λ ∂h
∂x1
(1.1)
where Λ is a positive constant, all variables are non-dimensional and the boundary conditions
are homogeneous of Dirichlet type. This pressure field allows the bearing to transmit a force
without direct contact between the two surfaces. This force, called “load-carrying capacity” of
the bearing, is given by
∫
Ω2
p(x)dx.
As the minimal clearance hm = minx∈Ω2 h(x) becomes smaller, the probability of damage by
accidental contact between the surfaces grows. This raises the question of optimal-load bearing
shapes, namely functions h(x) that maximize
∫
Ω2
p(x)dx for a given hm. In the one-dimensional
case, this problem was solved by Rayleigh in 1918 [13]. The optimal gap-thickness function
(the so-called Rayleigh’s step) is simply h(x) = (1 +
√
3
2 )hm if x ∈ (0, 1+2
√
3
9 ) and h(x) = hm
otherwise, where the non-dimensional domain is Ω = (0,1). No closed-form optimum is known
in the two-dimensional case but numerical results from Rodhe and McAllister [14] suggest that
the optimal gap shape again consists of two regions in which h does not vary significantly joined
by a (curved) step. It is thus known, or at least accepted, that optimal-load bearings are locally
smooth almost everywhere. For these optimal shapes the incorporation of any periodic texture
would obviously be detrimental to its load-carrying capacity.
However, unless perhaps in very specific applications, practical bearings are not manufactured
with the optimal gap-thickness function. Real bearings have relatively simple shapes that have
been optimized over the years considering many performance indicators simultaneously. Let this
“reference” or “base” shape of the bearing be given by some arbitrary function h0(x) satisfying
h0 ∈ L∞(Ω2), 0 < hm  h0(x) hM, (1.2)
with Ω2 an open bounded Lipschitzian set of R2, and where all quantities are assumed in non-
dimensional form.
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x2

), where
 is the period and h1 is periodic with unit period in both directions. We take h1 non-negative
so that the total thickness of the textured shape h0 + h1 is nowhere smaller than hm for any .
Since h0 is arbitrary and thus in general non-optimal, there could exist some texture h1, possibly
depending on h0, such that the load-carrying capacity generated by h0 + h1 were higher than
that generated by h0 alone. This would represent a “Taylor-made” texture especially adapted for
the given function h0. The purpose of this article is to prove that, locally, such a texture does not
exist. By locally we mean that there exists no such texture in a suitable defined neighborhood of
h1 = 0 consisting of textures of small-enough amplitude. This mechanical statement is proved
by showing that h1 = 0 is a local solution of the following optimization problem:
OP. Find h1 (non-negative) and 0 <   1 such that the solution of⎧⎨
⎩∇ ·
[
h(x)
3∇p
]= Λ∂h(x)
∂x1
x ∈ Ω2,
p = 0 x ∈ ∂Ω2,
(1.3)
where
h(x) = h0(x)+ h1
(
x1

,
x2

)
(1.4)
has maximal load-carrying capacity
∫
Ω2
p(x) dx.
Let us briefly sketch the proof and the results. We denote by p[h1] the solution of (1.3)
(remember that h0 is fixed), and also
j(h1) =
∫
Ω2
p(h1) dx. (1.5)
It is well known that, as  → 0, p[h1] converges towards a homogenized pressure p0[h1] (and
so does j ). Let us denote j (h1) =
∫
p0[h1]dx. Also notice that j(0) = j (0). The startpoint is
the identity
j(h1)− j(0) =
(
j(h1)− j (h1)
)+ (j (h1)− j (0)). (1.6)
The effect of a texture of period  and shape h1 is thus decomposed into two terms given by the
two parenthesis in the right-hand side of (1.6). The first one is the homogenization error, which
becomes arbitrarily small as textures of smaller period are considered. The second term is the
texture’s effect on the homogenized problem, which we show by perturbation techniques to obey
j (h1)− j (0) 
 −Rh1 (1.7)
to leading order in the texture’s amplitude. In (1.7) the constant R is the so-called stiffness of the
bearing, and h1 is the texture’s mean or average depth. R depends on the base shape h0 and can
be shown to be positive, for example, for convergent one-dimensional bearings. In this article
we assume it to be positive, since in fact bearings with R < 0 are dynamically unstable and thus
uninteresting for the purpose of our study.
Intuitively, since non-negative textures have positive mean value, (1.7) suggests that h1 = 0
is a local optimum of the homogenized problem. We indeed prove this result for L∞ one-
dimensional textures. For two-dimensional textures the result still holds, but we need to restrict
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restriction is fulfilled if, for example, h1 belongs to W 1,r with r > 2.
In this way, the homogenized optimization problem is fully characterized, the optimum of
j (h1) being given by h1 = 0. The remaining question concerns of course the effect of the homog-
enization error (first term in the right-hand side of (1.6)). Though it is known to be small, it could
affect the location of the optimum. This is a hard question because the exact problem with full
coupling between the scales needs to be considered. We could only analyze the one-dimensional
case, for which closed-form solutions exist, and the answer is remarkably simple: There exists
0 > 0 such that, for any  < 0, a local optimum of j(h1) is given by h1 = 0. Though we
conjecture that the same result holds for arbitrary two-dimensional textures and bearings (with
positive stiffness), the estimates needed for the proof seem to be unavailable and, at least, hard
to obtain.
The plan of this article is as follows. Most of the article (Sections 2–4) is devoted to the analy-
sis of the homogenized problem. For clarity reasons, we begin by studying a one-dimensional
homogenized problem that corresponds to the following (simpler) version of OP:
OP-1D. Let Ω2 = ]0,1[ × ]0,1[ and h0 = h0(x1). Find h1 and 0 <   1 such that the solution
of {
∇ · [h(x)3∇p]= Λ∂h(x)
∂x1
,
p(x1 = 0, x2) = p(x1 = 1, x2) = 0 and p is periodic in x2,
(1.8)
where
h(x) = h0(x1)+ h1
(
x1

,
x2

)
(1.9)
maximizes the load-carrying capacity
∫
Ω2
p(x) dx.
Notice that in OP-1D the texture function h1 is kept two-dimensional. In Section 3 we ex-
plain the minor changes needed to adapt the results of Section 2 to the original two-dimensional
problem. We close this study of the effect of textures on the homogenized problem showing, in
Section 4, that again with minor changes the result may be extended to bearings whose pressure
field is modeled by the compressible Reynolds equation.
Section 5 contains our partial results on the effect of the homogenization error, which as
discussed make use of closed form solutions that are available for the one-dimensional (incom-
pressible) Reynolds equation. Some conclusions are drawn in Section 6.
2. The effect of textures on the homogenized problem
Let Y = ]0,1[ × ]0,1[ be the unit square and Ω = ]0,1[. It is well known [2] that as  → 0
the solution of (1.8) converges to p0 = p0[h1] : Ω →R, which is the solution of⎧⎨
⎩
d
dx1
[((
h0(x1)+ h1(y)
)3 +A(h0(x1);h1))dp0
dx1
]
= Λ d
dx1
(
h0(x1)−B
(
h0(x1);h1
))
,
p0(0) = p0(1) = 0,
(2.1)
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f (x, y) =
∫
Y
f (x, y) dy.
A(h0(x1);h1) and B(h0(x1);h1) are the homogenized coefficients depending on local problems
and are defined in the following subsection. Denoting
j (h1) =
∫
Ω
p0[h1]dx
the purpose of this section is to study the effect of h1 on j in a neighborhood of h1 = 0.
Remark 2.1. The homogenized problem (2.1) is introduced in [2] using an asymptotic expan-
sion technique. Its mathematical justification results from a two-scale convergence analysis [1].
Though in general this convergence holds true only if the dependence of h on x

is continuous,
thanks to the particular structure h(x, x

) = h0(x)+ h1( x ) it is possible to take h0 ∈ L∞(Ω) and
h1 ∈ L∞(Y ).
2.1. Study of the coefficients A and B
For any function space defined in Y (i.e., C1(Y ), H 1(Y )) we add a subscript p to denote the
subspace of periodic functions, in the usual sense. Moreover, H 1m(Y ) will denote the subspace of
H 1p(Y ) of functions with zero mean.
Let us introduce, for each a ∈ [hm,hM ], the following local problems:
Find χa = χa[h1] and ωa = ωa[h1] in H 1m(Y ) such that for all ϕ ∈ H 1m(Y )∫
Y
(
a + h1(y)
)3∇yχa · ∇yϕ dy = −
∫
Y
(
a + h1(y)
)3 ∂ϕ
∂y1
dy, (2.2)
∫
Y
(
a + h1(y)
)3∇yωa · ∇yϕ dy =
∫
Y
h1(y)
∂ϕ
∂y1
dy. (2.3)
This allows us to introduce the coefficients used in (2.1), which are given by
A(a;h1) =
(
a + h1(y)
)3 ∂χa
∂y1
; B(a;h1) =
(
a + h1(y)
)3 ∂ωa
∂y1
. (2.4)
The rest of this paragraph is devoted to study the dependence of A and B on h1. For this
purpose, we introduce the following sets,
V∞ =
{
h1 ∈ L∞(Y ): h1  0 for (almost every) y ∈ Y
} (2.5)
and, for given δ, 0 < δ < hm
V˜∞ =
{
h1 ∈ L∞(Y ): h1(y) > −δ for (almost every) y ∈ Y
}
. (2.6)
Also, for h1 ∈ V˜∞ and v1 ∈ L∞ we define, when it exists,
∂A
(a;h1) · v1 = lim A(a;h1 + sv1)−A(a;h1)
∂h1 s→0 s
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or B on one or both of its arguments will be omitted when no misinterpretation is possible. We
also set, to simplify the notation,
h = a + h1(y).
Lemma 2.2. For any h1 ∈ V˜∞ and a ∈ [hm,hM ] we have
h3 +A (hm − δ)3.
Proof. This is a direct consequence of the lower bound h(x) hm − δ. 
From the above lemma and classical results we conclude that (2.1) is well posed for any
h1 ∈ V˜∞. Some other straightforward but necessary estimates are collected in the following
lemma.
Lemma 2.3. For all h1 ∈ V˜∞ and a ∈ [hm,hM ] we have
‖χa‖H 1m(Y ) 
(hM + ‖h1‖L∞(Y ))3
(hm − δ)3 ,
‖ωa‖H 1m(Y ) 
‖h1‖L∞(Y )
(hm − δ)3 ,∣∣A(a;h1)∣∣ (hM + ‖h1‖L∞(Y ))6
(hm − δ)3 ,∣∣B(a;h1)∣∣ (hM + ‖h1‖L∞(Y ))3
(hm − δ)3 ‖h1‖L
∞(Y ).
Lemma 2.4. For any h1 ∈ V˜∞, v1 ∈ L∞(Y ) and a ∈ [hm,hM ], there exists an interval I in R
containing 0 such that the applications
(i) s ∈ I → χa[h1 + sv1] ∈ H 1m(Y ),
(ii) s ∈ I → ωa[h1 + sv1] ∈ H 1m(Y )
are of class C1.
Proof. Let F : I ×H 1m(Y ) → (H 1m(Y ))′ be defined by
F(s,χa) = ∇y ·
[
(a + h1 + sv1)3∇yχa
]+ ∂
∂y1
[
(a + h1 + sv1)3
]
.
It is clear that F is of class C1 and
∂χaF (s,χa) ·w = ∇y ·
[
(a + h1 + sv1)3∇yw
]
which is an isomorphism from H 1m(Y ) to (H 1m(Y ))′. The implicit function theorem then con-
cludes the proof of (i). The proof of (ii) is analogous. 
It is clear from (2.2)–(2.4) that, for h1 = 0, both A and B vanish (and so do χa and ωa). Let us
now calculate the directional derivatives of A and B considering a fixed, so that A and B depend
solely on h1.
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∂A
∂h1
(a;h1) · v1 = 6
∫
Y
h2v1
∂χa
∂y1
dy + 3
∫
Y
h2v1|∇yχa|2 dy, (2.7)
∂B
∂h1
(a;h1) · v1 = 3
∫
Y
h2v1
∂ωa
∂y1
dy + 3
∫
Y
h2v1∇yχa · ∇yωa dy −
∫
Y
v1
∂χa
∂y1
dy. (2.8)
In particular we have
∂A
∂h1
(a;0) · v1 = 0, ∂B
∂h1
(a;0) · v1 = 0. (2.9)
Proof. Consider the Lagrangian LA : I ×H 1m(Y )×H 1m(Y ) →R
LA(s,χa, ξ) =
∫
Y
(a + h1 + sv1)3 ∂χa
∂y1
dy
+
∫
Y
[
(a + h1 + sv1)3
(
∇yχa · ∇yξ + ∂ξ
∂y1
)]
dy, (2.10)
where I is an open interval in R containing 0. We have for all z ∈ H 1m(Y )
∂LA
∂χa
· z =
∫
Y
(a + h1 + sv1)3 ∂z
∂y1
dy +
∫
Y
(a + h1 + sv1)3∇yz · ∇yξ.
The adjoint problem in ξ is ∂LA
∂χa
(0, χa, ξ) = 0 which gives ξ = χa . Now we have classically (2.7)
by differentiation of LA with respect to s at s = 0. In the same way we obtain (2.8). We know
already, from (2.2) and (2.3), that χa[h1 = 0] = 0 and ωa[h1 = 0] = 0 which gives (2.9). 
2.2. Optimization of the homogenized problem
Let us analyze small-amplitude perturbations of the smooth case, beginning with a differen-
tiability result.
Lemma 2.6. Let p0 be the solution of the homogenized problem (2.1). For any h1 ∈ V˜∞ and
v1 ∈ L∞(Y ), there exists an interval I in R containing 0 such that the application
s ∈ I → p0[h1 + sv1] ∈ H 10 (Ω)
is of class C1.
Proof. The proof is similar to that of Lemma 2.4. It suffices to use Lemma 2.2 with a = h0(x1)
and the fact that the applications
s → A(s) = (a + h1 + sv1)3 ∂χa
∂y1
[h1 + sv1]
and
s → B(s) = (a + h1 + sv1)3 ∂ωa
∂y1
[h1 + sv1]
are of class C1 from Lemma 2.4. 
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j (h1) =
∫
Ω
p0[h1]dx.
Proposition 2.7. For any h1 ∈ V˜∞ and v1 ∈ L∞(Y ), we have
dj
dh1
(h1) · v1 =
∫
Ω
(
3h2v1 +Dv1A(h1)
)dp0
dx1
[h1] dq
dx1
[h1]dx +Λ
∫
Ω
Dv1B(h1)
dq
dx1
[h1]dx
(2.11)
with h = h0(x1)+ h1(y) and q = q[h1] the unique solution of the adjoint problem⎧⎨
⎩
d
dx1
[(
h3 +A) dq
dx1
]
= 1,
q(0) = q(1) = 0.
(2.12)
In particular we have
dj
dh1
(0) · v1 = −Rv1 (2.13)
with
R = −3
∫
Ω
h20
dp0[0]
dx1
dq[0]
dx1
. (2.14)
If R is positive, this derivative is negative for all 0 = v1 ∈ V∞.
Proof. Since differentiability has been established in Lemma 2.6, it remains to calculate the
derivative, for which we consider the Lagrangian L : I ×H 10 (Ω)×H 10 (Ω) →R,
L(s,p0, q) =
∫
Ω
p0 dx +
∫
Ω
[((
h0(x)+ h1(y)+ sv1(y)
)3 +A)dp0
dx
dq
dx
−Λ(h0 −B)dq
dx
]
dx (2.15)
from which, using Lemma 2.5, (2.7) and (2.8) we obtain (2.11). Using now (2.11) with h1 ≡ 0
and Lemma 2.5 we obtain (2.13). The last statement is obvious. 
Remark 2.8. Taking v1 = 1 in (2.13) we observe that R, which depends just on h0, gives the
dependence of j with respect to modifying h0 by an additive constant. This implies that, in
mechanical terms, R is the so-called stiffness of the bearing and it is known that bearings with
R  0 are not dynamically stable. We may thus safely assume R > 0, restricting our result to the
mechanically meaningful set of stable bearings.
For the sake of completeness, let us however prove not only that this set is non-empty but
also that assuming R > 0 does not imply strong regularity assumptions on the functions h0.
More precisely, let us show that if h0 ∈ L∞(0,1) is everywhere defined and monotonically non-
increasing and not constant, that is
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h0(y) < h0(z) ⇒ y > z
∀z ∈ (0,1) there exists at least one y ∈ (0,1) such that h0(y) = h0(z), (2.16)
then R > 0.
To see this, notice that p0[0] satisfies the problem⎧⎨
⎩
d
dx1
[
h30
dp0[0]
dx1
]
= Λdh0
dx1
,
p0[0](0) = p0[0](1) = 0
(2.17)
and that q[0] satisfies⎧⎨
⎩
d
dx1
[
h30
dq[0]
dx1
]
= 1,
q[0](0) = q[0](1) = 0.
(2.18)
We remark that
∫ 1
0
dq[0]
dx1
dx1 = 0. Integrating (2.17) we know that h20 dp0[0]dx1 = Λ− c1h0 where c1 is
a positive constant. Replacing into (2.14) we have
R = 3c1
1∫
0
1
h0
dq[0]
dx1
dx1.
Integrating (2.18) we easily see that there exists z ∈ (0,1) such that dq[0]
dx1
is negative for all
0 < x1 < z and positive for all z < x1 < 1. This implies that
z∫
0
1
h0
dq[0]
dx1
dx1 
1
h0(z)
z∫
0
dq[0]
dx1
dx1;
1∫
z
1
h0
dq[0]
dx1
dx1 
1
h0(z)
1∫
z
dq[0]
dx1
dx1.
It is then easy to see that if the y that satisfies the second line of (2.16) is smaller than z then the
first one of these inequalities is strict, since we have
1
h0(x)
 1
h0(y)
<
1
h0(z)
for all x ∈ ]0, y[,
this implies
y∫
0
1
h0(x)
dq[0]
dx
>
1
h0(z)
y∫
0
dq[0]
dx
.
In the same manner if y > z then it is the second one that is strict. By summing the above
inequalities we obtain R > 0.
Lemma 2.9. For all h1 ∈ V∞, there exists K = K(hm,hM,Λ,‖h1‖L∞(Y )) such that∥∥∥∥dp0dx1 [h1]
∥∥∥∥
L2(Ω)
K,
∥∥∥∥ dqdx1 [h1]
∥∥∥∥
L2(Ω)
K,
where p0 is the solution of problem (2.1) and q the solution of the adjoint problem (2.12).
Proof. To prove the first estimate it suffices to take p0[h1] as a test function in the variational
formulation of problem (2.1). The application of Lemmas 2.2 and 2.3 finishes the proof. The
second estimate is similar. 
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need that h1 belongs to a space W for which, at least in a neighborhood of the origin, the solutions
of local problems are bounded in W 1,∞(Y ). Let us make precise this:
• W is continuously embedded in L∞(Y ), with embedding constant CW ; i.e.,
‖v1‖L∞(Y )  CW‖v1‖W ∀v1 ∈ W. (2.19)
• There exists η0 > 0 and a bounded function C : [hm,hM ] → ]0,+∞[ such that
‖χa‖W 1,∞(Y ) + ‖ωa‖W 1,∞(Y )  C(a)‖h1‖W, (2.20)
for all h1 ∈ W with ‖h1‖W  η0 and for any a in [hm,hM ]. In (2.20) χa and ωa are the
solutions of the local problems (2.2)–(2.3).
The next lemma allows us to give an example of such W .
Lemma 2.10. For any η0 > 0, any a > 0 and any r > 2, there exists C = C(a,η0, r) such that
the solutions χa and ωa of (2.2) and (2.3) satisfy
‖χa‖W 2,r (Y ) + ‖ωa‖W 2,r (Y ) C‖h1‖W 1,r (Y )
for all h1 ∈ W 1,rp (Y ), h1  0, with ‖h1‖W 1,r (Y )  η0.
Proof. The result is an easy consequence of [15, Theorem 10.1, p. 173, and Theorem 15.1,
p. 187]. 
From the previous lemma and the continuous embedding of W 2,r (Y ) into W 1,∞(Y ) we de-
duce that W can be taken W 1,p(Y ) for any r > 2.
We now define the sets
Uad =
{
h1 ∈ W ; ‖h1‖W  η0; h1  0
}
, (2.21)
U˜ad =
{
h1 ∈ W ; ‖h1‖W  η0; h1 −δ
}
. (2.22)
It is clear that j is well defined on U˜ad for suitably chosen δ > 0.
Lemma 2.11. There exists K = K(hm,hM,η0) such that for any h1 ∈ Uad and v1 ∈ L∞(Y ) we
have
(i) ‖A‖L∞(Ω) K‖h1‖W ;
(ii) ‖B‖L∞(Ω) K‖h1‖W ;
(iii)
∣∣∣∣ ∂A∂h1
(
h0(x), h1
) · v1
∣∣∣∣K‖v1‖L1(Y )‖h1‖W ;
(iv)
∣∣∣∣ ∂B∂h1
(
h0(x), h1
) · v1
∣∣∣∣K‖v1‖L1(Y )‖h1‖W .
Proof. From the definition of W , the hypothesis (1.2) and the definition (2.4) we have
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 max
a∈[hm,hM ]
C(a)(hM +CWη0)3‖h1‖W
which proves the first estimate. The other estimates are proved similarly. 
Proposition 2.12. There exists K = K(hm,hM,Λ,η0) such that for all h1 ∈ Uad∥∥p0[h1] − p0[0]∥∥H 10 (Ω) K‖h1‖W,∥∥q[h1] − q[0]∥∥H 10 (Ω) K‖h1‖W .
Proof. We prove the estimate for p0. The proof of the second estimate is similar. Let ϕ =
p0[h1] − p0[0] ∈ H 10 (Ω). We have
d
dx1
(
h30
dϕ
dx1
)
= −Λ dB
dx1
− d
dx1
((
h3 +A− h30
)dp0[h1]
dx1
)
.
Taking ϕ as a test function in the corresponding variational formulation and using Lemmata 2.9
and 2.11 we obtain, for some K1 independent of h1,
h3m‖ϕ‖H 10 (Ω) K1‖h1‖W +K1
∥∥h3 − h30∥∥L∞(Ω).
Also, ∥∥h3 − h30∥∥L∞(Ω)  CW (3h2M + 3CWη0hM +C2Wη20)‖h1‖W
and the proof is complete after rearranging constants. 
Theorem 2.13. There exists K such that for all h1 ∈ Uad, for all v1 ∈ L∞(Y ) we have∣∣∣∣ djdh1 (h1) · v1 −
dj
dh1
(0) · v1
∣∣∣∣K‖v1‖L1(Y )‖h1‖W .
Proof. We have
dj
dh1
(h1) · v1 − dj
dh1
(0) · v1 = A1 +A2 +A3,
where Ai, i = 1, . . . ,3 are given in the following together with their estimates:
A1 =
∫
Ω
∂A
∂h1
(
h0(x), h1
) · v1 dp0
dx1
[h1] dq
dx1
[h1]dx +Λ
∫
Ω
∂B
∂h1
(
h0(x), h1
) · v1 dq
dx1
[h1]dx.
From Lemmata 2.11 and 2.9 we immediately see that there exists K1, independent of h1, such
that
|A1|K1‖h1‖W‖v1‖L1(Y ). (2.23)
Now,
A2 = 3
∫ (
h2v1 − h20v1
)dp0
dx1
[h1] dq
dx1
[h1]dx.
Ω
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∣∣∣∣
∫
Y
h1(2h0 + h1)v1 dy
∣∣∣∣ (2hM +CWη0)‖h1‖W‖v1‖L1(Y ).
From the above estimate and Lemma 2.9 we have
|A2|K2‖h1‖W‖v1‖L1(Y ),
A3 = 3v1
∫
Ω
h20
(
dp0
dx1
[h1] − dp0
dx1
[0]
)
dq
dx1
[h1]dx
+ 3v1
∫
Ω
h20
(
dq
dx1
[h1] − dq
dx1
[0]
)
dp0
dx1
[0]dx. (2.24)
From Lemma 2.9 and Proposition 2.12 we obtain
|A3|K3‖h1‖W‖v1‖L1(Y ) (2.25)
and the proof ends by adding the three terms and rearranging constants. 
Theorem 2.14. Let K = K(hm,hM,Λ,η0) be the constant of Theorem 2.13 and assume R > 0
as given in Proposition 2.7. Then h1 = 0 is a local maximum of j ; i.e., for all h1 ∈ Uad,
‖h1‖W < RK we have
j (h1) j (0).
Proof. Applying the mean-value theorem to function t ∈ [0,1] → j (th1) we obtain
j (h1)− j (0) = dj
dh1
(θh1) · h1 with θ ∈ ]0,1[. (2.26)
We rewrite (2.26) as
j (h1)− j (0)− dj
dh1
(0) · h1 = dj
dh1
(θh1) · h1 − dj
dh1
(0) · h1.
From Theorem 2.13 and Proposition 2.7 we have∣∣j (h1)− j (0)+Rh1∣∣K‖h1‖Wh1
which implies the result. 
3. Extension to two-dimensional problems
This section details the minor changes needed to extend the results of Section 2 to the (ho-
mogenized version of ) optimization problem OP (cf. Section 1). The homogenized equation is
two-dimensional in this case; it reads⎧⎨
⎩∇x ·
[(
h3I +A)∇xp0]= Λ∂h0
∂x1
−Λ∇x ·B ∀x ∈ Ω2,
p0 = 0 ∀x ∈ ∂Ω2,
(3.1)
where I is the unit matrix and A and B are given by
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⎛
⎝h3 ∂χ1∂y1 h3 ∂χ2∂y1
h3 ∂χ1
∂y2
h3 ∂χ2
∂y2
⎞
⎠ , (3.2)
B =
(
h3 ∂ω
∂y1
h3 ∂ω
∂y2
)
(3.3)
with χ1, χ2 and ω solutions of the local problems: Find χi = χi[h1], i = 1,2, and ω = ω[h1] in
H 1m(Y ) such that for all ϕ ∈ H 1m(Y )∫
Y
(
h0(x)+ h1(y)
)3∇yχi · ∇yϕ dy = −
∫
Y
(
h0(x1)+ h1(y)
)3 ∂ϕ
∂yi
dy, (3.4)
∫
Y
(
h0(x)+ h1(y)
)3∇yω · ∇yϕ dy =
∫
Y
h1(y)
∂ϕ
∂y1
dy. (3.5)
The well-posedness of (3.1) is immediate for all h1 ∈ U˜ad because the smallest eigenvalue of
h3I +A is greater or equal than (hm − δ)3.
We also have, exactly as in Lemmata 2.4 and 2.6 the differentiability, in some interval I
containing 0, of the functions
s ∈ I → χ1[h1 + sv1] ∈ H 1m(Y ), s ∈ I → χ2[h1 + sv1] ∈ H 1m(Y ),
s ∈ I → ω[h1 + sv1] ∈ H 1m(Y ), s ∈ I → p0[h1 + sv1] ∈ H 10 (Ω2)
for all h1 ∈ U˜ad and v1 ∈ L∞(Ω). In fact, the derivatives of A and B are given by
∂Aii
∂h1
(
h0(x), h1
) · v1 = 6
∫
Y
h2v1
∂χi
∂yi
dy + 3
∫
Y
h2v1|∇yχi |2 dy, i = 1,2, (3.6)
∂A12
∂h1
(
h0(x), h1
) · v1 = ∂A21
∂h1
(
h0(x), h1
) · v1
= 3
∫
Y
h2v1
∂χ2
∂y1
dy + 3
∫
Y
h2v1∇yχ1 · ∇yχ2 dy + 3
∫
Y
h2v1
∂χ1
∂y2
dy,
(3.7)
∂B1
∂h1
(
h0(x), h1
) · v1 = 3
∫
Y
h2v1
∂ω
∂y1
dy + 3
∫
Y
h2v1∇yχ1 · ∇yω dy −
∫
Y
v1
∂χ1
∂y1
dy, (3.8)
∂B2
∂h1
(
h0(x), h1
) · v1 = 3
∫
Y
h2v1
∂ω
∂y2
dy + 3
∫
Y
h2v1∇yχ2 · ∇yω dy −
∫
Y
v1
∂χ2
∂y1
dy, (3.9)
and we have, just as in Lemma 2.5, that
∂A
∂h1
(
h0(x),0
)= 0, ∂B
∂h1
(
h0(x),0
)= 0. (3.10)
With these ingredients it is straightforward to calculate the directional derivative of j (h1) =∫
p0[h1]dx, which is given byΩ
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dh1
(h1) · v1 =
∫
Ω2
(
3h2v1I + ∂A
∂h1
(
h0(x), h1
) · v1
)
∇p0[h1] · ∇q[h1]dx
+Λ
∫
Ω
∂B
∂h1
(
h0(x), h1
) · v1 · ∇q[h1]dx (3.11)
with q = q[h1] the unique solution of the adjoint problem{∇ · [(h3I +A)∇q]= 1 on Ω,
q = 0 on ∂Ω. (3.12)
In particular, as in Proposition 2.7, we have the derivative at h1 = 0
dj
dh1
(0) · v1 = −Rv1 (3.13)
with R = −3 ∫
Ω
h20∇p0[0] · ∇q[0].
Assuming that R is strictly positive, which as discussed above corresponds to restricting the
base shapes h0 to those corresponding to dynamically stable bearings, it remains to prove the
estimate of Theorem 2.13. However, this estimate follows from Lemmata 2.9 and 2.11 and from
Proposition 2.12, which are all easily adapted to the two-dimensional case. Then Theorem 2.14
follows with exactly the same proof.
4. Extension to the compressible Reynolds equation
Equation (1.1) models the lubrication flow of incompressible fluids. When compressibility
effects come into play the pressure satisfies the so-called compressible Reynolds equation
∇ · [h(x)3p∇p]= Λ∂(hp)
∂x1
(4.1)
with p = 1 on the boundary ∂Ω2. This problem admits at least one non-negative solution for any
h ∈ L∞(Ω2), h(x)  hm  0 [7]. When h = h0(x) + h1( x ) as before and  tends to zero the
solution of this equation also tends to a homogenized solution p0 which satisfies (see [10])⎧⎨
⎩∇x ·
[(
h3I +A)p0∇xp0]= Λ∂(hp0)
∂x1
−Λ∇x · (Bp0) ∀x ∈ Ω2,
p0 = 1 ∀x ∈ ∂Ω2,
(4.2)
where A and B are exactly the same as in (3.2) and (3.3). The derivatives of the homogenized
coefficients thus are the same and j (h1) =
∫
Ω2
p0(x) dx has directional derivatives in a neigh-
borhood of h1 = 0, with
dj
dh1
(0) · v1 = −Rv1, (4.3)
where
R = −3
∫
Ω2
h20p0[0]∇p0[0] · ∇q[0]dx +Λ
∫
Ω
p0[0]∂q[0]
∂x1
dx (4.4)
with q[0] the solution of the adjoint problem at h1 = 0:
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⎧⎨
⎩−∇ ·
(
h30p0[0]∇q[0]
)+ h30∇p0[0] · ∇q[0] −Λh0 ∂q[0]∂x1 = 0 ∀x ∈ Ω2,
q[0] = 0 ∀x ∈ ∂Ω2.
(4.5)
The well-posedness of (4.2) is a consequence of the results in [6,7], which require addi-
tional regularity of h0, namely h0 ∈ W 1,∞(Ω2). Remarkably, under this hypothesis Eq. (4.2)
is well-posed (with strictly positive solution p0 ∈ L∞(Ω2)) with h1 in L∞(Y ), even though the
uniqueness of solution for  > 0 cannot be guaranteed (it would require h1 ∈ W 1,∞(Y )). This
is because A and B are in W 1,∞(Ω2) [10]. Turning now to the well-posedness of the adjoint
problem (4.5), it is a convection–diffusion problem with a diffusion coefficient in L∞(Ω2) and
a convection coefficient that contains ∇p0. Since the right-hand side of (4.2) is the divergence
of a vector field with components in L∞(Ω2), there exists r > 2 such that ∇p0 ∈ Lr(Ω2) [3].
Existence and uniqueness of the adjoint solution q then follow from the results in [11].
The homogenized problem and the calculation of directional derivatives of j (h1) =∫
Ω2
p0[h1]dx is thus rigorously justified for the compressible case with just the additional reg-
ularity assumption h0 ∈ W 1,∞(Ω2). Since we then have that p0(x) is bounded and greater than
a positive constant almost everywhere in Ω2, Proposition 2.12 and Theorem 2.13 also work in
this case. Finally, again assuming that h0 is such that R > 0 based on physical arguments, h1 = 0
turns out to be a local maximum of j (h1) with the same proof as in Theorem 2.14.
5. The homogenization error in 1D
In this section we go back to the original, incompressible one-dimensional problem OP-1D.
Further, we assume the texture to be one-dimensional; i.e., h1 = h1(y1). We denote x = x1 and
y = y1 to simplify the notation, and consider the equation⎧⎨
⎩
d
dx
[
h(x)
3 d
dx
p
]
= Λdh(x)
dx
, x ∈ Ω = ]0,1[,
p(0) = p(1) = 0
(5.1)
with h(x) = h0(x)+ h1( x ). The solution p converges to p0 solution of⎧⎪⎨
⎪⎩
d
dx
([(
h0(x)+ h1(y)
)−3]−1 dp0
dx
)
= Λ d
dx
( [(h0(x)+ h1(y))−2]
[(h0(x)+ h1(y))−3]
)
,
p0(0) = p0(1) = 0.
(5.2)
The purpose of this section is to prove that h1 = 0 maximizes not only
∫
Ω
p0[h1]dx (as shown
in the previous sections) but also ∫
Ω
p[h1]dx for  small enough. The proof is based on the
lemma below, to prove which we need the additional regularity h0 ∈ W 1,∞(Ω).
Lemma 5.1. Let h0 ∈ W 1,∞(Ω) and h1 ∈ L∞(Y ) with h1  0, then there exists a constant C
depending only on ‖h1‖L∞(Y ) such that∣∣∣∣
∫
Ω
(
p[h1] − p0[h1]
)
dx
∣∣∣∣ Ch1. (5.3)
Proof. An elementary proof starts from the identity∫ (
p[h1] − p0[h1]
)
dx = −
∫
x
(
p′[h1] − p′0[h1]
)
dx.Ω Ω
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p′0[h1] = Λ(h0 + h1)−2 −C0(h0 + h1)−3 with C0 = Λ
∫
Ω
(h0 + h1)−2 dx∫
Ω
(h0 + h1)−3 dx
and
p′[h1] =
Λ
(h0(x)+ h1( x ))2
− C
(h0(x)+ h1( x ))3
with
C = Λ
∫
Ω
(h0(x)+ h1( x ))−2 dx∫
Ω
(h0(x)+ h1( x ))−3 dx
.
We thus have∫
Ω
(
p[h1] − p0[h1]
)
dx = I1 + I2 + I3
with
I1 = −Λ
∫
Ω
x
h20
((
1 + h1(
x

)
h0(x)
)−2
−
(
1 + h1
h0
)−2)
dx,
I2 = (C −C0)
∫
Ω
x dx
(h0(x)+ h1( x ))3
,
I3 = C0
(∫
Ω
x dx
(h0(x)+ h1( x ))3
−
∫
Ω
x(h0 + h1)−3
)
.
Let us show that |I1| Ch1. For this purpose, let
b(x, y) = x
h20(x)
((
1 + h1(y)
h0(x)
)−2
−
(
1 + h1
h0
)−2)
so that
∫ 1
0 b(x, y) dy = 0 and I1 =
∫ 1
0 b(x,
x

) dx. Taking now  = 1
N
we have
I1 =
N∑
k=1
(k+1)∫
k
b
(
x,
x

)
dx
= 
N∑
k=1
1∫
0
b(k + y, y) dy
= 
N∑
k=1
1∫
0
(
b(k + y, y)− b(k, y))dy. (5.4)
Now notice that
1∫ (
b(k + y, y)− b(k, y))dy =
1∫ k+y∫
∂b
∂x
(x, y) dx dy0 0 k
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∂b
∂x
(x, y) = h0(x)− 2xh
′
0(x)
h30(x)
1∫
0
((
1 + h1(y)
h0(x)
)−2
−
(
1 + h1(τ )
h0
)−2)
dτ
+ 2xh
′
0(x)
h40(x)
1∫
0
(
h1(y)
(
1 + h1(y)
h0(x)
)−3
− h1(τ )
(
1 + h1(τ )
h0
)−3)
dτ. (5.5)
The two terms on the right-hand side of (5.5) lead to two terms for I1, i.e. I1 = I (1)1 + I (2)1 , with
I
(1)
1 = 
N∑
k=1
1∫
0
dy
{ k+y∫
k
dx r1(x)
1∫
0
dτ
((
1 + h1(y)
h0(x)
)−2
−
(
1 + h1(τ )
h0
)−2)}
and
r1(x) = h0(x)− 2xh
′
0(x)
h30(x)
.
We will carry out the proof for I (1)1 , since the other one is analogous. Let A(y) = 1 + h1(y)h0(x) , then∣∣∣∣
(
1 + h1(y)
h0(x)
)−2
−
(
1 + h1(τ )
h0
)−2∣∣∣∣=
∣∣∣∣ (A(τ)−A(y))(A(τ)+A(y))A(τ)2A(y)2
∣∣∣∣

2(1 + ‖h1‖L∞
hm
)
hm
∣∣h1(τ )− h1(y)∣∣

2(1 + ‖h1‖L∞
hm
)
hm
(
h1(τ )+ h1(y)
)
. (5.6)
Inserting this estimate in the expression for I (1)1 we get
∣∣I (1)1 ∣∣ ‖r1‖L∞ 2(1 +
‖h1‖L∞
hm
)
hm
N∑
k=1
1∫
0
dy
k+y∫
k
dx
1∫
0
(
h1(y)+ h1(τ )
)
dτ
= 22‖r1‖L∞
2(1 + ‖h1‖L∞
hm
)
hm
N∑
k=1
h1
= 2‖r1‖L∞
2(1 + ‖h1‖L∞
hm
)
hm
h1. (5.7)
By denoting r2(x) = 2xh
′
0(x)
h40(x)
and performing equivalent calculations we arrive at
∣∣I (2)1 ∣∣ 2‖r2‖L∞
(
1 + ‖h1‖L∞
hm
)2(
1 + 7‖h1‖L∞
hm
)
h1 (5.8)
and similar calculations show that |I2| and |I3| are also bounded by Kh1. 
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given in Proposition 2.7 and C the constant of Lemma 5.1. Then for all h1 ∈ Uad, ‖h1‖∞ < R4K
and for all  < R4K we have
j(h1) j(0)
with
Uad =
{
h1 ∈ L∞(Y ): h1  0
}
.
Proof. We have∣∣j(h1)− j(0)+Rh1∣∣ ∣∣j(h1)− j (h1)∣∣+ ∣∣j (h1)− j (0)+Rh1∣∣

(
C +K‖h1‖∞
)
h1. 
6. Conclusions and perspectives
We have analyzed the effect of (1D and 2D) textures of period   1 on the load-carrying
capacity (i.e., the integral of the pressure) of a bearing. The technique we used is to decompose
this effect into a “homogenized” effect plus a “homogenization error.” The homogenized effect,
or in other words the effect of the texture on the homogenized solution, was shown to always
reduce the load-carrying capacity for very general bearing shapes under the only condition that
they be dynamically stable (bearings with positive stiffness coefficient). This result was first
shown in the incompressible case and then extended so as to account for compressibility. The
study of the homogenization error, on the other hand, could only be made in the simple case of
incompressible lubricant and one single space dimension. In this case it was shown that for 
small enough the homogenization error does not change the picture: The (positive, uniform and
periodic) texture that maximizes the load-carrying capacity is, simply, no texture at all.
Let us conclude with some remarks concerning the validity of our results and some possible
extensions:
(a) We have only considered textures on the surface that is steady. If there exist textures on both
surfaces one has to deal with the transient Reynolds equation. Nevertheless, the homoge-
nized coefficients are not very different [5] and we conjecture that the local optimality of the
untextured shape still holds.
(b) Our results only hold if the Reynolds equation is valid. In some incompressible lubrication
devices there is the possibility of a phenomenon known as cavitation, in which case the
Reynolds equation only holds in part of the domain. The effect of textures in the presence
of cavitation remains an open question. In fact in some cases they probably increase the
load-carrying capacity, as suggested by the recent numerical results of Brizmer et al. [4].
(c) It does not seem difficult to extend the results presented for the compressible case to models
which account for rarefaction effects, such as those studied in Refs. [6,7].
(d) In this paper we have only analyzed the effect of textures on the load-carrying capacity.
Other performance indicators could be studied. Formal calculations (together with some
heuristic reasoning) show that the untextured shape is also a local minimum of the friction
coefficient [8], at least in the incompressible case and in the limit of vanishingly small period.
Further work remains to be done towards the rigorous proof of this result. It would also be
interesting to determine the surface textures that maximize dynamic stability, for example.
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