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1. Introduction. The aim of this paper is a wavelet analysis of a continuous-time Gaussian process which is discretely observed at random times. Gaussian processes with stationary increments, and therefore also stationary Gaussian processes, are considered. such processes admit an harmonizable representation and are characterized by their spectral density function, called f in all the sequel. The spectral density of the paradigmatic example of fractional Brownian motions (fBm) follows a power law, that is f (ξ) = C |ξ| −(2H+1) where H is called the Hurst parameter and C > 0.
Two points are the core of this work: 1) A nonparametric estimation of the spectral density on a finite band of frequencies is constructed and studied.
2) The process is observed at random times. Both these points justify the use of wavelet analysis.
To our knowledge, there are very few studies in both these directions, mainly Gao, Anh and Heyde (2002) and Lii and Masry (1994) for the first point and only Begyn (2005) for the second one (but with irregular deter-ministic observation times). This is a sharp contrast with the large literature devoted to the estimation of the Hurst parameter of a fBm or its generalizations observed at deterministic regularly spaced discrete times.
Stress that the motivation of this work is not a theoretical refinement, but modelling applications. As Engle and Russell (1999) has so rightly pointed out "with the rapid development in computing power and storage capacity, data are being collected and analyzed at ever higher frequencies. For many types of data, the ultimate in high frequency data collection has been reached and every transaction is recorded. This limit has been reached for financial market [...] Transaction data inherently arrive in irregular time intervals [...] treated as random variables." Afterward, this limit has also been reached for biological signals as heart rate obtained by Holter monitoring of ECG and EEG, EMG or DNA sequences.
From the other hand, in some applications the behavior of the spectral density on a finite band can provide relevant information, see for instance, Collins and de Lucas (1993) or Bardet and Bertrand (2007b) for modelling postural gait with a spectral density following two different power laws on two finite bands of frequencies. Similarly in turbulence and other fields of physics one wishes to determine the inertial range, that is the maximal finite band of frequencies on which the spectral density follows a spectral law, see Frisch (1995) or Papanicolaou and Sølna (2002) . We guess this approach is relevant in many other applications and the wavelet-based spectral density estimator is an accurate (see Proposition cvg:Ip and results of simulations) and robust (see Corollary 4.1) estimator.
The remainder of the paper is organized as follow: Section 2 is devoted to mathematical description. In Section 3 the main result, a central limit theorem (CLT) for the estimators of the variance of wavelet coefficients, is provided. In Section 4, an application is studied: a nonparametric estimation of the spectral density. This estimator is applied to generated data and real data in Section 5. Section 6 contains the proofs.
2. Description of the problem. In this paper, we consider Gaussian processes X = {X(t), t ∈ IR} with zero mean and stationary increments, but results will be extended in case where a polynomial trend is added to such processes. Therefore X can also be written following harmonizable representations (see for instance Cramèr and Leadbetter, 1967), (1) X(t) = IR e itξ − 1 f 1/2 (ξ) dW (ξ), for all t ∈ IR,
where W (dx) is a complex Brownian measure, with adapted real and imaginary part such that the Wiener integral is real valued, and f is a Borelian positive even function so-called the spectral density of X and is such that (2)
In the sequel, f will be supposed to satisfy also Assumption F defined below.
As a particular case, if X is a stationary processes, one will still denote f the spectral density such that Even if their definition are different, in the sequel f will denote as well the spectral density of a process having stationary increments or a stationary process (see the explanation in Proposition 2.1).
Define also the σ-algebra F X generated by the process X, i.e.
F X := σ X(t), t ∈ IR .
A path of such a process X on the interval [0, T n ] at the discrete times t i for i = 0, 1, . . . , n is observed, i.e. X(t 0 ), X(t 1 ), . . . , X(t n ) is known, with 0 = t 0 < t 1 < · · · < t n = T n .
A unified frame of irregular observed times, grouping deterministic and stochastic ones, will be considered. Let us assume first that there exists a sequence of positive real numbers (δ n ) n∈IN and a sequence of random variables (r.v. in the sequel) (L k ) k∈IN (which could be deterministic real numbers) such that
k∈IN is a sequel of independent positive random variables, independent to F X , such that there exist 0 < m s < M s < ∞ satisfying
Remark that the hypothesis "(L k ) k∈IN independent to F X " can be a little restrictive, especially in Finance, but this condition always seems supposed in the literature (see for instance, Aït-Sahalia and Mykland, 2008).
The aim of this paper consists in the wavelet analysis of X(t 0 ), . . . , X(t n ) in order to estimate the spectral density f . This method was already applied with in view the estimation of (respectively) the long-memory or the self-similarity parameter of (respectively) stationary processes or processes But what the wavelet analysis consists in? Let ψ : IR → I C be a function socalled the "mother" wavelet, satisfying some conditions (denoted W(m, r)) specified in Section 3. Let (a, b) ∈ IR * + × IR, and define d X (a, b) the wavelet coefficient of the process X for the scale a and the shift b, such that
This family of wavelet coefficients satisfies the following property:
Proposition 2.1 Let ψ satisfy Assumption W(1, 0) and X be a Gaussian process defined by (1) or (3) with a spectral density f satisfying (2). Then,
and, for a > 0, (d X (a, b)) b∈IR is a stationary centered Gaussian process with
The proof of this proposition is grouped with all the other proofs in Section 6. By considering varying cases of a and ψ, it is possible to estimate f (see Section 4). However, a straightforward computation of I 1 (a) is not available from X(t 0 ), . . . , X(t n ) for two reasons:
1. on one hand, d X (a, b) is defined with a Lebesgue integral and cannot be directly computed from data. Since the process X will be supposed to have a.s. continuous paths but with a regularity α X < 1 a.s., an approximation formula will be considered for computing wavelet coefficients. Thus, for (a, b) ∈ IR * + × IR we define an empirical wavelet coefficient by
2. on the other hand, a sample mean of |d X (a, b)
is only computable. Thus, define the sample estimator of I 1 (a) by
where (c k ) k is a family of increasing real numbers (so-called shifts). In this paper, we will consider a uniform repartition of shifts, i.e.
In this example (c k ) 1≤k≤n is depending on T n since shifts could be r.v. depending on random times (t 1 , . . . , t n ). Another choices of (c k ) k are possible (for instance c k = t k ) but we have not been able to find an optimal choice and simulations do not show differences between these choices. Remark that the terms T ρ n are necessary to avoid border effects.
3. Estimation of the variance of wavelet coefficients. The aim of this section is the estimation of I 1 (a) for 0 < a min ≤ a ≤ a max < ∞ using the estimator J n (a) defined in (9) . Let us consider first the following assumptions on f and ψ.
Assumption F f is an even function, differentiable on [0, ∞) except for a finite number K of real numbers ω 0 = 0 < ω 1 < · · · < ω K , but f admits left and right limits in ω k , with a derivative f ′ (defined on all open intervals (ω k , ω k+1 ) with ω K+1 = ∞ by convention) such that
Here there are several examples of processes having a spectral density f satisfying Assumption F:
• A smooth Gaussian process having stationary increments;
• A fractional Brownian motion with Hurst parameter H ∈ (0, 1) satis-
• In Bardet and Bertrand (2007a) , the family of multiscale fractional Brownian motions is introduced for which
Then Condition (2) and Assumption F are checked with H = H K .
• A stationary process with a bounded spectral density such as OrnsteinUhlenbeck process.
Next, let (m, r) ∈ [1, ∞) × IR + and the family of assumptions on ψ:
C is a differentiable function satisfying:
The first condition of W(m, r) implies that ψ(ξ) has a zero of order (m + 1)
at zero and is m times continuously differentiable. These conditions are mild and are satisfied by many famous wavelets (Daubechies, Lemarié-Meyer,...).
It is also not mandatory to choose ψ to be a "mother" wavelet associated to a multiresolution analysis of IL 2 (IR) and the whole theory can be developed without resorting to this assumption: the choice of ψ is then large. Now, it is possible to establish a CLT satisfied by J n (a) which is computed from the observed trajectory (X(t 0 ), . . . , X(t n )).
Theorem 3.1 Let X be a Gaussian process defined by (1) or (3) with a spectral density f satisfying (2) and Assumption F, ψ satisfying Assumption W(1, 3) and (c k ) k defining by (10) . Under Assumption S(s) with 2 + 2H ≤ s ≤ ∞ and if δ n is such that n δ
From the computation of the variance of T n , the convergence rate of the CLT (13) is (nδ n ) 1/2 . Therefore, when H is unknown, Theorem 3.1 always holds when s ≥ 4 and n δ 
and ψ satisfying ψ(ξ) = 0 for |ξ| ≥ Λ with Λ > 0. Note that for all λ ≥ Λ, ψ λ satisfies Assumption W(m, r) when ψ satisfies Assumption W(m, r). Now,
n denotes J n when ψ is replaced by ψ λ , and
Using an appropriated choice of a sequence (ψ λn ), one obtains: Proposition 4.1 Let X be a Gaussian process defined by (1) or (3) where the spectral density f is a twice continuously differentiable function on IR * satisfying (2) and Assumption F. Under Assumption S(s) and W(1, 5) and if ψ satisfies ψ(ξ) = 0 for |ξ| ≥ Λ with Λ > 0, then ∀ξ > 0,
• if max 2 + 2H ,
• if 2 + 2H ≤s<max 2 + 2H ,
Moreover, under W(m, 5), t n ψ(t)dt = 0 for all n ≤ m and any wavelet coefficients of any polynomial function with degree less or equal to m are vanished. Therefore, the estimator f holds when a polynomial trend with degree less or equal to m is added to X.
The following Table 1 summarizes the "optimal" choices of d ′ (in order to maximize the convergence rate of f n ) following several cases.
Numerical experiments.
For the numerical applications, one has chosen:
satisfies Assumption W(m, r) for any (m, r) (and ψ(ξ) = 0 for |ξ| ≥ 5).
Choice of d Table 1 Optimal choices of d ′ (and therefore (λn)) and convergence rate of fn (the case s = ∞ is obtained as the limit of ratios) with 0 < κ arbitrary small.
2. δ n = n −0.6 for insuring the convergence of f (λn) n (ξ) for any H ∈ (0, 1) and s ≥ 3.
3. λ n = n d ′ with 1/6 < d ′ < 1/2. However, admissibility condition on wavelets (ψ λn ) requires that n d ′ ≥ Λ = 5. Moreover, for removing the bias term, d ′ has to be chosen large enough following n. Thus, after numerous simulations, we have chosen d ′ = log(15)/ log(n).
Estimation of the spectral density of a fractional Brownian motion
observed at random times. For a standard (IEX 2 (1) = 1) fBm with Hurst
Very large samples of fBm can be generated using the circulant matrix embedding method (see Bardet et al., 2003) which is a very low time consuming method. Four different kind of random times are considered:
An example of such estimation of the spectral density for H = 0.2, N = 50000 and random times T2 is presented in Figure ( Comments on simulation results: 1. the larger N the more accurate the estimator of f for all choice of random time; 2. The results are similar for T1, Table 2 Consistency of the estimator fN in the case of paths of FBM observed at random times (50 independent replications are generated in each case).
T2, T3 and a little less accurate for T4; 3. surprisingly, the case α = 1 is not clearly better than α = 0.1 despite the fact that the larger α the less correlated the process.
5.3.
Estimation of the spectral density of heart inter-beat series. Heart inter-beats of several patients have been recorded during 24h (see an example in Figure 5 .3). These data has been kindly furnished by professor Alain
Chamoux and Gil Boudet (Faculty of Medicine, University of Auvergne, Clermont-Ferrand). We decompose these data in 3 temporal zones following the activity:
• Quiet activities (t ∈ [1, 28000] in seconds);
• Intensive activities (t ∈ [28000, 51400] in seconds);
• Sleep (t ∈ [60000, 83400] in seconds). 
0.0016 0.0045 0.00015
0.012 0.0055 0.00014
0.0023 0.0049 0.00017
0.0084 0.034 0.00019 Table 3 Consistency of fN in the case of paths of stationary Ornstein-Uhlenbeck process observed at random times (50 independent replications are generated in each case).
Applying the spectral density estimator on those 3 sub-data and plotting its log-log representation for frequencies in [0.02, 1] Hz, we observe that:
• in zone "Sleep" (see . Applying the spectral density estimator and plotting its log-log representation, we observe that durations fit an exponential law with mean 11 seconds and that the spectral density is linear in for frequencies smaller than 0.008 Hz and has an erratic behavior at higher frequencies. The critical frequency corresponds to a time lag of 125 seconds and could be interpreted as the frontier between events and regularity. Remark that for high frequencies a Gaussian distribution is not appropriated.
6. Proofs.
6.1. Proofs of useful lemmas and Proposition 2.1. In the sequel, the following lemmas will be useful:
Lemma 6.1 Let X be a Gaussian process defined by (1) with a spectral density function f satisfying (2). Then there exists C 0 > 0 such that Proof. For all t ∈ IR, we have
This implies IE X(t)
Then, by using Cauchy-Schwartz inequality, one deduces (15).
Proof.
[of Proposition 2.1] Firstly, one can show that for all a > 0 and 
But IR e itξ − 1 ψ t−b a dt = a e ibξ IR e iauξ ψ(u) du = a e ibξ ψ(aξ) for all (a, b) ∈]0, ∞[×IR, which implies (6) and d X (a, b) is a Gaussian centered r.v.
with variance I 1 (a). Moreover, for all a > 0 and (
2. The function γ is derivable with respect to θ and there exists C ′ > 0 depending on ψ, f , a min and a max such that
Proof. [of Lemma 6.2] From Assumption W(1, 1/2), ∃c > 0 such that
From the other hand, ψ ∈ W (1, 1/2) implies that ψ is twice continuously differentiable and ψ(0) = ψ ′ (0) = 0. From Taylor-Lagrange Formula, for all ξ ∈ IR * , there exists
| dt providing the second bound of (18) .
To show the first item, inequality (18) implies that
with C > 0 depending on ψ, f and a max . From Cauchy-Schwarz Inequality,
Moreover, with f (ω + k ) and f (ω − k )) the right and left limit of f at ω k , for all
The same result remains in force for k = 0 and k = K. Indeed, by using (18) combined with Assumption F, one deduces that ∀θ ∈ IR,
Thus, by summing up and using Assumption F, ∀θ ∈ IR,
since the integral of the r.h.s. of the previous equality is well defined. Then,
It remains to show the convergence of the previous integral. Using the same trick as in Formula (18),under Assumption W(1, 1/2), ψ ′ (ξ) ≤ c ′ 1 ∧ |ξ| with c ′ depending on ψ and a max . So, for all (
where C > 0 and this completes the proof of the first item.
Eventually, one proves the second item. The differentiability is obvious and
for all ξ ∈ IR. Combined with (18) , this induces that ∀a ∈ [a min , a max ],
with C > 0 only depending on ψ, f , a min and a max . Using the same arguments as for the first item, ∀θ ∈ IR * , (
and therefore γ ′ (θ, a 1 , a 2 ) ≤ C |θ| , with C > 0 only depending on ψ, a min and a max .
6.2. Proofs of Proposition 6.1 and 6.2. Since I 1 (a) is obviously defined from d X (a, b) 2 , we begin with the study of
For n ∈ IN * and a ∈ [a min , a max ], define also:
Proposition 6.1 Let X be a Gaussian process defined by (1) or (3) with a spectral density f satisfying (2), ψ satisfy Assumption W(1, 1). Then if (c k ) k is a family of real numbers such that c 1 < c 2 < . . . < c n ,
Moreover, there exist 0 < C m < C M not depending on n such that ∀n ∈ N * ,
The proof of Proposition 6.1 relies on Lemma 6.2 and the following Lemma which is a Lindeberg CLT (see a proof in Istas and Lang, 1997):
) converges weakly to a standard Gaussian random variable.
Proof. [of Proposition 6.1]
Consider Y n,i = (n + 1)
But, by using Formula (17), 
−p < ∞ is finite and thus
Therefore,
with C > 0 depending only on ψ, a min , a max and p. Now, a lower bound for
Thus, for n large enough, from (25) and(24),
Therefore β n /S n ≤ C n max with C M > 0. Moreover, using the bound (23) for p = 2,
Therefore, inequalities (22) are proved.
Proposition 6.2 Let X be a Gaussian process defined by (1) or (3) 
Proof. [of Proposition 6.2]
(c k ) is a sequence of r.v. independent to F X . Therefore, (d X (a, c k )) k as the same distribution than (d X (a, c k − c 0 )) k (stationarity of the sequence), and we can only consider here the case: c k = kτ n /n with τ n := c n − c 0 . Define
It is clear that (IEc k ) 1≤k≤n is a deterministic sequence and therefore
Nowadays, one has to check that the error I ′ n (a) − I n (a) is negligible before
Therefore, it suffices to prove that lim
Since the r.v. c k are independent on F X , one gets
Next, from Taylor expansions,
all θ ∈ IR. One can deduce that
Then,
where, for i = 1, 2,
IEτ n n and z n := τ n − IEτ n IEτ n .
Then, using δ ′ n −→ n→∞ 0, for n large enough,
But, for all λ ∈ (0, 1), one has
Therefore Er 1 ≤ 4IE|z n |. Now, using the same method for Er 2 , one obtains,
from assumptions and therefore the CLT (21) holds.
Now the asymptotic expansion (26) can be proved. Consider first the deterministic case and
Let us define h n (x) := sin(x) n sin
However Lebesgue Theorem cannot be applied. Denote ν(x) := |ψ(ax)| 2 f (x) for x > 0. From Assumptions F and W (1, 3) , ν is a differentiable function
Moreover, |h n (z ′ )| ≤ 1 for all z ′ ∈ IR, and
for all x ∈ (0, 2π). Now, for z ′ ≥ 0,
Finally, with n δ 2r n −→ n→∞ 0 when r = 3, one deduces that for all z ′ ≥ 0,
providing the asymptotic behavior of S 2 n . The proof is similar in the stochastic case with c n − c 0 replaced by IE(c n − c 0 ). Lemma 6.4 Let X be a Gaussian process defined by (1) with a spectral density f satisfying (2) and Assumption F. Let us define,
Proof. To begin with, remark that for all (t,
with
From one hand, with | sin a| ≤ |a|,
where the last inequality follows from (2) . From the other hand,
Then, with Assumption F combined with | cos a| ≤ 1 and | sin a| ≤ (1 ∧ |a|),
since H ∈ (0, 1). It remains to prove |I 2 |≤C uu ′ β 2H−2 +β −1 (uu ′ ) H+1/2 +uu ′ with C > 0. First, with an integration by parts,
where Assumption F insures the convergence of bracket term at ∞. With
with, using again Assumption F, |cos a| ≤ 1,
Both those integrals can be decomposed as
Using | sin a| ≤ (|a| ∧ 1), with C > 0 denoting a constant which may vary from one line to the other,
This implies that it exists C > 0 such that,
Combined with (29), this completes the proof of Lemma 6.4.
Next, let us define the error of discretization of the wavelet coefficients by
The following lemmas give bounds on IE ε i,n (a, k) 2 for i = 1, 2, 3.
Lemma 6.5 Let X be a Gaussian process defined by (1) with a spectral density f satisfying (2) and Assumption F. Assume also Assumptions W (1, 3) and (S(s)). Then, with C f defined in Lemma 6.4, if b is a r.v. independent
on
(1) Bound of IE ε 1,n (a, b) 2 | F X . To begin with,
Lemma 6.4, with 2u = t − t i and 2u ′ = t ′ − t j , implies
If s < ∞, one can deduce that for all 1 ≤ p 1 < ∞,
Next, in order to bound S 2 , one uses twice the inequality (x ∧ y) ≤ x α y 1−α which is valid for all x, y ≥ 0 and 0 ≤ α ≤ 1. Thus,
Therefore S 2 ≤ S 21 + S 22 with
On the one hand, when i = j then b = 1 2 (t ′ − t) and
where the functions χ and g are respectively defined by (32) and
. By using Hölder inequality for all (p, q) ∈ [1, ∞] 2 with 1/p + 1/q = 1,
If s = ∞, one can fix p = ∞ and χ ∞ ≤ δ 1+2H n and after
and after, for all 1 ≤ p 2 < ∞,
From the other hand, since β =
], and with 1 − H < 1,
for any (p, q) ∈ [1, ∞] 2 with 1/p + 1/q = 1. But for all p ≥ 2
Next, with u = t − c k /a and v = t ′ − c k /a, one gets
The last integral is equal to 1−q(1−H) −1 when p>1/H. Thus, ∀p 3 >1/H,
If s = ∞, one can fix p = ∞ and q = 1, and thus
Finally by summing up (33), (35) and (38) if s = ∞, and by summing up (34), (36) and (37) if s < ∞, one gets the bounds of v 1,n (a).
from Lemma 6.1. But, according to Assumption W(1, 3),
If T n ≥ 1, then 1 + t − b /a ≤ 1 + t − T n + T ρ n /a for all t ≥ T n and with the change of variable
Eventually, one deduces (31).
follows the same steps than for bounding IE ε 2,n (a, b) 2 | F X . 
, then
Proof. With (x + y + z) 2 ≤ 3 (x 2 + y 2 + z 2 ) for all real numbers x, y, z, IE ε n (a, c k )
2 ≤ 3 C f IEv 1,n (a) + 6 C f IEv 2,n (a)
where v 1,n (a) and v 2,n (a) have been defined in Lemma 6.5.
• If s = ∞, from Assumption S(s), m ∞ n δ n ≤ T n =⇒ T n −→ n→∞ ∞. Thus, (n δ n ) IE ε n (a, c k )
which converges to zero as soon as n δ 2+H n → 0 and ρ > 3/4.
• If 1 < s < ∞, from Lemma 6. However, the inequalities 1. and 3. may be extended respectively to 2 < s ≤ 3 and 2 + H < s < We finally obtain for n large enough and using n δ n −→ To finish the proof of Lemma 6.6 it remains to show (nδ n )IEv 2,n (a) −→ n→∞ 0.
From (31) it follows that IEv 2,n (a) ≤ C ∞ 0 g(x) f n (x) dx where f n is the probability distribution function of T n and g(x) = 1 (x<1) + 1 (x≥1) x 2−4ρ .
Since ρ > 3/4, g(x) ≤ 1 for all x > 0 and g is a non increasing map, Moreover, Proposition 6.2 has also to be checked. In its proof, IEτ n has to be replaced by IEτ n /λ n and since the bounds C (1 ∧ |θ| −1 ) in Lemma 6.2 have to be replaced by C/λ 2 n (1 ∧ |θ| −1 ), then condition nδ It remains to control ε 2 n (a, c k ) with Lemma 6.5 and 6.6. For all 1 ≤ q ≤ ∞, with 1/∞ = 0 by convention,
