The covers of a complexified real arrangement of hyperplanes and their fundamental groups  by Paris, Luis
Topology and its Applications 53 (1993) 75-103 
North-Holland 
75 
The covers of a complexified real 
arrangement of hyperplanes 
and their fundamental groups 
Luis Paris * 
Department of Mathematics, Ukersity of Wisconsin, 480 Lincoln dr., Mudison, WI 53706, USA; 
and Section de Mathkmatiques, Ukersite de Gen&e9 2-4 rue du LiGvre, CP 240, 
CH-121 I Gen&e 24, Switzerland 
Received 7 April lYY2 
Revised 20 August 1992 
Abstract 
Paris, L., The covers of a complexified real arrangement of hyperplanes and their fundamental 
groups, Topology and its Applications 53 (1993) 75-103. 
Let V be a finite dimensional real vector space and let & be an arrangement of hyperplanes in 
V. We denote by VL the complexification of V, by -MC. = {H, = @ 8 H / H E JZ’) the complexifica- 
tion of .ti*, and by MC.@) the complement in Va- of the union of all elements of dc. 
We associate with _Q’ an oriented graph I?&) and some equivalence relation - in the set of 
(nonoriented) paths of F(ti). The pair (F(.4/), - ) is called the oriented system associated with 
M, We introduce the notion of a cover of (I’(.ti), - ), from any cover of (f(d), - 1 we explicitly 
construct a cover of M(d), we prove that every cover of M(.@‘) can be obtained in this way and 
that a cover of (r(d), - ) is completely determined by the associated cover of M(d). In 
particular, this method gives a construction of the universal cover of M(d). 
Keywords: Arrangement of hyperplanes; Oriented system. 
AMS CMOS) Subj. Class.: 52B30. 
1. Introduction 
Let V be a real vector space. An arrangement of hyperplanes in V is a finite set 
ti of hyperplanes of V through the origin. 
Let V, = @ @I V be the complexification of V. Every element z of VC can be 
written in a unique way z =x + iy, where x, y E V = 1 6%1 V. We say that x is the 
real part of z and that y is its imaginary part. 
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Let H be a hyperplane of V. The cornplexification Hc of H is the hyperplane of 
V, spanned by H; HC = H + iH. 
Let ti be an arrangement of hyperplanes in a real vector space V. We set 
Our aim in this paper is to give a combinatorial method to construct every cover 
of MC&‘). In particular, this method explicitly gives the construction of the 
universal cover of M(d). 
Our main combinatorial tool is the oriented system. Let us give its definition. 
An oriented graph r is the following data: 
(1) a set l/(T) of vertices, 
(2) a subset A(T) G (V(T) X VC/(r)) - ((v, a) I v E V(T)} of arrows. 
A path in r is an expression 
f = a;laT.. . a>, 
where ai EA(T) and ei E 1 k 11, such that there exists a sequence vO, vi,. . . , v, of 
vertices of r with: 
l aj = (Viol, vi> if E, = 1, and 
0 ai = (vi, vi_i) if l i = - 1. 
The weight of f is C:=~E,. 
An identification of r is an equivalence relation - in the set of paths of r 
with the following properties: 
(1) f-g * begin(f > = begin(g), end(f I= end(g), and weight(f > = weight(g), 
(2) ff-’ - begin( f >, for every path f, 
(3) f-g*f-‘-g-l, 
(4) f-g-h,fh,- h,gh,, for suitable paths h, and h,. 
An oriented system is a pair (r, - ), w h ere r is an oriented graph and - is an 
identification of r. 
We will define in Section 2 a cover p : (0, - > + (r, - ) of an oriented system 
(r, -> and the fundamental group Il,(r, -1 of an oriented system (r, ->, and 
we will prove the existence and the uniqueness of the universal cover of an 
oriented system. 
These definitions and the proofs associated with them have been inspired by the 
theory of the covers of quivers (with relations) introduced by Riedtmann [9]. 
With a real arrangement _a? of hyperplanes we will associate an oriented system 
U’U), -1. Let us give the definition of the oriented graph r(d). 
The vertices of T(&sl) are the chambers of &. An arrow of T(d) is a pair 
(C, D), where C and D are adjacent chambers. Note that, if (C, D) is an arrow of 
K@‘), then (D, C> is also an arrow of r(d). 
The main results of this paper are the following ones. 
From a cover p :(O, -I+ (r(d), -) of u-w), -1 we construct a cover 
q, : IV, + MW) of M(d). We prove that every cover of M(Jx’) is obtained in this 
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way and that p : (0, - ) --f (T(d), - > is completely determined by 4, : Np -+ M(d). 
Furthermore, we prove that the fundamental group LI,(O, -) of (0, -) is 
isomorphic to the fundamental group n,(N,) of N,. 
In [lo], Salvetti defines r(d) and an homotopy relation on the paths of r(d) 
which is, in fact, equal to our identification - . He proves that the fundamental 
group II&M(&)) of M(d) is isomorphic to the fundamental group LI,(r(&), -) 
of (r(d), -), and uses this isomorphism to compute a presentation of JI,(M(&)). 
Nevertheless, he does not consider any cover of (r(d), -), and his proofs are 
quite different from those given in this paper. 
Note that there exists another method to compute the fundamental group of 
M(d) (see [LSD. 
The construction of the cover 9, : N, + M(d) of M(d) associated with a cover 
p:(@, -) --f (T(s’), -) of (r(d), -> is inspired by [4]. Deligne constructs in his 
paper a cover A + M(d) of M(d) (using different but equivalent combinatorial 
tools) for any simplicial arrangement LX? (i.e., every chamber of & is a simplicial 
cone). He also proves that n”l is contractible. His construction of 16 can be 
generalized to any real arrangement d of hyperplanes and it still gives the 
universal cover of M(d). Unfortunately, Deligne’s proof that A is contractible 
needs a simplicial arrangement; it is well known that there are real arrangements 
&’ of hyperplanes such that the universal cover of M(d) is not contractible. 
This work is divided in five sections. 
In Section 2 we give the definitions of an oriented system, of a cover of an 
oriented system, and of the fundamental group of an oriented system. Afterwards, 
we prove some facts on oriented systems like the existence and the uniqueness of 
the universal cover. 
In Section 3 we define the oriented system (r(d), - ) of a real arrangement LZ’ 
of hyperplanes, and, from a cover of (r(d), -), we construct a cover of M(d). 
In Section 4 we prove that every cover 4 : N+M(_d) of M(d) can be 
constructed from a cover p :(O, -) + (T(d), -) of (r(d), -), and 4 : N + 
M(d) completely determines p : (0, - > + (r(d), - >. 
In Section 5 we prove that, if q : N + M(&‘) is a cover of M(d) and p : (0, -1 
+ (IT&‘), -1 is the associated cover of (r(d), -) then 17,(N) = L’,(6), -). 
I am grateful to Peter Orlik who has helped me with discussions, suggestions 
and encouragement during my work. 
2. Oriented systems 
An oriented graph is the following data: 
(1) a set V(T) of vertices, 
(2) a subset A(T) c (V(r) x V(T)) - {(v, v) 1 u E l/(T)) of arrows. 
The begin of an arrow a = (v, w) is v and its end is W. An oriented graph r is 
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focally finite if every vertex u E l/(r) is the begin or the end of only a finite 
number of arrows. 
A path of an oriented graph I’ is an expression 
f = a;La;2.. . a>, 
whereaiEA(17andEiE(f1)(fori=1,..., n), such that there exists a sequence 
ulj, UI,. . . , v, of vertices of r with: 
l ai = (Uj-1, ui) if l i = 1, and 
0 ai = (ui, vi-11 if l i = - 1. 
We say that c’” is the begin of f and that v, is its end. The integer n is its length 
and C:= rci is its weight. Every vertex of r is assumed to be a path of length and of 
weight 0. For a path f= a;‘. . . a>, we write f-l = a;‘n . . . aFEl. For two paths 
f=a;l...az and g=brl...b;m with end(f) = begin(g), we write fg = 
a;‘. . aenbyl bWm. .n “‘m 
An oriented graph r is connected if, for every pair (v, w) of vertices of r, there 
exists a path of r which begins at u and ends in w. 
We assume throughout all the oriented graphs to be locally finite and con- 
nected. 
Let r be an oriented graph. An identification of r is an equivalence relation 
- in the set of paths of r with the following properties: 
(1) f-g =j begin(f) = begin(g), end(f) = end(g), and weight(f) = weight(g), 
(2) ff-’ N begin( f 1, for every path f, 
(3) f-g *f-l -g-l, 
(4) f-g=hlFz - h,gh,, for suitable paths h, and h,. 
An oriented system is a pair (r, - >, w h ere r is an oriented graph and - is an 
identification of r. 
Let (r, -) be an oriented system. A loop of r at c’~ E V(T) is a path 1 of r 
such that begin(l) = end(l) = vO. The fundamental group of (r, -1 based at v0 is 
the set IIr(r, - , v,,) of the equivalence classes (with respect to -> of loops of r 
at vO. The group operation is given by [I,]. [I,1 = [1,&l (where [II is the equiva- 
lence class of a loop I). 
If f is a path beginning at L’” and ending in wg, then the map 
17,(r, -, h) 4w, -, d, 
[II e [flf-‘I 
is a group isomorphism. 
The fundamental group lIT,(T, -> of an oriented system (I’, -1 is the group 
n,(r, -, v,) (where L’~ is any vertex of r); it is defined up to isomorphism. 
Let p : 0 + r be a morphism of oriented graphs. We say that p is a cover of r 
if, for every vertex v of 0 and every path f of r beginning at p(v), there exists a 
unique path f^ of 0 such that begin( f? = v and p(f”) = f. 
Let p:(O, -)+(I’, -lb e a morphism of oriented systems (i.e., f”- g * p( f3 
-p(f)). We say that p is a cover of (r, -> if it has the following two properties: 
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Fig. 1. 
co Cl 
Fig. 2. 
(1) p : 0 --f r is a cover of r, 
(2) let I: E V(T), let f and g be two paths of r which both begin at p(c), and 
let f” and g be the lifts of f and of g respectively into 0 beginning at c. If f - g 
(* end(f) = end(g)), then f- 2 (= end(f) = end($)). 
Example. Let r be the graph of Fig. 1. Let - be the smallest identification of r 
such that ab - dc. The relation - can be viewed as a “homotopy relation”, 
namely, to identify ab with dc is like to “add” a 2-cell to r having abc- ‘d-’ as 
border. 
Let P be the graph of Fig. 2. The morphism r : 1” + r which sends ai onto a, 
bi onto b, ci onto c, di onto d, and e, onto e (where i E Z> is obviously a cover of 
r. Let - be the smallest identification of f such that a,b, - d,ci, for all i E L. 
The map rr : (f, -)-(r, -lisacoverof(r, ->; in fact, it is the universal cover 
of (r, -1 (see Proposition 2.3). 
It is easy to prove that n,(r, -I = L. 
The following proposition is an obvious result. 
Proposition 2.1. Let p:(O, - ) + (r, - > be a morphism of oriented systems, and 
let uO E V(0). The morphism p induces a group homomorphism pa : L’,(@, - , co> 
+ n,cr, - , p(u,>> defined by p,([ll) = Ip(l 
Proposition 2.2. 6) Let p : (0, - > + (r, - > be a cocer of oriented systems, and let 
u,, E V(O). Then p* : fl,(O, - , u,J + Ii’,(r, -, p(u,,)> is injectiue. 
(ii) Let (r, - > be an oriented system, let wO E V(T), and let G be a subgroup of 
n,(r, -, wo>. There exist a cover p : (0, -> + (r, -) of (r, -> and a vertex 
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vg E p-‘(w,) such that p*(IIJO, - , u,)) = G. Furthermore, if another cover 
p’ : (O’, -)-+(T, -)andavertexu~~V(O’)havethesamepropertyasp:(O, -1 
+ (r, -> and vu, then there exists an isomorphism u : (0, - ) + (O’, - ) of 
oriented systems such that a(~,> = VA and p’ 0 (T = p. 
Proof. (i) Let p : (0, -> -+ CT, -1 be a cover of (r, -1, let vO E I/(O), and let [/,I, 
[&I E n,co, - , v”). Let us prove that, if p*([1iI) =p*([lJ), then [/iI = [I,]. 
P*(M) =P*(kl) * [Pm = [P&)1 
- P(l,) -p(4). 
Since 1, and I, lift p(f,) and ~(1~) respectively and they both begin at vO, we have, 
from the definition of a cover of an oriented system, 1, - I,. Therefore [1,1= [I,]. 
(ii) Let (r, -) be an oriented system, let wO E V(T), and let G G 17,(r, - , WJ 
be a subgroup. We are going to construct a cover p :(O, -> + (r, -1 of (r, -) 
and a vertex vO E p-‘(w,) such that p*(IT,(@, - , v,,>> = G. 
Let 9 be the set of all the equivalence classes (with respect to - > of paths of r 
which begin at wO. Let 9 be the equivalence relation on .F defined by: 
[f I~[81 - end(f) =end(g) and [fg-I] EG. 
We set 
We will still denote by [f I the element of V(O) represented by a path f of r 
beginning at wO. An arrow of 0 is a pair ([f I, [fal), where a is an arrow of r 
which begins at end(f). Two paths ([fll, [fla,l>‘l...([fnl, [f,a,DEn and ([gll, 
[&7ibil’L’. . . (1&J, [s,&JP of 0 are identified in 0 if a;l . . . a: - brl . . . b:m in 
r. We set vO = [w”]. The map p : (0, - I+ CT, -) is defined by p([ f I> = end( f > 
(where [f ] E I/(O)) and p([ f I, [ fal) = a (where ([f I, [ fal) EA(O)). 
It is easy to prove that (0, -) is an oriented system and that p : (0, -) + 
(r, -) is a cover of (r, - ). The equality p * (II,(@, - , v,)> = G and the unique- 
ness of p (up to isomorphism) can be proved for oriented systems in the same way 
as for topological spaces (replacing homotopy relations by identifications). 0 
Proposition 2.3. Let (T, -) b e an oriented system. There exists a unique cover 
,:(P, -)-(r, -) 0f (r, -) (up to isomorphism) which has the following 
universal property. 
Zf p:(O, -)-(r, -) is a cover of (r, -), then there exists a unique cover 
xk(l$, -l+(O, -) of (0, -1 (up to isomorphism) such that r = p 0 rrTTI. 
Furthermore, II,(l’, - > = (1). 
We call r : (f, - ) -+ (r, - 1 the universal cover of (r, - ). 
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Proof. Let r : (f, -> + (r, -) be the cover of (r, - ) which corresponds with the 
subgroup (1) of n,<r, -) (thus n,(f, -) = 111). 
Let p :(O, -)-(r, -)beacoverof(r, -).Letr’:(@, ->-+(O, -)bethe 
cover of (0, -) which corresponds with the subgroup (l} of 17,(0, -). The map 
p 0 7r’ is also a cover of (r, -) corresponding with the subgroup (1) of 17,(r, -), ,. 
thus one can assume (6, -) = (r, -) and p 0 r’ = r (Proposition 2.2). Moreover, 
the cover rr’ is unique, since it is the unique cover of (0, -) corresponding with 
the subgroup 11) of 17,(0, -). 0 
Proposition 2.4. Let r :<P, -) + (r, - > be the universal couer of an oriented 
system (r, ->. Two paths f^ and $ of I’ are identified in f if and only if 
begin (f> = begin($) and end(f) = end(g). 
Proof. Fix a vertex wa of f. Following the construction given in the proof of 
Proposition 2.2, one can assume the vertices of f to be the equivalence classes 
(with respect to -) of paths of r which begin at wa (here G = 111). 
Let f^ and g^ be two paths in P. If f-g, then, by the definition of an 
identification, we have begin( f^> = begin(gj and end( f> = end(k). 
Now, let us prove that, if begin( f”> = begin(k) and end( f> = end(k), then f^- $. 
Write QT<~> = a;‘. . . a? and r(g^) = bf“. . . b;m. Let h be a path of r which 
begins at wO and such that begin(f> = begin(g) = [hl. We have 
end(f)= [ha;l...a:] = [hbyl...b;m] =end(g) 
j ha;‘.. a l n - hby' . . . b;m . n 
=, h-‘ha’{ a’n-h-‘hb’;l...b;m I ... n 
- r(f) =a;f...a>-brl...b;m=r(g) 
Then, by the second condition of the definition of a cover of an oriented system, 
we have f-2. q 
3. Construction of the covers of M(d) 
Let &’ be an arrangement of hyperplanes in a real vector space V. We set 
M=M(d) = vc- (U&4). 
This section is divided in three subsections. In the first one we define the 
oriented system (~(JY’), -) associated with the arrangement SZ?. In the second 
subsection, from a cover p :(O, -) + (r(d), -) of (r(d), - 1, we construct a 
cover 9, : N, + M of M(d). In the third subsection we prove that, if p : (0, -> + 
(IId), -) and 7 : (O’, -I+ (0, -) are covers of oriented systems, then there 
exists a topological cover p : N,, + N, such that q,, = q, 0 p (Theorem 3.7). 
82 L. Paris 
3.1. Definition of (T(d), -) 
First, recall some definitions. 
Let ti be an arrangement of hyperplanes in a real vector space I/. The lattice of 
ti is the poset 
P(d)= n HI9C& ) 
i H E.W ) 
ordered by the reverse inclusion. V= n H =ti H is the smallest element of _Y(&) 
and n H t ,H is the greatest one. For X E_Y(&), we write 
JY~={HE~~H~x}. 
We refer to [61 for a good exposition on P(d) and its properties. 
The hyperplanes of & subdivide V into facets. We denote by .@&I the set of 
all facets. The support 1 F 1 of a facet F is the vector space I F I EL?(_@‘) spanned 
by F. Every facet is open in its support. We denote by F the closure of F in V. 
There is a partial order in 9(d) defined by F < G if F c ??. 
The poset F(d) plays a prominent roll in the study of the homotopy of M(d). 
Salvetti [lo] and, more recently, Orlik [71, Bjorner and Ziegler [3] use F(_M’) to 
construct simplicial complexes having the same homotopy type as M(d). Salvetti’s 
complex is completely determined by .F(&) (see [5, 111). The complex of Bjiirner 
and Ziegler is a generalization of Salvetti’s complex to complex arrangements of 
hyperplanes. Orlik’s complex is defined for complex arrangements, too. In the real 
case, it is determined by F(d), too. Arvola [2] gave an explicit homotopy 
equivalence between Orlik’s complex and Salvetti’s one. 
A chamber of ~2 is a 0-codimensional facet. A face is a 1-codimensional facet. 
Two chambers C and D are adjacent if they have a common face (i.e., a common 
1-codimensional facet). 
Now, let us define the oriented system (r, - > = (T(d), -) associated with the 
arrangement &. 
The vertices of r are the chambers of _u’. An arrow of r is a pair (C, D), 
where C and D are adjacent chambers. Note that, in this oriented graph r, if 
(C, D) is an arrow, then (D, C) is also an arrow. 
A positive path of an oriented graph A is a path f = a;‘. . . a> of A with 
El= . . . =E, = 1. This positive path is minimal if there is no positive path having 
the same begin, the same end, and a smaller length than f. 
The relation - is the smallest identification of r such that: 
If f and g are both positive minimal paths with the same begin and the same 
end, then f-g. 
Note that a positive minimal path f = a,. . . a, of r can be interpreted as the 
“minimal gallery” (C,, C,, . . . ,C,) of H, where Ci = end(u, . . . ai) for i = 1,. . . , II 
and C, = begin( Thus we “identify” two minimal galleries which join the same 
chambers. 
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Example. Let _@’ be the arrangement of two lines in R2. The graph of Fig. 3 is 
r(d). The relation - is the smallest identification of r(&‘) such that ab - a’d’, 
be - b’a’, cd - c’b’ and da - d’c’. 
Let <r?, -) + (IX&), -1 be the universal cover of (I?.@‘), -1. The graph of 
Fig. 4 is P. 
Let G be the group of automorphisms of P generated by the translations t, and 
t, (see Fig. 4). Note that f/G = r(d) and G = Z x Z = IIT,(M(d)). 
3.2. Construction of q, : N, + M(d) 
Let p:(O, -> + (r, -1 be a cover of (r(d), ->. First, we are going to define 
a space N= N, and a surjective map q = q,: N-+M. Afterwards, we will prove 
that q is a cover of M(_QZ) (Theorem 3.1). 
Fig. 4. 
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Let C be a chamber of .@’ and let FE S+%I?“> be a facet. We denote by C, the 
unique chamber of &, F, which contains C. We write 
M(C)= U (F+iC,)c(V+iV)=V,. 
FE9-(&) 
Note that this union is disjoint. 
For every u E V(O), we write 
M(u) =M(p(u)). 
Let 
N’= u M(U), 
QEV(O) 
and let 
q’: N’-+M 
be the natural projection. 
It is well known that, if two chambers C and D are adjacent, then there exists 
an unique hyperplane H of J$ which separates C and D. For a chamber C of JY 
and a hyperplane H of &‘, we denote by H,J the open half-space of V bordered 
by H and containing C. 
Let 9 be the smallest equivalence relation on N’ such that: 
If a = (u, w) EA(O), z E M(u), z’ EM(~), and 
q’(z) =q’(z’) EM(U) nM(w) n(H&,+iV), 
where H is the hyperplane of _GZ’ which separates p(u) and p(w), then 
ZZZ’. 
The space N = N, is the quotient 
N= N’/Z, 
and 
q:N+M 
is the map induced by q’. 
Theorem 3.1. Let p : (0, - > -+ (r, - ) be a cover of (T(&‘), - ), and let q, : NP + M 
as defined above. Then q, is a topological cover of M(d). 
The proof of Theorem 3.1 will be made as follows. First we prove that 
{M(C)/ C E l/(r)) is a covering of A4 by open subsets (Proposition 3.2). Let 
p : N’ + N = N’/9? be the natural projection. For every v E V(O), we write 
N(v) =p(M(v)). Since the restriction of q’ to M(v) (where v E V(O)) is the 
identity map M(v) + M(v), the restriction of q to N(u) is also the identity map 
N(v) -M(v). We prove that, for every v E V(O), the set N(v) is an open subset 
of N (Corollary 3.5.2), that, for every chamber C E V(T), 
q-i@‘(C)) = U N(v), 
CEp-YC) 
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and that this union is disjoint (Proposition 3.6). Thus the set q-‘(M(C)) is a 
disjoint union of open subsets of N, and each such subset is a copy of M(C). This 
proves that q is a topological cover. 
Proposition 3.2. The set (M(C) I C E V(T)} 1s a covering of M by open subsets. 
Proof. The following two assertions clearly prove Proposition 3.2 (Assertion 1 
proves that M(C) is an open subset of M). 
Assertion 1. For H E& and C a chamber of &, we denote by r?,- the closed 
half-space of V bordered by H and not containing C. Then 
Assertion 2. 
MC u M(C). 
CEVU-) 
Proof of Assertion 1. Let z. = (X + iy) EM(C). Let F be the facet of JZ? such that 
x E F; then, by the definition of M(C), we have y E C,. Fix HE& and let us 
prove that z E (H + ifi;). 
If x E H, then H contains F, thus C, G HG. It follows that y P r?,-. Therefore 
z = (X + i y) 4 (H + ir?,-). If x E H, then we obviously have z = (x + iy) E (H + 
i&). 
Let z=(x+iy)EVc--(U H ,,(H + iJ?,-)). Let us prove that z E M(C). Let 
F be the facet of & such that x E F. If a hyperplane H E& contains F, then 
y $S & (since x E F), thus y E Hc . It follows that y E C, = l-l H, FHC+. Therefore 
z = (x + iy) E (F + iC,) CM(C). 
Proof of Assertion 2. Let z = (x + iy) EM. Let F be the facet of .& such that 
x E F. If a hyperplane HE& contains F, then x E H, thus y E H. Therefore, 
there exists a chamber D of dIF, such that y ED. Pick a chamber C of _v’ such 
that C,=D. Then z=(~+iy)~(F-tiC~)cM(C). q 
The following Lemmas 3.3, 3.4 and 3.5 are preliminary lemmas to the proof of 
Proposition 3.6. 
Recall that a positive minimal path f = a,. . . a, of r can be viewed as the 
minimal gallery (A,, A,, . . . , A,), where Ai = end(a,. . . ai) for i = 1,. . . , n and 
A, = begin( Interpreting positive minimal paths as minimal galleries, Lemma 
3.3 is a well-known result. A proof of it can be found in 141. 
Lemma 3.5 explicitly gives N(v) n N(w), where u and w are vertices of 0. 
Lemma 3.3. Let f = a,. . . a,, be a positive minimal path of r. Write Ai = end(a, . . . ai> 
for i= l,..., n and A, = begin( Let Hi be the hyperplane of JZ’ which separates 
Ai_1 and Ai. 
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(i) The hyperplanes of ~2 which separate A, and A,, are exactly H,, H,, . . . , H,,. 
(ii) Let F be a facet of &. If (AJr = (A,,),, then Hi does not contain F for any 
i=l >...f . 
(iii) Li F be a facet of _PZ. If F is a facet of _QZ common to A, and A,, then H, 
contains F for every i = 1,. . . , n. 
Let u E V(O). Write C = p(u). For every chamber D of AY”, we choose a positive 
minimal path fn of r beginning at C and ending in D. We denote by fa the lift 
of fb into 0 beginning at U. Note that the end of f> does not depend on the 
choice of fb (see the definition of the identification N of r). We set 
Z(U) = (end(&)lDE V(I.)). 
The restriction of p to 2(v) is clearly a bijection S(U) + V(T). 
Let u and w be two vertices of 0. We write 
Z(u,w)= u P(U)> 
uGGxl:)flz(w)) 
where p(u) is the closure of p(u) in V’. We denote by Z(u, w) the interior of 
Z(v, w). 
Lemma 3.4. Let u and w be two vertices of 0. Zf u E (X(u) c-IX(w)), then 
n H&Z(% w), 
H 
where the intersection is ocer all the hyperplanes H ES? which separate p(u) and 
p(w). 
Corollary 3.4.1. The border of Z(v, w> is included in the union of the hyperplanes 
HE& which separate p(u) and p(w). 
Proof. Write A =p(u>, B =p(w), and C = p(u). Let A be the set of all the 
hyperplanes H ES? which separate A and B. The inclusion of Lemma 3.4 is 
obviously equivalent to the following inclusion: 
where @ is the closed half-space of I/ bordered by H and containing C. Let us 
prove this last inclusion. 
The distance d(D, D’) between two chambers D and D’ of &’ is the number of 
hyperplanes of ~2 which separate D and D’. By Lemma 3.3, it is also equal to the 
length of a positive minimal path beginning at D and ending in D’. 
Preliminary assertion. Let D and D’ be two adjacent chambers of _M’ which are both 
included in Cl nEXI?C+. If d(A, D’>=d(A, D>+ 1, then d(B, D’)=d(B, D)+ 1. 
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Proof of the Preliminary assertion. Let H,, be the hyperplane of JY which 
separates D and D’. For any chamber E of d, we clearly have d(E, 0') = 
d(E, D) + 1 if and only if E and D are in the same side of H,. Thus we know, by 
the starting hypothesis, that A is in the same side of HO as D. Let us prove that B 
is also in the same side of H, as D. 
Suppose not. Then H,, separates A and B, thus H, EM. This is not possible 
because H,, separates D and D’ and both chambers are included in fl Ht HEM C' 
Now, let us prove that fl H t ,@ c .%c, w). 
The set fl I, t ,@ is a union of closures of chambers. Let C’ be one of them. 
Let us prove that C’ _c Z(r), MJ). 
Let a,... a, be a positive minimal path of r beginning at C and ending in C’. 
We write Ci = end(a, . . . a,) for i = 1,. . . , n and C,, = C = begin( We have 
c, c n [, t ,r?, ; indeed, if H E& separates A and B, then H does not separate 
C and C’ (since C’ E t’l I,t ,17,‘), thus, by Lemma 3.3, H does not separate C 
and Ci. 
First, let us give the following criterium ( * ) to a chamber D of & be included 
in Z(c, w). 
( *) Let f be a positioe minimal path of r beginning at A and ending in D, and let 
g be a positive minimal path of r beginning at B and ending in D. The lift of fg-’ 
into 0 beginning at L’ has w as end if and only if D 5 .% c, w ). 
Indeed, if t is the end of the lift of f into 0 beginning at L’, then t E (2%~') n 
Z(w)) and p(t) = D. 
Now, let us prove by induction on i that C, c.%c, w). 
Assume C,_, cz((c, w). 
Case 1: d(A, Ci) = d(A, Ci_ ,) + 1. By the Preliminary assertion, we have also 
d( B, C,) = d(B, C,_ 1) + 1. Let f,_ , be a positive minimal path of r beginning at 
A and ending in Cipl, and let gi_, be a positive minimal path of r beginning at B 
and ending in C,_ 1. Let a, = (Ci_,, Cj) EA(~). The path fj_,a, is positive 
minimal beginning at A and ending in C, (since d( A, Ci) = d(A, Ci_ I I+ 1) and 
the path gl_,ai is positive minimal beginning at B and ending in Ci (since 
d(B, C,)=d(B, CiP,) + 1). The chamber C,_, is included in z(u, w), so, by the 
criterium (* ), the lift of f,_ ,g,?, into 0 beginning at c has w as end. Since 
J;_ig,:‘, - (fifi,ai)(gjp,ai>p’, the lift of (fjp,a,XgL_,a,)-’ into 0 beginning at u 
has also w as end, thus Ci G z(r), w). 
Case 2: d( A, Ci) = d(A, C’_ ,) - 1. By the Preliminary assertion, we have also 
d(B, Ci) = d(B, Ci_,) - 1. Let f, be a positive minimal path of r beginning at A 
and ending in Cj, and let gi be a positive minimal path of r beginning at B and 
ending in C;. Let bi = (Ci, C,-,) EA(T). The path fibi is positive minimal begin- 
ning at A and ending in C,_, (since d(A,C,_ ,) = d( A, C;) + l), and the path g,b, 
is positive minimal beginning at B and ending in Ci_ I (since d( B, C,- {> = d( B, C,) 
+ 1). The chamber C,_, is included in .?(c, w), so, by the criterium (*), the lift of 
(fibi)(g,bi)F’ into 0 beginning at I! has w as end. Since (fibi)(g,bi)-’ *fig;‘, the 
lift of f,g;’ into 0 beginning at u has also w as end, thus Cj ~z(c, w). 0 
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Lemma 3.5. Let u and w be two vertices of 0. Then 
q(N(u) nN(w)) =M(v) nM(w) n(Z(u, w) +iV). 
Corollary 3.5.1. Let v and w be two vertices of 0. If -X(u) n-X(w) = fl, then 
N(u) n IV(w) = Pr. 
Corollary 3.5.2. Let v be a vertex of 0. Then N(v) is an open subset of N. 
Proof of Corollary 3.5.2. Recall that N’ = Ll wEi,.~O+r4(~) and that p : N’ + N is 
the natural projection. By Lemma 3.5, the inverse image of N(u) by p in M(w) 
(where w is a vertex of 0) is M(v) n M(w) n (Z(v, w) + iv) which is an open 
subset of M(w). It follows that p-‘(N(u)) is an open subset of N’, thus N(u) is an 
open subset of N. 0 
Proof of Lemma 3.5. Recall that N’ = Ll L’ E VC,,M(v), and that q’ : N’ --j M is the 
natural projection. The relation 9’ is the smallest equivalence relation on N’ such 
that if a = (v, w) EACH), z E M(v), z’ EM(W), and 
q’(z) =q’(z’) EM(V) nM(w) n(H&,,+il/), 
where H is the hyperplane of A! which separates p(v) and p(w), then 
292’. 
We have N = N’/A?. 
We define a new relation S,v on N’ as follows. 
Let v, w E V(O), let z E M(v), and let z’ E M(w). 
Z9NZ’ - q’(2) =q’(z’) E (M(V) nM(w) n (Z(v, W) +iV)). 
To prove Lemma 3.5, it suffices to prove that SN =A?. This will be done in 
three steps. In the first one we prove that 9,v is an equivalence relation. In the 
second step we prove that W ~9~. In the third step we prove that SZ’,v ~9. 
Step 1. Let v, w and u three vertices of 0. By the definition of %v, w>, we have 
Z(U, W) nZ(w, U) cZ(v, u). 
It follows that 
(M(U) nM(w) n(Z(v, w) +iV)) 
n(M(w) n&f(u) n (Z(W, U) + iv)) 
c(M(v)nM(~4)n(Z(v,u)+iV)). 
This proves the transitivity of ZN. 
Step 2. Let a = (v, w) be an arrow of 0. Let H be the hyperplane of AV which 
separates p(v) and p(w). By Lemma 3.4, we have 
M(u) n M(w) n (%v, +iV)EM(u) nM(w) n(Z(v, w) +iV). 
This proves that 9’ r9,,,. 
Step 3. Let u and w be two vertices of 0. Write A = p(v) and B = p(w). Pick 
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z = (x + iy) E M(u) nM(w) n (Z(U, w) + iv). Let F be the facet of & such that 
x E F. Since z = (X + iy) E M(A) nM(B), we have y EAT and y E B,, thus 
A, n B, # 0, thus A, = B,. Let C be the chamber of JJ! such that F is a facet of 
C and A, = B, = C,. The set Z(U, w) is obviously a union of facets of & and 
x E Z(U, w), thus F GZ(V, w). Furthermore, Z(U, w) is an open subset of I/, thus 
C G Z(U, w) (since F c cl. 
Let f=ai... a, be a positive minimal path of r beginning at A and ending in 
C, and let g = b, . . . b, be a positive minimal path of r beginning at B and ending 
in C. Let f=k,... a^,, be the lift of f into 0 beginning at U, and let g^ = 6,. . . 6, 
be the lift of g into 0 beginning at w. Since C & Z(U, w), there exists a vertex 
u E z(u) n X(w) such that u = end(f> = end(g). Write Ai = end(a, . . . ai) and Ui = 
end(a^, . . . a^,) for i= l,...,n, do =A = begin and u,, = u = begin( B, = 
end b, . . . bj) and wj = e&(6,. . . bj) for j = 1,. . . , m, B, = B = begin and wO = w 
= begin( Let Hi be the hyperplane of M which separates AiP1 and Ai, and let 
K, be the hyperplane of JX? which separates Bj_l and B,. 
Let us prove 
(inc) zE iii (“(ci-l) 
i 
nMG4 f+4>A: +iv))) 
n jil (“(wj-l) n”(wj) n (CKj,R’, + iv))). i 
This proves that 9,,, ~9’. Indeed, if e E M(u) and e’ E M(w) are such that 
q’(e) = q’( e’) = ZEM(U) nM(w) n(Z(u, w) +iV), 
then, by the inclusion (inc), there exists a sequence e = e,, e,, . . . , e, = e&, 
e&_,,...,e;, eh = e’ of elements of N’ such that ei E MU,), ejl E M(Wj), ei- ,Se, 
and ei_,se,!. Thus e&?e’. 
Since f is a positive minimal path ending in C, the chamber C is in the same 
side of Hi as Ai (Lemma 3.3), thus C c (Hi)il, thus F L <r?i>~; The hyperplane Hi 
separates A and C and A, = C,, thus F g Hi (Lemma 3.3), thus F G (Hi),+,. Since 
XEF, 
z=(x+iy)E ii ((II,)J,+iV). 
i=l 
In the same way, one can prove that 
z=(x+iy) E ; ((Kj)l +iV). 
j=l 
Since f is a positive minimal path beginning at A and ending in C and A, = C,, 
no hyperplane HEA? containing F separates Ai and A (Lemma 3.3), thus 
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(FI~)~ =A, = C, for i = 0, 1,. . . , IZ, It follows that 
z=(x+~~)E(F+~(A~)~)GM(A~)=M(L’~). 
Therefore 
ZE f-p(cJ. 
i=O 
In the same way, one can prove that 
ZE 6 M(w,). 0 
/=0 
Proposition 3.6. Let p : (0, N ) + (r, - ) be a couer of (T(J&‘), - >, and let N = NQ 
and q = qp : N -+ M as defined aborje. For ecery chamber C of d, we have 
q-‘(M(C)) = lJ N(c), 
I’Ep-YC) 
and this union is disjoint. 
Proof. This proof is divided in two parts. In the first part we prove that, for a 
chamber A of &, 
q-‘(M(A)) = u N(c). 
c~Ep~Y.4) 
In the second part we prove that this union is disjoint. 
First Part. Let e E~~‘(M(A)). Pick w E V’(O) such that e EN(W). We write 
z = (x + iy) = q(e). By Lemma 3.5, we must find ~1 Ed-’ such that 
z EM(U) nM(w) n (Z(c, W) + iv). 
We write B =p(w>. Let F be the facet of JXZ such that x E F. We have 
z EM(A) (since e Eq-‘(M(A))) and z EM(B) (since e EN(W)), thus y E B, and 
yEAF,thusAFnB,#d,thusA,=B,.LetCbethechamberof~suchthatF 
is a facet of C and C, =A, = B,. Let f be a positive minimal path of r beginning 
at A and ending in C, and let g be a positive minimal path of r beginning at B 
and ending in C. Let c be the end of the lift of gf- ’ into 0 beginning at w. 
By the starting hypothesis, we have z E M(E) = M(A) and z E M(w). It remains 
to prove that z E (Z(c, w) + iV>. 
Let u be the end of the lift of g into 0 beginning at w. We have u E (2(u) n 
X(w)) and p(u) = C, thus C cZ(rl, w>. Since F c c, we have F c.%(u, w). To 
prove that F c Z(u, w), it suffices to prove that F is not included in the border of 
Z(r), w>. We know, by Corollary 3.4.1, that the border of Z(U, w) is included in 
lJ ,H, where the union is over all the hyperplanes H of .& which separate A and 
B. Since A, = B,, the facet F cannot be included in any hyperplane H of AJZ 
which separates A and B (Lemma 3.3). It follows that x E F c Z(u, w>. Therefore 
2 = (x + iy) E (Z(c, w) + iv). 
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Second Part. Let us prove that, if p(u) =p(c’) =A and Z(U) nZ(z:‘) z fl, then 
c = u’. It immediately follows, from Corollary 3.5.1, that lJ ,.Ep-~cAjN(~) is a 
disjoint union. 
Let w E ,Z(L’) nZ(u’). Write B = p(w). Let f be a positive minimal path of r 
beginning at A and ending in B. The lift of f-’ into 0 beginning at w must have 
u and c’ as end, therefore L: = u’. 0 
Proof of Theorem 3.1. By Proposition 3.2, the set (M(C) I C E l/(r)) is a covering 
of A4 by open subsets. Since the restriction of q’ to M(c) (where L' E V(O)) is the 
identity map M(u) + M(c), the restriction of q to N(c) is also the identity map 
N(u) + M(u). Furthermore, by Corollary 3.5.2, N(U) is an open subset of N. By 
Proposition 3.6, for every chamber C of A?‘, we have 
q+(M(C)) = u N(u), 
VEp-YC) 
and this union is disjoint. Thus q is a cover of M. 0 
3.3. Factorization of the covers 
Theorem 3.7. Let r : (O’, -> + (0, -) and p:(O, -> + (IYd), -> be couers of 
oriented systems. Then there exists a topological coL]er p : Npr + N, such that q,, = 
9, o P. 
Proof. Recall that NpL = LI WE ,,,+4(w) and that N,’ = LI 1. E ,+Jt4(uI. Let 
p’ : Nim -+ Ni be the map such that the restriction of p’ to M(w) (where w E I’(@‘)) 
is the identity map M(w) -M(rr(w)). If a = (L., w) is an arrow of O’, then we 
obviously have 
M( ~1) n&f(w) f3 (HITcw, + iv) 
where H is the hyperplane of & which separates pr(u) and p7~(w). It follows that 
there exists a map p : NpTi + N, such that the following diagram commutes. 
The map p is a cover, indeed, for every L’ E V(O), 
P-‘(N,(4) = U N,,(w), 
WE:rr~‘(l,) 
and this union is disjoint (Proposition 3.6). We obviously have qpTi = q, 0 p. III 
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4. The oriented system associated with a cover of M(d) 
This section is divided in four subsections. Let CJ : N + A4 be a cover of M(M). 
In the first subsection we construct, from q : N + M, an oriented system CO,, - ) 
and a cover p4 : CO,, -> + CT, -> of (r(d), - ). In the second subsection we 
prove that p4 completely determines the cover q: N-M up to isomorphism 
(Theorem 4.4). In the third subsection we prove that, if p : N’ + N and q : N + 
M(d) are topological covers, then there exists a cover r : CO,,, N > --f <@I,, -> of 
<@,, -) such that pgP = p4 0 r (Theorem 4.7). In the fourth subsection we prove 
that, if 7 : (A, -) -+ (r, -) is a cover of (KM’), - ), then the cover pq, : CO,_, - > 
+ cr, - > associated with the cover q, : N, + M of M(d) defined in Section 3 is 
isomorphic to r : (A, -> + (r, -1. 
Let us give three immediate consequences of these results. 
(1) If p : (0, -> -3 (T, -> is a cmer of (lQ9, -1 and q, : NP + M is the 
associated cover of M(d), then q, : N, --j M completely determines p : (0, -I-+ 
w, -). 
(2) If p:N-+M IS a cover of M(d), then the cover q,, : NP, -+ M of MC_@) 
associated with pP : CO,, -1 --f (T(d), - > is isomorphic to p : N + M. Indeed, the 
cover pP : CO,, - ) + (T, - ) completely determines p : N -+ M up to isomorphism. 
(3) If r : <f, - ) + (r, -) is the universal cover of (IX&), - 1, then qa : N, + M 
is the universal cover of MW). 
4.1. Construction of p4 : CO,, -) + (r(d), -) 
First, let us prove Lemma 4.1. which will be used to define the identification - 
of 0,. 
Lemma 4.1. Let p: 0 -+ r be a cover of an oriented graph r, and let - be an 
identification of r. Suppose that: if two paths f and g of 0 are such that 
begin(f) = begin(g) and p(f > N p(g), then end(f > = end(g). Then there exists a 
unique identification - of 0 such that p :(O, -)+(r, -)isacoverof (r, -1. 
Proof. Let f and g be two paths of 0 with begin(f I= begin(g) and end( f > = 
end(g). We identify f and g (i.e., f-g) if and only if p( f > -p(g). 
It is easy to prove that - is an identification of 0, that p : (0, -) + (r, -1 is 
a cover of U’, -), and that - is the unique identification of 0 with these 
properties. 0 
Let q : N + M be a cover of M(&‘). First, we are going to construct an oriented 
graph 0 = 0, and a transformation p4. .O + I’(M). Afterwards, we will prove that 
p4 is a cover of T(&‘) (Proposition 4.2) and, using Lemma 4.1, we will define an 
identification - of 0 such that p4 : (0, -1 + (r, -1 is a cover of U’(d), -). 
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For every chamber C of &‘, we write 
R(C) = V+ iC. 
It is obviously an open contractible subset of M. It follows that q-‘(R(C)) is a 
disjoint union of copies of R(C). Let V(O), be a set in bijection with the set of 
copies of R(C) in q-‘(R(C)). For L’ E V(O),, we denote by R(u) the copy of R(C) 
in q-‘(R(C)) which c orresponds with U. The set of vertices of 0 is 
V(0) = n V(O),. 
CEV(f) 
Let a = (C, D) be an arrow of r. Let F be the face of JZ? common to C and D. 
We write 
R(a) =D,+i(CUFUD). 
Note that DF=HDf is the open half-space of V bordered by H = I F I and 
containing D. The set R(a) is obviously an open contractible subset of M. It 
follows that qP1(R(a)) is a disjoint union of copies of R(a). Let A(O), be a set in 
bijection with the set of all the copies of R(a) in q-‘(R(u)). For a^ EA(O),, we 
denote by R(6) the copy of R(u) in q-‘(R(a)) which corresponds with a^. The set 
of arrows of 0 is 
A(O)= JJ A(O),. 
a E/r(r) 
Now, we must define the begin and the end of an arrow a^ of 0 and prove that 
two different arrows cannot have the same begin and the same end. 
Let a = (C, D) be an arrow of r, and let a^ EA(O),. The set R(C) n R(u) = D, 
+ iC is nonempty and connected, so R(a^) n q-‘(R(C)) has exactly one connected 
component, thus there exists a unique vertex c’ E V(O), such that R(u) f-R(2) # @. 
We set begin(Z) = U. In the same way, one can prove that there exists a unique 
vertex w E V(O), such that R(k) n R(w) f 6. We set end(&) = w. 
Suppose that two different arrows a^ and 6 of 0 have the same begin ~1 and the 
same end w. Let C, D E P’(T) such that L’ E V(O), and w E V(O),. We have 
a^, 6 EA(O),, where a = (C, D). The set R(u) n R(C) = D, + iC is nonempty and 
connected, so qP1(R(u)) nR(u) has exactly one connected component, thus there 
exists a unique arrow a^ EA(O), such that R(2) n R(u) # (d. Thus a^ = 6. 
We define p : 0 - r by p(u) = C if II E V(O),. The map p is obviously a 
morphism of oriented graphs. 
Proposition 4.2. The morphism p : 0 -+ r is a cover of r. 
Proof. Let L’ be a vertex of 0 and let a = (C, D) be an arrow of r with 
begin(u) = p(u) = C. The set R(u) n R(C) = D, + iC is nonempty and connected 
SO q-‘(R(a)) nR(u) h as exactly one connected component, thus there exists an 
unique arrow a^ E A(O), such that R(G) n R(u) # cd. Since a^ GA(O),, we have 
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~(a^) = a and begin(&) = U. If another arrow 6 of 0 is such that p(6) = a and 
begin(s) = U, then 6 E&O), and R(6) n R(u) # @, thus 6 = a^. 
In the same way, one can show that, for a vertex w n V(O) and for an arrow a 
of r with end(a) = p(w), there exists a unique lift of a into 0 having w as end. 
This proves that p is a cover. q . 
Proposition 4.3. Let f^and $ be two paths of 0 = 0, such that p( f” - p(g^> and 
begin(f> = begin@). Then end(f> = end(g). 
By Lemma 4.1, there exists a unique identification - of 0, such that 
Pq : <@q, -) + CT, -1 is a cover of (r(d), -). This ends the construction of 
CO,, -) and of pq. 
Proof. Let f and g be two paths of r such that f-g. Let f^ and g be lifts of f 
and g respectively such that begin(f> = begin(g). We are going to prove that 
end( f? = end@). 
It is true for f = hh-’ and for g = begin(h). If it is true for f = h and for g = h’, 
then it is true for f = h-’ and for g = h’-‘. If it is true for f=h and for g=h’, 
then it is true for f = h,hh, and for g = h,h’h,, where h, and h, are suitable 
paths. 
Therefore, it suffices to prove that end( f> = end(g) for positive minimal paths f 
and g having the same begin and the same end. 
Let D be a chamber of zz?. We write T(D) = D + iv. The set T(D) is obviously 
an open contractible subset of M. It follows that q-‘(T(D)) is a disjoint union of 
copies of T(D). 
Let u be a vertex of 0. Write p(u) = C. The set R(C)n T(D) = D + iC is 
nonempty and connected, so there exists a unique copy T(u, D) of T(D) in 
q-‘(T(D)) such that R(u) n T(u, D) # @. Moreover, for another chamber C’ of 
JZ?, there exists a unique U’ E V(O),, such that R(u’) n T(u, D) # 6. 
Assertion. Let f be a positive minimal path of r beginning at C and ending in D. Let 
fAbe a lift off into 0. We write v = begin( f”>. Then the end of f^is the unique vertex 
w E V(O), such that R(w) n T(v, D) # @. 
This assertion clearly proves Proposition 4.3; indeed, if f^ is a lift of a positive 
minimal path beginning at C and ending in D, then the end of f* is completely 
determined by begin(f>, C and D. 
Proof of the assertion. Write f = a,. . . a, and f^= a^, . . . a^,. Let Ci = end(a,. . . a,) 
and vi = end(a^, . . . Zi) for i = 1,. . . , n, C, = C = begin and vO = v = begin( 
Let us prove, by induction on i, that R(vi) n T(v, D) # @. Since v, = w, we have 
R(w) n T(v, D> f @. 
Assume R(v,_i) n T(v, D) # @. 
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Let Fi be the face of JZ! common to Ci_ 1 and Ci. Since D is in the same side of 
Hi = I F, I as Ci (Lemma 3.31, we have 
R(C,-,) nR(ai) n T(D) =D + iC,-, 
which is nonempty. Pick e E R(uip r) such that q(e) E R(Ci_,) n R(ai) n T(D). 
There is an arrow 81 EA(O),, such that e l R(a^j). Since uipl = begin( the 
only one arrow Z( E/I(O),, such that R(u,-,) n R(a^j) f fl is 6: = a^,, thus e E R(a^i). 
There is a vertex U’ E I/(O), such that e E T(c’, 0). Since R(C,_,) n T(D) = 
D + iC,_r is nonempty and connected, there is only one vertex c” E V(O), such 
that R(u,_r> n T(u’, D) # fl. Since R(c,-,) n T(u, 0) z 6 (starting hypothesis), 
we have ~1' = u and e E T(c, 0). 
Therefore e E R(a^,) n T(v, D), thus R(fii) n T(v, D> f @. 
The set 
R( C;) n R( ai) n T(D) = D + iCi 
is nonempty. Pick e E R(fii) such that q(e) E R(C,) n R(ai) n T(D). 
There is a vertex ui E V(0),z such that e E R(u:). Since c’~ = end(&,), the only 
one vertex U’ E V(O),, such that R(a^,) n R(ol) f fd is U; = ul, thus e E R(ui). 
There is a vertex ~1’ E V(O), such that e E T(v’, D). Since R(a,) n T(D) = D 
+ i(Ci_ 1 U F, U Ci> is nonempty and connected, there is only one vertex u’ E V(O), 
such that R(ii) n T(v’, 0) # @. Since R(ki) n T(v, D) # 0, we have U’ = z: and 
e E T(v, D). 
Therefore e ER(Ui) n T(v, D), thus R(uJ n T(v, D> # @. 0 
4.2. Uniqueness of the cover 
Theorem 4.4. Let q: N-+Mand q’: N’ + M be two covers of M(&ld. Suppose there 
exists an isomorphism u : CO,, - ) -+ CO,,, - > of oriented systems such that p4 = 
pql 0 u. Then there exists a homeomorphism 4 : N - N’ such that q = q’ 0 4. 
The following Lemmas 4.5 and 4.6 are preliminary results to the proof of 
Theorem 4.4. 
Let q : N -+ A4 be a cover of M(M). Let z = (x + iy) EM. Let F be the facet 
of A%’ such that y E F. Let A be the chamber of JZ,~, such that x EA. We write 
U(z) =A + iStar( F), 
where Star(F) is the union of all the facets G of .!z? such that G a F. The set U(z) 
is obviously an open contractible subset of M, thus q-‘(U(z)) is a disjoint union of 
copies of U(z). For e E q-l(z), we denote by U(e) the copy of U(z) in qP1(U(z)) 
which contains e. 
Lemma 4.5. Let q : N + M be a cover of MC&‘), and let p : (0, - > -+ (r, - > be the 
associated cover of (IY&), -1. 
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(i) Let C be a chamber of JZ?, let z E R(C) (where R(C) is the closure of R(C) in 
M), and let e E q-‘(z). Then there exists a unique vertex v E V(O), such that 
e E R(v) (where R(v) is the closure of R(c) in N). 
(ii) Let C be a chamber of A?, let z E R(C), and let v E V(O),. Then there exists 
a unique point e E q-‘(z) such that e E R(v). 
Proof. Let C be a chamber of _JzZ, and let z = (x + iy) ER(C). Let F be the facet 
of ial such y E F, and let A be the chamber of &, F, such that x EA. We have 
U(z) =A + iStar( F). 
Since z = (x + iy) E R(C) c V+ ic and x E F, we have F c ?, thus C z Star(F), 
thus U(z) n R(C) =A + iC which is nonempty and connected. 
Proof of (i). Let e ~q-l(z). Since U(z) fl R(C) is nonempty and connected, 
there exists a unique vertex v E V(O), such that U(e) n R(v) # @. Since z E R(C), 
there exists w E V(O), such that e E R(w). Since U(e) is a neighborhood of e, we 
have U(e) n R(w) # fl. It follows that w = v, thus e E R(u). 
Proof of (ii). Let ~1 E V(O),. Since U(z) n R(C) is nonempty and connected, 
there exists a unique point e E q-l(z) such that U(e) n R(v) # @. As before, there 
exists w E V(O), such that e ER(w). We have U(e) n R(w) f @, thus w = v, thus 
e ER(v). 0 
Lemma 4.6. Let C and D be two chambers of &‘, and let z E R(C) n R(D). There 
existsapathf=a;l...a? of Ibg’ e inning at C and ending in D with the following 
property. 
Let q : N + M be a cover of &I(&‘), and let p : (0, - > + (r, - > be the associated 
cover of (P(d), - ). If v and w are respectively the begin and the end of a lift f”of f 
into 0, then there exists a unique e E q-l(z) such that e E R(v) n R(w). 
Proof. Note that the uniqueness of e in the property obviously comes from 
Lemma 4.5. Thus it suffices to prove the existence of such an e. 
Let b , . . . b,, be a positive minimal path of r beginning at C and ending in D. 
We write Ci = end(b, . . . bi) for i = 1,. . . , n and C, = C = beginca,). Let Hi be the 
hyperplane of & which separates Ci_r and Ci. 
Let x be the real part of z and let y be its imaginary part; z =x + iy. Let F be 
the facet of ti such that y E F, and let A be the chamber of .YZ?,~, such that 
x EA. Since z = (x + iy) E R(C) n R(D), we have y E cn 0. It follows that F is a 
facet common to C and D, thus Hi 2 F (Lemma 3.3) for i = 1,. . . , n. Therefore 
AnHi=@(sinceAE+F,)fori=l ,..., n. 
If A is in the same side of H, as Ci, then we set a, = (Cl_,, Ci) and l i = 1. 
If A is in the same side of Hi as C,_ r, then we set a, = (Ci, Ci_,) and l i = - 1. 
We set 
f=a;l...a>. 
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Let 4 : N + A4 be a cover of M(d), let p : (0, -) + (r, -1 be the associated 
cover of (r(M), -), and let f= &;I.. .a^: be a lift of f into 0. We write 
begin(f> = u and end(f> = w. Let e be the unique element of q-l(z) such that 
e E R(u) (Lemma 4.5). Let us prove that e E R(w). 
Write ui = en&&, . . . a^,> for i = 1,. . ., n and uO = u = begin( First, let us 
prove, by induction on i, that U(e) nR(vj) f @. 
Assume U(e) n R(u,_i) # (d and Ei = 1. 
Since A is in the same side of Hi as Ci (see the definition of f>, we have 
U(Z) nR(Cj_i) nR(U,) =A + iCi_i 
which is nonempty. Pick E E R(u,_i) such that q(E) E U(z) n R(C,_,) n R(ai). 
There is a point e’ E q-‘(z) such that E E U(e’). Since R(C,_,) fl U(z) =A + 
iC,_i is nonempty and connected, there is only one point e’ E q-‘(z) such that 
R(u,_i) n U(e’) # @. Since R(vj_ i) n U(e) f fl (starting hypothesis), we have e’ = e 
and E E U(e). 
There is an arrow 6; =A(@),, such that E E R(a^j). Since ui_i = begin(G,), the 
only one arrow 2: EA(O),~ such that R(u,_,> f~ R(a^l) f fl is a”; = Gi, thus E E R(Zi). 
Therefore E E R(di) n U(e), thus R(Gi) n U(e) # (d. 
The set 
U(Z) nR(ai) nR(Ci) =A + iCi 
is nonempty. Pick E E R(a^,) such that q(E) E U(z) n Hai) n NC,). 
There is a point e’ E q-l(z) such that E E U(e’). Since U(z) nR(ui) =A + 
i(C,_i u Fj u Ci) (where F, is the face of & common to C,_i and Ci> is nonempty 
and connected, there is only one point e’ l q-l(z) such that R(si) f? U(e’) # @. 
Since R(fii) n U(e) # @, we have e’ = e and E E U(e). 
There is a vertex U: E V(O),, such that E E R(u/). Since ui = en&Z,), the only 
one vertex U; E V(O),, such that R(a^,) n R(u,‘) f fl is U; = ui, thus E E R(ui). 
Therefore E E U(e) n R(ui), thus U(e) n R(u,) f @. 
If U(e) n R(LI_~) # fl and l i = - 1, then one can prove in a similar way that 
U(e) n R(ui) f 6. 
Now, we have U(e) n R(w) # 6. Since q(e) = z E R(D), there exists w’ E V(O), 
such that e E R(w’). We have U(e) n NW’) # @. Since U(z) n R(D) =A + iD is 
nonempty and connected, there exists a unique w ’ E V(O), such that U(e) n 
NW’) # @. It follows that w’ = w, thus e E R(w). q 
Proof of Theorem 4.4. We write 0 = O,, p = pg, 0’ = O,, and p’ = p4,. We are 
going to construct a homeomorphism 4 : N + N’ such that q = q’ 0 4. 
Let e EN. Note that N = IJ L’ E ,(,,R(v). Choose ZJ E V(e) such that e E R(u). 
Let e’ E R(a(u)) such that q(e) = q’(e’). By Lemma 4.5, e’ is unique. We set 
4(e) = e’. We obviously have q = q’ 0 4. 
Now, we are going to prove: 
(1) 4(e) does not depend on the choice of pi, 
(2) 4 is a local homeomorphism. 
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Since 4 - ’ can be constructed from (+- ’ in the same way as 4 from U, Theorem 
4.4 clearly follows from (1) and (2). 
(1) Let e EN. Suppose that there exists two different vertices u and w of 0 
such that e ER(u) nR(w). Let e; ~R(a(u)) such that q(e) = q’(e;) and let - 
e; E Ha(w)) such that q(e) = q’(e;). Let us prove that e; = e;. 
We write z = q(e), C = p(u), and D = p(w). Let f be the path of Lemma 4.6 for 
z, C and D. Let f^ be the lift of f into 0 beginning at U. We have e E E(eend(f>) 
(Lemma 4.6), e E R(w), and p(end(f?) = p(w) = D, thus, by Lemma 4.5, we have 
en&f> = w. 
Let f^’ be the lift of f into 0’ beginning at a(u). Since a(f> = f^‘, we have 
end(f^‘) = a(w). Thus, by Lemma 4.6, we have e; EE(u(u)) n R(a(w)). Since 
there exists only one e’ Eq’-l(z) such that e’ l R(a(w)) (Lemma 4.5) and - 
e;, e; E R(a(w)), we have e; = e; = e’. 
(2) Let e EN. We are going to prove that the restriction of 4 to U(e) is a 
homeomorphism U(e) -+ U($(e)). We write z = q(e). The restriction of q to U(e) 
is a homeomorphism U(e) + U(z) (recall that U(e) is a copy of U(z) in q-l(U(z))). 
The restriction of q’ to U($(e)) is also a homeomorphism U+(e)) + U(z). Since 
q = q’ 0 #J, it suffices to prove that +(U(e>> c U(4(e)). 
Let e’ E U(e). Write z’ = q(e’). Let x be the real part of z and let y be its 
imaginary part; z =x + iy. Let x’ be the real part of z’ and let y’ be its imaginary 
part; z’ =x’ + iy’. Let F be the facet of A?’ such that y E F, and let A be the 
chamber of A?,~, such that x EA. Let G be the facet of & such that y’ E G, and 
let B be the chamber of &,o, such that x’ E B. Since z’ E U(z) =A + iStar(F), 
we have G 2 F and B zA. 
Fix a chamber C of JZ? having G as facet. It is clear that F is also a facet of C. 
We have z, z’EE(C)=(C+iV)nM. 
Let u E V(O), such that e E R(u). 
The set 
U(z) n U(z’) nR(C) =A + iC 
is nonempty. Pick E E U(e) such that q(E) E U(z) n U(z’) n R(C). 
There is a point e; E q-‘(z’) such that E E U<e,!,>. Since U(z) n U(z’> =A + 
iStar is nonempty and connected, there is only one point ek E q-l(z’) such 
that U(e) n U(e,$ # 0. We have U(e) n U(e’) # 6 (since e’ E U(e)), thus eh = e’ 
and E E U(e’). 
There is a vertex U’ E T/(O), such that E ER(u’). Since U(z) nR(C) =A + iC 
is nonempty and connected, there is only one vertex u’ E V(G), such that 
U(e) nR(u’) # fl. We have U(e) n R(u) # (8 (since e E R(u)), thus U’ = u and 
E E R(u). 
Therefore E E R(u) n U(e’), thus R(u) n U(e’) f fd. 
It follows that e’ is the unique element of qp ‘(z’) such that e’ E R(u) (Lemma 
4.5). 
By the definition of 4, we have 4(e), +(e’) E R(a(u)). 
A complexified real arrangement of hyperplanes 99 
There is a point e, E qrpl(z) such that E E U(e,). Since U(z) nR(C) =A + iC 
is nonempty and connected, there is only one point e, E q’-‘(z) such that 
U(e,) n R(a(u)) z @. We have U(+(e)) n Ha(u)) + fl (since 4(e) E ECU(U))), thus 
e, = 4(e) and E E UC+(e)>. 
One can prove in the same way that E E U(4(e’>). Therefore U(4(e)) n 
U(+(e’>) + Pr . 
Since U(z) n U(z’) =A + iStar is nonempty and connected, there exists a 
unique e” E 4’-’ (z’> such that U(4(e>) n U(e”> f @. Furthermore, since z’ E U(z), 
we also have err E U(4(e>>. It follows that +(e’> = e” E U(4(e>>. 0 
4.3. Factorization of the covers 
Theorem 4.7. Let p : N’ --* N and q : N + n/i(&) be topological covers. There exists a 
cover ,:<O,,, -)-tCO,, -) of CO,, -1 such that p4,,=p40r. 
Proof. Let v E VCO,,). Let v’ be the vertex of 0, such that p(R(v)) = R(v’). We 
set n(u) = v’. 
Let a^ be an arrow of O,,. Let a^’ be the arrow of 0, such that p(R(a^)) = R(a^‘). 
We set rr(&) = a^‘. 
It is easy to prove that r is a cover of <O,, - > with pqP = p4 0 r. q 
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Theorem 4.8. Let rr : (A, ->-(r, -1 beacoverof CT(&), -1. Letq:N-+Mbe 
the associated cover of MC&lb (as defined in Section 3). Let p : (0, - ) + CT, - 1 be 
the cover of (r(d), - ) which is associated with q (as defined in this section). Then, 
there exists an isomorphism u : (A, - ) --) (0, - > of oriented systems such that 
7T=ppu, 
Proof. Let u be a vertex of A. We write C = r(v). We have 
R(C)=(V+iC)= U (F+iC)cM(C). 
FE_!+-(M) 
Since 
q-l(M(C)) = u N(w) 
Vv~rr~YC) 
is a disjoint union and each N(w) is a copy of M(C) (Proposition 3.6), there exists 
a unique vertex v’ E V’(O), such that R(v’) c N(v). We set 
a(v) = v’. 
Let us prove that: 
(1) u defines a morphism of graphs (i.e., u sends arrows onto arrows), 
(2) u is a bijection. 
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Therefore, it is easy to show that u is an isomorphism of oriented graphs and 
that r=ppu. 
(1) Let a^ = (v, w) be an arrow of A. We write C = m(u), D = a(w) and 
a = &LI^) = (C, D). Let H be the hyperplane of A? which separates C and D, and 
let F be the face of & common to C and D. Note that, if a facet G of ti is 
included in Hs, then G II H = @, thus Co = D, 2 C, D, F. By Lemmas 3.4 and 
3.5, we have 
q(N(u) “N(w)) aM(u)nM(w)n(H; +iV)sR(a) 
= (Hg +i(CUFUD)), 
thus there exists a unique arrow a^’ in V(O), such that R(6) c N(u) n N(w). Since 
R(a(u)) u l?(Z) cN(v) and R(u’) n N(u) = fl if U’ # a(u) (where U’ E p-‘(C)), 
the arrow a^’ is the unique arrow in A(O), such that R(a(u)) n&Y) f Id, thus 
begin = a(u). One can prove in the same way that end(Z) = a(w). Therefore a^ 
is sent by u onto a^‘. 
(2) Let C be a chamber of A?. We know, by Proposition 3.5, that 
K’(M(C))= IJ N(w) 
VvEY’(C) 
is a disjoint union and that each N(w) is a copy of M(C). Moreover, R(C) c M(C), 
thus, for every u E V(O),, there exists a unique w E r-l(C) such that R(u) cN(w) 
(i.e., a(w) = u). Therefore the restriction of u to Y’(C) is a bijection r-l(C) + 
p-‘(C) = V(O),. Thus u is a bijection. 0 
5. The fundamental group of a cover of M(d) 
Theorem 5.1. Let q : N + M be a couer of M(&‘), and let p : (0, - > + CT, -) be 
the associated couer of (I%?), -1. Then the groups II,(N) and L!,(O, -1 are 
isomorphic. 
The proof of Theorem 5.1 will be done as follows. To a path f of 0, we will 
associate a path T,(f) of N. Fix a base vertex u0 of 0. To u0 we will associate a 
base point e(u,> of N. By construction, we will have: if 1 is a loop of 0 at ~a, then 
T,(l) is a loop of N at ecu,). We will prove that every loop 5 of N at e(v,) is 
homotopic to a loop at e(v,) having the form T,(l), where I is a loop of 0 at u0 
(Lemma 5.3). We will prove that, for two loops I, and 1, of 0 at uO, T,(Z,) is 
homotopic to T,(l,) with respect to e(u,> if and only if E, - I, (Lemma 5.4). Then, 
it will be easy to prove that the map 
is a group isomorphism. 
For every chamber C of &, fix y(C) E C and set z(C) = 0 + iy(C) E R(C). 
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Let a = (C, D) be an arrow of r. Let F be the face of ti common to C and D. 
Fix y(u)~F and x(a) ED~, and set z(a) =x(a) + iy(u> E R(u). 
For z, z’ E Vc, we denote by [z, z’] the path [O, 11 -+ I’,, t H tz + (1 - t)z’. 
If f, g : [0, 11 + S are two paths of a topological space S such that f(l) = g(O), 
we write 
fug:[O, 11 -+s, 
TV f(2t), 
i 
ifOGtG1/2, 
g(2t - l), if 1/2<t<l. 
Let f=u;l...u, Em be a path of T. Write Ci = end(u;l.. . all) for i = 1,. . . , n and 
C, = begin( We set 
T(f) = [Gl)~ +,>I ” [+Q)? 4Cdl ” WA +%>I 
“[Z(%)> 4Cdl ” ... ” MC,-,>~ +“>I 
“WA zwl. 
It is clear that T(fX[O, 11) ~MkZol), and that begin(T(fI) = z(C,> and end(T(f)) 
= z(C,>. 
A proof of the following lemma can be found in [lo]. 
Lemma 5.2 (Salvetti [lo]). Fix a chamber C, of _a?. Let 5 be a loop of M at z(CJ. 
Then there exists a loop 1 of r at C, such that 5 and T(1) are homotopic with respect 
to z(C(J 
Let q:N-A4 be a cover of M(d) and let p:(O, -)+(T, -I be the 
associated cover of (T(J%‘), ->. 
Note that, for every chamber C of &, we have z(C) ER(C). For every 
u E V(O), we denote by e(u) the lift of z(p(u)) into R(U). 
Note that, for every arrow a of r, we have z(u) E R(u). For every a^ EA(O), we 
denote by e(k) the lift of z(p(a^>) into R(d). 
Let a^ = (v, w> be an arrow of 0. Write C = p(u), D = p(w) and a = ~(a^> = 
(C, D). We have [z(C), z(u)l([O, 11) = [z(u), z(C)l([O, 11) CR(C) U R(u) and 
[z(u), z(D)l([O, 11) = [z(D), z(u)l([O, 11) LR(u) uR(D). It is easy to prove that: 
(1) there exists a unique lift [e(v), e(6)] of [z(C), z(u)] intoR(u) U R(d) begin- 
ning at e(u) and ending in e(k), 
(2) there exists a unique lift [e(d), e(u)] of [z(u), z(C)] into R(6) UR(u) 
beginning at e(ci> and ending in e(u), 
(3) there exists a unique lift [e(d), e(w)] of [z(u), z(D)] into R(B) UR(w) 
beginning at e(a^> and ending in e(w), and 
(4) there exists a unique lift [e(w), e(a^>] of [z(D), z(u)] into R(w) UR(a^) 
beginning at e(w) and ending in e(G). 
Let f”= a^;‘. . a^’ ,,n be a path of 0. Write ui = end(a^;l . . . a^fl) for i = 1,. . . , n and 
u0 = begin(a^,). We set 
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We obviously have qo T&,(f> = T(p(f>), and begin( = e(u,) and en&T&^>) 
= e(u,). 
Lemma 5.3. Let q : N + M be a cover of MC&), and let p : (0, - I-+ (r, -1 be the 
associated cover of (T(d), -1. Fix vO E V(O). Let 5 be a loop of Nat e(v,). Then 
there exists a loop 1 of 0 at vO such that 5 and T,(l) are homotopic with respect o 
e(u,>. 
Proof. Let 5 be a loop of N at e(v,). Write C, = p(v,J. By Lemma 5.2, there exists 
a loop I of r at C, such that ~(5) is homotopic to T(Z) with respect to z(C,). Let i 
be the lift of I into 0 beginning at uO. The lift of T(l) into N beginning at e(v,) is 
by definition T,(f). The lift of the homotopy between q(t) and T(l) obviously gives 
a homotopy between 6 and T,(f) with respect to the extremities. 
Since 5 is a loop at e(v,>, the path T&I is also a loop at e(v,), thus i is a loop 
at va. 0 
Lemma 5.4. Let q : N + M be a cover of MC&‘), and let p : (0, -I+ CT, - ) be the 
associated cover of (T(&), -). Fix vO E V(O). Let I, and I, be two loops of 0 at 
vO. Then T,(E,) is homotopic to T&,) with respect o e(v,) if and only if II - 1,. 
Proof. Let fi:(f, -> + (r, -) be the universal cover of (T(d), -), and let 
$ : d -+ M be the universal cover of M(d). Let rr : <f, -I+ (0, - ) be the cover 
of (0, -) such that p^ = p 0 r. It is the universal cover of (0, ->. Let p : it? + N 
be the cover of N such that 4 = 9 0 p. It is the universal cover of N. Choose 
co E V(f) such that r(D,) = va. Let 1; be the lift of I, into 1” beginning at Da, and 
let 1; be the lift of 1, into 1’ beginning at Da. The lift of T,(1,) into A? beginning 
at e(D,) is Tf(E;), and the lift of T,(I,) into d beginning at e(O,) is Tf(kJ. We 
have 
1,-l, e f?i - /* (definition of a cover) 
w end(il) = end(iZ) (Proposition 2.4) 
* end(Tf(f,)) = end(Tf(f2)) 
- Tf(i,) and Tf(I^,) are homotopic with respect to the 
extremities (since d is simply connected) 
* T,(I,) and To(&) are homotopic with respect to 
e(ull). 0 
Proof of Theorem 5.1. Let vO be a vertex of 0. Consider 
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Lemma 5.4 shows that Q, is well defined and injective. It is clear that @ is a group 
homomorphism. Lemma 5.3 shows that @ is surjective. 0 
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