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A necessary and sufficient condition is given for the partition of a finite group 
to define an association scheme. Using this condition, several classes of asso- 
ciation schemes and balanced incomplete designs have been constructed. 
1. INTRODUCTION 
An m-class association scheme with v objects is defined by the following 
conditions: 
(i) Any two objects are either first, second,..., or m-th associates. 
(ii) Each object has n, i-th associates, i = 1, 2,..., m. 
(iii) For any pair of objects which are i-th associates, the number of 
pjk objects which are j-th associates of the first and the k-th associates of 
the second is independent of the pair of i-th associates with which we start. 
We also define every object as its 0-th associate. Putting ni = p:i , 
i = O,l,..., m, it is wellknown that the parameters,p,i, , satisfy the following 
conditions: 
(b) PY~ = nAk and p;; = 6.. 13 3 i, j, k = 0, 1,. . ., m , 
t z 
cc> Pjk = Pkj 3 i, j, k = 0, l,..., m, 
(d) p& ni = p:, Izj = pfj nk , i, j, k = 0, l,..., m, 
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te) j$o dk = nk ) independently of i, i, k = 0, I,..., m. 
Here 6jk = 1 ifj = k, 0 otherwise. 
The association matrices B, , Bl ,..., B, of an m-class association scheme 
are v x v matrices defined by 
W) B, = I, Bi = ((b$)), i = 1,2 ,..., m, 
where b$ = 1 if objects 01 and ,B are i-th associates 
- 0 otherwise. 
Clearly, Bi is a symmetric matrix with all row and column sums equal to 
nf . 
Lemma 2.1 of [5] states: 
LEMMA 1.1. A necessary and suficient condition for a set of m + 1 ma- 
trices, (A, = I, , A, ,..., A,), of order v to be the set of association matrices 
of an m-class association scheme with parameters 
(1.3) 0, p:k , i,j,k =O, I,..., m, 
is given by a set of conditions: 
(i) each Ai is a symmetric (0, I)-matrix, i = 0, l,..., m, 
(1.4) (ii) *zO Ai = J, (the v x v matrix of l’s), and 
(iii) A,AI, = 5 p:, Ai , j, k = 0, I,..., m. 
i=O 
Let us divide a given set of v distinct permutation matrices of order v, 
(1.5) II = {PO = I, , PI )..., P,-I}, 
into m + 1 non-empty subsets 
(1.6) 170 = {PO19 171 ,-*., an 3 
and let us put 
(1.7) Ai=CPa, i = 0, l,.. ., m, 
=i 
where the summation is taken over all P, belonging to I?, . Then, m + 1 
matrices A, = I,, Al ,..., A, are all v x v matrices. 
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The conditions (i) to (iii) of (1.4), then can be rewritten as 
(1.8) 
(0 ,C P, = C Cl, i = 0, l,..., m, 
* ni 
(ii) 1 P, = J, , and 
rI 
(iii) cPBc P,= ipiKzPa, j,k=O,I ,..., m, 
*i rr, i=O ni 
where the summation of the right-hand side of (i) is taken over all P, 
belonging to Iii . 
(1.8) are a set of necessary and sufficient conditions for the set L’ of u 
distinct permutation matrices of (1.5) to provide an m-class association 
scheme with parameters (1.3). 
Chakravarti and Blackwelder [l] gave a set of sufficient conditions for a 
set of permutation matrices 17 to define an m-class association scheme. It 
was pointed out by Ikeda, in the discussion of the paper [l], that the 
condition was also necessary if n was a group. Theorem 3.1 in [I], then, 
as modified by Tkeda can be stated as: 
THEOREM 1.1. Suppose that Ii’ of (1.5) forms a group of order v. Let 
17~~ denote {P:’ 1 P, ED$), i = 0, 1,2,..., m. Then the set of conditions 
(1.8) is equivalent to the following set of conditions: 
(i) fli = 17;l, i = 0, 1 m ,..*, > 
(1.9) (ii) 2 P, = J, , and 
II 
(iii) for any given P, belonging to Iii , the equation 
P,P, = P, 
has exactly p& solutions (Pa, P,) such that PO elTj and 
P,~n~,foranyjandk,j,k =O, I,..., m. 
Proof. Conditions (1.9) obviously imply those of (1.8). Note that 
imply c, = d, , a = 0, l,...) v - 1. 
Since Ii’ is a group, 17-l = 17. For any given i, let us put 
V-l U-l 
c p, = c cia PLY and c Pi1 = c di, P,. 
ni LX=0 fli CC=0 
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Thus from condition (i) of (1.8) and (1 .lO), we get cia = di, , a = 0, l,..., 
u - 1; i = 0, I,..., m, and hence (i) of (1.9). 
Let pjk(Pa) be the number of solutions, (PB , P,) with Pa ~~~ and 
P,, E 17, , of the equation in (iii) of (1.9). Since 17 is a group, P,P,, is again 
in n. Hence 
and therefore, by condition (iii) of (1.8), we have 
V-l 
z. PidPJ P, = 2 P:k c P, * 
i=O fli 
This implies, by (1.10), that 
PjdPJ = P:k . 
for any P, belonging to D, , i = 0, I,..., m. This shows that conditions 
(i), (ii), and (iii) of (1.8) are simply those of (1.9). Hence the theorem. 
2. ASSOCIATION RELATION DEFINED BY A GROUP OF 
PERMUTATION MATRICES OF ORDER u 
Let us number the rows and the columns of a permutation matrix of 
order a, by integers, 0, l,..., u - 1 and let these u integers correspond also 
to v objects on which we wish to define an m-class association scheme. 
Consider the group 17 of permutation matrices of order v satisfying the 
conditions of (1.9). We shall say that the object x is of the i-th relation to 
the object y with respect to the partition (II, , i = 0, I,..., m} of n if there 
exists a P, E DC such that the element at the position (x, y) of P, is 1. It 
follows that this relation is symmetric since rir, = nz:l, i = 0, 1, 2,..., m. 
The matrix Ai = C P, of (1.5) gives us the pairs of objects (x, y) which 
4 
are in the i-th relation, i = 0, I,..., m. 
Let G = {go = 1, g, ,..., gvFl} be a finite group of order v. We shall write 
and =P,g, 
where g, is an element of G and 
(2.2) pe = ((aea,,N x, y = 0, 1 ,.. .) U - I 
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is the v x v matrix corresponding to the linear transformation 9 = 9”; 
x”=zifandonlyifg,g,=g,;6,,,=1ifx=yand=Oifx#y,isthe 
well-known Kronecker symbol. 
Then17 = (Pm ; CY = 0, I,..., u - l} is a regular group and G is isomorphic 
to 17 ([3, 61). Since II is transitive and of order v, it follows that 
zI:i P, = J, . Note that P, is the permutation matrix corresponding to 
g, and 
(2.3) 
An arbitrary set of elements of G is called a complex [3]. If A and B are 
two complexes in a group G, we write AB for the complex consisting of all 
elements ab, a E A, b E B and call AB the product of A and B [3]. It is 
easy to verify the associative law for the multiplication of complexes [3]. 
Further A-l will denote the complex {a-” 1 a E A} where A is a complex 
of G. Letf,(A) denote the number of times the element g of G occurs in the 
collection (or complex) A of G. Then AA, where X is a non-negative integer, 
is a collection H of G such thatfJH) = &(A) for every g in G. Again, if 
A and Bare two collections (or complexes) of G, then A + L3 is a collection 
K of G such thatfg(K) = f,(A) +f,(B), for every g in G. Let 
(2.4) G = Go + G, + ... + G,, 
be a partition of G into (m + 1) complexes, where G, = {g, = 1}, 1 being 
the identity element of G. We then prove the following: 
THEOREM 2.1. A necessary and su&ient condition for the partition 
(2.4) of G to define an m-class association scheme on v elements is given by 
(i) G< = G;‘, i=O, 1 ,..., m, 
(2.5) 
(ii) GjGl; = f pjB Gi , j, k = 0, l,..., nz 
i=O 
for some set of integers ( p;J i, j, k = 0, I,..., M. 
Proof. Consider the regular permutation group 
I7 = {Pm ) LX = 0, l)...) v - 1). 
G is isomorphic to 17. From the correspondence mentioned in (2.3), it 
follows that the partition {Gi , i = 0, l,..., in} of G will correspond to the 
partition {Iii , i = 0, I ,..., m} of II, where P, E 17, if and only if g, E Gi . 
582ab3/z-5 
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Hence the conditions (i) and (ii) of (2.5) are equivalent to (i) and (iii), 
respectively, of (1.9). Further, I7 being a regular group of order II, 
C f’, = J, , which is (ii) of (1.9). Thus it follows from Theorem 1.1 that 
gnditions (i) and (ii) of (2.5) are necessary and sufficient for the 
partition (2.4) {Gi , i = 0, l,..., m} of G to define an m-class association 
scheme. 
It may be remarked that the association relation between two objects 
(x, JJ) defined earlier through a permutation matrix can be defined equiv- 
alently in terms of the group elements as follows. Two elements x and y 
are in the i-th relation if and only if g;‘g, belongs to the complex Gi of the 
partition {Gi ; i = 0, 1, 2 ,..., m} of G. The condition Gi = CT’, 
i = 0, I,..., m implies that the relation is symmetric. It is not too difficult 
to verify that the integers P& of Theorem 2.1 will satisfy conditions (a) 
through (e) of (1.1). 
3. CONSTRUCTION OF ASSOCIATION SCHEMES FROM FINITE GROUPS 
EXAMPLES 
In this section, we construct several association schemes from different 
finite groups. In each case we give the group, its partition into complexes 
and the parameters, leaving the verification to the reader. 
3.1. Extended Group Divisible Association Scheme 
Let G be a finite group and suppose it is possible to partition it into 
complexes Gi’s, 
(3.1) G=G,+G,+...+G,, 
such that the complexes are defined by 
(3.2) Hi = G,, + G, + ... + Gi , H,, = G, i = 0, I,..., m, 
where H,‘s form a chain of subgroups of G: 
(3.3) H,CH,C-.CH,, = G. 
Then it is easy to verify that the partition (3.1) satisfies the conditions of 
the Theorem 2.1 and hence gives an m-class association scheme. 
Moreover, if we put 1, = 1 and 
(3.4) / Gg 1 = loll ..- Ll(Zi - l), i = 0, l,,.., m, 
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the parameters of the association scheme are given by 
(3. 
p& = 1, p& = 6;, , i, k = 1 ,.. ., m, 
pl,C = pij = S,,(hj - hj_1) = S,J</oll ‘.’ l,-l(lj - 1)~ 
> j < k,j, k = I,..., m, 
I 
1Zj ~ l?j-1 = 1011 “’ lj-l(lj - l), 0 < i < ,j, 
p”j = hj - 2h-1 = IoIl ‘.. Ij-,( Ij - 21, i =j, 
0, otherwise. 
The m-class association scheme thus constructed is the so-called 
extended group divisible association scheme. 
In the case m = 2, this gives a 2-class association scheme of the group 
divisible type: Putting h, = lo = 1, h, = II = n, 11~ = mn, I, = m, as in 
the usual notation, it follows from (3.5) that 
2, = mn, n1 = n - 1, n, = n(m - l), 
Pi1 = n - 2, & = piI = 0, pk3 = nhz - I), 
P ’ 11 = 0, pto = piI = n - I, p$ = n(m - 2), 
which gives the parameters of a 2-class association scheme of the group 
divisible type. 
3.2. Extended L, type Association Scheme 
Let H be a group of order n, and let G be the m-fold direct product of 
H: 
(3.7) G = H x H x ... x H, 
whose elements being denoted by (a, ,..., a,), a, E H, i = l,..., m. It is then 
clear that 
(3.8) 1 G 1 = P, 
and the unit element of G is (I,..., I), 1 being the unit element of H. 
Now, let us put 
‘G,, = {Cl,..., I)}. 
G, = {(a, , l,..., 1) ,..., (I,..., 1, a,)1 ai E H, ai f 1}, 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
(3.9) 
, Gi = the set of all elements of G whose i components are not the 
i 
unit element and the rest (m - i) components are the 
unit element, 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
G,,& = {(al ,..., a,J a, t H, ai # 1, i = l,..., m}. 
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It is obvious that 
(3.10) /G,/ = (7) (n - I)j, i = 0, l,..., m, 
and G is partitioned in the form 
(3.11) G = G, + G, + ... + G, . 
It is then not too difficult to check that the partition (3.11) satisfies the 
conditions of Theorem 2.1. The partition (3.11) thus gives us an m-class 
association scheme with parameters v = nm and ~j”~ , i, j, k = 0, I,... m 
given by 
B(i,j,f:) 
(3.12) & = c . 
‘I 
u=a(i,j,,;J (z +.j - k - 2r:)! u!(k -.i + u)! 
where 
Pl,, = 0 if 4&j, k) > P(i,.i, k), 
and 
a(i, j, k) = max(O, i - k), 
(3.13) 
,@i, j, k) = min i, m - k, ~__ i i+j-k 1 2 . 
This gives us the values of p,“,< for j ,< k. Since piI; = pf,, , the above 
exhausts all the cases. 
This may be regarded as an extension of the usual L, type association 
scheme. For m = 2, this gives us the 2-class association scheme of the L, 
type, with parameters 
, pQ = po = p$ = po = pi2 = po z pll = 0 
00 10 20 12 > 
& = 2(n - 11, pi2 = (n - lj2, pi, = P$ = 1, 
P 1 = pl = 0, pl = 
(3.14) { p:2 _ 2” l1 
(n - 21, pi2 = p& = Cn - l), 
22 - (n - I)(n - 2), pi0 = p& = pfo = 0, 
2- 
p20 ~ PO2 
2 =1,p2 c&p2 = 
11 12 Pi1 = 2(n - 21, 
( pi2 = (n - 2)2. 
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3.3. Extended TX-type Association Scheme 
Let G be a finite group generated by the m generators 
(3.15) al 3 a2 ,..., a, , 
subject to the generating relations 
(3.16) ai = 1 and azaj , i, j = I,..., WI. 
Let us define 
! 
G, = I, 
G, = a1 ,..., a, , 
. . . . (3.17) 
i 
G, = {ajlaj, ... aj, 1 1 < ,iI < ... < ji -< Ft’l), 
. . . . . 
\G,,, = {a, ... a,,,). 
Then, these subsets of G form a partition of G: 
(3.18) G=G,+G,+.~.+G,, 
for which it is evident that 
(3.19) 1 G 1 = 2”‘, 1 Gi 1 = (y), i = 0, I,..., m. 
The group thus defined is isomorphic to the additive group & , con- 
sisting of all binary m-vectors whose components are from the Galois 
field GF (2). 
It is easy to verify that the partition (3.18) satisfies the conditions of 
Theorem 2.1 and hence gives us an m-class association scheme with 
parameters v = 2” and p$. given by 
(3.20) 
are non-negative integers, 0, 
otherwise. 
It is easy to see that 
(3.21) G = G,, + G, + G, + ... + G,i + -.* + G,[,,,I , 
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[ ] being the usual Gauss symbol, is a subgroup of order 2+l and 
i 
GZj = % (~)(~j~~!) Gzj , u j = 0, I ,..., s, 
i=O 
(3.22) 
where s = [m/2]. 
j, k = 0, I,..., s, 
The partition (3.21) gives us an s-class association scheme with para- 
meters given by (3.22). 
From (3.22) we see that 
(3.23) Gz2 = 0 ; Go + 2(n - 2) G, + 6G, , 
We shall say that two elements x,y of G, are 1st associates or 2nd associates 
according, respectively, as X-I y E G, or as x-l y E G4 . Then, it is easy to 
check that the resulting association scheme is of the usual triangular type, 
whose parameters are 
an - 21, n2 = (” ; ‘j, 
(3.24) = n - 2, pi2 = pi1 = n - 3, p& = 
n-3 
( 1 2 ’ 
p$ = 2(n - 4), pi2 = 
n-4 
i 1 2 . 
3.4. Balanced Incomplere Block Design and Association Scheme from an 
Abelian Group 
Let G be an Abehan group of order V, and suppose that partition 
(3.25) G = Go + G, + ... + G, , 




(9 / G / = n, i = I,..., m, 
(ii) Go + Gi is a subgroup of G, i = l,..., m, and 
(iii) for any given i and j (i #,j), there exists n integers 
k(i,.iL , u = I,..., II, such that 
G,Gj = i G,(i,j), * 
LI=l 
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Then, it is clear that v = nm + 1, and (n + 1)2 divides v since (G, + GJ 
(G, + GJ is a subgroup of G. 
We first note that a sufficient condition for (iii) in (3.26) to be satisfied 
under the conditions (i) and (ii) is that each G,, + Gi has no proper sub- 
group other than G, . 
It is also seen easily that under the conditions given by (3.26) the 
complex 
(3.27) W&j) = G, + Gi + Gj + i Gk(i,,), 
u=l 
forms a subgroup of G, for i # j. It is also a minimal subgroup of G, which 
contains Gi + Gj . We state three lemmas (without proof): 
LEMMA 3.1. Suppose, for the partition (3.25) of G, conditions (i) and 
(ii) of (3.26) are satisjied. Then, for condition (iii) of (3.26) it is necessary 
and suficient that, for any given i and j, i f: j, there exist a set of n integers 
k(i, j), , u = l,..., n, such that the subset H(i, j) dejined by (3.27) forms a 
subgroup of G. 
LEMMA 3.2. Under the same situation as in the above lemma, suppose 
that,,for a set of (n + 2)G,‘s {G,?}, j = I,..., n + 2, 
(3.28) Go + Gi, + ... + Gin+, 
forms a subgroup of G. Then, for any given j, and j2 distinct, it holds that 
(3.29) G,lGj2 = 1 G, . 
i+j,.i, 
It is now evident that, under the conditions of (3.26) for any given i and j 
distinct, there exists a unique set of n Gi’s satisfying the equality given in 
(iii) of (3.26). Simplifying the notation of suffix, let them be 
(3.30) z(i,.d = {Gi , G, , G,, ,..., Gk,). 
Lemmas 3.1 and 3.2 say, then, that this set of Gi’s is determined uniquely 
by giving any pair of Gi’s in the set. The number of distinct H(i,,j)‘s under 
(3.25) and (3.26) is then given by m(m - l)/(n + 2)(n + 1) and this must 
be an integer. Further, it is easy to verify that any pair of H(i,j)‘s in the 
family of all mutually distinct H(i,j)‘s do not possess more than one 
G, in common. 
Under (3.25) and (3.26), (n + 1)” divides v = nm + 1. This implies that 
(3.31) m = t + (tn + l>(n + 21, t an integer. 
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Then, (m - 1)/(/z + 1) = 1 + t(n + 1) is an integer. 
Further, both n and n + 1 divide n(m - 1). Hence, n(m - 1) is an even 
integer and n(nz - I)/2 is a positive integer. 
A given Gk: is contained in exactly (m - I)/(n + 1) distinct H(i,j)‘s. This 
gives us 
LEMMA 3.3. Under the conditions of (3.25) and (3.26), 
(3.32) C G,Gj = 
i<i 
n(m2- ') !I G, 
Thus we have seen that each GI, is contained in exactly (m - l)/(n + 1) 
distinct X(i,j)‘s. It is also clear that any given pair Gx and G, are con- 
tained in exactly one Z(i,j) belonging to g, the family of all distinct 
cqi,j)‘s. 
We are now in a position to state the following: 
THEOREM 3.1. Suppose that conditions (i) through (iii) of (3.26) are 
satisjedfor a partition (3.25) of an Abelian group G of order nm + 1. Then, 
the,family 98 is a “(v, k, X)-configuration” [4], where 
(3.33) v=m,k=n+2,h=l, 
and the other parameters are given by 
(3.34) 
m(m - 1) m-l 
b = (n + l)(n + 2) ’ r = ___ * n+l 
It should be remarked that the configuration of this theorem is a 
balanced incomplete block design with the parameters given above. Such 
a design can be actually constructed if there exists an Abelian group for 
which conditions (3.25) and (3.26) are satisfied. 
Note that, for t = 1 in (3.31), we have 
(3.35) v = m = I + (n + l)(n + 2) = b, r = k = n + 2, h = 1, 
which correspond to a PG(2, n + 1) if one exists. For t # 1, for b to be 
an integer, n + 2 must divide t(t - 1). We do not have an example of a 
design in this category. 
THEOREM 3.2. If there exists an Abelian group G with the partition 
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(3.25) satisfying the conditions of (3.26), then there can be found an m-class 
association scheme, whose parameters are given b-v 
1’ = nm + 1, ni = n, i = I,..., m, 
1, if Gi , Gj and GI, belongs to the same class in B’, 
and i f j, i # k, ,j # k (i.e., Gi , Gj and G, are 
(3.36) pfn- = distinct), 
n - I, if i=j=k, 
0, otherwise, (i, j, k = l,..., m). 
Proof. By the preceding theorem, we can see that, for any given,i and k 
distinct, there exists exactly one class, X(t, u) say, in a such that 
Z(j, k) = %(t, u). 
Hence the theorem follows from Lemma 3.2. 
In the case n = s - 1 and 11 = s[, where s is any prime power and t is 
any positive integer greater than 2, and hence m = (9 - l)/(s - I), the 
association scheme given in the above theorem is the geometric association 
scheme given by Y. Fujii [2], basing upon the structure of finite projective 
geometry. 
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