In the sections below we report performance for each of the three parallelization strategies on a single test problem (Problem 1 from Rice et al.
[1981]):
where f is chosen so that the true solution is u(x, y) = 0.75e Xysin (7rx) . C, J, Ribbens et al In Table  II Two formulations of Cholesky factorization of an n X n matrm with bandwidth m Table II . It must also be emphasized that we used the row-wise version of dpbfa described in Section 3; KAP achieves virtually no speedup on the original column-wise version.
As expected, KAP only parallelized the single loop that we also did by hand, and the performance is essentially the same as the dynamically scheduled version in Table II. . C, J, Ribbens et al, 
BLAS-BASED PARALLELIZATION
The third major approach we consider for parallelizing a large mathematical software package is a two-level strategy built on good parallel implementations of a set of low level primitives.
For our applications, the most obvious set of primitives are the three levels of Basic Linear Algebra Subprograms (BLAS) [Dongarra et al., 1990; Dongarra et al., 1988; and Lawson et al., 1979] 
