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CCNA (Cisco Certified Networking Associate): Considerada actualmente como una 
de las certificaciones más importantes a nivel de la tecnología de la información, 
específicamente en redes.  
CCNP: (Cisco Certified Networking Professional): A nivel profesional, este módulo 
de CISCO brinda todas las herramientas para diseñar y dar solución a todo lo 
referente a redes empresariales. 
Router: Definido como un módulo que permite la conectividad entre los diferentes 
dispositivos conformados por varias redes, su función principal es establecer una 
ruta por donde viajaran los paquetes de datos de una red a otra. Su nombre proviene 
de enrutador o Router en Ingles.  
Switch: Se considera un dispositivo de interconexión, pero a diferencia del Router, 
este se encarga de conectar equipos de una misma red.  
EIGRP (Enhanced Interior Gateway Routing Protocol): Es un protocolo de ruteo de 
tipo versión distancia. Su implementación aumenta el potencial de las redes 
reduciendo los tiempos de convergencia.  
OSPF (Open Shortest Path First): Este es un protocolo de direccionamiento tipo 
enlace-estado, su función es calcular la ruta más corta entre dos nodos.  
VLAN (Virtual Local Area Network): Crea redes virtuales dentro de una sola red 
física su función es disminuir el domino de difusión y mejorar la administración de la 
red.  
Ethernet: Tipo de red de área local desarrollada en forma conjunta por Xerox, Intel y 
Digital Equipment. Se apoya en la topología de bus 
Etherchannel: Hace parte de las tecnologías de CISCO, basada en los estándares 
802.3 Full-Duplex y Fast Ethernet; su función principal es la agrupación lógica de 
varios enlaces físicos Ethernet.  
PAgP: Es un protocolo de CISCO, se encarga de agrupar puertos con 
características similares.  
LACP: Igual que PAgP es un protocolo de CISCO que puede agrupar puertos con 
características similares. Es un protocolo definido en el estándar 802.3ad. Sus 
modos de configuración son activo y pasivo.  
  
Resumen 
El objeto de este documento, consiste fundamentalmente en la aplicación de los 
conocimientos adquiridos en el campo profesional de las Redes demostrando 
amplia habilidad, capacidad de planificación, implementación y verificación de 
soluciones de redes complejas. 
Como consecuencia, se ha dado solución práctica y concreta a los escenarios 
propuestos, en ellos se implementa el uso del simulador GNS3 v2.2.8 donde se 
aplican las temáticas relacionadas con los principios básico de redes y sus 
protocolos de enrutamiento IP en versiones IPv4 e IPv6, protocolo EIGRP, OSPF y 
BGP.  
Por otro lado, se evidencia el conocimiento mediante la función de las distintas 
técnicas en cuanto a la administración de la conmutación en la arquitectura de una 
red empresarial mediante la implementación de VLANs, configuración de Switches 
capa 2 y capa 3 y disposición de seguridad en redes LAN y WAN, de tal forma que 
se evidencia la amplia comprensión arquitectónica y profundización de habilidades 
requeridas por las redes empresariales 




The purpose of this document is the application of the knowledge acquired in the 
professional field of Networks, demonstrating ample ability, planning, and 
implementation and verification capacity for complex network solutions. 
As a consequence, the practical and concrete solution to the proposed scenarios 
has been given, in them the use of the GNS3 v2.2.8 simulator is implemented, where 
the topics related to the basic principles of networks and their IP routing protocols 
are seen in IPv4 versions and IPv6, EIGRP protocol, OSPF and BGP. 
On the other hand, the knowledge is evidenced by the function of the different 
techniques in terms of the management of the switch in the architecture of an 
enterprise network through the implementation of VLANs, configuration of layer 2 
and layer 3 switches and provision of security in networks LAN and WAN, in such a 
way that the broad architectural understanding and depth of skills required by 
business networks is evident 
Keywords:  Networks, GNS3, Packet Tracer, IPv4, IPv6, EIGRP, OSPF, BGP, 
VLANS 
 





Según el informe de Cisco 2011 Cisco Connected World Technology Report, la 
importancia de las redes es considerado como un recurso fundamental en la vida 
diaria, vemos como día a día el internet se vuelve un recurso básico, cada vez hay 
más demanda, más consumo, el uso de dispositivos como teléfonos móviles o 
computadoras portátiles es masivo, e incluso gracias a esta tecnología es habitual 
hablar educación a distancia o de teletrabajo, pero, detrás de esto existen una serie 
de herramientas tecnológicas y protocolos encargadas de hacer esto posible, dichas 
herramientas se presentan en este documento donde se profundizan los 
conocimientos básicos de CCNA, Router, Switch dando un nuevo salto a CCNP.  
Este informe documenta los pasos el desarrollo de la solución a los escenarios 
propuestos como diseño pedagógico; En el primer escenario, se tratan los 
contenidos del Módulo CCNP ROUTE  CISCO, evidenciando el aprendizaje en los 
temas de principios básicos de Red, protocolos de enrutamiento IPv4 e IPv6, 
enrutamiento Gateway, EIGRP, OSPF y BGP; en el segundo escenario, se estudian 
los temas del módulo CCNP SWITCH CISCO, el cual apropia temáticas 
relacionadas con la implementación, conmutación en una arquitectura de Red, 
redes VLAN’s, disponibilidad y redundancia de Switches de capa 2 y capa 3 y 
características de redes LAN y WAN.  
Su objeto principal es demostrar los conocimientos adquiridos en el uso de 
comandos IOS, configuración de Routers, uso de protocolos de enrutamiento, 
direccionamiento, diseño e implementación de soluciones prácticas en ambientes 
LAN y WAN, para esto se emplean la herramienta de simulación y laboratorio GNS3 
y Packet Tracer, el cual permite configurar los escenarios propuestos y analizar su 




Una empresa de confecciones posee tres sucursales distribuidas en las ciudades 
de Cali, Barranquilla y Ocaña, en donde el estudiante será el administrador de la 
red, el cual deberá configurar e interconectar entre sí cada uno de los dispositivos 
que forman parte del escenario, acorde con los lineamientos establecidos para el 
direccionamiento IP, protocolos de enrutamiento y demás aspectos que forman 
parte de la topología de red. 
 
 
Topología de Red -  Escenario 1.  
 
 
Figura 1. Topología de Red propuesta – escenario 1. 
 
 







Parte 1: Configuración del escenario propuesto 
En este primer escenario, se utiliza el simulador GNS3 versión 2.2.8, con IOS 
actualizados, los conmutadores utilizados son: 
 Tres Router C7200 versión 15.2 
 Ethernet Switch versión 12.0 
 
 










A continuación, se presenta una tabla de direccionamiento tomada de la topología 
de red indicada.  
 
Tabla 1. Tabla de direccionamiento IPv4 e IPv6 


























1. Configurar las interfaces con las direcciones IPv4 e IPv6 que se 
muestran en la topología de red.  
 
2. Ajustar el ancho de banda a 128 kbps sobre cada uno de los enlaces 
seriales ubicados en R1, R2, y R3 y ajustar la velocidad de reloj de las 
conexiones de DCE según sea apropiado.  
Estas primeras configuraciones son básicas, se realizan desde la configuración 
principal.  
Basados en el direccionamiento de la tabla anterior, se realiza la asignación de 
direcciones IPv4 e IPv6 en cada Router.  







CALI(config-if)#ip add 192.168.110.1 255.255.255.0 




CALI(config-if)#ip add 192.168.9.1 255.255.255.252 
CALI(config-if)#ipv6 add 2001:db8:acad:90::1/64 





R2 (OCAÑA):  
Router#conf t 
Enter configuration commands, one per line.  End with CNTL/Z. 
Router(config)#hostname OCANA 
OCANA(config)#interface g0/0 
OCANA(config-if)#ip add 192.168.2.1 255.255.255.0 




OCANA(config-if)#ip add 192.168.9.2 255.255.255.252 





OCANA(config-if)#ip add 192.168.9.5 255.255.255.252 
OCANA(config-if)#ipv6 add 2001:db8:acad:91::1/64 









BARRANQUILLA(config-if)#ip add 192.168.3.1 255.255.255.0 




BARRANQUILLA(config-if)#ip add 192.168.9.6 255.255.255.252 





3. En R2 y R3 configurar las familias de direcciones OSPFv3 para IPv4 e 
IPv6. Utilice el identificador de enrutamiento 2.2.2.2 en R2 y 3.3.3.3 en 
R3 para ambas familias de direcciones.  
OSPF hace parte de los protocolos de enrutamiento IP. OSPF En su versión 3 
permite la compatibilidad para IPv4 e Ipv6. Para este primer escenario, 
aprovecharemos las ventajas que nos brinda OSPFv3 y configuraremos la red con 
este enrutamiento. El comando requerido es router ospfv3, pero se requiere que el 
enrutamiento Ipv6 este habilitado por lo que se hace fundamental utilizar el comando 




R2 (OCAÑA):  
OCANA(config)#ipv6 unicast-routing 
OCANA(config)#router ospfv3 1 
OCANA(config-router)#address-family ipv4 unicast 
OCANA(config-router-af)#router-id 2.2.2.2 
OCANA(config-router-af)#exit-address-family 






R3 (B/QUILLA):  
BARRANQUILLA(config)#router ospfv3 1 




BARRANQUILLA(config-router)#address-family ipv6 unicast 
BARRANQUILLA(config-router-af)#router-id 3.3.3.3 
 
4. En R2, configurar la interfaz F0/0 en el área 1 de OSPF y la conexión 
serial entre R2 y R3 en OSPF área 0.  
Para uno correcta habilitación de las interfaces, usaremos el comando ospfv3 pid 
[ ipv4 | ipv6 ] area area-id, ya que este comando  nos permite  la habilitación de 
ambas interfaces.  
 
R2 (OCAÑA):  
OCANA(config)#interface g0/0 
OCANA(config-if)#ospfv3 1 ipv4 area 1 
OCANA(config-if)#ospfv3 1 ipv6 area 1 
OCANA(config-if)#interface s3/1 
OCANA(config-if)#ospfv3 1 ipv4 area 0 
OCANA(config-if)#ospfv3 1 ipv6 area 0 
OCANA(config-if)#exit 
 
5. En R3, configurar la interfaz F0/0 y la conexión serial entre R2 y R3 en 
OSPF área 0.  
R3 (B/QUILLA):  
BARRANQUILLA(config)#interface g0/0 
BARRANQUILLA(config-if)#ospfv3 1 ipv4 area 0 
BARRANQUILLA(config-if)#ospfv3 1 ipv6 area 0 
BARRANQUILLA(config-if)#exit 
BARRANQUILLA(config)#int s3/1 
BARRANQUILLA(config-if)#ospfv3 1 ipv4 area 0 
BARRANQUILLA(config-if)#ospfv3 1 ipv6 area 0 
BARRANQUILLA(config-if)#exit 
 
6. Configurar el área 1 como un área totalmente Stubby.  
 
7. Propagar rutas por defecto de IPv4 y IPv6 en R3 al interior del dominio 
OSPFv3. Nota: Es importante tener en cuenta que una ruta por defecto 
es diferente a la definición de rutas estáticas.  
 
CISCO nos ofrece el área Stubby la cual envía una ruta sumarizada. Para definir un 
área totalmente stubby, utilizaremos el comando area xx stub no-summary.  
 
R2 (OCAÑA):  
OCANA(config)#router ospfv3 1 
OCANA(config-router)#address-family ipv4 unicast 
OCANA(config-router-af)#area 1 stub no-summary 




OCANA(config-router)#address-family ipv6 unicast 




R3 (B/QUILLA):  
BARRANQUILLA(config)#router ospfv3 1 
BARRANQUILLA(config-router)#address-family ipv4 unicast 
BARRANQUILLA(config-router-af)#default-information originate always 
BARRANQUILLA(config-router-af)#exit-address-family 
BARRANQUILLA(config-router)#address-family ipv6 unicast 




8. Realizar la configuración del protocolo EIGRP para IPv4 como IPv6. 
Configurar la interfaz F0/0 de R1 y la conexión entre R1 y R2 para EIGRP 
con el sistema autónomo 101. Asegúrese de que el resumen automático 
está desactivado.  
 
9. Configurar las interfaces pasivas para EIGRP según sea apropiado.  
 
EIGRP permite configurar los dos tipos de familia de direcciones mediante los tres 
siguientes modos, address-family configuration mode, address-family interface 
configuration mode y address-family topology configuration mode.  
Para entrar a estos modos, requerimos la utilización del siguiente comando 
address-family ipv4 unicast autonomous-system 1 
Basados en esto, procedemos con la realización de los siguientes puntos de este 
primer escenario.  
 
 
R1 (CALI):  
CALI(config)#router eigrp dual-stack 




CALI(config-router-af)#network 192.168.9.0 0.0.0.3 
CALI(config-router-af)#network 192.168.110.0 0.0.0.3 
CALI(config-router-af)#eigrp router-id 1.1.1.1 
CALI(config-router-af)#no shutdown 










R2 (OCAÑA):  
OCANA(config)#router eigrp dual-stack 
OCANA(config-router)#address-family ipv4 unicast autonomous-system 4 
OCANA(config-router-af)#network 192.168.9.0 0.0.0.3 
OCANA(config-router-af)#eigrp router-id 2.2.2.2 
OCANA(config-router-af)#no shutdown 
OCANA(config-router-af)#exit-address-family 



















10. En R2, configurar la redistribución mutua entre OSPF y EIGRP para IPv4 
e IPv6. Asignar métricas apropiadas cuando sea necesario.  
 
R2 (OCAÑA):  
OCANA(config)#router eigrp dual-stack 
OCANA(config-router)#address-family ipv4 unicast autonomous-system 4 
OCANA(config-router-af)#topology base 
OCANA(config-router-af-topology)#distribute-list 10 out 
OCANA(config-router-af-topology)#$e ospfv3 1 metric 10000 100 255 1 1500 
OCANA(config-router-af-topology)#exit-af-topology 
OCANA(config-router-af)#address-family ipv6 unicast autonomous-system 6 
OCANA(config-router-af)#topology base 




11. En R2, de hacer publicidad de la ruta 192.168.3.0/24 a R1 mediante una 
lista de distribución y ACL.  
Las ACL o listas de control de acceso nos permiten bloquear o permitir los paquetes 
de datos IP, además que proporcionan seguridad para el acceso a la red y filtran el 
trafico según sean configuradas  
 
R2 (OCAÑA):  
OCANA(config-router)#ip access-list standard 10 
OCANA(config-std-nacl)#remark acl to filter 192.168.3.0/24 




Parte 2: Verificar conectividad de red y control de la trayectoria. 
a. Registrar las tablas de enrutamiento en cada uno de los routers, 















Figura 5. Tabla de enrutamiento ipv4 en R2-OCAÑA 
 
 




Figura 7. Tabla de enrutamiento ipv4 en R3-BARRANQUILLA 
 
 
Figura 8. Tabla de enrutamiento ipv6 en R3-BARRANQUILLA 
 




















c. Verificar que las rutas filtradas no están presentes en las tablas de 
enrutamiento de los routers correctas.  
 
Nota: Puede ser que Una o más direcciones no serán accesibles desde todos los 
routers después de la configuración final debido a la utilización de listas de 
distribución para filtrar rutas y el uso de IPv4 e IPv6 en la misma red. 
 
 





Figura 13. Verificación de rutas en R2-OCAÑA. 
 




Escenario 2  
Una empresa de comunicaciones presenta una estructura Core acorde a la 
topología de red, en donde el estudiante será el administrador de la red, el cual 
deberá configurar e interconectar entre sí cada uno de los dispositivos que forman 
parte del escenario, acorde con los lineamientos establecidos para el 
direccionamiento IP, Etherchannels, VLANs y demás aspectos que forman parte del 
escenario propuesto. 
 
Topología de Red -  Escenario 2.  
 
 











Parte 1: Configurar la red de acuerdo con las especificaciones.  
Para la realización de este segundo escenario, se decide utilizar el simulador de 
Cisco Packet Tracer en su última versión. Versión 7.3.0.0837. 
 
 
Figura 16. Simulación de la topología de Red especificada en Cisco Packet Tracer v.7.3.0.0837 
 
a. Apagar todas las interfaces en cada switch.  
b. Asignar un nombre a cada switch acorde al escenario establecido. 
En esta primera parte utilizaremos en comando interface range, el cual nos 
ayudara a seleccionar varias interfaces al mismo tiempo que se aplica el mismo 
comando para cada una de ellas, así mismo, asignamos el nombre a cada switch 




Enter configuration commands, one per line. End with CNTL/Z. 
35 
 









Enter configuration commands, one per line. End with CNTL/Z. 









Enter configuration commands, one per line. End with CNTL/Z. 









Enter configuration commands, one per line. End with CNTL/Z. 






c. Configurar los puertos troncales y Port-channels tal como se muestra 
en el diagrama.  
1) La conexión entre DLS1 y DLS2 será un EtherChannel capa-3 
utilizando LACP. Para DLS1 se utilizará la dirección IP 
10.12.12.1/30 y para DLS2 utilizará 10.12.12.2/30.  
Cisco ofrece su tecnología de Etherchannel de acuerdo a los estándares 802.3, la 
cual, permite que los links Ethernet combinen en solo un canal lógico.  
Crear un Port-channel significa aumentar el ancho de banda, ayudando así a la 
capacidad de comunicación entre los switch. 
A continuación, aplicamos los comandos requeridos que nos permiten configurar los 
puertos troncales y port-channel para el canal Etherchannel (LACP),  identificado en 




Enter configuration commands, one per line. End with CNTL/Z. 
DLS1(config)#interface port-channel 12 
DLS1(config-if)#no switchport 
DLS1(config-if)#ip address 10.12.12.1 255.255.255.252 
DLS1(config-if)#exit 
DLS1(config)#int range fa0/11-12 
DLS1(config-if-range)#no switchport 








DLS2(config)#interface port-channel 12 
DLS2(config-if)#no switchport 
DLS2(config-if)#ip address 10.12.12.2 255.255.255.252 
DLS2(config-if)#exit 
DLS2(config)#interface range fa0/11-12 
DLS2(config-if-range)#no switchport 




2) Los Port-channels en las interfaces Fa0/7 y Fa0/8 utilizarán LACP.  
Para la configuración troncales y EtherChannel, utilizaremos el comando 
switchport trunk encapsulation {isl | dot1q}, sin embargo, es importante 




DLS1(config)#int range fa0/7-8 
DLS1(config-if-range)#switchport trunk encapsulation dot1q 
DLS1(config-if-range)#switchport mode trunk 
DLS1(config-if-range)#channel-group 1 mode active 
DLS1(config-if-range)#exit  





DLS2(config)#int range fa0/7-8 
DLS2(config-if-range)#switchport trunk encapsulation dot1q 
DLS2(config-if-range)#switchport mode trunk 





Enter configuration commands, one per line. End with CNTL/Z. 
ALS1(config)#int range fa0/7-8 
ALS1(config-if-range)#switchport trunk encapsulation dot1q 
^ 
% Invalid input detected at ' '̂ marker. 
ALS1(config-if-range)#switchport mode trunk 





Enter configuration commands, one per line. End with CNTL/Z. 
ALS2(config)#int range fa0/7-8 
ALS2(config-if-range)#switchport trunk encapsulation dot1q 
^ 
% Invalid input detected at ' '̂ marker. 
ALS2(config-if-range)#switchport mode trunk 





En esta práctica de laboratorio, hemos utilizado switches Cisco Catalyst 3560 y 2960 
que ejecutan servicios IP Cisco y versiones 12.2 y versión 15.2 respectivamente, 
sin embargo, luego de realizar la configuración, observamos que Packet Tracer en 
su actual versión, el conmutador 2960 (v.15.2) no soporta el comando switchport 
trunk encapsulation dot1q.  
 
3) Los Port-channels en las interfaces F0/9 y fa0/10 utilizará PAgP.  
Igualmente, se realizan las configuraciones necesarias.  
DLS1: 
DLS1(config)# 
DLS1(config)#int range fa0/9-10 
DLS1(config-if-range)#switchport trunk encapsulation dot1q 
DLS1(config-if-range)#switchport mode trunk 
DLS1(config-if-range)#channel-group 4 mode desirable 
DLS1(config-if-range)# 





ALS2(config)#int range fa0/9-10 
ALS2(config-if-range)#switchport trunk encapsulation dot1q 
^ 
% Invalid input detected at ' '̂ marker. 
ALS2(config-if-range)#switchport mode trunk 
ALS2(config-if-range)#channel-group 4 mode desirable 
ALS2(config-if-range)# 






Enter configuration commands, one per line. End with CNTL/Z. 
DLS2(config)#int range fa0/9-10 
DLS2(config-if-range)#switchport trunk encapsulation dot1q 
DLS2(config-if-range)#switchport mode trunk 
DLS2(config-if-range)#channel-group 3 mode desirable 
DLS2(config-if-range)#no shutdown 
%EC-5-CANNOT_BUNDLE2: Fa0/9 is not compatible with Fa0/10 and will be 






Enter configuration commands, one per line. End with CNTL/Z. 
ALS1(config)#int range fa0/9-10 
ALS1(config-if-range)#switchport trunk encapsulation dot1q 
^ 
% Invalid input detected at ' '̂ marker. 
ALS1(config-if-range)#switchport mode trunk 
ALS1(config-if-range)#channel-group 3 mode desirable 
ALS1(config-if-range)#no shutdown 








4) Todos los puertos troncales serán asignados a la VLAN 800 como 
la VLAN nativa. 
DLS1: 
DLS1#conf t 
Enter configuration commands, one per line. End with CNTL/Z. 
DLS1(config)#interface Po1 
DLS1(config-if)#switchport trunk native vlan 800 
DLS1(config-if)#exit 
DLS1(config)#int Po4 







DLS2(config-if)#switchport trunk native vlan 800 
DLS2(config-if)#exit 
DLS2(config)#int Po3 







ALS1(config-if)#switchport trunk native vlan 800 
ALS1(config-if)#exit 
ALS1(config)#int Po3 




ALS2(config-if)#switchport trunk native vlan 800 
ALS2(config-if)#exit 
ALS2(config)#interface Po4 




d. Configurar DLS1, ALS1, y ALS2 para utilizar VTP versión 3  
1) Utilizar el nombre de dominio UNAD con la contraseña cisco123 
2) Configurar DLS1 como servidor principal para las VLAN. 
3) Configurar ALS1 y ALS2 como clientes VTP  
El Vlan Trunk Protocol permite configurar y administrar las vlans, la contraseña debe 
estar presente en todos los switches en el dominio VTP. 
Para la realización de estos tres pasos, hemos usado los comandos vtp domain, 
vtp version 2, vtp mode server  y vtp mode client. A continuación, se muestra la 




DLS1(config)#vtp domain UNAD 
Domain name already set to UNAD. 
DLS1(config)#vtp password cisco123 
Password already set to cisco123 
DLS1(config)#vtp version 2 
VTP mode already in V2. 
DLS1(config)#vtp mode server 







ALS1(config)#vtp domain UNAD 
Changing VTP domain name from NULL to UNAD 
ALS1(config)#vtp pass cisco123 
Setting device VLAN database password to cisco123 
ALS1(config)#vtp version 2 
ALS1(config)#vtp mode client 





Enter configuration commands, one per line. End with CNTL/Z. 
ALS2(config)#vtp domain UNAD 
Domain name already set to UNAD. 
ALS2(config)#vtp pass cisco123 
Setting device VLAN database password to cisco123 
ALS2(config)#vtp version 2 
ALS2(config)#vtp mode client 








e. Configurar en el servidor principal las siguientes VLAN:  
 
Tabla 2. Configuración de VLAN en el servidor principal. 
Número de VLAN Nombre de VLAN Número de VLAN  Nombre de VLAN 
800 NATIVA 434 ESTACIONAMIENTO 
12 EJECUTIVOS 123 MANTENIMIENTO 
234 HUESPEDES 1010 VOZ  
1111 VIDEONET 3456 ADMINISTRACION 
 
Es importante recordar que el hemos utilizado los switches Cisco Catalyst 3560 en 
su versión 12.2 como servidor principal, pero este switch no soporta un rango mayor 
a 1005 VLANS, en su defecto no soporta VLANS extendidas. Para fines prácticos, 
se anula el ultimo digito de las VLANS para continuar con la realización de este 
escenario de laboratorio. 
Para la confirmación de la anterior anotación, se agrega la siguiente figura que 




Figura 17. Packet Tracer - Switch no soporta vlans extendidas. 
DLS1: 
DLS1#conf t 



















f. En DLS1, suspender la VLAN 434.  
El comando requerido para suspender una vlan es state suspend, pero tampoco 
es soportado por Packet Tracer. 
DLS1: 
DLS1#conf t 








g. Configurar DLS2 en modo VTP transparente VTP utilizando VTP versión 
2, y configurar en DLS2 las mismas VLAN que en DLS1.  
Sabemos que los conmutadores transparentes VTP no participan en VTP, no 
anuncia su base de datos VLAN ni sincroniza su base de datos VLAN. Para 
configurar un conmutador en modo VTP transparente solo debemos aplicar el 
comando vtp mode transparent en el modo de configuración general.   
 





























i. En DLS2, crear VLAN 567 con el nombre de CONTABILIDAD. La VLAN 
de CONTABILIDAD no podrá estar disponible en cualquier otro Switch 
de la red.  
En este punto se requiere que la nueva VLAN sea restringida, por lo que usaremos 







DLS2(config)#int port-channel 2 
DLS2(config-if)#switchport trunk allowed vlan except 567 
DLS2(config-if)#int port-channel 3 




j. Configurar DLS1 como Spanning tree root para las VLAN 1, 12, 434, 800, 
1010, 1111 y 3456 y como raíz secundaria para las VLAN 123 y 234. 
El comando de Spanning tree debe ser utilizado solo en los conmutadores de red 
troncal. Para su habilitación se debe ingresar a la configuración general. El 
spanning-tree vlan vlan-id root { primary | secondary } se puede usar para 




Enter configuration commands, one per line. End with CNTL/Z. 
DLS1(config)#spanning-tree vlan 1,12,434,800,101,111,345 root primary 
DLS1(config)#spanning-tree vlan 123,234 root secondary 
DLS1(config)# 
k. Configurar DLS2 como Spanning tree root para las VLAN 123 y 234 y 
como una raíz secundaria para las VLAN 12, 434, 800, 1010, 1111 y 3456.  
DLS1: 
DLS2#conf t 
Enter configuration commands, one per line. End with CNTL/Z. 
DLS2(config)#spanning-tree vlan 123,234 root primary 
DLS2(config)#spanning-tree vlan 12,434,800,101,111,345 root secondary 
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l. Configurar todos los puertos como troncales de tal forma que 
solamente las VLAN que se han creado se les permitirá circular a través 
de éstos puertos.  
DLS1: 
DLS1(config)#int port-channel1 
DLS1(config-if)#switchport trunk native vlan 800 
DLS1(config-if)#switchport trunk encapsulation dot1q 
DLS1(config-if)#switchport mode trunk 
DLS1(config-if)#exit 
DLS1(config)#int port-channel4 
DLS1(config-if)#switchport trunk native vlan 800 
DLS1(config-if)#switchport trunk encapsulation dot1q 




DLS1(config-if)#ip address 10.12.12.1 255.255.255.252 
% 10.12.12.0 overlaps with Port-channel12 
DLS1(config-if)#exit 
DLS1(config)#int range fa0/7-10 
DLS1(config-if-range)#switchport trunk native vlan 800 
DLS1(config-if-range)#switchport trunk encapsulation dot1q 
DLS1(config-if-range)#switchport mode trunk 





DLS2(config)#int range fa0/7-12 
DLS2(config-if-range)#switchport trunk native vlan 800 
DLS2(config-if-range)#switchport trunk allowed vlan 1-566-1005 
DLS2(config-if-range)#switchport trunk encapsulation dot1q 
DLS2(config-if-range)#switchport mode trunk 




ALS1(config)#int range fa0/7-10 
ALS1(config-if-range)#switchport trunk native vlan 800 





ALS2(config-if)#switchport trunk native vlan 800 
ALS2(config-if)#switchport mode trunk 
ALS2(config-if)#exit 
ALS2(config)#int port-channel4 
ALS2(config-if)#switchport trunk native vlan 800 
ALS2(config-if)#switchport mode trunk 
ALS2(config-if)#exit 
ALS2(config)#int range fa0/7 
ALS2(config-if-range)#switchport trunk native vlan 800 
ALS2(config-if-range)#switchport mode trunk 
ALS2(config-if-range)#channel-group 2 mode active 
ALS2(config-if-range)#exit 
ALS2(config)#int range fa0/8 
ALS2(config-if-range)#switchport trunk native vlan 800 
ALS2(config-if-range)#switchport mode trunk 
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ALS2(config-if-range)#channel-group 2 mode active 
ALS2(config-if-range)#exit 
ALS2(config)#int range fa0/9 
ALS2(config-if-range)#switchport trunk native vlan 800 
ALS2(config-if-range)#switchport mode trunk 
ALS2(config-if-range)#channel-group 4 mode desirable 
ALS2(config-if-range)#exit 
ALS2(config)#int range fa0/10 
ALS2(config-if-range)#switchport trunk native vlan 800 
ALS2(config-if-range)#switchport mode trunk 




m. Configurar las siguientes interfaces como puertos de acceso, 
asignados a las VLAN de la siguiente manera:  
 
Tabla 3. Configuración de las interfaces como puertos de acceso, asignados a las VLAN 
Interfaz DLS1 DLS2 ALS1 ALS2 
Interfaz Fa0 / 6 3456 12, 1010 123, 1010 234 
Interfaz Fa0 / 15 1111 1111 1111 1111 
Interfaz Fa0 / 16 - 18   567    
 
Según la tabla anterior se procede con la configuración de las interfaces como 
puertos de acceso, para esto utilizamos en comando switchport access vlan y 
encendemos la interfaz. Es importante recordar que la VLAN 1111 fue cambiada 




DLS1(config-if)#switchport mode access  




DLS1(config-if)#switchport mode access  






DLS2(config-if)#switchport mode access  
DLS2(config-if)#switchport access vlan 12 




DLS2(config-if)#switchport mode access  
DLS2(config-if)#switchport access vlan 111 
DLS2(config-if)#spanning-tree portfast 
DLS2(config-if)#exit  
DLS2(config)#int range fa0/16-18 
DLS2(config-if-range)#switchport mode access  







ALS1(config-if)#switchport mode access  
ALS1(config-if)#switchport access vlan 123 




ALS1(config-if)#switchport mode access  








ALS2(config-if)#switchport mode access  




ALS2(config-if)#switchport mode access  






Parte 2: conectividad de red de prueba y las opciones configuradas.  
a. Verificar la existencia de las VLAN correctas en todos los switches y la 
asignación de puertos troncales y de acceso  
Para realizar la verificación de la existencia de las VLANS en todos los switches, 
utilizamos en comando show vlan, este comando permitirá ver la información de 
las VLANS incluidas las VLANS privadas. 
 
Figura 18. Verificación de Vlans en Switch DLS1 
 
 




Figura 20. Verificación de Vlans en Switch ALS1 
 
 
Figura 21. Verificación de Vlans en Switch ALS2. 
 
b. Verificar que el EtherChannel entre DLS1 y ALS1 está configurado 
correctamente. 
Para verificar que el etherchannel está configurado correctamente, utilizamos en 
comando show etherchannel summary.  
 
Figura 22. Verificación de EtherChannel en DLS1. 
 
 







c. Verificar la configuración de Spanning tree entre DLS1 o DLS2 para 
cada VLAN.  
Para verificar la configuración de Spanning tree utilizaremos en comando 
show spanning-tree, este comando, además, nos permitirá obtener toda la 
configuración de STP del switch e incluso la prioridad de puerto y costo del puerto.  
 
 









 Dentro de los mejores protocolos de enrutamiento de propiedad de CISCO 
encontramos el EIGRP, este protocolo permite una rápida convergencia, 
permite su configuración en los diferentes dispositivos de manera sencilla 
utilizando un bajo ancho de banda. 
  
 Otro importante protocolo de CISCO es el VTP (VLAN Trunking Protocol), su 
aporte significativo radica en su contribución con la administración de la red 
permitiendo la distribución de una VLAN en toda la red sin necesidad de la 
configuración en los diferentes conmutadores.  
 
 OSPF en su última versión, OSPFv3 brinda excelentes características como 
el acoplamiento en direccionamientos IPv4 e IPv6, es una excelente 
herramienta para la actualización automática de las tablas de enrutamiento. 
Su desventaja radica en que solo es compatible en IOS v15.2. 
 
 El uso de las VLAN dentro de una red es fundamental para la creación de 
redes no físicas independientes permitiendo la disposición de varias VLANS 
dentro de un mismo conmutador. Estas pueden ser estáticas con puerto 
asociado o dinámicas con configuración particular.  
 
 Si bien es cierto que las herramientas virtuales como los simuladores 
constituyen un gran aporte para fines prácticos de academia, durante la 
realización de este laboratorio se evidenciaron algunas falencias en Packet 
Tracer como en GNS3 en cuanto al uso de comandos no soportados más 
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