The method of loci (MoL) is a well-known mnemonic technique in which visuospatial spatial environments are used to scaffold the memorization of non-spatial information. We developed a novel virtual reality-based implementation of the MoL in which participants used three unique virtual environments to serve as their "memory palaces." In each world, participants were presented with a sequence of 15 3D objects that appeared in front of their avatar for 20 s each. The experimental group (N = 30) was given the ability to click on each object to lock it in place, whereas the control group (N = 30) was not afforded this functionality. We found that despite matched engagement, exposure duration, and instructions emphasizing the efficacy of the mnemonic across groups, participants in the experimental group recalled 28% more objects. We also observed a strong relationship between spatial memory for objects and landmarks in the environment and verbal recall strength. These results provide evidence for spatially mediated processes underlying the effectiveness of the MoL and contribute to theoretical models of memory that emphasize spatial encoding as the primary currency of mnemonic function.
Introduction
The method of loci (MoL), also commonly referred to as the memory palace technique, has long been appreciated as a highly effective mnemonic (Yates 1966) , with most users reporting it to be helpful and engaging (Qureshi et al. 2014) . Indeed, empirical studies spanning several decades have substantiated the centuries of anecdotal praise for the MoL's effectiveness in bolstering mnemonic recall (Bower 1970; Briggs et al. 1970; Crovitz 1971; Dalgleish et al. 2013; McCabe 2015; Roediger 1980; Ross and Lawrence 1968) , with one observing a sevenfold increase in ordered recall over a rote rehearsal method (Bower 1970) . In light of such consistent efficacy, one might expect that the MoL is a complicated, time-consuming mnemonic to implement, but in fact, it is rather straightforward. Instructions are typically given as some minor deviation of the following:
Close your eyes and imagine yourself walking through a familiar location (e.g., your childhood home). Imagine an object that you'd like to remember and place it somewhere (e.g., on the front doorknob). Walk, in your mind's eye, to a new location and a place another tobe-remembered object in another location. When you want to remember the list of objects, simply retrace your path and observe the items in their placed locations.
Despite the fact that the MoL dates back to the ancient Greeks, there has been relatively little empirical research into the cognitive factors that underlie its efficacy. There are several possible ways in which the MoL could facilitate memory. Since the traditional implementation of the MoL takes place within one's mental imagery, it stands to reason that this mnemonic technique may enhance memory in much the same way that pictures (Nelson et al. 1976 ) and text illustrations (Levin 1983) can boost memorability, putatively through dual coding of verbal and visual representations (Paivio and Csapo 1973) . Given that MoL implementers traditionally choose a familiar location to place objects, their memory increase could be due to their insertion of personal meaning into the information, a phenomenon known as the self-reference effect (Rogers et al. 1977) . The chosen environments could also be embedded with personally relevant emotional contexts, which could heighten arousal and modulate memory consolidation (for review, see Hamann 2001 ). Furthermore, learning information from a first-person perspective could theoretically recruit autobiographical memory processes, which tend to engage different neural regions than those recruited during standard non-autobiographical memory tasks (Chen et al. 2017) , and thus might serve to bolster recall. The importance of episodic perspective taking could also explain the efficacy of mnemonics that leverage narratives (Herrmann et al. 1973 ) and the observation that narratives presented with a consistent point of view result in better comprehension and memory (Black et al. 1979) .
In light of traditional psychological investigations of learning, it is also plausible that the MoL mnemonic creates a "desirable difficulty" (Bjork 1994 ) that makes the learning process more effortful but ultimately serves to strengthen the associations that will later facilitate successful recall (Pyc and Rawson 2009) . Another related factor could be an increase of time spent contemplating and elaborating on the to-be-remembered information, potentially harnessing "long-term working memory" to rapidly integrate incoming information with pre-existing knowledge or schemas (Ericsson and Kintsch 1995) . Case-studies of worldclass memory champions (Hu et al. 2009 ) seem to corroborate this claim (Hu and Ericsson 2012) . However, a more-recent case study examined the verbal reports of an individual capable of memorizing and immediately recalling strings of up to 300 random digits and found that the champion's trick was to create mental associations between physical locations and the to-beremembered information (Ericsson et al. 2017 ). This latter result showcases the important role of spatial memory, which is thought to provide a "scaffolding" for binding and organizing knowledge about non-spatial information.
A framing of memory in terms of spatial processing is in line with evolutionary theories that posit that the creation of a mind was to engage in purposeful movement (Dennett 1993; Llinás 2001; Llinas and Ribary 2001; Wolpert and Ghahramani 2000) and the observation that the medial pallium, whose allocortex houses the hippocampal formation, continued to evolve alongside hominid navigation into novel terrain (Jacobs and Schenk 2003) . As such, the hippocampus, whose involvement in episodic memory is well documented (Eichenbaum 2004; Rissman and Wagner 2012; Scoville and Milner 1957; Squire 1992; Squire and Zola 1996; Tulving and Markowitsch 1998; Vargha-Khadem et al. 1997 ), appears to have been originally utilized for specialized representations that provided an advantage in navigation (Murray et al. 2018) by generating a cognitive map that allowed for purposeful movement (e.g., acquire resources, avoid danger)-providing a memory for one's own location and relation to environmental stimuli (O'Keefe and Nadel 1978) .
Indeed, theoretical interpretations of research on spatial navigation and memory emphasize the primacy of space for the encoding of information (for review see Robin 2018) . Much like the scene construction theory Maguire 2007, 2009; Maguire and Mullally 2013; Mullally and Maguire 2014) , this notion positions scenes as the primary currency of the hippocampus. In fact, it is difficult to envision any autobiographical memory without an accompanying spatiotemporal context Tulving 2002) . Indeed, spatial information is often recalled earliest in the retrieval process (Hebscher et al. 2017) . Adding important evidence to the notion that spatial processes are inherently and perhaps subconsciously recruited for the encoding of information, Constantinescu et al. (2016) demonstrated that the manipulation of abstract information (i.e., creating conceptual relationships) elicits the same activity patterns exhibited by grid cells, which are fundamental to purposeful navigation (Bush et al. 2015; Hafting et al. 2005) . Relatedly, navigation through digital folders has been shown to recruit the same areas involved in real-world spatial navigation (Benn et al. 2015) . While a full investigation into shared mechanisms used for the encoding of both spatial and episodic memory is beyond the scope of this article, it is important to note that, at minimum, spatial context has a dominant neural signature in the coding of events (Eichenbaum and Cohen 2014; Robin et al. 2018) and that spatial cues lead to quicker and more detailed memories (Hebscher et al. 2017; Horner et al. 2016; Merriman et al. 2016; Robin et al. 2016) .
The important role of spatial information is also supported by functional neuroimaging work. One study found that participants who encoded information using the MoL later showed increased activation during recall in brain areas traditionally involved in the processing of spatial information, such as the parahippocamal gyrus and retrosplenial cortex (Kondo et al. 2005) . Another study also found MoL use to elicit increased activity within the medial temporal lobe, as compared to a nonspatial mnemonic (Fellner et al. 2016) . A study that compared brain activity during encoding between memory champions and control participants found that the champions (who typically report using spatial strategies) disproportionately recruited posterior hippocampal and medial parietal lobe regions known to support spatial memory (Maguire et al. 2003) .
Disentangling the various factors that putatively support the efficacy of the MoL mnemonic is challenging given that participants typically rely on their mental imagery to implement the strategy. Not only are there notable individual differences in mental imagery ability (Cui et al. 2007; Kosslyn et al. 1984 ), but the size and uniqueness of the environment, the amount of time physically spent in the environment, and the emotional associations one has with the space all vary, in sometimes unquantifiable ways, across participants. As such, an operationalized investigation can benefit from an experimental approach that does not mandate the use of mental imagery for encoding. Indeed, previous investigations have strategized to counteract individual differences by providing participants with standardized images or familiar nearby locations to use (Bower and Reitman 1972; Kliegl et al. 1990; McCabe 2015; Moè and De Beni 2005) . While creative, such paradigms could theoretically eliminate some of the contributing variables of interest (e.g., volitional navigation).
An empirical investigation into the effectiveness of the MoL is plagued not only by the inherent inaccessibility of mental imagery, but also by the fact that people's use of effective mnemonic strategies is generally low . Despite the well-intentioned endorsement of mnemonic improvement techniques being incorporated into curriculums (Balch 2005; Carney and Levin 1998; Shimamura 1984) , such instructions may end in vain; undergraduates who are exposed to mnemonic strategies as part of their academic curriculum often do not implement those strategies into their study routines . This apparent mental barrier is quite noteworthy; even research subjects who receive explicit instructions to use the MoL have troubles complying (Legge et al. 2012) . Perhaps also contributing to a lack of widespread adoption of the MoL, most studies report a need to have long training periods before the technique becomes effective (e.g., 4 to 6 h of training in the study by Brooks et al. 1993) .
The present study was designed to both (a) test the hypothesis that the binding of information to a spatial scaffolding underlies the effective of the MoL and (b) provide proof-of-concept for a user-friendly technology that mandates subject compliance in use of the MoL. The current investigation leverages virtual reality (VR), allowing participants to readily implement an MoL-based encoding strategy without the reliance on mental imagery. By providing a novel and common set of environments for participants, this study's VR-based paradigm mitigates the discussed concerns regarding individual differences in mental imagery, environmental size, complexity, and exposure time. Furthermore, VR serves as a particularly viable medium for increasing the ecological validity of memory experiments in general (Reggente et al. 2018 ) and allows for the control and capture of experimental details (e.g., exposure time and place of each seen object). A previous VR-based investigation by Legge et al. (2012) , which exposed participants to virtual environments that were later used as "memory palaces" in a traditional mentalimagery-based implementation of the MoL, served as the foundation for utilizing virtual environments for both implementing the MoL and increasing participant compliance.
Methods

Participants
Sixty-seven participants were recruited for this study by way of posted flyers throughout the UCLA campus and listings on UCLA's online participant pool. Seven participants were unable to finish the study in its entirety due to technical issues with the virtual reality software (e.g., objects did not appear or did not render completely). As such, a total of 60 participants, aged 18-27 (M = 21, SD = 2.25; 30 females), completed this study for either university course credit or cash payment.
Participants were required to be right-handed, have normal or corrected-to-normal vision and hearing, have a mastery of the English language, and report no diagnosed learning disabilities, substance dependencies, nor prescriptions for psychotropic medications. Additionally, to prevent unequal exposure to the experimental apparatus, applicants were not permitted to participate if they had more than 5 h of previous experience with the VR software used in this experiment (Second Life [http://secondlife.com] or its open-source virtual simulator OpenSimulator [http://opensimulator.org]). Eligibility screening was conducted prior to the participant's enrollment in the study using the Research Electronic Data Capture (REDCap) online survey system (Harris et al. 2009 ).
Participants were automatically assigned to one of two groups (MoL or WaL) based on gender and the order in which they were recruited for the study to ensure an even sampling of males and females within each group. The Institutional Review Board at UCLA approved all recruitment and testing procedures.
Materials
All tasks were presented on a 27" LG LED Monitor (1600 × 900 resolution; 60 Hz refresh rate) connected to a custom-built computer running a 64-bit Windows 7 Professional Operating System on an Intel® Core i7-3770K Central Processing Unit (CPU) at 3.50 GHz (8 CPUs) with 32GB of RAM and an AMD® Radeon Graphics Processor with 4GB of RAM. In pilot versions of this study, we explored the use of the Oculus Rift DK1 head-mounted display to create an even more immersive VR experience, but a high percentage of participants experienced nausea with this setup, whereas our single monitor setup was much more well-tolerated.
Al l v ir tu al e nv i r on m e nt s w er e cr ea te d u sin g OpenSimulator (http://opensimulator.org; Release 0.9.0.0) -an open-source virtual simulator of Second Life (http:// secondlife.com/) and viewed using the Firestorm Viewer (The Phoenix Firestorm Project, Inc.; http://www. firestormviewer.org/; Release ×64 5.0.7.52912). Screen recordings of participant activity, for quality assurance purposes, were captured using FRAPS real-time video capture and benchmarking (Beepa Pty Ltd.; https://www.fraps.com; v3.5.99). A total of five distinct virtual environments (VEs) were custom-created for this study ("Toon World," Ruin World," "Lagoon World," "Moon World," and "Avatar Island"; Fig. 1a ). Despite being designed specifically to maximize distinctiveness, each VE that was used during encoding and encoding practice (all worlds except for Avatar Island) was created with the exact same dimensions (a 64 × 64 grid of accessible space) and was populated with eight distinct landmarks at the cardinal perimeter points (i.e., North, Northeast, East, etc.; Fig. 1b ).
Custom-coded software was created and "worn" by the participant's avatar by way of two digital heads-up displays (HUDs). The first HUD rendered a count of collected and total tokens ( Fig. 2a ) on the participant's screen. A total of 20 tokens were available for participants to collect in each VE: coins in Toon World, rings in Ruin World, and seashells in Lagoon World ( Fig. 2a ). All tokens were matched for color and size and scattered about each environment to ensure even exploration of the VEs. The release of these tokens was triggered by the experimenter via control desks located above the environments (Fig. 2b) . The control desk recorded the total time taken by the participant to collect all tokens in the environment.
The second HUD rendered a 3D object 1 m in front of the participant's avatar ( Fig. 3a) , updating its position with each change in location and orientation until a participant clicked on the object, at which point the object would freeze in place unless clicked again. The object's name appeared above each object in small white text. The experimenter used a separate "control desk" to control which objects would render in which order and for how long during each encoding. This control desk recorded the precise location of each item in the environment (x,y coordinates) with a temporal resolution of 1 s. A total pool of 60 3D open-source objects was gathered for this study from TurboSquid (https://www.turbosquid.com) and modified using Blender (https://www.blender.org). Objects were randomly sampled, without replacement, from this pool when creating the list of objects used for participant encoding. See Supplemental Information Appendix 1 for a list of the objects used in this experiment.
Verbal recall tests were digitally recorded with participant permission and cued conversationally by experimenters. Spatial recall tests ( Fig. 4 ) were conducted and analyzed using custom MATLAB (The Mathworks, Inc. 2012) code and Psychophysics Toolbox (Version 3; Brainard 1997), which allowed participants to view a bird's-eye view of the VEs and pinpoint their cursor to the cued location of landmarks, tokens, and objects they encountered. Finally, all statistical tests were conducted using custom R (R Core Team 2013; http://www.R-PRoject.org/) and MATLAB code.
Procedure
All participants were familiarized with our VR software by first visiting "Avatar Island" and practicing their use of a keyboard and mouse to navigate about and change their perspective in the VE. The experimenter allotted a maximum of 5 min for the participant to showcase their ability to execute directed action with their avatar (e.g., move forward, turn around). Participants remained in first-person view during this orientation and throughout the duration of the experiment.
Following orientation, participants were teleported in a random order to the southern-most region of each VE used for encoding (Toon World, Lagoon World, Ruin World). Participants were instructed to navigate about each VE and "walk through" each token until all 20 were collected. Participants were given 5 min to collect the tokens and encouraged to further explore the environment with any remaining time, taking care to note any landmarks. After visiting each of the three VEs once, participants were teleported back, again in a random order, to the same starting locations. This time, participants were instructed to collect the tokens as quickly as possible and given a maximum of 3 min to do so.
After completing the second-round of token collection, participants were given group-specific encoding instructions. Participants in both groups were informed that a series of 15 objects would iteratively render in front of their avatar for 30 s each before disappearing and the subsequent object appearing. Prior to viewing each set of objects, participants were told that the objects they were about to see belonged to one of three fictional individuals (Otto, Pike, or Viola) and that they would Token collection task and software. a Prior to encoding the object lists, participants performed a token collection task to foster thorough exploration of each VE. A heads-up display (HUD) indicated a participant's progress as they collected each of the 20 "tokens" with each world (coins in Toon World, rings in Ruin World, and shells in Lagoon World). b Experimenter control platform located above each environment, used for controlling the release of the tokens. Experimenters were able to use these control platforms to clear tokens, initiate the collection phase, and collect metrics of a participant's token collection behavior later be asked to recall the list of items belonging to that individual, in the order in which they were originally presented. Which objects were on each list, which fictional individual was associated with that list, and the environment in which the list was encoded were randomized for each participant. All participants were encouraged to walk about the environment while viewing the objects; the objects would remain in front of the avatar regardless of movement and view.
Participants assigned to the "Walk and Learn" (WaL) group were informed that they would be experiencing the benefits of "active learning" as they navigated through each virtual world and attempted to memorize each set of 15 objects. Although this is not the traditional meaning of the phrase "active learning," it was presented to participants as a well-documented memory enhancement procedure that they could take advantage of while learning in VR. This information was relayed to participants in order to counteract any potential effects of anticipated task demands (Rummel and Meiser 2013) or performance (Bandura 1993; Martell and Willis 1993 ) that would otherwise be specific to the MoL group. In contrast, participants in the MoL group were briefed on the classic implementation and effectiveness of the MoL technique and told they would be employing the MoL strategy using a suite of VR tools. Critically, MoL participants were given the additional instruction to click on each object to "freeze" it in a location of their choosing, allowing the participant the freedom to navigate away from the stationary object until its disappearance. For a complete transcript of each group's instructions, see Supplemental Information Appendix 2.
After receiving instructions, but prior to encoding the lists of objects, participants were teleported to Moon World where they practiced the viewing and placement (for MoL participants) of three geometrical objects (sphere, cube, pyramid). Fig. 3 Object encoding task and software. a Objects continually rendered in front of participants as they navigated about each encoding environment. A heads-up display (HUD) rendered the objects and provided a light (green shown here) indicating whether participant was currently in the encoding phase. Each object was visible for a period of 20 s before disappearing and a new object appearing in its place. Participants were able to view the object from all angles of its pitch and yaw axes by rotating about the object. Participants assigned to the MoL group were given the additional instructions to click on each object to "freeze" it in a location of their choosing. Shown here is a beer in Toon World, a trophy in Ruin World, and a pumpkin in Lagoon World. b Experimenter object-control platform, located on a platform floating above each environment. Experimenters were able to use these control platforms to load in participant/environment-specific lists of objects, send objects to the participant's HUD, and collect metrics of each object's location within the environment at a temporal resolution of 1 s Subsequently, participants encoded a total of three lists of 15 objects across the three encoding environments. Following this encoding period, participants were given a short 2-min break. Afterwards, participants were cued to recall the items belonging to each of the fictional individuals in order to prevent an experimenter-driven direct association between objects and the environment during recall. They were given a maximum of 2 min and encouraged to recite as many objects as they could in the case that they could no longer retain a temporal order to their recall. Following each recall attempt, the participant was asked to recall the same list of items, but in the reverse order-starting with the last item on the fictionalindividual's list and ending with the first. As with forward recall, participants were allotted 2 min for reverse-recall and were informed they could recall items out of order if need be. Recall list order was randomized across participants.
As a final test, participants performed a spatial memory task (Fig. 4) where they indicated the last seen location (WaL group) Fig. 4 Object/landmark/token-placement task. Following the free recall phase of the experiment, participants were shown an allocentric "bird's eye" view of each environment (Toon World shown here). In one version (a), used for the landmark-placement task, the view was stripped of its 8 peripheral landmarks while in the other version (b), used for the objectplacement and token-placement tasks, the view contained the landmarks. c The instruction screen immediately preceding each placement trial. Participants were provided with a 2-D image of an object they encoded and instructions to click on the map location where they placed (MoL group) or last saw (WaL group) the object. d The mouse cursor (displayed as a black rectangle) that participants used to select the location of the cued object/landmark/token. e A grid overlay delineating the 4096 (64 × 64) cells available for participant selection via their cursor. This grid was not visible to participants, but could be inferred given the cursor's inability to be placed outside of each cell-the cursor would "snap" to fit into the nearest, overlapping cell. or last placed location (MoL group) of each object. Specifically, participants used the computer mouse to direct a rectangular cursor and indicate the location of a cued object on a bird'seye view of the encoding environment-a perspective they had never encountered during the encoding period. Each object and its name was shown on a prompt screen before showing the full-screen map. After providing responses for each object encoded within a given environment, participants were asked to indicate the location of each landmark and then each token before moving on to the next environment. During the landmark portion of this spatial memory task ("landmark-placement task"), the map was stripped of its landmarks. During the token portion ("token-placement task"), participants were asked to indicate the location of each of the 20 tokens and show the locations of each of their preceding choices. The presentation order of objects, landmarks, and environments for spatial tasks was randomized across participants. See Fig. 5 for a visualization of the experimental procedure.
Behavioral Scoring
Participants' verbal recall was transcribed and scored by two separate experimenters and discrepancies were resolved by a third. All recall metrics are reported as the total words recalled across the three lists (45 total words). Recall strength was assessed using three metrics: number of words recalled (Recall TOTAL or Reverse-Recall TOTAL ) and number of words recalled in the correct order (Recall CLUST or Reverse-Recall CLUST ). Recall TOTAL was defined by the total number of words recalled before the time limit by a participant-only counting words that actually belonged to the cued fictional individual. Clustering (Recall CLUST ) was calculated using a serial clustering metric, adjusted for chance, developed by (Stricker et al. 2002) and given by:
where X is the total number of observed pairs of adjacent words in the recalled list that were also beside each other in the original presentation list, r is the total number of correct words recalled in the trial, and N is the total number of words presented in a list (N = 15 in all calculations). Using this metric, the amount of serial clustering expected by chance (the (r-1)/N portion of the equation) during verbal recall is a fraction less than one, suggesting that serial clustering is not highly expected by chance. Behavioral metrics from the spatial memory task were calculated as the average Euclidean distance between the coordinate vectors (x,y) for an object's actual placed location (MoL group) or last-seen location (WaL group) in the environment and that indicated by the participant. A metric denoting the average proximity of objects to landmarks within an environment was calculated as the Euclidean distance between an object and its nearest landmark. Finally, a "base metric" for each participant's spatial memory was calculated as the difference in time taken to collect all the tokens throughout each environment from the first and second attempts. Given that token collection was conducted before groups received encoding instructions, this measure should reflect an individual's baseline spatial memory.
Presence
A six-question survey, developed by Slater and colleagues over the course of several investigations (Supplemental Information Appendix 3; Slater et al. 1998 Slater et al. , 1994 Slater et al. , 1995a , was used as a measure of presence-the subjective sense of experiencing a VE as a place that one is actually inhibiting, Fig. 5 Experimental paradigm. All participants underwent a familiarization phase that first included a general orientation in Avatar Island, followed by 5 min of token collection in each of the three encoding environments and then a 3-min period of token collection that emphasized collection speed. If participants completed token collection before the time limit was up, they were encouraged to explore the environments until time expired. Afterwards, participants were read groupspecific instructions and teleported to Moon World to practice encoding (viewing and walking for WaL group; viewing, walking, and placement for MoL group). All participants then encoded a list of 15 objects in each of the three environments. After the third encoding session, participants were given a short 2-min break. Following this break, participants were cued to verbally recall each list of items in their forward encoding order and, immediately thereafter, in their reverse encoding order. After forward and reverse-recall sessions for each of the three lists, participants were submitted to spatial recall tests for object, landmarks, and tokens encountered in each environment. For any phase of the experiment that required a cycling through the three VEs, visitation/testing order was randomized rather than something that one is simply watching on a screen. A metric was calculated for each participant as the number of responses that were rated to be > 6 and is referred to hereafter as Presence SLATER . A separate ten-item, five-point scale questionnaire that was derived from multiple sources and was intended to quantify a participant's level of presence was also used (Supplemental Information Appendix 4; Fox et al. 2009 ). A metric was calculated for each participant as the average score across all ten items and is referred to as Presence FOX . Both measures of presence were collected during a postexperimental questionnaire using REDCap (Harris et al. 2009 ). Finally, to assess the potential impact of environment on presence, participants were asked to provide a ten-point scaling in response to the following question form for each world: "To what degree did you feel you were 'in' (Toon/Lagoon/Ruin) World as you moved around?"
Statistical Analyses
Analyses were conducted using a one-way analysis of variance (ANOVA) whenever comparing means of two or more independent groups of data (e.g., MoL vs. WaL recall metrics) and the F-statistic is reported as well as its associated p value. Results are reported as "effect of (independent variable) on (dependent variable)". Significant effects (p < 0.05) were followed-up with independent samples t tests (equal variance not assumed). Cohen's effect sizes (d) are reported where applicable (i.e., group comparisons) for significant results. The strength and direction of associations between two continuous variables were conducted by computing Pearson's linear correlation coefficient (r) and p values are reported from a t test comparing that coefficient to the null hypothesis of no relationship (i.e., r = 0). Resulting p values for all correlations were submitted to a family-wise multiple comparisons corrections using the Benjamini-Hochberg method (Benjamini and Hochberg 1995) ; correlations including the Recall TOTAL and Recall CLUST metrics were treated as the two families of tests and corrected p values are reported for correlations containing these metrics. Direct comparisons between two correlations were conducted in the presence of a significant correlation within any group to determine if (a) the groups differed as a function of their relationship to the metric of interest or (b) one group was driving the effect observed across all participants. Significance of correlation comparisons was assessed using a two-tailed test for the difference between either two independent correlation coefficients (e.g., MoL free recall and MoL object-placement memory vs. WaL free recall and WaL object-placement memory) (Cohen and Cohen 2003) or two dependent correlations with one variable in common (e.g., MoL free recall and MoL object-placement memory vs. MoL free recall and MoL coin collection time difference) (Steiger 1980) using an online utility (http://quantpsy.org/ corrtest/; Lee and Preacher 2013; Preacher 2002) . For analyses where multiple metrics were collected for each group (e.g., landmark-object proximity across worlds), a multivariate analysis of variance (MANOVA) was conducted and the F-statistic and Wilk's Λ are reported.
Finally, a stepwise linear regression was implemented to examine the impacts of additional variables on a linear model of group on recall metrics. Independent variables of interest were those that were either previously revealed to show a group difference (e.g., spatial memory) or were of general interest due to supporting literature (e.g., gender). An analysis of deviance was conducted on the nested models to determine the most parsimonious model; F-statistics reflecting the difference between the models and the associated p values are reported; beta-coefficients were analyzed with a t test.
Results
Verbal Recall
Participants assigned to the MoL group had an average Recall TOTAL score of 10.49 words compared to 8.20 words for participants in the WaL group. The effect of group on Recall TOTAL was significant [F (1,58) = 6.20, p = 0.02, d = 0.64]. This group difference was even more pronounced during reverse recall. The MoL group had an average Reverse-Recall TOTAL score of 10.59 words compared to 7.92 words by the WaL group and the effect of group on Reverse-Recall TOTAL was significant [F (1,58) = 7.35, p = 0.009, d = 0.70]. There was no effect of encoding environment on Recall TOTAL within the MoL group [F (2,89) = 0.13, p = 0.88] or WaL group [F (2,89) = 0.01, p = 0.99]. The effect of encoding environment on Reverse-Recall TOTAL within the MoL [F (2,89) = 0.02, p = 0.98] and WaL [F (2,89) = 0.04, p = 0.96] groups also remained null. There was no effect of group on Recall CLUST [F (1,58) = 1.04, p = 0.31] even though MoL participants had a numerically higher mean Recall CLUST score of 4.57 compared to 3.70 for the WaL group. There was also no effect of group on Reverse-Recall CLUST (MoL =4.83 ; WaL =5.14 ) [F (1,58) = 1.04, p = 0.31] (Fig. 6) . Recall TOTAL and Reverse-Recall TOTAL scores were highly correlated within both the MoL (r = 0.92, p < 0.001) and WaL (r = 0.96, p < 0.001) groups. Similarly, high correlations were observed for the Recall CLUST and Reverse-Recall CLUST in both the MoL (r = 0.92, p < 0.001) and WaL (r = 0.84, p < 0.001) groups.
Spatial Memory
Participants took significantly less time to collect tokens on their second attempt in each world (Ruin RUN1 = 121.0 s, Ruin RUN2 = 88.30 s, t (118) = − 8.44, p < 0.001; Toon RUN1 = 188.35 s, Toon RUN2 = 133.17 s, t (118) = − 6.54, p < 0.001; Lagoon RUN1 = 231.08 s, Lagoon RUN2 = 154.01 s, t (118) = − 6.924, p < 0.001) (Fig. 7c ). There was no effect of group on token-collection improvement ( (Fig. 7a) . Collapsing across environments, the effect of group on token-collection improvement remained null [F (1, 58) = 2.24, p = 0.14]-suggesting that the groups did not differ in their baseline spatial memory prior to encoding (Fig. 7b) .
When tested on their ability to remember the specific spatial locations where they had placed each object (MoL group) or where each object was last seen (WaL group), MoL participants had a significantly lower average Euclidean distance (in Fig. 6 Free recall performance. Average number of objects recalled per list (Recall TOTAL ) and average sequential clustering score (Recall CLUST ) as a function of group (MoL vs. WaL). *p < 0.05, **p < 0.01 Fig. 7 Spatial memory performance. a Participant performance on the object-placement, landmark-placement, and token-placement tasks, as a function of group. Error was defined as the average Euclidean distance between where a participant indicated they had placed (MoL) or last seen (WaL) a cued object vs. the actual location of that object in the corresponding VE. The same analysis was used to probe participant memory for an environment's static features: landmarks and coins.
Lower average Euclidean distance (error) indicates superior spatial memory. b Average improvement on the token collection from Run 1 to Run 2, as a function of group. Reduction in time is reported in seconds as (Run 1 time from start to last-token collected) -(Run 2 time from start to last-token collected). c Time to completion, defined as time from start to last-token collected, as a function of Run, collapsed across groups. ***p < 0.001 arbitrary units, based on the 64 × 64 virtual grid) between the remembered and actual locations of each object (i.e., better spatial memory) compared to WaL participants (MoL = 13.60; WaL = 23.18) [F (1, 58) = 26.15, p < 0.001, d = 1.32]. There was no effect of group difference on spatial memory for landmarks (MoL = 20.32; WaL = 24.05) [F (1,58) = 1.88, p = 0.18] or coins (MoL = 3.78; WaL = 3.82) [F (1, 58) = 0.06, p = 0.80] (Fig. 7c) .
Adding a participant's average object-placement error score to a linear model of group on Recall total significantly increased the model's explanatory power [F (2,56) = 9.826, p < 0.001]. Adding a participant's object-placement error to a linear model of group on Recall CLUST [F (2,56 = 7.59, p < 0.001] also increased the model's explanatory power.
Relationship Between Verbal Recall Performance and Spatial Memory
Participants assigned to the MoL group showed a strong relationship between Recall TOTAL and error on the objectplacement task (r = − 0.57, p = 0.004). Participants assigned to the WaL group also showed a significant negative correlation between Recall TOTAL and error on the object-placement task (r = − 0.45, p = 0.024), but this relationship did not differ from the correlation observed when using MoL participants (z = − 0.61, p = 0.54) (Fig. 8a) . The relationship between Recall TOTAL and spatial error on the landmark-placement task was significant in both MoL (r = − 0.66, p = 0.004) and WaL (r = − 0.45, p = 0.024) participants; the difference in correlations between MoL and WaL participants was not significant (z = − 1.09, p = 0.275) (Fig. 8b) . Performance on the coinplacement task was significantly correlated with Recall TOTAL in the MoL group (r = − 0.437, p = 0.04), but not the WaL group (r = − 0.35, p = 0.08). However, the difference in these correlations was not significant (z = − 0.37, p = 0.71).
MoL group participants' performance on the objectplacement task correlated strongly with their Recall CLUST (r = − 0.62, p < 0.001). Within the WaL group, there was no relationship between the object-placement task and Recall CLUST (r = − 0.34, p = 0.14). Despite this difference, the WaL group's relationship between Recall CLUST and object-placement scores did not differ significantly from the MoL group (z = − 1.55, p = 0.13). Performance on the landmark-placement task was not related to Recall CLUST in the MoL group (r = − 0.403, p = 0.14) nor the WaL group (r = − 0.37, p = 0.14). Performance on the coin-placement task did not show a significant relationship with Recall CLUST in neither the MoL (r = − 0.08, p = 0.82) nor WaL (r = − 0.26, p = 0.28) groups. There was no significant correlation between MoL participants' baseline spatial memory and Recall TOTAL (r = 0.11, p = 0.63) nor Recall CLUST (r = 0.01, p = 0.96). The same pattern was observed in WaL participants: Recall TOTAL (r = 0.183, p = 0.4), Recall CLUST (r = 0.232, p = 0.31). See Table 1 .
Object-Landmark Proximity
In an attempt to determine if major environmental features, like the 8 landmark objects placed around the periphery of each virtual word, provided participants with a special opportunity to create memorable object-landmark associations, we examined whether participants' placement of to-be-remembered objects near landmarks varied as a function of group. A MANOVA revealed no significant effect of group on environment-specific proximity of objects to landmarks [F (2,57) = 0.84, p = 0.44; Wilk's Λ = 0.97] (Fig. 9 ). Collapsing across environments revealed no effect of group on proximity of objects to landmarks [F (1,58) < 0.01, p = 0.99]. When examining the effects within each group, there was a significant effect of encoding environment on the proximity with which objects were placed to landmarks in the MoL group [F (2,89) = 44.91, p < 0.001]. This observation was driven by a marked average decrease in an object's Euclidean distance to the nearest landmark in Ruin (7.923) compared to Toon (15.454; t (58) = 7.53, p < 0.001) and Lagoon (12.389; t (58) = 4.467, p < 0.001); the difference between Toon and Lagoon was also significant (t (58) = 3.065, p < 0.001). There was also a significant effect of encoding environment on the proximity with which objects were placed to landmarks in the WaL group [F (2,89) = 66.42, p < 0.001]. Again, the effect was due to a closer proximity of objects to landmarks in Ruin (8.52) compared to Toon (15.188; t (58) = 6.668, p < 0.001) and Lagoon(12.085; t (58) = 3.566, p < 0.001); the difference between Toon and Lagoon was also significant (t (58) = 3.103, p < 0.001).
MoL participants' Recall TOTAL showed no correlation with object-landmark proximity (r = − 0.01, p = 0.96); neither did WaL participants (r = 0.36, p = 0.08). No correlation with object-landmark proximity was seen in Recall CLUST (MoL: r = − 0.06, p = 0.82; WaL: r = 0.34, p = 0.14). Given the high correlation between forward and reverse recall, comparisons of Reverse-Recall TOTAL and Reverse-Recall CLUST to spatial memory metrics revealed largely similar findings (Supplementary Materials: Additional Results).
Effect of Gender
Adding a participant's gender to a linear model of group and object-placement spatial memory on Recall TOTAL significantly increased the model's explanatory power [F (4,52) = 4.29, p < 0.01]. Upon further examination, the interaction term representing object-placement spatial memory and gender was the only significant coefficient [t (58) = − 2.49, p = 0.02]. The correlation of Recall TOTAL with object-placement spatial memory in males (r = − 0.26. p = 0.075) was much lower than that observed in females (r = − 0.72, p < 0.001)-a difference that achieved significance (z = 1.99, p < 0.05) and suggests that females were driving the interaction. Adding a participant's gender to a linear model of group and object-placement spatial memory on Reverse-Recall TOTAL also significantly increased the model's Fig. 8 Individual differences in free recall vs. allocentric memory performance. a Scatter plot depicting a participant's average number of words recalled across the three VEs (x-axis) vs. their average performance on the object-placement task (y-axis). b Scatter plot depicting a participant's average number of words recalled across the three VEs (x-axis) vs. their average performance on the landmark-placement task (yaxis). Individual points are color-coded to reflect group membership.
Trend lines indicate the linear trend across participants, respective of group, and are accompanied by r values and p values explanatory power [F (4,52) = 4.97, p = 0.002]. Again, only the placement x gender interaction revealed a significant coefficient [t (58) = − 2.44, p = 0.02], and the correlation between objectplacement spatial memory and Reverse-Recall TOTAL was lesser in males (r = − 0.39, p = 0.03) than females (r = − 0.79, p < 0.001)-a significant difference (z = 2.47, p = 0.01). Adding a participant's gender to a linear model of group and objectplacement spatial memory on Recall CLUST did not increase the model's explanatory power [F (4,52) = 1.68, p = 0.34] neither did adding a participant's gender to a linear model of group and object-placement spatial memory on Reverse-Recall CLUST [F (4,52) = 1.03, p = 0.40]. While males recalled more words than females (10.27 vs. 8.42 average words recalled per list), this difference was only marginally significant [F (1,59) = 3.88, p = 0.05].
Post-experimental Questionnaire
A participant's Presence SLATER showed no correlation with Recall TOTAL (r = 0.13, p = 0.34) and a participant's group assignment played no role in their score [F (1,58) = 1.24, p = 0.27]. Presence FOX also showed no relationship with Recall TOTAL (r = 0.09, p = 0.49) and no effect of group [F (1,58) = 0.03, p = 0.86]. In response to the questions "To what degree did you feel you were 'in' (Toon/Lagoon/Ruin) World as you moved around?", participants indicated equal immersion across all encoding environments [F (2,177) = 0.82, p = 0.44]; there was no effect of group.
After the conclusion of the experiment, participants were asked to assess how confident they were that they would be able to recall the lists they just encoded if they were to be tested again in 24 h. Participants in the MoL group had higher confidence compared to WaL participants [F (1,54) = 5.12, p = 0.03, d = 0.60]. This group effect went away when participants were asked about their confidence in a hypothetical recall test 1 week [F (1,58) = 3.12, p = 0.08] or 1 month later [F (1,57) = 1.05, p = 0.31]. Participants indicated whether or not they had heard of the method of loci/memory palace technique before taking part in this study. Previous exposure to the technique played no role in determining participant's Recall TOTAL [F (2,57) = 0.14, p = 0.87].
Discussion
In this study, we developed a novel VR-based platform that allowed participants to utilize a variant of the classic method of loci (MoL) mnemonic to support their memorization of arbitrary lists of information. Specifically, we challenged participants with the task of learning three sets of 15 objects, which were sequentially rendered in front of their avatar as they navigated at will through three different virtual worlds. With the precise experimental control afforded by the technology employed, this study sought to disentangle the various factors that could theoretically contribute to the efficacy of the MoL. Specifically, we tested whether or not the explicit binding of objects to the spatial environment was a major contributing factor to the MoL's ability to reliably increase memory strength. To accomplish this, participants were assigned to one of two groups. Participants in the MoL group were briefed on the use of the MoL mnemonic and given the ability to "freeze" each object in place at the location of their choosing. Participants in the Walk and Learn (WaL) group were informed that they would be utilizing a "proven" memory enhancement technique that exploited the principles of active learning, but they were not given the opportunity to freeze objects in place. Despite the fact that both groups encoded the object lists in the same VR contexts and had matched exposure to the objects, we found that the MoL group recalled an average of 27.9% more objects per list than their WaL counterparts. The advantage of the MoL group was magnified (33.7% better recall than WaL group) when participants were asked to recall the object lists in reverse order (i.e., starting with the last item encountered in each world).
In addition to having better overall recall of the object lists, participants in the MoL group also showed better allocentric spatial memory for the final location of each object within each environment when tested using a bird's-eye view map. However, the relationship between individual differences in recall and performance in the object-placement task within the MoL group was no stronger than that observed in the WaL group, suggesting that the effect of remembering where an object was in the environment is intimately related to the R-statistics denoting the correlation between a participant's average free recall memory and their average performance on the placement tasks or baseline spatial-memory (reduction in time between first and second coin collection attempts) within the MoL (n = 30) or WaL (n = 30) groups. The Benjamini-Hochberg corrected p values are indicated as follows: * p < 0.05, ** p < 0.01, *** p < 0.001 memory of the object itself, independent of group. Our finding that adding a participant's object-placement score to a linear model of group on recall significantly improved explanatory power strengthens this interpretation.
Since the MoL has traditionally been lauded for its ability to increase serially ordered recall, it is perhaps surprising that the significant effects of group membership on overall recall did not also extend to measures of participants' ability to recall the items in the correct temporal sequence. The two groups did not significantly differ in their degree of serial clustering (Recall CLUST ). Typically, a high serial clustering score goes hand in hand with improved overall recall ability (Fisher and Deluca 1997; Harnadek and Rourke 1994) , putatively due to the strategic forging of associations between successive words during encoding. Although we do not have reports of participants' use of semantic binding strategies, it is reasonable to speculate that without the guidance of the MoL mnemonic, WaL participants defaulted to the intuitive technique of interitem semantic binding, which could have diminished the difference in sequential recall performance across the two groups. Crucially, it was not the case that participants with greater baseline spatial memory ability performed better on the object list recall task. Specifically, the two groups did not differ in their improvement between token-collection attempts nor on the token-placement memory tasks. Interestingly, performance on the landmark-placement memory task was related to a participant's overall object list recall (Recall TOTAL ). This could be reflective of the degree to which a participant was encoding the spatial arrangement of the environment in which they were encoding the to-be-remembered objects. To address the potential that participants were benefiting from an elaborative encoding of specific objects to landmarks in the environment, we analyzed for relationships between recall performance and the average proximity of objects to their nearest landmark. However, this analysis yielded no significant findings.
The impact of object-placement spatial memory on Recall TOTAL was strengthened when a participant's gender was taken into consideration. Specifically, adding a participant's gender to a linear model of group and object-placement spatial memory on Recall TOTAL significantly increased the model's explanatory power and yielded a sole significant coefficient: the interaction of gender and object-placement spatial memory. This finding suggests that gender and object-placement spatial memory were more potent predictors than group (i.e., MoL vs. WaL) in regard to recall strength, offering further support for our claims that spatial information is integral to the encoding process and extending previous work that reveals how males and females differ in spatial processing strategies and behavior (Astur et al. 2016; Lawton 1994; Persson et al. 2013; Sutcliffe et al. 2007 ). Our follow-up finding that females had a stronger relationship between object-placement spatial memory and recall compared to males could be a residual effect stemming from females' tendency to employ a landmark-based navigation strategy compared to the orientation strategy employed by males (Rahman et al. 2005; Sandstrom et al. 1998 ). If females tend to naturally orient themselves in space based on the presence of objects (i.e., landmarks), it follows that their recall for objects would be more closely tied to their spatial memory for the location of those objects.
Taken together, these findings add important empirical evidence to the conversation surrounding the primacy of spatial contexts in encoding (see Robin 2018) and the recruitment of spatial processing codes for cognition (Bellmund et al. 2018) . Specifically, our findings that non-baseline assessments of spatial memory strength were predictive of recall strength, independent of encoding instructions, suggests that if one can forge a memory for an object within a spatial locus, there is a greater likelihood of that object being remembered. Given that the MoL mnemonic enforces precisely this object-location binding behavior during encoding, it should come as no surprise that MoL has been so historically effective and that removing this integral feature of the technique (i.e., no explicit placement/binding of objects to environmental loci, as in the WaL group) dramatically diminishes its effectiveness.
Limitations
A principal limitation of this study is the entanglement of both object-placement functionality and increased volitional control afforded only to the MoL group. Given that volitional control has been shown to benefit memory performance and upregulate encoding networks (Voss et al. 2011) , it is possible that the MoL group's increased recall performance-an effect we posit is largely driven by the use of spatial memory as a scaffolding for object binding-could be partially explained by attentional enhancements due the decision processes inherent in search for and clicking on a memorable placement location for each object. That said, both the MoL and WaL groups were given complete freedom over where they could explore during encoding, which contrasts with prior work where a volitional control group was compared to a passive learning group (Voss et al. 2011 ). However, future research will be needed to more explicitly isolate the contributions of volitional control within a paradigm similar to that of the current study.
Another limitation is that recall was only tested immediately after an encoding period, and thus, we lack assessment of the long-term durability of the object list memories. Further investigations will be needed to elucidate the impacts of the MoL strategy on long-term retention; it could be the case that group differences in temporal order memory (as assessed by Recall CLUST ) would reach significance if more time passed between encoding and testing.
Finally, given recent work showing a comparable boost in recall when using spatially mediated (e.g., MoL) or temporally mediated (e.g., associating to-be-remembered information progressing along one's autobiographical timeline) encoding strategies compared to an uninstructed strategy (Bouffard et al. 2018) , the current study missed an opportunity to tease apart temporal and spatial contributions. Future research using this virtual toolkit could consider including a third group where participants are given a series of experiences within a single spatial location and later go on to associate the to-beremembered objects with each of the said experiences.
Future Directions
Given the technological affordances of modern life, humans have a reduced imperative to become skilled at rapidly memorizing lists of objects rapidly. After all, why should one bother to create a memory palace for storing today's list of groceries when it is probably easier, more reliable, and less time consuming to create a checklist on one's smartphone phone or notepad? In fact, despite the widespread knowledge of the MoL technique's effectiveness, most learners admit to never using the technique-even when explicitly instructed to do so in an experiment (Legge et al. 2012) . Undergraduate students even report their lack of use of mnemonic strategies, despite their knowledge of their effectiveness . The most common strategy amongst undergraduates for studying is still rote repetition (Karpicke et al. 2009 ).
The once revered "art of memory" seems to now only be reserved for a small niche of memory enthusiasts who practice mnemonic techniques for relatively useless, albeit impressive, personal goals (e.g., memorizing Pi out to thousands of decimal places) or understandably motivating competitive reasons (e.g., the World Memory Championship carries a $30,000 prize; Foer 2011). However, the reliable effectiveness of the MoL, and the evolutionarily honed spatial binding mechanisms that it leverages, needs not be limited to increasing the recall of arbitrary lists of digits or words. While further research will be needed to verify the possibility of extending the technique beyond list learning, one can speculate on the ability for spatial strategies to bolster recall for procedural, conceptual, and episodic memory-all aspects of human cognition that cannot as easily be offloaded to a computer. While it has been suggested that mnemonics are limited in applicability and do not conform to theory or structure of general memory, emerging concepts which emphasize the primacy of spatial constructs for the encoding of events (Mullally and Maguire 2014; Robin 2018) permit for novel and creative ways to utilize space to both operate on and retain information.
Encoding information within a spatial scaffolding is also ripe for the incidental insertion of additional information. For instance, a learner could navigate about a virtual room that contains only a large elephant and then move through a doorway into another room where a monkey is opening the passenger door of a car that has 2 balloons tied to it. The learner could later be instructed to mentally traverse this memorable path and write down the first letter of each object they encounter, with the simple instructions to insert an equal sign whenever they pass through a door and exponents whenever they see balloons. By simply recalling this scene, the learner could incidentally unveil a "memory" for E = MC 2 . Similar, seemingly abstract concepts (e.g., fractions) also stand to benefit from spatially based incidental encoding tricks (e.g., floors separating numerators and denominators). Extending the MoL in ways where it can permit for the encoding of information beyond just that of lists of objects is of high importance when considering the broader educational impacts.
Additionally, the MoL has even been utilized for therapeutic purposes: researchers have increased the recall of selfaffirming memories and coping protocols for individuals with depression (Dalgleish et al. 2013; Werner-Seidler and Dalgleish 2016) and provided an aid for both aging (Rapp et al. 2002; Verhaeghen et al. 1992; West 1995; Yesavage 1983 ) and memory-impaired populations (Richardson 1995; Tate 1997) . Our VR-based paradigm significantly decreases the extensive training that is typically necessary to teach users to implement the MoL technique (Bower and Reitman 1972; Brehmer et al. 2008; Brooks et al. 1993; Kliegl et al. 1990; Moè and De Beni 2005) . As such, our VR procedure could be adapted as a tool to introduce memory-impaired patients about the MoL technique and to convince them of its effectiveness, leading them to be more likely to implement this mnemonic in their everyday lives to help remember important information.
