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Abstract
We present a Korn-type inequality in a planar setting for special func-
tions of bounded deformation. We prove that for each function in SBD2
with a sufficiently small jump set the distance of the function and its
derivative from an infinitesimal rigid motion can be controlled in terms
of the linearized elastic strain outside of a small exceptional set of finite
perimeter. Particularly, the result shows that each function in SBD2 has
bounded variation away from an arbitrarily small part of the domain.
Keywords. Functions of bounded deformation, Korn’s inequality, Korn-Poincare´ in-
equality, brittle materials, variational fracture.
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1 Introduction
The space BD(Ω,Rd) of functions of bounded deformation, which consists of
all functions u ∈ L1(Ω,Rd) whose symmetrized distributional derivative Eu :=
1
2
((Du)T + Du) is a finite Rd×dsym-valued Radon measure, has been introduced for
the investigation of geometrically linear problems in plasticity theory and fracture
mechanics (see [3, 5, 43]). Variational damage or fracture problems are widely
formulated in the subspace SBD2(Ω,Rd) (for the definition and properties of
this space we refer to Section 2.1 below). In the spirit of the seminal work
[25], the modeling essentially concentrates on the competition between elastic
bulk contributions ‖e(u)‖L2(Ω) given in terms of the linear elastic strain e(u) :=
1
2
((∇u)T +∇u) and surface terms that assign energy contributions on the crack
paths comparable to the size of the crack Hd−1(Ju ∩ Ω), where Ju denotes the
‘jump set’ of u (see e.g. [6, 8, 9, 24, 41]).
A major additional difficulty of these problems compared to models in SBV
(see [4] for the definition and basic properties of the space of special functions of
bounded variation) is the lack of control on the skew symmetric part of the dis-
tributional derivative (Du)T −Du. In fact, it is a natural and important question
to analyze in which circumstances the displacement field u or the absolutely con-
tinuous part of its derivative ∇u can be controlled by ‖e(u)‖L2(Ω) and Hd−1(Ju).
Apart from establishing compactness results, such properties may contribute to
gain profound understanding of the relation between SBD and SBV functions
which is highly desirable since in contrast to (S)BV fine properties in BD ap-
pear not to be well understood by now. (We refer to the recent paper [14] for a
thorough discussion and some results in that direction.)
The key estimate providing a relation between the symmetric and the full part
of the gradient is know as Korn’s inequality. In its basic version, it states that for
a bounded connected Lipschitz set Ω and p ∈ (1,∞) there is a constant C(Ω, p)
depending only on p and the domain Ω ⊂ Rd such that for all u ∈ W 1,p(Ω,Rd)
there is some A ∈ Rd×dskew with
‖∇u− A‖Lp(Ω) ≤ C(Ω, p)‖e(u)‖Lp(Ω). (1)
(See e.g. [39] for a proof and [12, 30, 32, 37] for generalizations of this result into
various directions.) It turns out that the statement is false in W 1,1, i.e. one can
construct functions with e(u) ∈ L1(Ω), but ∇u /∈ L1(Ω) (cf. [13, 34, 40]). On
the one hand, these observations particularly show that BD is not contained in
BV . On the other hand, it raises the natural question if in the space SBD2 an
estimate similar to (1) can be established due to the higher integrability for the
elastic strain e(u).
However, simple examples, e.g. in [3] or the piecewise rigidity result proved in
[11], show that (1) cannot hold for general functions in SBD2 since the behavior
of small pieces being almost or completely detached from the bulk part of the
specimen might not be controlled. In the recently appeared contributions [10, 26],
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it has been proved that for displacement fields having small jump sets with respect
to the size of the domain the distance of the function from an infinitesimal rigid
motion can be estimated in terms of the linearized elastic energy outside of a small
exceptional set F . However, these Korn-Poincare´-type estimates being essentially
of the form
‖u− (A ·+b)‖L2(Ω\F ) ≤ C(Ω)‖e(u)‖L2(Ω) (2)
for u ∈ SBD2(Ω,Rd) and corresponding A ∈ Rd×dskew, b ∈ Rd, are significantly
easier as in contrast to (1) no derivative is involved. The goal of the present
article is to provide a generalization of (2) to an inequality of Korn’s-type in a
planar setting where one additionally controls ∇u away from a small exceptional
set of finite perimeter. Our main result is the following.
Theorem 1.1 Let Ω ⊂ R2 be an open, connected, bounded set with Lipschitz
boundary and let p ∈ [1, 2), q ∈ [1,∞). Then there is a constant C = C(Ω, p, q)
such that for all u ∈ SBD2(Ω,R2) there is a set of finite perimeter F ⊂ Ω with
H1(∂∗F ) ≤ CH1(Ju), |F | ≤ C(H1(Ju))2 (3)
and A ∈ R2×2skew, b ∈ R2 such that
(i) ‖u− (A ·+b)‖Lq(Ω\F ) ≤ C‖e(u)‖L2(Ω),
(ii) ‖∇u− A‖Lp(Ω\F ) ≤ C‖e(u)‖L2(Ω),
(4)
where e(u) denotes the part of the strain Eu = 1
2
((Du)T +Du) which is absolutely
continuous with respect to the Lebesgue measure L2, |F | stands for the L2-measure
of F and ∂∗F is the essential boundary of F .
We also refer to Section 2.1 for the relevant definitions. Let us first mention
that we establish the result only in two dimensions as we employ a modification
technique for special functions of bounded deformation (see [26]) which was only
derived in a planar setting due to technical difficulties concerning the topological
structure of crack geometries in higher dimensions.
Note that we can control the length of the boundary H1(∂∗F ) of the excep-
tional set F which is associated to the parts of Ω being detached from the bulk
part of Ω by Ju. Consequently, the result is adapted for the usage of compactness
theorems for SBV and SBD functions (see [4, 5, 17]).
Although the main goal of the work at hand is the derivation of the estimate
for the derivative in (4)(ii), we also provide a generalization for the integrability
exponent q. In [26], the exponent was restricted to q = 2 due to the application of
a BD Korn-Poincare´ inequality and in [10] the arguments were based on slicing
techniques similar to those used in the proof of Sobolev embeddings and led to an
exponent q = 2d
d−1 . In the present context we obtain the estimate for q <∞ = 2∗
as in the usual Sobolev setting.
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To our knowledge the first inequality of this kind, i.e., also involving an es-
timate on ∇u, has been presented in [28], which is the preprint version of the
present paper. Subsequently, the result has been extended to the critical expo-
nent p = 2 in [15]. However, as the proof techniques are quite different, we believe
that also the present article may be interesting for the community.
As an application, we discuss that Theorem 1.1 together with an approxima-
tion result shows that SBD2 functions have bounded variation outside an arbi-
trarily small exceptional set of finite perimeter (see Theorem 5.1 below). Hereby
we give another contribution to the relation between SBV and SBD functions
which appears to go in a slightly different direction than the results presented
in [14]. We note that this statement does not immediately follow from the main
theorem since a bound on ∇u does not automatically ensure that u has bounded
variation.
Similarly as the previously mentioned results [10, 26] or the SBV Poincare´
inequality [20], Theorem 1.1 establishes an estimate only for functions whose
jump set is small with respect to the size of the domain. Indeed, for larger
jump sets the body may be separated into different parts of comparable size (cf.
[11, 27, 30, 31] for related problems). In the general case, we expect a ‘piecewise
Korn inequality’ to hold, i.e. the body may be broken into different sets and on
each connected component the distance of the displacement field from a certain
infinitesimal rigid motion can be controlled. We defer the analysis of this problem,
for which Theorem 1.1 is a key ingredient, to a subsequent work [29].
The paper is organized as follows. In Section 2 we first recall the definition
and basic properties of functions of bounded variation and deformation (Section
2.1). Then in Section 2.2 we introduce the notion of John domains being a class
of sets with possibly highly irregular boundary (see e.g. [33, 36]). It is convenient
to formulate Korn’s and Poincare´’s inequality for these sets since there are good
criteria to obtain uniform control over the involved constants independently of
the particular shape of the domain (cf. [1]). Finally, in Section 2.3 we present the
modification technique proved in [26] which shows that after a small alteration
of the displacement field and the jump set the jump heights of an SBD function
can be controlled solely by ‖e(u)‖L2(Ω) and H1(Ju).
The rest of the paper then contains the proof of Theorem 1.1. We first estab-
lish a local estimate on a square and after a subsequent analysis of the problem
near the boundary of the Lipschitz set the main theorem follows by a standard
covering argument.
In Section 3 we concern ourselves with the local estimate and first see that by
an approximation argument (cf. [9]) it suffices to consider SBD functions with
regular jump set. The main strategy is then to modify a function with the tech-
niques presented in Section 2.3. Consequently, using a Korn-Poincare´ inequality
in BD (see [35, 44]), we find good approximations of the displacement field by
infinitesimal rigid motions in neighborhoods of the jump set. Then drawing ideas
from [30] we can iteratively modify the configuration on various mesoscopic length
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scales to find a Sobolev function on the square which coincides with the original
displacement field outside of a small exceptional set. Finally, the local estimate
follows by application of the standard inequality (1).
We remark that for the nonlinear estimate [30] it was not possible to gain
control over the full part of the gradient as the approximating rigid motions
had to be adapted after each iteration step leading to a continual increase of
the involved constant. In the present context, however, the affine mappings are
found a priori and are fixed during the modification procedure whereby a bound
for ∇u can be established using Ho¨lder’s and a scaled Young’s inequality in the
case p < 2. Moreover, let us mention that our approach to derive the local
estimate for the Korn inequality differs from the one proposed in [15], where a
suitable triangulation of the domain and a corresponding linear interpolation are
constructed.
Section 4 contains the main estimate at the boundary. We consider a Whitney
covering of the domain and apply the result obtained in Section 3 on every square
where the length of the jump Ju is small. Hereby we can again construct a Sobolev
function outside a small exceptional set F . For the application of (1) now an
additional difficulty occurs as we have to control the shape of domain. In this
context, we show that choosing F appropriately we find that the complement is a
John domain for a universal John constant and therefore we can derive a uniform
estimate of the form (1).
In Section 5 we then give the main proof and discuss an application to the re-
lation of SBV and SBD functions. The standard examples for (S)BD functions
not having bounded variation are given by configurations where small balls are
cut out from the bulk part with an appropriate choice of the functions on these
specific sets (see e.g. [3, 14]). We prove that each SBD2 function has bounded
variation away from an arbitrarily small part of the body essentially showing that
the mentioned construction provides the only way to obtain functions not lying
in SBV .
2 Preliminaries
In this preparatory section we first recall the definition and basic properties of
functions of bounded variation and state Korn’s and Poincare´’s inequality for
John domains. Afterwards, we recall a result obtained in [26] providing modifi-
cations of SBD functions for which the jump heights can be controlled in terms
of the linear elastic strain.
2.1 Special functions of bounded variation
In this section we collect the definitions of SBV and SBD functions. Let Ω ⊂
Rd be an open, bounded set with Lipschitz boundary. Recall that the space
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SBV (Ω,Rd), abbreviated as SBV (Ω) hereafter, of special functions of bounded
variation consists of functions u ∈ L1(Ω,Rd) whose distributional derivative Du
is a finite Radon measure, which splits into an absolutely continuous part with
density ∇u with respect to Lebesgue measure and a singular part Dsu. The
Cantor part Dcu of Dsu vanishes and thus we have
Dsu = [u]⊗ ξuHd−1bJu,
where Hd−1 denotes the (d − 1)-dimensional Hausdorff measure, Ju (the ‘crack
path’) is an Hd−1-rectifiable set in Ω, ξu is a normal of Ju and [u] = u+ − u−
(the ‘crack opening’) with u± being the one-sided limits of u at Ju. If in addition
∇u ∈ Lp(Ω) for 1 < p < ∞ and Hd−1(Ju) < ∞, we write u ∈ SBV p(Ω).
Moreover, SBVloc(Ω) denotes the space of functions which belong to SBV (Ω
′)
for every open set Ω′ ⊂⊂ Ω.
Furthermore, we define the space GSBV (Ω) of generalized special functions
of bounded variation consisting of all Ld-measurable functions u : Ω → Rd such
that for every φ ∈ C1(Rd) with the support of ∇φ compact, the composition
φ ◦ u belongs to SBVloc(Ω) (see [19]). Likewise, we say u ∈ GSBV p(Ω) for
u ∈ GSBV (Ω) if ∇u ∈ Lp(Ω) and Hd−1(Ju) <∞. See [4] for the basic properties
of theses function spaces.
We now state a version of Ambrosio’s compactness theorem in GSBV adapted
for our purposes (see e.g. [4, 18]):
Theorem 2.1 Let Ω ⊂ Rd open, bounded and let 1 < p < ∞. Let (uk)k be a
sequence in GSBV p(Ω) such that
‖∇uk‖Lp(Ω) +Hd−1(Juk) + ‖uk‖L1(Ω) ≤ C
for some constant C not depending on k. Then there is a subsequence (not re-
labeled) and a function u ∈ GSBV p(Ω) such that uk → u a.e. and ∇uk ⇀ ∇u
weakly in Lp(Ω). If in addition ‖uk‖∞ ≤ C for all k ∈ N, we find u ∈ SBV p(Ω)∩
L∞(Ω).
An important subset of SBV is given by the indicator functions χW for mea-
surable W ⊂ Ω withHd−1(∂∗W ) <∞, where ∂∗W denotes the essential boundary
of W (also called measure-theoretic boundary, see [4, Definition 3.60]). Sets of
this form are called sets of finite perimeter. As a consequence of Rellich’s theorem
in BV and the lower semicontinuity of the perimeter we get the following result
(see [4, Proposition 3.38])).
Theorem 2.2 Let Ω ⊂ Rd open, bounded. Let (Wk)k ⊂ Ω be a sequence of
measurable sets with Hd−1(∂∗Wk) ≤ C for some constant C independent of k.
Then there is a subsequence (not relabeled) and a measurable set W such that
χWk → χW in measure for k →∞ and Hd−1(∂∗W ) ≤ lim infk→∞Hd−1(∂∗Wk).
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We say that a function u ∈ L1(Ω,Rd) is in BD(Ω) if the symmetrized distri-
butional derivative Eu := 1
2
((Du)T +Du) is a finite Rd×dsym-valued Radon measure.
Likewise, we say u is a special function of bounded deformation if Eu has vanish-
ing Cantor part Ecu. Then Eu can be decomposed as
Eu = e(u)Ld + Esu = e(u)Ld + [u] ξuHd−1|Ju , (5)
where e(u) is the absolutely continuous part of Eu with respect to the Lebesgue
measure Ld, [u], ξu, Ju as before and a  b = 12(a ⊗ b + b ⊗ a). If in addition
e(u) ∈ Lp(Ω) for 1 < p < ∞ and Hd−1(Ju) < ∞, we write u ∈ SBDp(Ω). For
basic properties of this function space we refer to [3, 5].
By R(Ω) = {T : Ω → Rd : T (x) = Ax + b, A ∈ Rd×dskew, b ∈ Rd} we denote the
space of infinitesimal rigid motions. We recall a Korn-Poincare´ inequality in BD
(see [35, 44]).
Theorem 2.3 Let Ω ⊂ Rd open, bounded, connected with Lipschitz boundary.
Then there exist a linear continuous map P : BD(Ω) → R(Ω) which leaves the
elements of R(Ω) fixed and a constant C = C(Ω) > 0 such that for all u ∈ BD(Ω)
‖u− Pu‖
L
d
d−1 (Ω)
≤ C|Eu|(Ω),
where |Eu|(Ω) denotes the total variation of Eu. The constant C is invariant
under rescaling of the domain.
2.2 Poincare´’s and Korn’s inequality
A key idea in our analysis will be the replacement of displacement fields in SBD
by suitable Sobolev functions and then the application of well know Poincare´ and
Korn inequalities. As the estimates will be employed on different Lipschitz sets,
we need to provide uniform bounds for the constants involved in the inequalities.
To this end, we introduce the notion of John domains.
Definition 2.4 Let Ω ⊂ Rd be an open, bounded set and let x0 ∈ Ω. We say
Ω is a c-John domain with respect to the John center x0 and with the constant
c if for all x ∈ Ω there exists a rectifiable curve γ : [0, lγ] → Ω, parametrized by
arclength, such that γ(0) = x, γ(lγ) = x0 and t ≤ c dist(γ(t), ∂Ω) for all t ∈ [0, lγ].
Domains of this form were introduced by John in [33] to study problems
in elasticity theory and the term was first used by Martio and Sarvas in [36].
Roughly speaking, a domain is a John domain if it is possible to connect two
arbitrary points without getting too close to the boundary of the set. This class
is much larger than Lipschitz domains and contains sets which may possess fractal
boundaries or internal cusps (external cusps are excluded), e.g. the interior of
Koch’s snow flake is a John domain.
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Although in the present work only Lipschitz sets occur, it is convenient to con-
sider this more general notion as the constants in Poincare´’s and Korn’s inequal-
ities only depend on the John constant. More precisely, we have the following
statement (see e.g. [1, 7, 22]).
Theorem 2.5 Let Ω ⊂ Rd be a c-John domain. Let p ∈ (1,∞) and q ∈ (1, d).
Then there is a constant C = C(c, p, q) > 0 such that for all u ∈ W 1,p(Ω) there
is some A ∈ Rd×dskew such that
‖∇u− A‖Lp(Ω) ≤ C‖e(u)‖Lp(Ω).
Moreover, for all u ∈ W 1,q(Ω) there is some b ∈ Rd such that
‖u− b‖Lq∗ (Ω) ≤ C‖∇u‖Lq(Ω),
where q∗ = dq
d−q . The constant is invariant under rescaling of the domain.
2.3 A modification with controllable jump heights
A main strategy of our proof will be the application of Theorem 2.3 in certain
regions of the domain. It first appears that this inequality is not adapted for the
estimates in (4) as in |Eu|(Ω) not only the elastic but also the surface energy
depending on the jump height is involved. However, in [26] we have shown that
one can indeed find bounds on the jump heights in terms of the elastic energy
after a suitable modification of the displacement field.
In the following d(W ) denotes the diameter of a set W ⊂ R2 and for µ > 0
we define Qµ := (−µ, µ)2. We recall the following result (see [26, Theorem 2.2]).
Theorem 2.6 Let λ > 0. Then there is a constant C = C(λ) and a universal
constant c > 0 both independent of µ such that for all ε > 0, δ > 0 and all
u ∈ SBD2(Qµ) the following holds: There are paraxial rectangles R1, . . . , Rn
with ∑n
j=1
d(Rj) ≤ (1 + cλ)
(H1(Ju) + ε−1‖e(u)‖2L2(Qµ)) (6)
and a modification u¯ ∈ SBV 2(Qµ˜) with Ju¯ ⊂
⋃n
j=1 ∂Rj and
‖u¯− u‖L2(Qµ˜\G) ≤ δ, ‖e(u¯)‖L2(Qµ˜) ≤ ‖e(u)‖L2(Qµ) + δ, (7)
where G :=
⋃n
j=1Rj and µ˜ = max{µ−3
∑
j d(Rj), 0}, such that for all measurable
sets D ⊂ Qµ˜ we have
(|Eu¯|(D))2 ≤ c|D|‖e(u¯)‖2L2(D) + CεH1(D ∩ Ju¯)
∑
Rj∈R(D)
(d(Rj))
2, (8)
where R(D) := {Rj : D ∩Rj 6= ∅}. Moreover, if u ∈ L∞(Qµ), we can choose the
modification such that ‖u¯‖L∞(Qµ˜\G) ≤ ‖u‖L∞(Qµ).
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3 The local estimate on a square
This section is devoted to the derivation of a local estimate on a square. Recall
Qµ = (−µ, µ)2 for µ > 0.
Theorem 3.1 Let p ∈ [1, 2), q ∈ [1,∞) and µ > 0. Then there is a constant
C = C(p, q) > 0 independent of µ such that for all u ∈ SBD2(Qµ) there is a set
of finite perimeter F ⊂ Qµ with
H1(∂∗F ) ≤ CH1(Ju), |F | ≤ C(H1(Ju))2 (9)
and A ∈ R2×2skew, b ∈ R2 such that
(i) ‖u− (A ·+b)‖Lq(Qµ¯\F ) ≤ Cµ
2
q ‖e(u)‖L2(Qµ),
(ii) ‖∇u− A‖Lp(Qµ¯\F ) ≤ Cµ
2
p
−1‖e(u)‖L2(Qµ),
(10)
where Qµ¯ = (−µ¯, µ¯)2 with µ¯ = max{µ − CH1(Ju), 0}. Moreover, we obtain
uχQµ¯\F ∈ GSBV p(Qµ). If in addition u ∈ L∞(Qµ), we find uχQµ¯\F ∈ SBV p(Qµ).
Observe that the additional statement that uχQµ¯\F lies in (G)SBV
p does
not directly follow from (10)(ii) as a Korn-type inequality for ∇u does not
automatically guarantee that u has bounded variation. In fact, the property
|Dcu|(Qµ¯) ≤
√
2|Ecu|(Qµ¯), which holds for BV functions (see [2]), is not known
in BD. (We remark that the analog of Alberti’s rank one property in BD [21] is
not expedient here.) In the present context, we circumvent this problem by an
approximation of SBD functions.
We first show the result for modifications given by Theorem 2.6 and after-
wards we prove the general version of Theorem 3.1 by considering sequences of
modifications.
3.1 Local estimate for modifications
We first introduce some further notation. For s > 0 we partition R2 up to a set
of measure zero into squares Qs(p) = p + s(−1, 1)2 for p ∈ Is := s(1, 1) + 2sZ2.
Let θ ∈ 2−N small, fixed and define si = µθi for i ≥ 0. We let
Qi = {Q = Qsi(p) : p ∈ Isi}. (11)
For each Q ∈ Qi we introduce enlarged squares Q ⊂ Q′′ ⊂ Q′ defined by
Q′′ = 5
4
Q, Q′ = 3
2
Q, (12)
where λQ denotes the square with the same center and λ-times the sidelength of
Q. Moreover, by dist(A,B) we denote the Euclidian distance between A,B ⊂ R2.
In the sequel, infinitesimal rigid motions Ax+ b, A ∈ R2×2skew, b ∈ R2, will appear
frequently and we will often write a(x) = aA,b(x) = Ax+b for the sake of brevity.
We now prove the local result for modifications.
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Theorem 3.2 Let p ∈ [1, 2), q ∈ [1,∞) and µ > 0. Then there is a constant
C = C(p, q) > 0 such that for each δ > 0 and all u ∈ SBD2(Qµ) there is a
finite union of rectangles G ⊂ Qµ with H1(∂G) ≤ CH1(Ju) and a modification
u¯ ∈ SBV 2(Qµ¯) for µ¯ = max{µ− CH1(Ju), 0} with
(i) ‖u¯− u‖L2(Qµ¯\G) ≤ δ, ‖e(u¯)‖L2(Qµ¯) ≤ ‖e(u)‖L2(Qµ) + δ,
(ii) H1(Ju¯) ≤ CH1(Ju)
(13)
such that there is a set F ⊂ Qµ satisfying (9) and A ∈ R2×2skew, b ∈ R2 with
µ−
2
q ‖u¯− (A ·+b)‖Lq(Qµ¯\F ) + µ1−
2
p‖∇u¯− A‖Lp(Qµ¯\F ) ≤ C(‖e(u)‖L2(Qµ) + δ).
(14)
Proof. Let u ∈ SBD2(Qµ) and δ > 0 be given. Without restriction we can
assume H1(Ju) > 0 as otherwise the statement follows from Theorem 2.5. We
first apply Theorem 2.6 with ε = (H1(Ju))−1‖e(u)‖2L2(Qµ) and λ = 1 to obtain
a modification u¯ ∈ SBV 2(Q˜) such that (6)-(8) hold with Q˜ := Qµ˜ ⊂ Qµ as in
Theorem 2.6. Let J¯ :=
⋃n
l=1 ∂Rl and G :=
⋃n
l=1Rl. We particularly have by (6)
H1(∂G) ≤ H1(J¯) ≤ 2
√
2
∑n
l=1
d(Rl) ≤ 4
√
2(1 + c)H1(Ju). (15)
Choosing the constant C > 0 in the assertion large enough (depending on θ) we
get by (15)
Qµ¯ ⊂ Q˜,
∑n
l=1
d(Rl) ≤ θ24 dist(∂Q˜, ∂Qµ¯). (16)
Then in view of (7), (15) and Ju¯ ⊂ J¯ , we get (13).
We now derive (14) for the modification u¯, where we will regard u¯ as a function
defined on Q˜. We may assume that Qµ¯ 6= ∅ as otherwise the assertion of the
lemma is trivial. Then (16) implies∑
l
d(Rl) ≤ θ24µ = 124s1. (17)
We start with the identification of regions where the H1 measure of J¯ is too large
(Step I). Afterwards, we will use (8) to apply Theorem 2.3 on these specific sets
(Step II). This Korn-Poincare´ estimate will then enable us to define a suitable
modification (Step III) for which Korn’s inequality for Sobolev functions can
be used (Step IV). We also refer to Figure 1 below, where some of the objects
introduced in the proof are illustrated.
Step I (Identification of ‘bad’ sets): We first identify squares of various
length scales where the H1 measure of J¯ is too large. Recalling (11) and (12) we
introduce the sets
Ai =
{
Q ∈ Qi : Q′′ ⊂ Q˜,
∑n
l=1
H1(Q′′ ∩ ∂Rl) ≥ 18θsi
}
(18)
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for i ∈ N. Let Ai =
⋃
Q∈Ai Q. Then we define
Bi =
{
Q ∈ Ai : Q ∩Qµ¯ 6= ∅, Q ∩
⋃i−1
j=1
Aj = ∅
}
and accordingly let Bi =
⋃
Q∈Bi Q and B
′
i =
⋃
Q∈Bi Q
′ for i ∈ N. For later we note
that
⋃
i≥1Ai∩Qµ¯ =
⋃
i≥1Bi∩Qµ¯. We now show that for some I ∈ N sufficiently
large we have
(i)
∑
l:Rl∩Q′′ 6=∅
d(Rl) ≤ si for all Q ∈ Bi, i ≥ 1,
(ii) Bi = ∅ for i > I,
(iii) Ju¯ ∩Qµ¯ ⊂ J¯ ∩Qµ¯ ⊂
⋃
i≥1
Bi,
(iv) H1(∂ (⋃
i≥1
B′i
)) ≤ Cθ−1∑n
l=1
d(Rl) ≤ Cµ,
(v) |B′i| ≤ Csiθ−1
∑n
l=1
d(Rl) ≤ Csiµ for all i ≥ 1
(19)
for a constant C > 0 independent of θ.
We first confirm (i). We assume
∑
Rl∈F d(Rl) > si for some Q ∈ Bi, whereF = {Rl : Rl ∩ Q′′ 6= ∅}, and derive a contradiction. Choose j ≤ i such that
1
8
sj <
∑
Rl∈F d(Rl) ≤ 18sj−1 and observe that by (17) we find j ≥ 2. Moreover, we
select Q∗ ∈ Qj−1 such that Q ⊂ Q∗. As sj−1 < 8θ−1
∑
l d(Rl) ≤ 13 dist(∂Q˜, ∂Qµ¯)
by (16) and Q∗ ∩ Qµ¯ 6= ∅, we find Q′′∗ ⊂ Q˜ recalling (12). Since Rl ∩ Q′′ 6= ∅,
d(Rl) ≤ 18sj−1 for all Rl ∈ F and Q ⊂ Q∗, we get Rl ⊂ Q′′∗ for all Rl ∈ F . Thus,∑n
l=1
H1(∂Rl ∩Q′′∗) ≥
∑
Rl∈F
H1(∂Rl) > 18sj = 18θsj−1.
This yields Q∗ ∈ Aj−1. Consequently, as Q ⊂ Q∗, this implies Q /∈ Bi giving the
desired contradiction.
To see (ii), choose I ∈ N so large that sI+1 < minnl=1 d(Rl). Assume there
was some Q ∈ Bi for i > I. Then we find some Rk with Rk ∩ Q′′ 6= ∅ and
d(Rk) > sI+1 ≥ si. This implies
∑
l:Rl∩Q′′ 6=∅ d(Rl) > si and yields a contradiction
to (19)(i).
Moreover, the definition in (18) implies J¯ ∩Qµ¯ ⊂
⋃
i≥1Ai ∩Qµ¯ and thus (iii)
follows from the property
⋃
i≥1Ai ∩Qµ¯ =
⋃
i≥1Bi ∩Qµ¯ and the fact that Ju¯ ⊂ J¯ .
To show (iv), we define Bˆi = {Q ∈ Bi : Q′ 6⊂
⋃i−1
j=1B
′
j} as well as Bˆ′i =⋃
Q∈Bˆi Q
′ and observe
⋃
i≥1B
′
i =
⋃
i≥1 Bˆ
′
i. It is elementary to see that for θ small
enough each x ∈ Q˜ is contained in at most one set ⋃Q∈Bˆi Q′′, i ∈ N, and thus
contained in at most four different squares Q′′ with Q ∈ ⋃i≥1 Bˆi. Consequently,
we derive using (18) for a universal constant C > 0 large enough
H1(∂ (⋃
i≥1
B′i
)) ≤ ∑
Q∈⋃i≥1 Bˆi
H1(∂Q′) ≤ Cθ−1
∑
Q∈⋃i≥1 Bˆi
(∑n
l=1
H1(Q′′ ∩ ∂Rl)
)
≤ Cθ−1
∑n
l=1
H1(Q˜ ∩ ∂Rl) ≤ Cθ−1
∑n
l=1
d(Rl) ≤ Cµ,
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where in the last step we employed (16). Finally, (v) follows from a similar
argumentation, again using (18).
(a)
︸ ︷︷ ︸
si−1
︸︷︷︸
si
(b)
Bi−1
Bi
J¯
Figure 1: (a) Sketch of a part of Qµ with the squares Qi−1 and Qi for θ = 12 . In dark
gray the union of rectangles G is depicted and in light gray the squares contained in
Ai−1 ∪ Ai. (b) The sets Bi−1 (dark gray) and Bi (light gray) are illustrated, where
J¯ ⊂ Bi−1∪Bi. Note that theH1 measure of J¯ in the (enlarged) squares of Bi−1,Bi is not
‘too large’ such that (19)(i) holds and also not ‘too small’ (see (18)) such that |B′i−1|, |B′i|
is suitably controlled, cf. (19)(v). In the modifcation u¯I−i+1 the discontinuities of u¯
depicted in dashed lines are removed, in u¯I−i+2 the remaining part of J¯ is removed.
Step II (Korn-Poincare´ inequality): Recall that by the definition in (18) we
find Q′′ ⊂ Q˜ for every Q ∈ Bi. Thus, using Theorem 2.3 on Q′′ for Q ∈ Bi we
obtain by (8) and (19)(i) infinitesimal rigid motions aQ = aAQ,bQ such that
‖u¯− aQ‖2L2(Q′′) ≤ C(|Eu¯|(Q′′))2
≤ Cs2i ‖e(u¯)‖2L2(Q′′) + CεH1(Ju¯ ∩Q′′)
∑
Rl∩Q′′ 6=∅
(d(Rl))
2
≤ Cs2i
(‖e(u¯)‖2L2(Q′′) + εH1(J¯ ∩Q′′))
for all Q ∈ Bi, where in the last step we employed Ju¯ ⊂ J¯ . For shorthand, we
let E := ‖e(u)‖L2(Qµ) + δ. Summing over all squares in Bi, using (7) and recalling
that each x ∈ Q˜ is contained in at most four different Q′′, Q ∈ Bi, we get for all
i ≥ 1∑
Q∈Bi
‖u¯− aQ‖2L2(Q′′) ≤ Cs2i (‖e(u¯)‖2L2(Qµ) + ‖e(u)‖2L2(Qµ)) ≤ Cs2iE2, (20)
where we used ε = (H1(Ju))−1‖e(u)‖2L2(Qµ) ≤ C(H1(J¯))−1‖e(u)‖2L2(Qµ) (cf. (15)).
Step III (Modification): We now show that we can ‘heal’ the discontinuities
of u¯ in Qµ¯. The strategy is to modify the displacement field inductively. Let
1 < p < 2 be given. Let I ∈ N be the largest index such that BI 6= ∅ (see
(19)(ii)). Define u¯0 = u¯ and assume u¯j ∈ SBD2(Q˜) has already been constructed
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satisfying
(i) Ju¯j ∩Qµ¯ ⊂
⋃I−j
k=1
Bk, (21)
(ii)
∑
Q∈Bi
‖u¯j − aQ‖2L2(Q′′) ≤ C¯s2i
∏j
k=0
(1 + ηI−i−k) E2 ∀i ≤ I − j,
(iii) ‖e(u¯j)‖pLp(Qµ¯) ≤ C¯µ2−p
∏j
k=0
(1 + ηI−k) Ep
for some C¯ large enough, where for shorthand η = θ
1
2
− p
4 < 1. Clearly, by (13),
(19)(ii),(iii), (20) and Ho¨lder’s inequality together with |Qµ¯| ≤ 4µ2 we find that
(21) holds for j = 0.
We now construct u¯j+1. In the following C > 0 denotes a generic constant
which is always independent of θ. We consider a partition of unity {ϕ0} ∪
(ϕQ)Q∈BI−j ⊂ C∞(R2) with the properties
(i) ϕ0(x) +
∑
Q∈BI−j
ϕQ(x) = 1 for all x ∈ Q˜,
(ii) Q ⊂ supp(ϕQ) ⊂ Q′′ for all Q ∈ BI−j,
(iii) supp(ϕ0) ⊂ R2 \BI−j,
(iv) ‖∇ϕ0‖∞, ‖∇ϕQ‖∞ ≤ Cs−1I−j for all Q ∈ BI−j.
(22)
Then we define
u¯j+1(x) = u¯j(x) +
∑
Q∈BI−j
ϕQ(x)(AQ x+ bQ − u¯j(x)) = u¯j +
∑
Q∈BI−j
ϕQ(aQ − u¯j)
for all x ∈ Q˜. As {x ∈ Q˜ : ∑Q∈BI−j ϕQ(x) = 1} ⊃ BI−j by (22)(i),(iii), we get
u¯j+1 =
∑
Q∈BI−j ϕQaQ in BI−j. Thus, u¯j+1 is smooth in BI−j and (21)(i) holds.
Using (21)(ii) for j and i = I − j we obtain
‖u¯j+1 − u¯j‖2L2(Q˜) ≤ C
∑
Q∈BI−j
‖u¯j − aQ‖2L2(Q′′)
≤ CC¯s2I−j
∏j
k=0
(1 + ηj−k)E2 ≤ CC¯s2I−jE2,
where in the first step we used that each x ∈ Q˜ is contained in at most four
different enlarged squares. Using η = θ
1
2
− p
4 ≥ θ, we get for θ small enough (recall
that p ∈ (1, 2) and that C is independent of θ)∑
Q∈Bi
‖u¯j+1 − u¯j‖2L2(Q′′) ≤ CC¯s2I−jE2 ≤ CC¯s2i η2(I−j−i)E2 ≤ 16C¯s2i η2(I−j−i−1)E2
for all 1 ≤ i ≤ I − j − 1. The previous estimate together with (21)(ii) for j and
a scaled version of Young’s inequality of the form (a+ b)2 ≤ (1 + δ)a2 + (1 + 1
δ
)b2
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(a, b ∈ R, δ > 0) yields for δ = 1
2
ηI−i−j−1∑
Q∈Bi
‖u¯j+1 − aQ‖2L2(Q′′)
≤
∑
Q∈Bi
(
(1 + 1
2
ηI−i−j−1)‖u¯j − aQ‖2L2(Q′′) + 3η−(I−i−j−1)‖u¯j+1 − u¯j‖2L2(Q′′)
)
≤ C¯s2i
∏j
k=0
(1 + ηI−i−k)(1 + 1
2
ηI−i−j−1)E2 + C¯ 1
2
ηI−i−j−1s2iE2
≤ C¯s2i
∏j+1
k=0
(1 + ηI−i−k) E2
for all 1 ≤ i ≤ I − j − 1. This shows (21)(ii). To confirm (21)(iii), we first
note that by Ho¨lder’s inequality, (21)(ii) and the fact that |B′I−j| ≤ CµsI−j (see
(19)(v)) we obtain∑
Q∈BI−j
‖u¯j − aQ‖pLp(Q′′) ≤ C|B′I−j|1−
p
2
(∑
Q∈BI−j
‖u¯j − aQ‖2L2(Q′′)
) p
2
≤ CC¯ p2µ1− p2 s1+
p
2
I−j Ep,
(23)
where we again used that each x ∈ Q˜ is contained in at most four different
enlarged squares. We calculate the derivative
∇u¯j+1 = ∇u¯jϕ0 +
∑
Q∈BI−j
ϕQAQ + (aQ − u¯j)⊗∇ϕQ.
Now we again apply a scaled version of Young’s inequality of the form |a+ b|p ≤(
(1 + δ)a2 + (1 + 1
δ
)b2
) p
2 ≤ (1 + δ p2 )|a|p + (1 + δ− p2 )|b|p for a, b ∈ R, δ > 0. (Recall
that p ∈ (1, 2).) Consequently, similarly as before, using (21)(iii), (22)(iv) and
(23), we find with δ
p
2 = 1
2
ηI−j−1
‖e(u¯j+1)‖pLp(Qµ¯) ≤ (1 + δ
p
2 )‖e(u¯j)‖pLp(Qµ¯) + Cδ−
p
2 s−pI−j
∑
Q∈BI−j
‖u¯j − aQ‖pLp(Q′′)
≤ (1 + δ p2 )‖e(u¯j)‖pLp(Qµ¯) + Cδ−
p
2 C¯
p
2 s
1− p
2
I−j µ
1− p
2Ep
≤ C¯µ2−p
∏j
k=0
(1 + ηI−k) (1 + 1
2
ηI−j−1)Ep + C¯ 1
2
ηI−j−1µ2−pEp
≤ C¯µ2−p
∏j+1
k=0
(1 + ηI−k)Ep,
where we used η2 = θ1−
p
2 and thus Cs
1− p
2
I−j = Cµ
1− p
2 η2(I−j) ≤ 1
4
µ1−
p
2 η2(I−j−1) for θ
sufficiently small since C is independent of θ.
Step IV (Korn’s inequality): Assume θ > 0 has been fixed according to Step
III. We define uˆ = u¯I and observe that by (21)(i),(iii) we have uˆ|Qµ¯ ∈ W 1,p(Qµ¯)
with
‖e(uˆ)‖Lp(Qµ¯) ≤ Cµ
2
p
−1E = Cµ 2p−1(‖e(u)‖L2(Qµ) + δ) (24)
14
for some C = C(p). Moreover, we define F =
⋃I
i=1B
′
i and get that uˆ = u¯ on
Qµ¯ \ F due to the construction of the functions (u¯j)j. By (15) and (19)(iv) we
obtain H1(∂F ) ≤ CH1(Ju). In view of the definition in (18), we find some i0 ∈ N
with si0 ≤ c
∑n
l=1H1(∂Rl ∩ Q˜) for a sufficiently large c such that B′i = ∅ for all
i ≤ i0. Thus, using (15), (19)(v) we find∣∣⋃I
i=1
B′i
∣∣ ≤ C∑
l
d(Rl)
∑I
k=i0+1
sk ≤ CH1(Ju)si0 ≤ C(H1(Ju))2.
This yields |F | ≤ C(H1(Ju))2 and shows (9). We now apply Poincare´’s and
Korn’s inequality (see Theorem 2.5) and find A ∈ R2×2skew, b ∈ R2 such that by a
standard scaling argument
‖∇u¯− A‖Lp(Qµ¯\F ) ≤ ‖∇uˆ− A‖Lp(Qµ¯) ≤ C‖e(uˆ)‖Lp(Qµ¯),
‖u¯− (A ·+b)‖Lq(Qµ¯\F ) ≤ ‖uˆ− (A ·+b)‖Lq(Qµ¯) ≤ Cµ
2
q
− 2
p
+1‖e(uˆ)‖Lp(Qµ¯)
for q ≤ 2p
2−p . Then the second part of (14) holds for p ∈ (1, 2) by (24) and the case
p = 1 directly follows. Likewise, the first part of (14) also holds for q ∈ [1,∞)
since p ∈ [1, 2). 
3.2 General case
To prove the local estimate for a general function we consider a sequence of
modifications and show that the properties in Theorem 3.1 can be recovered in
the limit.
Proof of Theorem 3.1. Let p ∈ (1, 2), q ∈ [1,∞) and let u ∈ SBD2(Qµ) be
given. By Theorem 3.2 for δ = 1
n
we obtain modifications u¯n and exceptional
sets Gn such that (13) holds. Moreover, we find An ∈ R2×2skew, bn ∈ R2 as well
as exceptional sets Fn ⊂ Qµ with H1(∂Fn) ≤ CH1(Ju), |Fn| ≤ C(H1(Ju))2 such
that
(i) ‖u¯n − (An ·+bn)‖Lq(Qµ¯\Fn) ≤ Cµ
2
q
(‖e(u)‖L2(Qµ) + 1n),
(ii) ‖∇u¯n − An‖Lp(Qµ¯\Fn) ≤ Cµ
2
p
−1(‖e(u)‖L2(Qµ) + 1n), (25)
where Qµ¯ = (−µ¯, µ¯)2 with µ¯ = max{µ−CH1(Ju), 0} independently of n. Define
Hn = Fn ∪ Gn and observe |Hn| ≤ C(H1(Ju))2, H1(∂Hn) ≤ CH1(Ju) for a
sufficiently large constant. Then by Theorem 2.2 we find a set of finite perimeter
F ⊂ Qµ with H1(∂∗F ) ≤ CH1(Ju), |F | ≤ C(H1(Ju))2 such that χHn → χF in
measure for n→∞ for a not relabeled subsequence.
Moreover, letting vn := (u¯n − (An · +bn))χQµ¯\Hn ∈ GSBV p(Qµ) and using
(13), (25) we apply Ambrosio’s compactness result in GSBV (see Theorem 2.1)
to find a function v ∈ GSBV p(Qµ) such that passing to a further (not relabeled)
15
subsequence we obtain vn → v a.e. and ∇vn ⇀ ∇v weakly in Lp. In particular,
we derive by Fatou’s lemma
(i) ‖v‖Lq(Qµ¯\F ) ≤ lim infn→∞ ‖vn‖Lq(Qµ) ≤ Cµ
2
q ‖e(u)‖L2(Qµ),
(ii) ‖∇v‖Lp(Qµ¯\F ) ≤ lim infn→∞ ‖∇vn‖Lp(Qµ) ≤ Cµ
2
p
−1‖e(u)‖L2(Qµ).
Consequently, to finish the proof it suffices to show v = (u − a)χQµ¯\F for some
infinitesimal rigid motion a = aA,b. (Observe that as before the assertion then
holds also for p = 1.)
Possibly passing to a further subsequence we can assume χHn → χF pointwise
a.e. and thus we find a measurable set B with |B| > 0 such that B ⊂ Qµ¯ \ F ,
B ⊂ Qµ¯ \ Hn (up to a set of negligible measure) for n large enough. By (13),
(25)(i) and Ho¨lder’s inequality this implies
‖An ·+bn‖L1(B) ≤ C
(‖e(u)‖L2(Qµ) + 1n)+ C‖u¯n‖L1(B) ≤ C
for C = C(µ) > 0 large enough. Consequently, we obtain An → A, bn → b
for some A ∈ R2×2skew and b ∈ R2. As u¯nχQµ¯\Hn → uχQµ¯\F a.e. by (13) and
vn → v = vχQµ¯\F a.e., we conclude v = (u− (A ·+b))χQµ¯\F .
As GSBV p(Qµ) is a vector space (see [18, Proposition 2.3]), we then get
uχQµ¯\F ∈ GSBV p(Qµ). To see the additional statement that uχQµ¯\F ∈ SBV p(Qµ)
if u ∈ L∞(Qµ), we observe that |An|, |bn| ≤ C and ‖u¯n‖L∞(Qµ¯\Gn) ≤ ‖u‖∞ (see
Theorem 2.6) imply ‖vn‖∞ ≤ C independently of n ∈ N and the claim follows
from Theorem 2.1. 
4 Estimate at the boundary
In this section we give a refined estimate which holds up to the boundary of
Lipschitz sets. This together with a standard covering argument will then lead
to the proof of the main theorem. We first give an elementary estimate about
the difference of infinitesimal rigid motions which we state in arbitrary space
dimensions.
Lemma 4.1 Let p ∈ [1,∞) and c¯ > 0. Then there is a constant C = C(p, c¯)
such that for all x ∈ Rd, R > 0 and measurable Ω ⊂ QxR := x + (−R,R)d with
|Ω| ≥ c¯Rd and all affine mappings a : Rd → Rd one has
‖a‖Lp(QxR) ≤ C‖a‖Lp(Ω).
Although similar estimates have already been used (see e.g. [10, 26]) we
include the elementary proof here for the sake of completeness.
Proof. We first note that by an elementary translation argument it suffices to
consider cubes Q0R = (−R,R)d centered at the origin. Assume the statement was
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false. Then there would be sequences (Rk)k, (Ωk)k with Ωk ⊂ Q0Rk , |Ωk| ≥ c¯Rdk
and a sequence of affine mappings (ak)k with
‖ak‖Lp(Q0Rk ) > k‖ak‖Lp(Ωk).
We define ck(x) = ak(Rkx) as well as Ω
′
k =
1
Rk
Ωk and obtain by transformation
‖ck‖Lp(Q01) > k‖ck‖Lp(Ω′k).
Then we define the affine mappings dk =
ck
‖ck‖Lp(Q01)
and derive
1 = ‖dk‖Lp(Q01) > k‖dk‖Lp(Ω′k).
As (dk)k are affine, we find that ‖dk‖W 1,p(Q01) is uniformly bounded and thus a
compactness result yields (after passage to a not relabeled subsequence) dk → d
in Lp(Q01) for some affine mapping d. Moreover, there is a measurable function f
with f ≥ 0, ‖f‖L1(Q01) ≥ c¯ such that χΩ′k ⇀∗ f weakly in L∞(Q01). Consequently,
we find 1 = ‖d‖Lp(Q01) and 0 = ‖d · f‖L1(Q01) which gives a contradiction. 
We are now in a position to give the boundary estimate.
Theorem 4.2 Let p ∈ [1, 2), q ∈ [1,∞). Let µ > 0 and ψ : (−2µ, 2µ)→ [µ,∞)
Lipschitz with ‖ψ′‖∞ ≤ c¯ and inf ψ = µ. Let
U = {(x1, x2) : −2µ < x1 < 2µ, −2µ ≤ x2 ≤ ψ(x1)},
U ′ = {(x1, x2) : −µ < x1 < µ, −µ ≤ x2 ≤ ψ(x1)}.
(26)
Then there is a constant C = C(p, q, c¯) independent of µ such that for all u ∈
SBD2(U) there is a set of finite perimeter G ⊂ U with H1(∂∗G) ≤ CH1(Ju),
|G| ≤ C(H1(Ju))2 and for suitable A ∈ R2×2skew, b ∈ R2
(i) ‖u− (A ·+b)‖Lq(U ′\G) ≤ Cµ
2
q ‖e(u)‖L2(U),
(ii) ‖∇u− A‖Lp(U ′\G) ≤ Cµ
2
p
−1‖e(u)‖L2(U).
(27)
Proof. Recall the definition of the sets Qi, i ∈ N, and the enlarged squares
Q ⊂ Q′′ ⊂ Q′ in (11), (12). Moreover, by d(B) we again denote the diameter
of a set B ⊂ R2. Let QW ⊂
⋃
i≥1Qi be a Whitney-type covering of U , i.e.⋃
Q∈QW Q
′ = U such that (cf. e.g. [1, 23, 42])
(i) d(Q) ≤ dist(Q, ∂U) ≤ Cd(Q) for all Q ∈ QW ,
(ii) #{Q ∈ QW : x ∈ Q′} ≤ N for all x ∈ U,
(iii) Q′1 ∩Q′2 6= ∅ for Q1, Q2 ∈ QW ⇒ 1Cd(Q1) ≤ d(Q2) ≤ Cd(Q1).
(28)
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Moreover, we consider a corresponding partition of unity (ϕQ)Q∈QW ⊂ C∞(U)
with
∑
Q∈QW ϕQ(x) = 1 for x ∈ U and
(i) Q ⊂ supp(ϕQ) ⊂ Q′′ for all Q ∈ QW ,
(ii) ‖∇ϕQ‖∞ ≤ Cd(Q)−1 for all Q ∈ QW
(29)
for a universal constant C > 0. Let
B = {Q ∈ QW : H1(Q′ ∩ Ju) ≥ cˆd(Q)} (30)
be the ‘bad’ squares for some cˆ > 0 sufficiently small to be specified below. For
each enlarged square Q′ = p + (−r, r)2, Q ∈ B, we define PQ = (p + (−r, r) ×
(−r,∞)) ∩ U . Employing (28)(i) and using ‖ψ′‖∞ ≤ c¯ we then observe that
H1(∂PQ) ≤ Cd(Q) for C = C(c¯) and thus H1(∂PQ) ≤ CH1(Q′ ∩ Ju) for some
C = C(c¯, cˆ). Letting P =
⋃
Q∈B PQ we obtain by (28)(ii)
H1(∂P ) ≤ CNH1(Ju) (31)
and using the isoperimetric inequality we also find |P | ≤ C(H1(Ju))2. We let
V = U ′ \ P .
Observe that we can assume Q /∈ B for all Q ∈ QW with Q∩ (−µ, µ)×{0} 6=
∅. In fact, these squares satisfy d(Q) ≥ cµ. Consequently, if Q ∈ B, we find
H1(Ju) ≥ ccˆµ and in this case the claim of the theorem holds with the choice
G = U if in the assertion C is chosen large enough.
x
0γ
Figure 2: Illustration of a part of U and QW ∩
⋃3
i=1Qi. The squares in B are depicted
in dark gray and the corresponding set P in light gray. Moreover, a John curve γ
connecting x with 0 is sketched.
We now see that V is a John domain with center 0 and a constant only
depending on c¯. In fact, fix some x = (x1, x2) ∈ V and Q ∈ QW such that
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x ∈ Q. We consider a vertical chain C1 = {Q11 = Q, . . . , Q1n1} of squares in
QW intersecting {x1} × [0, x2] together with a horizontal chain C2 = {Q21 =
Q1n1 , . . . , Q
2
n2
} of squares intersecting [x1, 0] × {0} such that Qjk ∩ Qjk+1 6= ∅ for
1 ≤ k ≤ nj − 1, j = 1, 2.
Now in view of (28), we see that d(Qjk1) ≤ d(Qjk2) for all 1 ≤ k1 ≤ k2 ≤ nj,
j = 1, 2, and d(Qjk1) ≤ θd(Qjk2) for all k2 ≥ k1 + l for some l = l(c¯) ∈ N.
Consequently, it is elementary to construct a curve γ starting in x, ending in 0
and intersecting the midpoints of the squares in C1 ∪ C2 such that the condition
given in Definition 2.4 holds (cf. Figure 2).
Let G = QW \ B. For each Q ∈ G we apply Theorem 3.1 on Q′ to find
infinitesimal rigid motions aQ = aAQ,bQ and exceptional sets FQ so that by (10)
(i) ‖u− (AQ ·+bQ)‖Lq(Q′′\FQ) ≤ Cd(Q)
2
q ‖e(u)‖L2(Q′),
(ii) ‖∇u− AQ‖Lp(Q′′\FQ) ≤ Cd(Q)
2
p
−1‖e(u)‖L2(Q′).
(32)
(For cˆ sufficiently small in (30) we can in fact assume that Q′′ is contained in
the shrinked square given by Theorem 3.1.) Moreover, by (9) and (28)(ii) we get
that F :=
⋃
Q∈G FQ fulfills H1(∂∗F ) ≤ CH1(Ju) and |F | ≤ C(H1(Ju))2.
We now estimate the difference of the infinitesimal rigid motions. Consider
some Q ∈ G and let N (Q) = {Qˆ ∈ G \ {Q} : Q′′ ∩ Qˆ′′ 6= ∅}. Recall 1
C
d(Qˆ) ≤
d(Q) ≤ Cd(Qˆ) for all Qˆ ∈ N (Q) by (28)(iii) which also implies #N (Q) ≤ C
for some C > 0 large enough. Since the covering QW consists of dyadic squares,
Q′′ ∩ Qˆ′′ contains a ball B with radius larger than cd(Q) for some small c > 0.
In view of (9), choosing cˆ in (30) sufficiently small, we find that |Fˆ ∩B| ≤ 1
2
|B|,
where Fˆ = FQˆ ∪ FQ. Therefore, by (32)(i) for p = q, (28)(iii) and the triangle
inequality we derive
‖aQ − aQˆ‖Lp(B\Fˆ ) = ‖(AQ ·+bQ)− (AQˆ ·+bQˆ)‖Lp(B\Fˆ ) ≤ Cd(Q)
2
p‖e(u)‖L2(Q′∪Qˆ′)
and thus by Lemma 4.1
‖aQ − aQˆ‖pLp(Q′) ≤ Cd(Q)2‖e(u)‖pL2(Q′∪Qˆ′) (33)
for some C = C(p). Let NQ =
⋃
Qˆ∈N (Q) Qˆ
′ ∪ Q′ and observe that by (28) each
x ∈ U is contained in a bounded number of different sets NQ. Moreover, we
observe that
∑
Q∈G d(Q)
2 ≤ C|V | ≤ Cµ2. Summing over all squares, recalling
#N (Q) ≤ C and using Ho¨lder’s inequality we then find∑
Q∈G
∑
Qˆ∈N (Q)
d(Q)−p‖aQ − aQˆ‖pLp(Q′) ≤ C
∑
Q∈G
d(Q)2−p‖e(u)‖pL2(NQ)
≤ C(∑
Q∈G
d(Q)2
)1− p
2 (∑
Q∈G
‖e(u)‖2L2(NQ)
) p
2 ≤ Cµ2−p‖e(u)‖pL2(U).
(34)
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We observe that
∑
Q∈G ϕQ(x) = 1 for all x ∈ V . In fact, we recall that (ϕQ)Q∈QW
is a partition of unity and supp(ϕQ) ⊂ Q′′ ⊂ U \ V for all Q ∈ B = QW \ G by
construction. Similarly as in the proof of Theorem 3.2 we define
u¯(x) =
∑
Q∈G
ϕQ(x)(AQ x+ bQ) =
∑
Q∈G
ϕQ(x)aQ(x)
for all x ∈ V . Clearly, u¯ is smooth in V . Using ∑Q∈G∇ϕQ = 0 we find that
∇u¯ =
∑
Qˆ∈G
(
(aQˆ − f)⊗∇ϕQˆ + ϕQˆAQˆ
)
(35)
for all functions f . Consequently, letting f(x) = aQ(x) for x ∈ Q∩ V , Q ∈ G, we
derive using once more (28)(ii),(iii) and applying (29), (34)
‖e(u¯)‖pLp(V ) ≤ C
∑
Q∈G
d(Q)−p
∑
Qˆ∈N (Q)
‖aQ − aQˆ‖pLp(Q) ≤ Cµ2−p‖e(u)‖pL2(U).
We compute for q ≥ 2 using (28)(ii), (29)(i) and (32)(i)
‖u¯− u‖qLq(V \F ) ≤ C
∑
Q∈G
‖aQ − u‖qLq(Q′′\F ) ≤ C
∑
Q∈G
d(Q)2‖e(u)‖qL2(Q′)
≤ Cµ2‖e(u)‖qL2(U). (36)
(The case 1 ≤ q < 2 follows similarly by Ho¨lder’s inequality.) Likewise, by (35)
for f = u and (32) for q = p we find repeating the Ho¨lder-type estimate in (34)
‖∇u¯−∇u‖pLp(V \F ) ≤ C
∑
Q∈G
d(Q)−p‖aQ − u‖pLp(Q′′\F )
+ C
∑
Q∈G
‖∇u− AQ‖pLp(Q′′\F )
≤ C
∑
Q∈G
d(Q)2−p‖e(u)‖pL2(Q′) ≤ Cµ2−p‖e(u)‖pL2(U).
(37)
As u¯ is smooth in V and V is a John domain with constant only depending on c¯,
we can apply Theorem 2.5 and we find A ∈ R2×2skew, b ∈ R2 such that by a scaling
argument
µ−
2
q
−1+ 2
p‖u¯−(A ·+b)‖Lq(V ) +‖∇u¯−A‖Lp(V ) ≤ C‖e(u¯)‖Lp(V ) ≤ Cµ
2
p
−1‖e(u)‖L2(U)
for C = C(p, q, c¯). We now define G = F ∪ P and by (31) and the remark below
(32) we obtain |G| ≤ C(H1(Ju))2 as well as H1(∂∗G) ≤ CH1(Ju). Finally, (27)
follows from (36) and (37). 
Remark 4.3 Similarly as in the local estimate considered in Section 3 one can
show that the displacement field restricted to U ′ \ G is an element of GSBV p
or SBV p, respectively. As this property will not be needed in the following, we
have omitted the proof.
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5 Proof of the main result and application
5.1 Proof of Theorem 1.1
We now combine the local estimate in Theorem 3.1, the boundary estimate (The-
orem 4.2) and a standard covering argument to prove the main result. A similar
argument may be found, e.g. in [10], where an inequality of Korn-Poincare´ type
is derived.
Proof of Theorem 1.1. We first choose finitely many U1, . . . , Un being of the form
given in (26) (possibly after application of an affine isometry) such that ∂Ω is
covered by U ′1, . . . , U
′
n. Moreover, we cover Ω\
⋃n
i=1 U
′
i with squares U
′
n+1, . . . , U
′
m
such that the squares Un+1 := 2U
′
n+1, . . . , Um := 2U
′
m of double size are still
contained in Ω.
By a similar reasoning as in the proof of Theorem 4.2 we may suppose that
H1(Ju) ≤ cˆ for some cˆ = cˆ(p, q,Ω) to be specified below as otherwise we can
choose F = Ω in Theorem 1.1. We now apply Theorem 3.1 and Theorem 4.2,
respectively, on the sets (Ui)
m
i=1 and obtain infinitesimal rigid motions ai = aAi,bi
as well as exceptional sets Fi ⊂ Ui such that
m∑
i=1
(‖u− ai‖Lq(U ′i\Fi) + ‖∇u− Ai‖Lp(U ′i\Fi)) ≤ C m∑
i=1
‖e(u)‖L2(Ui) ≤ C‖e(u)‖L2(Ω)
(38)
for some C = C(p, q,Ω). In fact, selecting cˆ sufficiently small we get that the
shrinked squares given in Theorem 3.1 contain U ′i for i = n + 1, . . . ,m (cf. (32)
for a similar argument).
Define F =
⋃m
i=1 Fi and observe that |F | ≤ C(H1(Ju))2 as well as H1(∂∗F ) ≤
CH1(Ju) follow from (9) and the similar estimate for the sets at the boundary
(see before (27)). Moreover, we can choose cˆ so small such that |F | ≤ 1
2
η, where
η := min{|U ′i ∩ U ′j| : U ′i , U ′j, i 6= j, with U ′i ∩ U ′j 6= ∅}.
Obviously, η only depends on Ω. Consequently, we obtain |(U ′i ∩ U ′j) \ F | ≥ 12η
for all U ′i , U
′
j, i 6= j, with U ′i ∩U ′j 6= ∅. As Ω is connected, we then find by Lemma
4.1 and (38)
max
1≤i,j≤m
(‖ai − aj‖Lq(Ω) + ‖Ai − Aj‖Lp(Ω)) ≤ C‖e(u)‖L2(Ω)
for a constant depending only on p, q, η and m. Recalling (38) and the fact that
η, m only depend on Ω, we finally obtain (4) for, e.g., A = A1 and b = b1. 
5.2 Relation between SBV and SBD functions
Finally, we present a consequence of our main result concerning the relation
between SBV and SBD functions. We briefly recall that the typical examples for
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functions lying in BD but not in BV or likewise lying in SBDp but not in SBV p,
p > 1, are based on the idea to cut out small balls and to choose the displacement
field appropriately on these sets (see e.g. [3, 14]). The following result shows that
this construction essentially describes the only way to obtain functions of bounded
deformation which do not have bounded variation. In particular, we see that for
each function in SBD2∩L∞ there is a modification u˜ in SBV such that {u 6= u˜}
is an arbitrarily small set.
Theorem 5.1 Let ε > 0 and let Ω ⊂ R2 open, bounded with Lipschitz boundary.
Then for every u ∈ SBD2(Ω) we find an exceptional set F with |F | ≤ ε and
H1(∂∗F ) < +∞ such that uχΩ\F ∈ GSBV p(Ω) for all p < 2. If in addition
u ∈ L∞(Ω), we obtain uχΩ\F ∈ SBV p(Ω).
Proof. The statement follows from Theorem 3.1 by an additional covering ar-
gument. Assume first u ∈ SBD2(Ω) ∩ L∞(Ω). Recalling (11) we cover Ω with
squares in Qi for si  ε to be specified below. We define the bad squares B =
{Q ∈ Qi : Q′ 6⊂ Ω or H1(Ju ∩Q′) ≥ c¯si} for a constant c¯ > 0 to be specified be-
low. We let G = Ω∩⋃Q∈BQ and observe H1(∂G) ≤ CH1(Ju)+CH1(∂Ω) < +∞
as well as |G| ≤ Csi(H1(Ju) +H1(∂Ω)).
Choosing c¯ sufficiently small we can apply Theorem 3.1 on each enlarged
square Q′, Q ∈ Qi \ B, and obtain exceptional sets FQ such that
(
uχQ′′\FQ
)|Q′ ∈
SBV p(Q′) for all Q ∈ Qi\B. (In fact, for c¯ small we can assume that the shrinked
square given in Theorem 3.1 contains Q′′.)
Letting F =
⋃
Q FQ ∪ G we find by (9) that H1(∂∗F ) < +∞ and |F | ≤ Csi
for a constant depending only on Ω and u. Thus, |F | ≤ ε for i ∈ N sufficiently
large. Then defining u¯ = uχΩ\F in Ω \ G we derive u¯ ∈ SBV p(Ω \ G) for all
p ∈ [1, 2). Observe that
D(uχΩ\F ) = Du¯+ (u¯⊗ ξG)H1|∂G∩Ω (39)
in Ω, where ξG denotes the inner normal of G (see e.g. [4, Theorem 3.87]). As
‖u‖∞ < +∞, this implies uχΩ\F ∈ SBV p(Ω). Likewise, in the general case we
consider φ ∈ C1(R2) with the support of ∇φ compact and find (φ(uχΩ\F ))|Ω\G ∈
SBV p(Ω \ G). Then we repeat the argument in (39) to conclude φ(uχΩ\F ) ∈
SBV p(Ω). 
The above result can also be interpreted as an approximation result for SBD
functions. On the one hand, it is weaker than standard density results, see e.g.
[9], as it does not lead to a fine estimate for the surface energy. On the other
hand, whereas in results based on interpolation arguments the approximating
sequences typically only converge in Lp, in the present context we see that the
functions already coincide up to a set of arbitrarily small measure.
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