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ABSTRACT 
An extension of Polya’s Theorem inventories the sequence set corresponding to an 
induced basis in a higher degree symmetry class of tensors. 
1. INTRODUCTION 
In this note, we, formulate and prove a version of a theorem that has 
appeared many times before. Attributed to Polya (1937; also see [l]) and 
Redfield (1927; also see [3]), the result seems implicit in the work of 
Frobenius (1969; also see [5, Chapters 5 and 63). The reason for so many 
versions and so many proofs seems to be (as it is here) that in order to show 
the theorem applies, one essentially has to re-prove it. In the present 
instance, the theorem provides an inventory for certain “induced bases” in 
symmetry classes of tensors. 
Let V be a complex vector space of dimension n. Let m be a positive 
integer, and denote the mth tensor power of V by 5 V. Write vi@ * * - Ci3v,,, 
for the decomposable (or pure) tensor product of the indicated vectors. To 
each (I E S,, the symmetric permutation group, there corresponds a linear 
operator P(u) on 5 V such that P(a-‘)v, @ * - 
all v 
* ~vu,=v,,,,~--.~vv,,,for 
i,...,V~EV. 
Let x be an irreducible (complex) character of the subgroup G of S,,,. 
Define 
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where d is the degree of x, and o(G) is the cardinality of G. Then T( Gs, x) is * 
a projection onto the symmetry class of tensors V,(G). (For example, if 
G= S, and x=signum, then V,(G)= 7 V.) 
Let l? denote the set of functions from (1,. . . ,m} into (1,. . . ,n}. If 
{mr, * * * , e,,} is a basis of V, then {er?‘=eYCs@*.. @ee,,,,:yEI} is a basis of 
@ V. It follows that {e,* = T(G,x)e?@_: y ET} spans Vx(G): We are inter- 
ested in extracting from I a subset I’ such that {e,* : y EIT} is a basis of 
V,(G). 
The group G induces a natural equivalence relation on I: yi =ya (mod 
G) if there is a u E G such that yr = ysa. The equivalence classes so induced 
are frequently called patterns. Let A be a system of distinct representatives 
for the equivalence classes mod G. Define 
A= YEA: 2 ~(a)#0 , 
1 0EG7 1 
where G, is the stabilizer subgroup of y, i.e., G, = {u E G : ya = y }. Let Sl be 
the union of those equivalence classes represented by elements of i. It is 
well known that e,*#O if and only if y EO. (See, e.g., [S].) 
For each yEI, define y=(e,:,:uEG), the linear closure of {es:uE 
G }. It f$lows from our observations above that V,(G) is the direct sum of 
V,*, y E A. Ft. Freese [2] (see also [6, Theorem V-461) has shown that 
su = dim V; = d(x, l)c,, 
i.e., su = d the of of principal in 
restriction x G,. 
each E let be pattern which belongs. o(l)= 
choose set . . . , a(‘-) in 0, such that {e,*(i): 1 <i <s,} is a basis of Vz. (It 
is an open problem to find a combinatoriallalgorithm, depending only on G, 
x and t+ for making this choice.) Let r={o(‘):oEA, l<i<s,}. Then 
{e,*:yEr} is a basis for V,(G). 
2. THE RESULT 
Let R be the ring of polynomials in the independent indeterminates 
xi,. . x,, over the field of complex numbers. Let w : { 1,. . . , n}+R be a 
function (frequently called a weight distribution). For each y EI, define 
W(Y) = tfilw(u(r)~. 
It is customary to refer to W(y) as the weight of the function y. Note that 
W(yi)= W(ys) whenever yizys (mod G). Thus, W is a function of the 
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patterns in I. It follows that 
For u E G, let ci(a) denote the number of cycles of length i in the disjoint 
cycle factorization of u. Let PC” denote the polynomial in m variables defined 
bY 
Our main result is this. 
THEOREM. 
2 s,W(Y)=P,X ( i$14i), i$14i)2,..., i: w(iY). y&i i-1 (2) 
When d = 1, Eq. (2) was established by S. G. Williamson [12, 131. When 
x= 1, the result is Polya’s enumeration theorem. 
REMARI( 1. If w(i)=x,, l<i<n, then (2) can be rewritten 
(3) 
The left hand side of (3) is commonly known as the Schur polynomial 
associated with G and x. Equation (3) can also be derived from [ll, Theorem 
3.11. If G 7 S,,,, it is formula (6.2; 14) of [5, p. 861. 
REMARK 2. Suppose G = S,,,, QI E I. For each i E { 1,. . . , n}, let o(a - ‘(i)) 
be the number of preimages of i in {l,...,m}. We call o(o-‘(i)) the 
muZtipZicity of i in (Y. Of these multiplicities, i = 1,2,. . . ,n, suppose m, is the 
largest, m2 the next largest, etc., and m, the smallest which is still positive. 
Then m,>m,> .-- >m,>l, and rn,+.*+ +m,=m. Let M=(m,,...,m,). 
We call M the r-tuple of multiplicities for (Y. (M is related to the “index” of (Y 
discussed in [II].) It is not hard to see that (S,,,), is conjugate in S,,, to 
s,= S,IxSmpX.** xsm,. 
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Since G = S,, for each cu,p E I, IIx+ = nrPctj if and only if 1y z/?. Thus, 
the right hand side of (3) can be viewed as a generating function, the 
coefficients of which are the numbers (x, l)s, as o ranges over A. (We have 
re-proved [lo, Theorem 3.271.) By the Frobenius reciprocity theorem, (x, l)% 
is the number of occurrences of x in the (permutation) character of S, 
induced by the principal character of S,. These numbers have been tabu- 
lated by Mumaghan [7, pp. 150-155.1 
0 
REMARK 3. If w(i) = 1, 1 < i <n, then (3) becomes 
(4 
where c(a) = cl(a) + . - * + c,(u) is the total number of cycles in the dispoint 
cycle factorization of u. Equation (4) amounts to equality between two 
(well-known) representations of dim Vx( G). 
EXAMPLE. Littlewood [5, p. 2741 gives the character table of a transitive 
subgroup G of order 120 of S,. (In fact, G is isomorphic but not permutation 
isomorphic to S,.) Let x be the character of G of degree 5 given by the 
following table: 
Cycles 1’ 124 1222 15 6 23 32 
Order 1 30 15 24 20 10 20 
X 5 -1 1 0 1 1 -1 
With n = 2, the right hand side of (3) is 
+ 20(x’: + X2”) + lO( x; + xi), -20(x? + #]. 
An easy simplification leads to the formula 
A great deal of information can be extract_ed from this formuIa,The first 
order information is that dim Vx( G) = 15, o(A) = 3, and su = d, y EA. 
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l 3. ’ PROOF 
Let F denote the rational function field of R. Let U be a vector space of 
dimension n over F. We are going to discuss operators on $ U completely 
analogous to P(a), u E G, and T(G,x). As it should cause no confusion, we 
will use the same notation. 
Let {Ui,.,., u,} be a basis of U. Clearly, Uy” = (u,: : u E G ) is invariant 
under {P(a) : u E G }, y E I’. Moreover, as we observed above, W( yJ = W(y2) 
whenever y1=y2 (mod G). Let P,(u) denote the restriction of P(a) to U,,@, 
u E G and y E A. Following Williamson, we define 
and 
(5) 
By virtue of the invariance of WY@ under {P(u) : u E G }, UY@ is invariant 
under T( G,x). If T,(G,x) d enotes the restriction of T( G, x) to U.@, then 
i;(G,x) 3 yFA W(Y)Ty(G~X)e (6) 
From (6), the trace of f( G, x) is x su W(y) = 2 su W(Y) because su 10 if 
YEA 
y E A, y @z. By (5), this number is equal to 
yEB 
where 2 denotes the sum over all y E I such that yu = y. That 
Y 
is, by now, a standard result. (See, e.g., [l] or 1131.) 
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