Abstract-It is important in many reliability applications to determine the probability that the failure time of an element from one population will exceed that of an element from a second population. In this paper, we present a method for computer calculations of Pr {x > y) where X and Y are each from a three-parameter Weibull distriiution. In addition,'we provide the moments and the probability density function of the difference. Numerical examples are included.
INTRODUCTION
The Weibull cumulative distribution function [8] , has been widely used as a model for the failure distribution of components under mechanical or electrical loading. A variety of techniques is available in the literature for the estimation of the three Weibull parameters, a , 6, 7, froni ordered or unordered sample observations. Ravenis [7] presents an excellent summary of estimation methods based upon completely random samples, while Mam [ S ] has discussed estimation from censored samples. The methods suggested by these authors for finding maximum likelihood or moment estimators require iterative, computer solutions. Berrettoni [2] and Nelson and Thompson [6] suggest a graphical solution through the use of special Weibull probability paper.
Suppose, now, that we have life test data from two distinct populations, X and Y, and have estimated Weibull parameters (a,O, y) and (a*, p*, y*), respectively. We consider in this paper the problem of estimating Pr {x > y). This estimator may be required in the following circumstances:
(a) The random variables, X and Y, represent the fatigue life, in cycles, for a cyclically stressed component made from two alternate materials of construction, say an aluminum alloy and a steel alloy. If we simply wish to maximize the re- liability of the component at no cycles, then a choice can be niade by calculating Ry = exp {-(no -y*)@*/a*), and choosing the higher reliability. However, if we want to design as long-lived a product as possible, we should calculate, instead, Pr {x > y) and choose X or Y when this probability is above or below 0.5.
(b) A second application involves "interference" problems where the random variable, X, represents a strength distribution and the random variable, Y, the distribution of service stress. A failure occurs if Y exceeds X, so, in this instance, the reliability of the system is precisely Pr {x > y). For example, the mean and variance of the difference of two independent Weibulls arevar {w) = a2/P r -+ 1 -r 6 i r 2 ( + + 3~
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We have chosen the first of these four methods. Method 2 leads to a numerical integration problem comparable to that for direct integration. Method 3 is difficult to apply because the Laplace Transform of the Weibull distribution is not available in closed form. Numerical inversion, or algebraic inversion with continued fractions, is necessary, and the method leads to more complicated numerical analysis difficulties than direct integration. Method 4 provides, at best, a rough approximation to the pdf of the difference. The problem is particularly difficult because the domain for W is (--, =), and the distribution will certainly be asymmetric for most parameter combinations. A detailed examination of the shape of this family of distributions would be necessary before selecting a suitable function to fit them, as required by Method 4.
SOLUTION
Selection of a method for direct numerical integration of (1) should take advantage of the analytically known integrand but recognize the cost of each evaluation of this complicated function; the Gauss-Legendre quadrature method [3] was investi-. gated because of its accuracy and low computation cost. This method [I, Sec. 251 approximates an integration by where w and s are, respectively, weights and evaluation base points tabulated for interpolation order n = 2,3, -. . . This is very easy to program for machine use and has excellent theoretical error terms for exponential forms such as (1).
Restating (1) in the form of (4) requires either a Jacobian transformation, such as or selection of a heuristic finite upper integration bound. The latter method was found to be superior numerically to the former, possibly due to the added demands of the transformed problem on computational precision.
The heuristic method was used to restate (1) This amounts to directing the attention of the numerical integration to an interesting domain where fy # 0. Further, the error introduced by such truncation is
The value of .$ was taken to be loe6. Because of the sensitivity of the Weibull pdf to changes in its parameters, especially the shape parameter P, this method works very well in practice.
It is also possible to generate numerically the difference of two Weibulls by method 2, where y < x Q = , -= < w < = .
Then the pdf for W is where w t y * , f o r w > y -y * 7, otherwise.
As before, a heuristic selection of b was used.
b max {R;' (e), R; " (.$)I.
NUMERICAL EXAMPLES
(a) A special case of the Weibull distribution is the twoparameter exponential distribution, obtained by setting the parameter, p = 1. When P = P* = 1, it is possible to find -exp {-(w -y + y*)/or), for w > 7 -y *; exp {(w -y + y *)/a*), otherwise. x(i) is i/(n + 1). Estimate ;y^=x(,), and find least squares estimates, 8 and from (7), using points q,), --x(,). Then search the interval, (0, x(~)), for alternate choices of ?, solving (7) The nonparametric method avoids the necessity of Weibull parameter estimation and numerical integration. It is of interest, therefore, to compare the efficiency of the MannWhitney estimator with a parametric type.
No theoretical informath is available on the mathematical properties of either competing estimator for the Weibull distribution. Therefore, several Monte Carlo simulations were performed. In each simulation, one hundred distinct random samples, each consisting of ten (x, y) pairs were drawn from two Weibull distributions. The ten pairs of observations were utilized to estimate (or, P, y) and (or*, P*, y*) by the pseudoleast-squares procedure, and then to estimate PI {x > y). The Mam-Whitney estimate of PI {x > y} was calculated from the same ten pairs. Finally, the mean squared error of the one hundred parametric and nonparametric estimates of reliability was calculated. The simulation was performed for the two examples discussed earlier in the paper, plus five additional WeibulI distributions. Then the entire experiment was repeated, with individual samples of twenty, rather than ten, (x, y) pairs. Results are shown in Table 1 .
The mean squared error of the parametric estimator was about 20 percent smaller for the two examples discussed previously. In every one of the fourteen simulations attempted, the parametric estimator was superior. Pr {x >y), given (a, 0, y) and (a*, p*, y*), using method 1, and calculates numerical points on the pdf of X-Y, using method 2, is given in the Appendix. The program also computes the mean and variance of the difference, using method 4. The procedures described in this paper can be easily adapted to problems where any of the pdf's are other than Weibull. 
