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La información visual se procesa en el cerebro a través de múltiples vías que se originan 
en diferentes tipos de neuronas ganglionares de la retina y se mantiene relativamente bien 
segregada a través de núcleo geniculado lateral (dNGL) antes de alcanzar el córtex visual 
(V1). 
 
El dNGL es la principal localización subcortical encargada de transportar la información 





Figura 1. Diagrama de bloques sistema visual (Adaptado de Felleman y Van Essen, 1991). 
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En el gato, existen dos vías de comunicación entre la retina y el dNGL: la X (parvo 
celular) e Y (magno celular), que difieren en sus propiedades de respuesta y proyecciones 
axónicas. 
 
Mientras la mayoría de las aferencias retinianas tipo X proyectan hacia la capa A del 




Figura 2. Mapa retinotópico del núcleo geniculado lateral del gato (adaptado de Sanderson 1971) y dibujo que 
ilustra las grabaciones simultáneas de 3 tipos de células diferentes: célula X de la capa A (XA en 
azul), célula Y de la capa A (YA en naranja) Y células Y de la capa C (YC en verde). 
 
La presente tesis centra su estudio de la circuitería entre la retina y el dNGL procedente 
de las aferencias tipo X, las cuales se encuentran mayormente localizadas en la fóvea 
formando mosaicos con un empaquetamiento hexagonal (Wassle et al., 1981b; Eglen et al., 
2005; Borghuis et al., 2008; Gauthier et al., 2009; Liu et al., 2009). 
 
En gato la información de alta resolución es codificada por estas aferencias y enviada a la 
capa A del dNGL. Esta región está compuesta básicamente por dos tipos de neuronas: células 
de relevo e interneuronas. 
 
Como se observa en la Figura 3, la estructura del dNGL es compleja puesto que las 
células de relevo están inervadas por muchas entradas adicionales a las entradas retinianas, 
que es la principal entrada que será transmitida. 
 
Las entradas no retinianas, que representan aproximadamente el 90-95% de las entradas 
sinápticas sobre las células de relevo, proceden de neuronas GABAérgicas, células de retículo 
e interneuronas, más dos entradas exteriores procedentes del feedback de la capa 6 del córtex 
y proyecciones ascendentes de varios grupos de células dispersos de la formación reticular del 










Figura 3. Circuito con la circuitería feedforward y feedback del dLGN. 
En la presente tesis nos centramos en la circuitería feedforward que tiene como inputs las 
células ganglionares de retina y como outputs las células de relevo y las interneuronas del 
LGN. Hemos analizado tanto el efecto individual del centro del campo receptor (Figura 4) 
como la contribución conjunta del centro-periferia (Figura 10). 
 
La función que siempre se ha atribuido al dNGL, es la de una mera estación de relevo, es 
decir el dNGL no realiza ningún tipo de procesamiento relevante de la información que 
procede de las células ganglionares de la retina. Se asume, por tanto, que los mosaicos de la 
retina configuran el límite máximo de resolución espacial. Pero el complejo esquema de la 
circuitería (Figura 10) y que las células de relevo del LGN superan en un factor 2 a las células 
ganglionares de la retina, (Madarasz et al., 1978; Peters and Payne, 1993) nos hace dudar de 
tal afirmación. Además en estudios previos se ha demostrado que las aferencias retinianas 
divergen hacia células de relevo del tálamo, de tal forma que estas reciben valores elevados de 
convergencia de las retinianas (Cleland et al., 1971a, b; Freund et al., 1985; Mastronarde, 
1992; Peters and Payne, 1993; Usrey et al., 1999; Alonso et al., 2001; Yeh et al., 2009; 
Martínez et al., 2014). Todo esto nos hace pensar que el dLGN está transformando de forma 













El objetivo general de la tesis es explorar como el núcleo geniculado lateral (dNGL) 
contribuye al procesamiento de la información visual. 
 
A continuación mostramos una breve descripción de los objetivos particulares que se han 
tenido en cuenta durante su desarrollo: 
 
1. Analizar el procesamiento de la información espacio-temporal que realiza la circuitería 
del dNGL (Functional properties of a realistic model of dLGN, Neurocomputing 
114(2013)36–44). 
 
Para ello se ha desarrollado un modelo topológico realista del circuito retinotalámico 
donde se han tenido en cuenta los centros de los campos receptores con el objetivo de 




Figura 4. Circuito retinotalámico modelando el centro de los 
campos receptores. 
 
En concreto nos planteamos responder a las siguientes preguntas: 
 
1.1. ¿Cómo influye la ganancia centro-periferia de los campos receptores de las células 
ganglionares ON-OFF en el procesamiento del dNGL? 
 
1.2. ¿Cuál es el impacto de la vía inhibitoria a través de la interneurona OFF en el 
procesamiento del dNGL?  
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1.3. ¿Cómo influyen los modos de actividad tónica y ráfaga de las células de relevo e 
interneuronas en el procesamiento del dNGL? 
 
1.4. ¿Cómo influye la adaptación de las células de relevo e interneuronas en el 
procesamiento del dNGL? 
 
2. Analizar el procesamiento de la información de nitidez y contraste que podría estar 
realizando la circuitería del dNGL (Artículo 2: Sánchez, E., Ferreiroa, R., Arias, A and 
Martínez LM. (2017). The indepence of image contrast and sharpness in the early visual 
pathway / Image sharpness and contrast tuning in the early visual pathway. International 
Journal of Neural Systems. Aceptado para publicación con el título pendiente de 
modificación por el editor.) 
 
Comprobaremos, si es cierta la hipótesis de que el dNGL debería preservar, o incluso 
mejorar, la de nitidez y el contraste de la representación de los estímulos visuales 
procedentes de la retina. 
 
Para realizar este estudio dividimos el circuito retinotalámico en dos componentes PUSH 
y PUSH-PULL, teniendo en cuenta el centro y periferia de los campos receptores.  
 
A continuación se plantean las preguntas abordadas en este estudio: 
 
2.1. ¿Podría la componente PUSH estar realizando un proceso de upsampling? 
 
2.2. ¿Podría el circuito completo recuperar/mejorar los detalles de su presentación 
retiniana, con el objeto de recobrar y mitigar el impacto del suavizado producido por 
el proceso de upsampling? 
 
3. Analizar la codificación temporal que realiza el núcleo cuneatus para clasificar estímulos 
somatosensoriales (Artículo 3: Navarro, J., Sánchez, E., Ferreiroa, R., & Canedo, A. 
(2015). Classification of somatosensory stimuli on the basis of the temporal coding at the 
cuneate nucleus. Neurocomputing, 151, 62-68.) 
 
Para ello, se han realizado cuatro experimentos de clasificación mediante una red 
feedfordward, entrenada bajo un algoritmo supervisado en el cual, la entrada es un vector 
que incluye la secuencia de salidas del núcleo cuneatus. 
 
Los errores obtenidos en cada uno de los cuatro problemas de clasificación 
correlacionan con la complejidad del experimento. El error más bajo corresponde con la 
clasificación del tamaño del estímulo y el mayor con la identificación de los segmentos 
del estímulo. Un patrón común se observa en todos los experimentos: 1) el máximo error 
se obtiene con el vector de entrada más pequeño, 2) el error disminuye a medida que 
aumenta el tamaño del vector de entrada, 3) el error mínimo se alcanza con un tamaño 
intermedio del vector de entrada, 4) el error aumenta a medida que el tamaño del vector 
de entrada aumenta más allá de la longitud óptima. La clasificación óptima se lleva a 
cabo durante la ventana temporal en la cual, el modelo CN transmite una representación 
que combina las zonas de mayor contraste y una codificación progresiva de la superficie 





Estas dos componentes son decisivas para reducir errores en el reconocimiento y 
clasificación de los estímulos, las cuales son el resultado del procesamiento que se lleva a 
cabo en la circuitería del núcleo cuneatus. 
 
En resumen, el modelo predice que el CN crea un tipo de codificación espacio-











DISCUSIÓN Y CONCLUSIONES 
Artículo: Functional properties of a realistic model of dLGN 
En el presente artículo hemos demostrado que, efectivamente, el dNGL no es una mera 
estación de relevo de la información procedente de la retina, sino que participa activamente en 
el procesamiento del estímulo visual. 
Nuestro modelo aporta una explicación a la funcionalidad de los canales ON y OFF del 
circuito PUSH-PULL (Figura 5). La estructura de los campos receptores centro-periferia del 
canal ON detecta cambios de contraste y por lo tanto detecta bordes de los estímulos. 
Efectivamente hemos comprobado que el canal ON está detectando bordes, y que la vía de la 
inhibición procedente del canal OFF está aportando una función de control de ganancia de los 
inputs retinianos procedentes del canal ON, con el objetivo de incrementar el contraste en los 
bordes del estímulo (Figura 5). 
 
Figura 5. Procesamiento canal ON e impacto del canal inhibitorio OFF. Un estímulo 
barra horizontal se presenta en el canal ON (arriba izquierda) en t=47ms la 
actividad de las células del tálamo está centrada mayormente en los bordes del 
estímulo (arriba derecha). Cuando añadimos las conexiones inhibitorias 
procedentes del canal OFF (abajo izquierda), la actividad de las células del tálamo 
a t=47ms muestran una mayor definición en los bordes en relación a las diferentes 
zonas del estímulo (abajo derecha). 
Hemos estudiado como influyen los modos tónico (Figura 6) y ráfaga de las células de relevo 
e interneuronas en el procesamiento del estímulo visual, descubriendo que: 
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 La configuración en la cual  las células de relevo e interneuronas presentan modo 
tónico, es en la que obtenemos la mejor deteccion de bordes de nuestro estímulo 
(Figura 6). 
 El tiempo de detección de bordes del estímulo se reduce a medida que el potencial de 
membrana de las células de relevo e interneuronas es más tónico. 
 Cuando las células de relevo e interneuronas se comportan simultaneamente en modo 
ráfaga comprobamos que la detección de bordes es deficiente (Figura 7). 
 Cuando las células de relevo y interneuronas se comportan en modo tónico/ráfaga y 
viceversa, la deteccción de bordes es más eficaz cuando las de relevo están en modo 
tónico y las interneuronas en modo ráfaga (Figura 7). 
 
 
Figura 6. Impacto de la actividad tónica en el dNGL. La figura ilustra el potencial de membrana 
para una célula de relevo e interneurona (columna izquierda). La figura del raster nos indica la 
actividad de las células talámicas a lo largo de una sección longitudinal de la capa del tálamo 
(columna central). En la columna de la derecha tenemos la actividad de toda la población de las 
células de relevo para un instante de tiempo (columna derecha). A medida que el potencial de 
membrana de las células de relevo e interneuronas se vuelve más tónico conseguimos una mejor 
percepción de los bordes del estímulo tipo barra. 
 




Figura 7. Impacto de la actividad modo ráfaga en el dNGL. La figura muestra 
distintas configuraciones del potencial de membrana para una célula de relevo 
e interneurona y la actividad de toda la población del dNGL cuando 
presentamos un estímulo tipo barra al circuito. Los bordes del estímulo se 
detectan mejor cuando el potencial de membrana de las células de las células 
de relevo se encuentra en modo tónico y las interneuronas en modo ráfaga 
(arriba derecha). 
También hemos visto en el modelo, que el tamaño de la representación del estímulo en el 
dNGL varía en función del grado de contraste entre el estímulo y el fondo (Fig. 8). Para ello 
hemos presentado un estímulo circular con diferentes grados de contraste con respecto al 
fondo y medimos para cada uno de ellos el radio en pixels en su respectiva representación en 
el dNGL. 
 
Figura 8. Procesamiento del dNGL depende del contraste. Incrementando los valores 
de contraste del estímulo (arriba-izquierda), conduce a incrementos de los valores del 
radio del estímulo percibido en el dNGL (arriba-derecha). La actividad a la salida del 
circuito del dNGL muestra como el dNGL percibe mejor el estímulo circular, cuando el 
contraste se incrementa de izquierda a derecha (abajo). 
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Hemos realizado, también,  simulaciones del circuito PUSH-PULL del dNGL, modificando el 
desfase en la adaptación (parámetro b) del modelo de neurona AdEx (Adaptive exponential 
integrate-and-fire model) entre las células de relevo e interneuronas, observando una mejora 
en el tiempo de detección de los bordes del estímulo (Figura 8, articulo Functional properties 
of a realistic model of dNGL) . 
Variando la contribución centro-periferia (funcion diferencia de gaussianas) de las células 
ganglionares, el circuito es capaz de detectar los bordes de los estímulos con mayor nitidez 
(Figura 4, articulo Functional properties of a realistic model of dLGN). 
Algunas de las limitaciones al modelo se centran en que: 
 No hemos considerado la dependencia temporal de los campos receptores. Hoy 
sabemos que la estructura de los campos receptores varia con el tiempo (Figura 9, 
Gregory C. DeAngelis). 
 
 
Figura 9. Construcción e interpretación de los perfiles de los 
campos receptores espacio-temporales. El panel A y B, perfiles 
campos receptores en diferentes instantes de tiempo. Panel C 
y D respuesta temporal obtenida cortando a través del eje 
espacial X (Daqing Cai, Gregory C. Deangelis, Ralph D. 
Freeman). 
 El modelo pelota es una simplificación y presenta claras limitaciones al no incluir 
árbol dendritico, axón ni terminal presináptica. 
DISCUSIÓN Y CONCLUSIONES 
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 La activación del canal de sodio se asume instantanea. En el modelo Hodgkin-Huxley 
la activción de la corriente de sodio (mediante la variable m) es rápida pero retarda la 
evolucion del voltaje. 
 El instante en el que se produce el descenso del potencial de acción es controlado por 
la corriente de potasio y parcialmente por la inactivación del canal de sodio, en el 
modelo no se ha considerado este comportamiento. El voltage desciende hacia un 
valor Vreset una vez se genera el potencial de acción. 
 El tiempo refractario se representa mediante el reset del voltaje y las variables de 
adaptación, mientras que en las neuronas reales después del tiempo refractario se 
observa un incremento del umbral de disparo de la neurona. 
 Hemos considerado una constante de tiempo de la corriente de adaptación. Esto es una 
enorme simplificación puesto que la adaptación ocurre en diferentes escalas de tiempo. 
Los parámetros del modelo se pueden ajustar a las respuestas de las células de relevo e 
interneuronas del dNGL utilizando simples protocolos electrofisiológicos que son descritos en 
(Brette and Gerstner, 2005). 
Los siguientes pasos a seguir en el estudio serían, la comparacion entre los resultados que 
predice el modelo y la actividad observada experimentalmente en el laboratorio. Para facilitar 
esta comparación se podría incorporar al circuito un modelo de neurona mas realista, 
definiendo las corrientes de los canales iónicos particulares para las células de relevo e 
interneuronas del dNGL. 
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Artículo: Image sharpness and contrast tuning in the early visual pathway 
Los mosaicos estereotipados que forman las células ganglionares de la retina codifican 
información de alta resolución de la escena visual para su posterior procesamiento en V1, 
previo paso por la estación de relevo dNGL. Como las células del dNGL superan en gran 
número a sus inputs retinianos, el dNGL podría estar generando un mapa de interpolación más 
denso y empaquetado que mejoraría la representación espacial del estímulo visual en 
presencia de ruido (Martinez et al., 2014). 
La interpolación introduce un compromiso entre la imagen borrosa y la calidad en la 
percepción de los bordes. Utilizando un simple modelo topológico de las conexiones 
retinotalámicas se ha descubierto una disposición específica de excitación e inhibición entre 
los centros de los campos receptores de las células de relevo que puede contrarrestar los 
efectos de la interpolación, aumentando la pendiente de las transiciones de luminancia en los 
bordes (Martínez et al., 2014). 
En nuestros trabajos previos (Functional properties of a realistic model of dLGN) 
considerábamos solamente la estructura sináptica de los centros de los campos receptores 
talámicos, sin embargo los campos receptores del tálamo son espacialmente complejos, 
mostrando una estructura con doble oponencia. Tanto el centro como la periferia, estímulos de 
polaridades opuestas evocan respuestas de signo opuesto. Por tanto cuadrados blancos en el 
centro del campo receptor de una célula ON-center evoca una despolarización mientras que 
cuadrados negros presentados en la misma localización evocan inhibición (operando como un 
mecanismo PUSH-PULL), y tendremos la situación opuesta si el estímulo es presentado en la 
periferia. Una disposición espacial complementaria de la excitación e inhibición aparece 
también en las células OFF-center (Hirsch et al., 2015). 
 
 
Figura 10. Circuito retinotalámico completo con el campo excitador Push y el 
campo inhibidor Pull. Se han incluido las periferias de ambos campos para 
completar el circuito de la Figura 4. 
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Los inputs excitatorios en cada compartimento del dNGL proceden de células de la retina 
(RGCs) del mismo signo (On u Off) mientras que la inhibición es enrutada a través de las 
interneuronas locales por las células de la retina (RGCs) de centro de signo opuesto (Figura 
10). 
Utilizando un modelo de dinámico que simula la respuesta en espigas de potencial de las 
neuronas, nos preguntamos cómo los diferentes componentes celulares del circuito 
retinotalámico, con sus campos centro-periferia podrían contribuir al procesamiento de la 
información de alta resolución de la escena visual. 
El modelo de neurona utilizado  es el de Izhikevich (Izhikevich, 2003) con este modelo en 
función de los parámetros podemos reproducir diferentes comportamientos del potencial de 
acción tanto para la células de relevo como para las interneuronas. 
Nuestros resultados muestran que el dNGL utiliza análogamente técnicas que se utilizan en el 
procesamiento de imágenes, para mejorar los detalles finos que podrían perderse durante el 
proceso de interpolación. 
En primer lugar un proceso de sharpening o resalte de bordes y en segundo lugar un proceso 
de contrast stretching con el fin de amplificar la diferencia de los niveles de luminancia en 
ambas caras de un borde. Curiosamente hemos encontrado que la mejora de la nitidez y 
contraste son producidas independientemente por diferentes componentes del campo receptor 
talámico. El campo excitador PUSH provocaría una mejora de la nitidez, mientras el campo 
inhibidor PULL, como previamente estudiaron Martínez et al. (2014) y Hirsch et al. (2015), 
ampliaría el contraste incrementando el rango dinámico de las respuestas visuales (Figura 11). 
 Salida retina: de acuerdo con la hipótesis de código eficiente, la función de la retina 
es transformar la correlación espacial en un conjunto de salidas decorrelacionadas 
(Barlow, 1961; Srinivasan et al, 1982; Atick and Redlich, 1992; Dan et al., 1996; 
Wang et al., 2010). Por tanto la mejor discretización de la función diferencias de 
gaussianas continua será la opción, Medium-gain DoG Kernel descrita en Sánchez et 
al. (2017). La vía visual temprana debe maximizar la fiabilidad con la que transmite el 
mensaje a la corteza visual aumentando la información mutua entre el estímulo visual 
y la respuesta que evoca (Linsker, 1987; Van Hateren, 1992). Teniendo en cuenta esto, 
el mejor Kernel será aquel que preserve una respuesta lo más similar posible al 
estímulo de entrada, en este caso la mejor discretización es Zero-gain DoG kernel 
descrita en Sánchez et al. (2017). Dado este compromiso entre eficiencia y fiabilidad 
del mensaje, las propiedades del kernel retiniano podrían cambiar dinámicamente 
dependiendo de las propiedades de la entrada (señal-ruido, luminancia media, 
contraste, etc.) y podría hacerlo en diferentes regiones de la imagen visual. 
 
 Contribución del cableado del dNGL en la codificación de la imágen: el proceso 
de upsampling entre la retina y el dNGL, en combinación con la operación de 
interpolación a través de la agregación ponderada de pesos de las salidas de la retina, 
determina el mensaje que cada célula ganglionar envía a un número de unidades del 
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dNGL. Esta disposición distribuye el mismo mensaje a través de diferentes canales, 
añadiendo por tanto redundancia y aumentando la fiabilidad del código generado por 
el dNGL. Sin embargo un aumento de la redundancia está limitado por el cableado 
estadísticamente aleatorio del circuito retino-talámico que favorece la diversidad de 
campos receptores del dNGL, reduciendo así la dependencia entre las unidades del 
dNGL (Martínez et al., 2014) y mejorando por tanto la eficiencia del código. 
Curiosamente en línea con el procesamiento que se realiza en la retina, discutido 
anteriormente, el circuito retino-talámico parece estar sujeto a un compromiso entre 
fiabilidad y eficiencia. 
 
 Sharpening a través de la excitación de signo opuesto en las células de relevo: 
Sharpening es una técnica popular en fotografía digital y procesamiento de señales 
para detectar y resaltar los bordes de una imagen. Varios operadores y algoritmos se 
han propuesto para llevar a cabo esta operación (González and Woods, 2008): 
derivadas de primer y segundo orden, filtros unsharp masking, el operador Canny, etc. 
Sin embargo ninguno de ellos incluye interacciones excitadoras laterales de signo 
opuesto. El método más conocido es probablemente el algoritmo Marr-Hildreth que 
utiliza el Laplaciano de una función Gaussiana como kernel para detectar bordes o 
transiciones de luminancia. La versión discreta de esta función es una matriz con 
coeficientes positivos en el centro y negativos en la periferia. Esta disposición de 
coeficientes positivos y negativos se asemeja al perfil de una distribución espacial de 
una diferencia de Gaussianas, el paradigma utilizado para modelar los campos 
receptores de la retina y el tálamo. Esta similitud apoya la idea de que las neuronas en 
la vía visual temprana realizan operaciones de detección de bordes. En nuestro modelo 
el circuito retino-talámico, sin embargo, el sharpening es implementado de manera 
diferente por la interacción de un centro excitador y una periferia excitadora de signo 
opuesto en lo que denominamos circuito PUSH. Este resultado inesperado se explica 
por el hecho de que la periferia excitadora se origina a partir de las respuestas 
originadas por las células ganglionares tipo OFF. 
 
 Independencia de la nitidez y contraste en el dNGL: el mecanismo de sharpening o 
nitidez podría ser una forma de mejora de la nitidez local. Por otro lado, resultados 
previos (Martínez et al., 2014) nos muestran que la inhibición de signo opuesto (pull) 
del centro del campo receptor, cubre una región del espacio visual mayor que la 
excitación del centro procedente del PUSH, reflejando así una mayor convergencia de 
la entradas retinianas hacía las interneuronas del tálamo (Montero, 1981; Van Horn et 
al., 2000). Nuestros resultados actuales con la versión dinámica del modelo corroboran 
que la estructura PUSH-PULL de los centros de los campos receptores permiten la 
interacción entre los canales ON y OFF en el dLGN, incrementando así el rango 
dinámico del circuito (Barlow, 1981; Pouille et al., 2009; Martínez et al., 2014), 
eliminando a la vez la redundancia introducida en el proceso de interpolación y 
realzando el contraste local alrededor de las transiciones de luminancia. Es importante 
saber que las operaciones de mejora de nitidez y contraste se realizan a nivel local e 
independiente una de la otra. La naturaleza local de estas operaciones permitiría 
ajustar la nitidez de forma independiente en diferentes zonas de la imagen visual. Esta 
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posibilidad es muy interesante por dos motivos: primero porque las transiciones de 
luminancia pueden diferenciarse notablemente en las imágenes naturales dada la 
independencia entre luminancia y contraste (Mante et al., 2005); segundo, porque la 
estructura y la densidad relativa de los mosaicos de la retina y el dNGL, y por tanto 
grado del proceso de interpolación, puede variar sustancialmente en diferentes 
localizaciones de circuito retino talámico (Ringach, 2007; Martínez et al., 2014). 
Además, la independencia de las operaciones de mejora de nitidez y contraste hacen 
posible la aplicación de ventanas temporales diferentes. Si asumimos que la parte del 
circuito PUSH se activa antes que la PULL, la corteza visual recibirá una primera 
versión del input visual con mejora de la nitidez seguida por una representación con 
mejora del contraste. Curiosamente ambas formas de mejora no pueden ajustar a la vez 
en el dLGN puesto que el circuito PIF-Center-Alone  (Figura 11) tiende a suprimir los 
picos negativos y positivos introducidos por el circuito PEF-Center-Surround (Figura 
11) alrededor de las transiciones de luminancia (Sánchez et al., 2017). Debe existir 
entonces una relación entre la retina y el dNGL con el fin de optimizar el 
comportamiento de ambos circuitos. 
 
Figura 11. Resultados circuito push-pull completo para Kzero-HC (Image sharpness 
and contrast tuning in the early visual pathway) 
En conclusión, las imágenes requieren de una alta nitidez y resolución para ser 
percibidas con mayor calidad y parece plausible que la vía visual temprana, a través de 
una distribución espacial precisa de circuitos excitatorios e inhibitorios, podría estar 
diseñada para tal fin. 
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Artículo: Classification of somatosensory stimuli on the basis of the temporal 
coding at the cuneate nucleus 
Hemos analizado el procesamiento espacio temporal del estímulo visual y somatosensorial 
que se realizan en los núcleos dNGL y CN (núcleo cuneatus).  
Para el análisis del dNGL se ha utilizado un modelo más realista de las neuronas que el CN. 
El modelo de neuronas utilizado para el CN es basado en unidades McCulloch–Pitts, sin 
embargo en el dNGL el modelo de neuronas es Adaptative Exponential Integrate and Fire 
(AEIaF) lo cual implica un mayor grado de detalle en la descripción del comportamiento del 
potencial de acción. 
Los resultados obtenidos de la codificación temporal progresiva en el núcleo cuneatus ante un 
estímulo somatosensorial se muestran en la Figura 3 del artículo de Navarro et al. (2015) en 
los paneles A1 y A2. Ambos estímulos son cuadrados que incluyen un patrón con diferentes 
grados de regularidad: el primero es ligeramente suavizado por la media de un filtro 
Gaussiano, el segundo preserva el mismo perfil de intensidad. La respuesta temporal del CN 
antes estos estímulos se muestran en el panal A1 y A2. Lo que se observa es una codificación 
progresiva empezando por las zonas de baja regularidad y progresivamente avanzando hacia 
zonas de alta regularidad. Es interesante enfatizar que las zonas de baja regularidad en A1 son 
las zonas del perímetro del cuadrado, mientras que en A2 están localizadas en el interior del 
estímulo. En resumen parece que el circuito del núcleo cuneatus (CN) transmite la 
información en dos fases, la primera sería una fase en la se aprecia un efecto de relleno y una 
segunda fase donde se transmite una representación más estable del estímulo. El modelo del 
CN genera una codificación espacio-temporal, la cual tiene bastante similitud con la propuesta 
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