Abstract. If X is a convex surface in a Euclidean space, then the squared (intrinsic) distance function dist 2 (x, y) is d.c. (DC, delta-convex) on X × X in the only natural extrinsic sense. For the proof we use semiconcavity (in an intrinsic sense) of dist 2 (x, y) on X × X if X is an Alexandrov space with nonnegative curvature. Applications concerning r-boundaries (distance spheres) and the ambiguous locus (exoskeleton) of a closed subset of a convex surface are given.
Introduction
Semiconcave, and (more general) d.c. functions were recently used in several works on the theory of Alexandrov spaces (cf. [12] , [17] , [18] ). The notion of a semiconcave function (or surface) is very old (see, e.g., [8] , [20] ) and important (cf. [5] ). A more general notion (see Definition 2.9 below) of a d.c. function (of many variables) was probably first studied by A.D. Alexandrov [1] , [2] , who studied d.c. surfaces as a natural joint generalization of classical smooth surfaces and convex surfaces. In 1959, P. Hartman [10] proved that a locally d.c. function on R n is d.c. and that d.c. functions (and mappings) are stable with respect to compositions. In the unpublished preprint [17] , G. Perelman found independently these results and applied them in the theory of n-dimensional Alexandrov spaces X with curvature bounded below, namely he showed that on an open dense subset of X it is possible to introduce naturally a d.c. structure (i.e., the structure of a d.c. manifold), and so to improve some results of [16] . It seems that the notion of a d.c. manifold has not been studied in any published work (cf. [12, p. 2] ), but some results on d.c. manifolds in R n were proved in the unpublished diploma thesis [6] (supervised by the second author).
The main result of the present article (Theorem 4.3) says that if X ⊂ R n is a convex surface, then the squared (intrinsic) distance function g(x, y) = dist 2 (x, y) is d.c. on X × X in the natural extrinsic sense. It means that g is d.c. on X ×X which is equipped by the natural d.c. structure. A weaker version of this result (in the case n = 3) was known for more then ten years to the second author, who used a method similar to that of Alexandrov's proof (for two-dimensional convex surfaces) of Alexandrov-Toponogov theorem, namely an approximation of a general convex surface by polyhedral convex surfaces and considering the devoloping (unfolding) of these polyhedral convex surfaces "along geodesics". However, it is not easy to formalize this geometrically transparent method (even for n = 3).
In the present article we use another method suggested by the first author. Namely, we use well-known results and methods from the theory of length spaces X with curvature bounded from below (Alexandrov spaces). In the proof, we essentially need Theorem 3.2 on semiconcavity of squared distance function dist 2 (x, y) on X × X (in the intrinsic sense). Although some results which are close to this theorem are known ( [15] , [19] , [24] , see Remark 3.3), we were not able to find it in the literature, and so we hope that it is of some independent interest. Using Theorem 3.2, we got rid of using any devolopings (unfoldings). However, our proof still needs approximation by polyhedral surfaces.
In Section 5 we present two applications of Proposition 4.2 (which is a quantitative version of our main result Theorem 4.3) concerning r-boundaries (distance spheres) and the ambiguous locus (exoskeleton) of a closed subset of a convex surface. Note that r-boundaries and ambiguous loci were studied (in Euclidean, Riemannian and Alexandrov spaces) in a number of articles (see, e.g., [9] , [22] , [30] , [11] ).
In the last short Section 6 we present several remarks and questions concerning d.c. structures on length spaces.
Preliminaries
In a metric space, B(c, r) denotes the open ball with center c and radius r. If a, b ∈ R n , then [a, b] denotes the segment joining a and b. If F is a Lipschitz mapping, then Lip F stands for the least Lipschitz constant of F .
If W is a unitary space and V is a subspace of W , then we denote by V ⊥ W the orthogonal complement of V in W . If f is a mapping from a normed space X to a normed space Y , then the symbol df (a) stands for the (Fréchet) differential of f at a ∈ X. If df (a) exists and lim x,y→a,x =y f (y) − f (x) − df (a)(y − x) y − x = 0, then we say that f is strictly differentiable at a (cf. [14, p. 19] ). A metric space (X, d) is called a length (or inner or intrinsic) space if, for each x, y ∈ X, d(x, y) equals to the infimum of lengths of curves joining x and y (see [3, p. 38] or [19, p. 824] ). If X is a length space, then a curve ϕ : [a, b] → X is called minimal, if it is a shortes curve joining its endpoints x = ϕ(a) and y = ϕ(b) parametrized by the arc-length. A length space X is called geodesic (or strictly intrinsic) space if each pair of points in X can be joined by a minimal curve. Note that any complete, locally compact length space is geodesic (see [19, Theorem 8] ).
Alexandrov spaces with curvature bounded from below are defined as length spaces which have a lower curvature bound in the sense of Alexandrov. The precise definition of these spaces can be found in [3] or [19] . (Frequently Alexandrov spaces are supposed to be complete and/or finite dimensional.)
If X is a length space and ϕ : [a, b] → X a minimal curve, then the point s = ϕ((a + b)/2) is called the midpoint of the minimal curve ϕ. A point t is called a midpoint of x, y if it is the midpoint of a minimal curve ϕ joining x and y. If ϕ as above can be chosen to lie in a set G ⊂ X, we will say that t is a G-midpoint of x, y.
Semiconcave functions.
For the sake of brevity, we introduce the following notation (we use the symbol ∆ 2 , though ∆ 2 f (x, y) is one half of a second difference).
Definition 2.1. If f is a real function defined on a subset U of a vector space and x, y, x+y 2 ∈ U, we denote
Using the above notation, one of several natural equivalent definitions (see [5, Definition 1.1.1 and Proposition 1.1.3]) of semiconcavity in R n reads as follows.
Definition 2.2. A function u on an open set A ⊂ R
n is called semiconcave with a semiconcavity constant c ≥ 0 if u is continuous on A and
Remark 2.3. It is well-known and easy to see (cf. [5, Proposition 1.1.3]) that u is semiconcave on A with semiconcavity constant c if and only if the function g(x) = u(x) − (c/2) x 2 is locally concave on A.
We shall need the following easy lemma. Its first part is an obvious consequence of [23, Lemma 1.16 ] (which works with convex functions). The second part clearly follows from the first one.
Lemma 2.4.
(i) Let f : (a, b) → R be a continuous function. Suppose that for every t ∈ (a, b) and δ > 0 there exists 0 < d < δ such that
As an easy corollary we obtain (via Remark 2.3) the following lemma. (a) The function u is semiconcave with semiconcavity constant c.
(b) For each x ∈ A there exists δ > 0 such that (3) holds whenever h < δ and
Proof. The implication (a) ⇒ (b) is trivial. Suppose that (b) holds. To prove (a), by Remark 2.3 it suffices to prove that g(x) = u(x) − (c/2) x 2 is locally concave on A. So, it is sufficient to prove that g is concave on each open convex C ⊂ A. Let x ∈ C. Choose δ > 0 by Lemma 2.5(b) and consider h ∈ R n with h < δ. Then (2) and the choice of δ give
Consequently, g is concave on C by Lemma 2.4(ii).
The notion of semiconcavity extends naturally to length spaces X. The authors working in the theory of length spaces use mostly the following terminology. Definition 2.6. Let X be a geodesic space. Let G ⊂ X be open, c ≥ 0, and f : G → R be a locally Lipschitz function.
(i) We say that f is c-concave if, for each minimal curve γ :
Remark 2.7.
(i) If X = R n , then c-concavity coincides with semiconcavity with constant c.
(ii) For the above terminology see [18, p. 5] or [19, p. 862] .
(iii) The function g in Definition 2.6 is clearly concave if (f • γ) ′′ (t) ≤ c for each t ∈ (a, b).
We will need the following simple characterization of c-concavity. (i) f is c-concave on M.
(ii) If x, y ∈ M, and s is an M-midpoint of x, y, then
where
are as in (ii) and d < δ.
Proof. The implication (ii)⇒(iii) is trivial. Now suppose that (i) holds. To prove (ii), let x, y, s, d be as in (ii). Choose a minimal curve γ :
. By continuity of f we clearly obtain (4),
To prove (iii)⇒(i), consider a minimal curve γ : [a, b] → M and suppose that f satisfies (iii). To prove (i), it is clearly sufficient (since f is continuous) to prove that (5) f := f • γ is semiconcave on (a, b) with constant c.
We will prove (5) applying Lemma 2.5 for A = (a, b) and u = f . Let x ∈ (a, b) be given. Choose δ > 0 by applying (iii) to s := γ(x). Since δ is clearly a witness for the validity of Lemma 2.5(b) (for A = (a, b) and u = f ), the assertion (5) Lemma 2.11. Let X, Y , Z be finite-dimensional normed linear spaces, let C ⊂ X be a nonempty convex set, and U ⊂ X and V ⊂ Y open sets.
(a) ( [1] ) If the derivative of a function f on C is Lipchitz, then f is d.c.
In particular, each affine mapping is d.c.
Since locally d.c. mappings are stable with respect to compositions (Lemma 2.11(c)), the notion of an n-dimensional d.c. manifold can be defined in an obvious way. But the importance of this notion is clear only after Perelman's (unpublished) note [17] . As mentioned in [12] , this notion was not probably studied in the literature. However, d.c. manifolds in Euclidean spaces were studied (independently on [17] ) in the unpublished diploma thesis [6] . Definition 2.12. Let X be a Hausdorff topological space and n ∈ N.
(i) We say that (U, ϕ) is an n-dimensional chart on X if U is a nonempty open subset of X and ϕ :
(iii) We say that a system A of n-dimensional charts on X is an n-dimensional d.c. atlas on X, if the domains of the charts from A cover X and any two charts from A are d.c.-compatible.
Obviously, each n-dimensional d.c. atlas A on X can be extended to a uniquely determined maximal n-dimensional d.c. atlas (which consists of all n-dimensional charts on X that are d.c.-compatible with all charts from A). We will say that X is equipped with an (n-dimensional) d.c. structure (or with a structure of an n-dimensional d.c. manifold), if a maximal n-dimensional d.c. atlas on X is determined (e.g., by a choice of an n-dimensional d.c. atlas).
Let f be a function defined on an open set G ⊂ X. Then we say that f
Clearly, it is sufficient to check this condition for each chart from an arbitrary fixed d.c. atlas. 
Definition 2.14.
it is nonempty and for each x ∈ M there exists a k-dimensional linear space
Remark 2.15.
(i) Lipschitz surfaces were considered e.g. by Whitehead [26, p. 165] or Walter [25] , who called them strong Lipschitz submanifolds. Obviously, each d.c. surface is a Lipschitz surface. For some properties of d.c. surfaces see [29] .
(ii) If we suppose, in the above definition of a d.c. surface, that G is convex and h is d.c. and Lipschitz, we obtain clearly the same notion. (iii) Each Lipschitz (resp. d.c.) surface admits a natural structure of a Lipschitz (resp. d.c.) manifold that is given by the charts of the form
Y an open neighbourhood of t, and let g be a locally d.c. function on W which is strictly differentiable at t with dg(t) = 0. Then there exists an open neighbourhood W ⊂ W of t such that, for each r ∈ R, the set
is nonzero. Set E = v ⊥ and identify E × R with Y via the bijection (e, u) → e + uv. Set ϕ(e, u) := (e, g(e, u)), (e, u) ∈ W .
It is easy to see that the mapping ϕ : W → Y is strictly differentiable at t and ϕ ′ (t) is surjective. Thus by the well-known inverse mapping theorem (see e.g. Now suppose that r ∈ R with L r = ∅ is given. Consider an arbitrary y = (e 1 , r 1 ) ∈ L r . Then ϕ(y) = (e 1 , r) and we can choose 
where α j and β j are convex functions. By [27] , for each j we can find a sequence T j k , k ∈ N, of (n − 1)-dimensional d.c. surfaces in H such that both α j and β j are differentiable at each point of
Since each convex function is strictly differentiable at each point at which it is (Fréchet) differentiable (see, e.g., [23, Proposition 3.8] for a proof of this well-known fact), we conclude that each f j is strictly differentiable at each point of D j . Since strict differentiablity of f clearly follows from strict differentiability of all f j 's, the proof is finished after ordering all sets T j k , k ∈ N, j = 1, . . . , m, to a sequence (T i ).
Convex surfaces.
Definition 2.18. A convex body in R n is a compact convex subset with nonempty interior. Under a convex surface in R n we understand the boundary X = ∂C of a convex body C. A convex surface X is said to be polyhedral if it can be covered by finitely many hyperplanes.
It is well known that a convex surface in R n with its intrinsic metric is a complete geodesic space with nonnegative curvature (see [4] or [3, §10.2 
]).
Obviously, each convex surface X is a d.c. surface (cf. Remark 2.20(iii)), and so has a canonical d.c. structure. In the following, we will work mainly with "standard" d.c. charts of X. Definition 2.19. Let X ⊂ R n+1 be a convex surface. We say that (U, ϕ) is a standard n-dimensional chart on X, if there exist a unit vector e ∈ R n+1 , a convex, relatively open subset V of the hyperplane e ⊥ , and a Lipschitz convex function f : V → R such that, setting F (x) := x + f (x)e, x ∈ V , we have U = F (V ) and ϕ = F −1 . In this case we will say that (U, ϕ) is an (e, V )-standard chart on X and f will be called the convex function associated with the standard chart.
Remark 2.20.
(i) Clearly, if (U, ϕ) is an (e, V )-standard chart on X and π denotes the orthogonal projection onto e ⊥ , then ϕ = π ↾ U . (ii) Let (U 1 , ϕ 1 ) and (U 2 , ϕ 2 ) be standard charts as in the above definition.
Then these charts are d.c.-compatible. Indeed, ϕ
n+1 be a convex surface, z ∈ X, and let C be the convex body for which X = ∂C. Choose a ∈ int C, set e := a−z a−z and V := π(B(a, δ)), where δ > 0 is sufficiently small and π is the orthogonal projection of R n+1 onto e ⊥ . Then it is easy to see that there exists an (e, V )-standard chart (U, ϕ) on X with z ∈ U.
By (ii) and (iii) above, the following definition is correct. Definition 2.21. Let X ⊂ R n+1 be a convex surface. Then the standard d.c. structure on X is determined by the atlas of all standard n-dimensional charts on X.
Proof. Let f be the convex function associted with (U, ϕ). Let z be an arbitrary point of ϕ −1 (T ∩ V ). Denote x := ϕ(z). By Definition 2.14 there exist an
We can and will suppose that W ⊂ V . Observing that z ∈ ϕ −1 (T ∩ W ) and
, we finish the proof. (i) Let X be a convex surface in R m . Then there exists a sequence (X k ) of polyhedral convex surfaces in R m converging to X in the Hausdorff distance.
(ii) Let convex surfaces X k converge in the Hausdorff distance to a convex surface X in R m and let dist X , dist X k denote the intrinsic distances on X, X k , respectively. Assume that a,
is the intrinsic diameter of X k , X, respectively. , where a slightly different assertion is shown. We present here the proof for completeness. Let C, C k be convex bodies in R m such that X = ∂C, X k = ∂C k , k ∈ N, and assume, without loss of generality, that the origin lies in the interior of C. It is easy to show that, since the Hausdorff distance of X and X k tends to zero, there exist k 0 ∈ N and a sequence ε k ց 0 such that 
is obtained in a similar way, considering the metric projections of a k and b k onto (1 − ε k )X.
(iii) is a straightforward consequence of (ii) and the compactness of X.
Lemma 2.24. Let X ⊂ R n+1 be a convex surface, (U, ϕ) an (e, V )-standard chart on X, and let f be the associated convex function. Let (X k ) be a sequence of convex surfaces which tends in the Hausdorff metric to X, and W ⊂ V be an open convex set such that W ⊂ V . Then there exists k 0 ∈ N such that, for each k ≥ k 0 , the surface X k has an (e, W )-standard chart (U k , ϕ k ), and the associated convex functions f k satisfy
Proof. Denote by C(C k ) the convex body for which X = ∂C (X k = ∂C k , respectively). Clearly, the convex function f has the form
Let π be the orthogonal projection onto e ⊥ and denote
Let ε, δ > 0 be such that W ε+δ ⊂ V , and let k 0 = k 0 (δ) ∈ N be such that the Hausdorff distance of X and X k (and, hence, also of C and C k ) is less that δ for all k > k 0 . Fix a k > k 0 . It is easy to show that
From the definition of the Hausdorff distance, there must be a point c ∈ C with c − y < δ. This implies that for w := π(c) we have f (w) ≤ c · e and
For the other inequality, note that, since f * k is convex, there exists a unit vector u ∈ R n+1 with u · e =: −η < 0 such that (z − y) · u ≤ 0 for all z ∈ C k (i.e., u is a unit outer normal vector to C k at y). It is easy to see that (z − y) · u ≤ δ for all z ∈ C, since the Hausdorff distance of C and C k is less than δ. Consider the point z = w + f (w)e ∈ C with w = v + δu * , where u * = π(u)/ π(u) if π(u) = 0 and u * is any unit vector in e ⊥ if π(u) = 0. Then
by the Lipschitz property of f , and (7) is verified.
We shall show now that for k > k 0 , X k has an (e, W )-standard chart with associated convex function f k := f * k ↾ W (i.e., that f k is Lipschitz) and that (6) holds. Given two different points u, v ∈ W , we define points u * , v * ∈ W ε as follows: we set u
, and u * = u,
. Then, using (7) and convexity of f * k , we obtain
. Using this inequality, (7) , and the fact that δ > 0 can be arbitrarily small, we obtain (6).
Semiconcavity of distance functions on Alexandrov spaces
Lemma 3.1. Let H κ be the hyperbolic plane of curvature κ if κ < 0 and the Euclidean plane if κ = 0. Let ρ > 0 and a point p ∈ H κ be given. Then the function dist(·, p) is λ κ (ρ)-concave on G ρ := {x ∈ H κ : dist(x, p) > ρ}, where
Proof. Let ϕ : [a, b] → G ρ be a minimal curve in H κ . Then the image of ϕ is a subset of a line l; let f be the foot of the perpendicular from p to the line l (or p itself, if p lies on the line l). Let γ(t) (t ∈ R) be an arc-length parametrization of l such that γ(0) = f . Denote g(t) = dist(γ(t), p), a ′ := γ −1 (ϕ(a)) and b ′ := γ −1 (ϕ(b)). By Remark 2.7(iii) and monotonicity of λ κ , it is sufficient to show that
If p ∈ l then g is clearly linear on (a ′ , b ′ ) and the assertion is obvious. So assume that g(0) > 0. If κ = 0 then g(t) 2 = t 2 + g(0) 2 and (8) follows easily. If κ < 0, then we use the well-known formula (which follows, e.g., from [19, (3) 
Differentiating, we obtain
and deduce
as required.
Theorem 3.2. Let X be a complete geodesic (Alexandrov) space with lower curvature bound κ ≤ 0. Then the Cartesian product X 2 with the product metric
is a complete geodesic space with lower curvature bound κ as well, and the squared distance g(
Proof. The assertion on the properties of X 2 is well known, see e.g. [3, §3.6.1, §10.2.1].
To prove (i) and (ii), we will show that g satisfies the condition (iii) of Lemma 2.8. To this end we assign to each s = (s 1 , s 2 ) ∈ M a corresponding δ = δ(s), distinguishing the cases s 1 = s 2 and s 1 = s 2 . If s 1 = s 2 , we can choose an arbitrary δ > 0. In the case s 1 = s 2 we set ρ := (1/4)dist(s 1 , s 2 ) and
where λ κ (ρ) is the number from Lemma 3.1. To verify Lemma 2.8 (iii), let x = (x 1 , x 2 ) and y = (y 1 , y 2 ) be arbitrary points in M and let s = (s 1 , s 2 ) be an M-midpoint of x and y such that
Note that s i is a midpoint of x i and y i in X, i = 1, 2, see [19, §4.3] . By Lemma 2.8, it is sufficient to prove
Assume first that s 1 = s 2 . Then, since dist(x i , y i ) ≤ dist(x, y) = 2d and s 1 is the midpoint of x i and y i (i = 1, 2), all the four points x 1 , y 1 , x 2 and y 2 have distance from s 1 less or equal to d . Hence,
and (12) holds with c κ = 8. If s 1 = s 2 , let t ∈ X be a midpoint of s 1 and s 2 in X and consider comparison triangles (cf. [3, pp. 107 , 128]) x 1 , y 1 , t 1 and x 2 , y 2 , t 2 in the κ-plane H κ for the triangles x 1 , y 1 , t and x 2 , y 2 , t, respectively. Let s i be the (unique) midpoint of x i and y i in H κ , i = 1, 2. By Alexandrov-Toponogov theorem (called also Toponogov's theorem, see [3, p . 360]) we obtain
Now we will estimate dist( s i , t i ) from below using Lemma 3.1 (used for p := t i ) and Lemma 2.8(ii). Lemma 3.1 gives that dist(·, t i ) is λ κ (ρ)-concave on A i ρ := {x ∈ H κ : dist(x, t i ) > ρ}. By definition of s i , there exists a minimal curve ϕ i in H κ with endpoints x i and y i such that s i is a midpoint of ϕ i . For each u from the image of ϕ i , we have
So, s i is an A i ρ -midpoint of x i and y i , and therefore Lemma 2.8(ii) gives
. Using the definitions of x i , y i and s i , (13) and (15), we obtain
Note that
We have used the definition of ρ and the assumption d < λ κ (ρ) −1 in the last estimate. Since the function rλ κ (r) is non-decreasing on (0, ∞) and ρ ≤ ω, we
It remains to substitute the form of λ κ (ω) from Lemma 3.1 to obtain (12). 
Extrinsic properties of distance functions on convex surfaces
Lemma 4.1. Let X be a polyhedral convex surface in R n+1 , T ∈ X, and (U, ϕ) be an (e, V )-standard chart on X such that T ∈ U. Let f be the associated convex function and t := ϕ(T ). Then there exists a δ > 0 such that for all x, y ∈ V with t = (x + y)/2 and x − t = y − t < δ we have
whenever S is a midpoint of ϕ −1 (x), ϕ −1 (y).
Proof. Denoting F := ϕ −1 , we have F (u) = u + f (u)e. Let L be the Lipschitz constant of f . It is easy to see that we can choose δ 0 > 0 such that for any x ∈ V with x − t < δ 0 , the function f is affine on the segment [x, t]. Then we take δ ≤ δ 0 /L, such that for any two points x, y ∈ B(t, δ), any minimal curve connecting F (x) and F (y) (and, hence, also any midpoint of F (x), F (y)) lies in U. Let two points x, y ∈ B(t, δ) with t = x+y 2 be given, denote ∆ = ∆ 2 f (x, y) and let S be a midpoint of F (x), F (y) (lying necessarily in U), and set s = ϕ(S). Note that ∆ ≤ Lδ.
From the parallelogram law, we obtain
Taking the square root, and using the inequality a+b ≤ √ 2a 2 + 2b 2 , we obtain
It is clear that the geodesic distance of F (x) and F (y) is at most F (x) − T + F (y) − T (which is the length of a curve in X connecting F (x) and F (y)). Thus,
and the same upper bound applies to S − F (y) . Summing the squares of both distances, we obtain
and, since the left hand side equals, again by the parallelogram law,
we arrive at
Considering the orthogonal projections of S and
onto e ⊥ , we obtain
and, hence, we have dist(S, T ) = S − T , since f is affine on [s, t]. On the other hand, equations (16) and (17) imply S − T ≤ 2∆, which completes the proof.
Proposition 4.2. Let X ⊂ R n+1 be a convex surface and let (U i , ϕ i ) be (e i , V i ) standard charts, i = 1, 2. Let f 1 , f 2 be the corresponding convex functions. Set
where dist is the intrinsic distance on X. Then the function g−c−d is concave on V 1 × V 2 , where
Proof. Assume first that the convex surface X is polyhedral. We shall show that for any t ∈ V 1 × V 2 there exists δ > 0 such that
for all x, y ∈ B(t, δ) ⊂ V 1 × V 2 with t = (x + y)/2, which implies the assertion, see Lemma 2.4. We have
, where x = (x 1 , x 2 ) and y = (y 1 , y 2 ). By Theorem 3.2 and Lemma 2.8(ii), the first summand is bounded from above by
Since clearly
(we use the fact that ∆ 2 c(x, y) = 18(1 + L 2 )( x − y /2) 2 , see (2)). In order to verify (18) , it remains thus to show that (19) |g(s) − g(t)| ≤ ∆ 2 d(x, y).
where the last inequality follows from the (iterated) triangle inequality. Applying Lemma 4.1, we get dist
follows. Let now X be an arbitrary convex surface. Let (X k ) be a sequence of polyhedral convex surfaces which tends in the Hausdorff metric to X. Consider arbitrary open convex sets W i ⊂ V i with W i ⊂ V i , i = 1, 2. Applying Lemma 2.24 (and considering a subsequence of X k if necessary), we find (e i , W i )-standard
By the first part of the proof we know that the function
where M k is the intrinsic diameter of X k and 
Using Remark 2.13 (iii), we obtain Corollary 4.4. Let X be a convex surface in R n+1 and let x 0 ∈ X be fixed. Then the squared distance from
Since the function g(z) = √ z is d.c. on (0, ∞), Lemma 2.11(c) easily implies Corollary 4.5. Let X be a convex surface in R n+1 and let x 0 ∈ X be fixed. Then the distance from x 0 , x → dist(x, x 0 ), is d.c. on X \ {x 0 }. Remark 4.6. If n = 1, it is not difficult to show that the function x → dist(x, x 0 ) is d.c. on the whole X. On the other hand, we conjecture that this statement is not true in general for n ≥ 2.
Applications
Our results on distance functions can be applied to a number of problems from the geometry of convex surfaces that are formulated in the language of distance functions. We present below applications concerning r-boundaries (distance spheres), the multijoined locus, and the ambiguous locus (exoskeleton) of a closed subset of a convex surface. Recall that r-boundaries and ambiguous loci were studied (in Euclidean, Riemannian and Alexandrov spaces) in a number of articles (see, e.g., [9] , [22] , [30] , [11] ).
Theorem 5.1. Let X ⊂ R n+1 be a convex surface and ∅ = F ⊂ X a closed set. Denoting
Proof. Since X is compact, we can choose a finite system (U i , ϕ i ), i ∈ I, of (e i , V i )-standard charts which forms a d.c. atlas on X. Let f i , i ∈ I, be the corrresponding convex functions. Choose L > 0 such that Lip f i ≤ L for all i ∈ I and let M be the intrinsic diameter of X. To prove (i), it is sufficient to show that, for all i ∈ I,
So fix i ∈ I and consider an arbitrary y ∈ F . Choose j ∈ I with y ∈ U j . Set
Proposition 4.2 (used for ϕ 1 = ϕ i and ϕ 2 = ϕ j ) easily implies that the function
easily implies (ii).
Theorem 5.2. Let X ⊂ R n+1 (n ≥ 2) be a convex surface and ∅ = K ⊂ X a closed set. For r > 0, consider the r-boundary K r := {x ∈ X : dist(x, K) = r}.
(i) There exists a set G ⊂ X \ K which is open and dense in X \ K and a sequence
(ii) For each r > 0, the set K r can be covered by countably many (n − 1)-dimensional d.c. surfaces lying in X. (iii) There exists a first category set N ⊂ (0, ∞) such that, for each r ∈ (0, ∞) \ N, either K r = ∅ or there exists an (n − 1)-dimensional d.c. surface which is a dense subset of K r .
Proof. Choose a system (
be the corrresponding convex functions. By Theorem 5.1, we know that 
Order all nonempty subsets of R n+1 that are of the form ϕ
S j ) and choose i ∈ N with x ∈ U i . We know that d i is strictly differentiable at t = ϕ i (x). Moreover, t is not a stationary (critical) point of d i (i.e., the differential of d i at t is nonzero). Indeed, otherwise there exists δ > 0 such that |d i (τ ) − d i (t)| < τ − t whenever τ − t < δ. Choose a minimal curve γ with endpoints x and u ∈ K and length s = dist(x, K). Choosing a point x * on the image of γ which is sufficiently close to x and putting τ := ϕ i (x * ), we clearly have τ − t < δ and |d i (τ ) − d i (t)| = dist(x, x * ) ≥ τ − t , which is a contradiction. Now Lemma 2.16 and Lemma 2.22 easily imply that there exists η x > 0 such that B(x, η x ) ∩ K = ∅ and B(x, η x ) ∩ K r is either empty, or an (n − 1)-dimensional d.c. surface for each r > 0. So, setting G := x∈H B(x, η x ) we conclude the proof of (i).
The condition (ii) follows immediately from (i). Also (iii) follows from (i) by standard topological arguments. Since K r ∩ G is either empty, or an (n − 1)-dimensional d.c. surface, it is sufficient to prove that
It is sufficient to prove that
N m,i and (21) each set N m,i is nowhere dense.
To prove (20) , fix an arbitrary r ∈ N. Then the closed set K r \G is not nowhere dense in the complete space K r , and so K r \ G is of the second category in
, there exists i * such that S i * is not nowhere dense in K r , and consequently S i * is dense in a nonempty relatively open subset of K r . Since S i * is clearly locally compact, we can easily find m * ∈ N such that
To prove (21) , suppose to the contrary that some N m,i is dense in an interval (r 1 , r 2 ). Choose r ∈ (r 1 , r 2 ) ∩ N m,i and x ∈ B m ∩ K r ⊂ S i . Further choose ω > 0 so small that (r − ω, r + ω) ⊂ (r 1 , r 2 ) and B(x, ω) ⊂ B m . We shall show that S i is dense in B(x, ω). Consider an arbitrary y ∈ B(x, ω) and choose a minimal curve γ with endpoints y and f ∈ K and length ℓ = dist(y, K). Clearly ℓ ∈ (r 1 , r 2 ). So, for each ε > 0, we can find r 0 ∈ (r 1 , r 2 ) ∩ N m,i and (on the image of γ) a point z ∈ B(y, ε) ∩ K r 0 ∩ B m ⊂ S i . Hence S i is dense in B(x, ω). So, since S i is locally compact, S i contains a ball B * , which is a contradiction, since the Hausdorff dimensions of S i and B * are n − 1 and n, respectively. Remark 5.3. The r-boundaries of sets in Euclidean spaces were studied in a number of articles. In this context, the property (ii) is contained in [7] .
If K is a closed subset of a length space X, the multijoined locus M(K) of K is the set of all points x ∈ X such that the distance from x to K is realized by at least two different minimal curves in X. If two such minimal curves exist that connect x with two different points of K, x is said to belong to the ambiguous locus A(K) of K. The ambiguous locus of K is also called skeleton of X \ K (or exoskeleton of K, [11] ).
Zamfirescu [30] studies the multijoined locus in a complete geodesic (Alexandrov) space of curvature bounded from below and shows that it is σ-porous. An application of Theorem 5.1 yields a stronger result for convex surfaces:
Theorem 5.4. Let K be a closed subset of a convex surface X ⊂ R n+1 (n ≥ 2). Then M(K) (and, hence, also A(K)) can be covered by countably many (n−1)-dimensional d.c. surfaces lying in X.
Proof. Let (U, ϕ) be an (e, V )-standard chart on X. It is clearly sufficient to prove that M(K) ∩ U can be covered by countably many (n − 1)-dimensional d.c. surfaces. Set F := ϕ −1 and denote by d K (z) the intrinsic distance of z ∈ X from K. Since both the mapping F and the function d K • F are d.c. on V (see Theorem 5.1 and Lemma 2.11), they are by Lemma 2.17 strictly differentiable at all points of V \ N, where N is a countable union of (n − 1)-dimensional d.c. surfaces in e ⊥ . By Lemma 2.22, F (N ∩ V ) is a countable union of (n − 1)-dimensional d.c. surfaces in R n+1 . So it is sufficient to prove that M(K) ∩ U ⊂ F (N). To prove this inclusion, suppose to the contrary that there exists a point x ∈ M(K) ∩ U such that both F and d K • F are strictly differentiable at x.
We can assume without loss of generality that x = 0. Let T := (dF (0))(e ⊥ ) be the vector tangent space to X at 0. Let P be the projection of R n+1 onto T in the direction of e and define Q := (P ↾ U ) −1 . It is easy to see that Q = F • (dF (0)) −1 and therefore dQ(0) = (dF (0)) • (dF (0)) −1 = id T . Since 0 ∈ M(K), there exist two different minimal curves β, γ : [0, r] → X such that r = d K (0), β(0) = γ(0) = 0, β(r) ∈ K, and γ(r) ∈ K. As any minimal curves on a convex surface, β and γ have right semitangents at 0 (see [4, Corollary 2] ); let u, v ∈ R n+1 be unit vectors from these semitangents. Further, [13, Theorem 2] easily implies that u = v.
Clearly Remark 5.5. An analoguous result on the ambiguous loci in a Hilbert space was proved in [28] .
Remarks and questions
The results of [17] and Corollary 4.5 suggest that the following definition is natural.
Definition 6.1. Let X be a length space and let an open set G ⊂ X be equipped with an n-dimensional d.c. structure. We will say that this d.c. structure is compatible with the intrinsic metric on X, if the following hold.
(i) For each d.c. chart (U, ϕ), the map ϕ : (U, dist) → R n is locally bilipschitz.
(ii) For each x 0 ∈ X, the distance function dist(x 0 , ·) is d.c. (with respect to the d.c. structure) on G \ {x 0 }.
If M is an n-dimensional Alexandrov space with curvature bounded from below, the results of [17] give which is compatible with the intrinsic metric exists.
