Some infinite classes of Hadamard matrices  by Mukhopadhyay, A.C.
JOURNALOF COMBINATORIALTHEORY, Series A L&128-141(1978) 
Some Infinite Classes of Hadamard Matrices 
A. C. MUKHOPADHYAY 
University of Dar es Salaam - Tanzania 
Communicated by the Editors 
Received June 14, 1976 
Some results of Williamson [Duke Math. J. 11 (1944), Bull. Amer. Math. Sot. 
53 (1947)] and Wallis (J. Combinatorial Theory 6 (1969)] are considerably 
improved to establish that in each case referred to, the same stated condition or 
conditions, which according to either of the authors give rise to one Hadamard 
matrix, actually imply the existence of an infinite series of Hadamard matrices. 
Also proved is the existence of some infinite series of Williamson’s matrices, 
which coupled with the interesting findings of Turyn [J. Combinatorial Theory 
Ser. A 16 (1974)] establish the existence of infinitely many more series of Hadamard 
matrices than those known so far. 
1. DEFINITIONS, NOTATION, AND PRELIMINARIES 
For any matrix A, A’ will denote its transpose. E,, will denote an m x II 
matrix with all elements 1, O,, a null matrix of type m x n, and 1, an 
identity matrix of order n. 
If A = (aii) is an m x n matrix and B = (&) is ap x q matrix, the direct 
product or Kronecker product A x B is the mp x nq matrix given by 
allB a,,B ... altaB 
amlB am2B ‘.. 
(1.1) 
Let A and C be square matrices of order m, and let B and D be square 
matrices of order IZ. Then, it is easy to see that 
(A x B)’ = A’ x B’, (1.2) 
(A x B)(C x D) = AC x BD. (1.3) 
A Hadamard matrix H, of order n is an n x n matrix of +1’s and -1’s 
such that H,,H,‘, = nl,, . We shall throughout use the notation H,, to denote 
a Hadamard matrix of order n. If H, exists, it will be called an H number. 
128 
0097-3165/78/0252-0128$02.00/0 
Copyright 6 1978 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
INFINITE CLASSES OF HADAMARD MATRICES 129 
Following Williamson [9] we have that 
(a) An nth-order symmetric matrix having elements fl off the diagonal 
and zeros in the diagonal is called an S, matrix, if 
6) %A1 = On1 
and U-4) 
(ii) Sn2 = nZn - E,, . 
It is known that S, exists for all n, a prime power = 1 (Mod 4). It can be 
easily shown that if S, exists, then 
T n+1 = 1 
0 Eln 
E S, rzl 1 
is a symmetric matrix of order n + 1 with the property 
Tit,, = nl+l . (1.9 
(b) An n&order skew symmetric matrix having elements & 1, off the 
diagonal and zeros in the diagonal is cahed the 2, matrix if 
(i) Z,, En1 = .L’L En1 = 0,1 
and (l-6) 
(ii) .Z,, 22: = 2: .Z,, = nl,, - E,, . 
If & exists, 
T* n+1 = 1 
0 EM 
--En, Zz 3 
is a skew symmetric matrix of order n + 1 with the property 
T,*,,Tz;, = Tz:,T,*,, = nf,,, . (1.7) 
An H,, is said to be of skew type, if 
H,, = I,,$ T,*. (1.8) 
If H, is of skew type, it can always be written (up to isomorphism) as 
H, = 1 
[ 
El,n-1 
-En-,,, 1 en-1 ’ (1.9) 
where Q,+, = InM1 + zl,-, and Qn-,Qkel = Ql-lQn-l = nL1 - J%-~.,+-~ .
Obviously .ZfiP1 + a skew-type H, . 
130 A. C. MUKHOPADHYAY 
It is known that a skew-type H matrix of order n exists for all n of the form 
2fk, *.- k, , where each ki = some prime power + 1 = 0 (Mod 4) (Hall [2]). 
Also, 
z2 => m, if t is odd 
and 
* SJ, if t is even, 
and s, - snt, all t. 
Ifnisoftheformn = 2tk,*** k, , where either ki = ~5” + 1 E 0 (Mod 4) 
or ki = 2(p7 + l), p;i = 1 (Mod 4), pi standing for a prime number, 
i = 1, 2,..., s, there exists a symmetric H matrix of order n (Hall [2]). 
2. IMPROVEMENTS ON WILLIAMSON'S RESULTS 
The relevant results of Williamson [9, lo] which are generalized in this 
section can be stated neatly in the form of theorems as: 
THEOREM 2.1. The existence of a skew-type H,, implies the existence of 
Hcn--~)n . 
THEOREM 2.2. The existence of a skew-type H,, and a symmetrical Hn+4 
implies the existence of Hn(n+B) . 
THEOREM 2.3. The existence of S, implies the existence of Hnln,n(n+I) 
where n, and n2 are H numbers. 
THEOREM 2.4. The existence of S,, and S,,, implies the existence of 
H nIn,(n+l)(n+l) , where n, and nz are H numbers. 
Goethals and Seidel [l] slightly improved Theorems 2.3 and 2.4 as: 
THEOREM 2.3’. The existence of S, implies the existence of H,+la+l) , 
where n, is an H number. 
THEOREM 2.4’. The existence of S, and S,,, implies the existence of 
H nI(n+l)(n+4) where n, is an H number > 2. 
Before proceeding to enunciate and prove the generalized versions of the 
above theorems, we prove two important lemmas from which the required 
results can be deduced easily. 
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LEMMA 2.1. Let L, and L, be two square matrices of order p with elements 
* I satisfying the conditions: 
(i) L,L; = L,LI and 
(ii) T,* exists and L, = L, x Z,, + L1 x T,* 
is an H matrix of order pn. 
Then, writing 
and 
L, = L, x In-1 + L, x &-I 
L, = L, x E,-l,n-1, 
L, = L, x Z, + L, x T,* 
is an H matrix of order p(n - I)n, and 
L,L; = L,Li . 
Proof. From the given conditions, 
L,L; = L,L;: x z, + L,L; x (n - 1) z, 
= PnZm = pnl, x Z, . 
Hence, 
L,LL + (n - 1) L,L; = pnZD . 
L,L; = L,L; obviously implies 
L,L; = L,L; . 
On algebraic simplification, making use of (2.1) and (2.2), 
k--G = P@ - l>4hlh . 
Hence, L, is a Hadamard matrix and the lemma is proved. 
Similarly, we can prove 
(2.1) 
(2.2) 
LEMMA 2.2. Let L, and L, be two square matrices of order p with elements 
&I, satisfying the following conditions: 
(i) L,L; = -LL,L; , and 
(ii) T, exists and 
L, = Lz x z, + L1 x T, is an H matrix of order pn. 
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Then, writing 
L, = L, x In-1 + L, x s,-, 
and 
4, = L, x En-m-l, 
L, = L, x I, + L, x T,, is an H matrix of order p(n - I)n, 
and L,L; = -L,Li . 
Theorems 2.la, 2.2a, 2.3’a, and 2,4’a provide the resuired improvements 
on Theorems 2.1, 2.2, 2.3’, and 2.4’ respectively. The two lemmas are made 
use of in proving these theorems. 
THEOREM 2.la. The existence of a skew-type H,, implies the existence of 
a series of H matrices of orders (n - I)%, r any positive integer. 
Proof. Let 
where Q+, = L-r + &,-1 . Then, 
It is easy to see that 
Lz x Id-L, x T,*, 
(2.3) 
where L, = Q,+, and L, = E,-,,,-, is an H matrix of order (n - 1)n and 
L,LL = L,L; from (2.3). Hence, by making use of Lemma 2.1 repeatedly, 
H matrices exist for all orders (n - I)%, r any positive integer. 
THEOREM 2.2a. The existence of H,, of skew type and H,,,, symmetrical 
implies the existence of a series of H matrices of orders (n - l)‘n(n + 3), 
where r = 0 or any positive integer. 
Proof. H,,, , after suitably multiplying some rows and columns by - 1, 
if necessary, can be written as 
H 1 
1 -%.n+s 
n+4 = E n+3,1 D ’ n+3 1 
where Dn+3 is symmetrical, 
(2.4) 
INFINITE CLASSES OF HADAMARD MATRICES 133 
and 
E D nt3,nt3 nt3 = &+&+3,nt3 
zz -En+3.n+3. 
Also, 
(2.5) 
where Q,+l = I,,-1 + ..&-1 . 
Let F,,+3 = 21,+3 - E,,f3,n+3 . Then, clearly, 
FwDnt3 = Dnt&nt, [by (2.5)1. (2.6) 
It is easy to show that 
L,xZ,,+L,xT,*, 
where Lz = Fnt3 and L, = Dn+3, is an H matrix of order n(n i- 3). 
From (2.6), 
L,Lk = L,L; . 
Hence, by making use of Lemma 2.1 repeatedly, the theorem is proved. 
THEOREM 2.3’a. The existence of S, implies the existence of a series of 
H matrices of orders n#(n + 1) where n, is an H number and r = 0 or any 
positive integer. 
ProoJ Let H,,, be the H matrix of order n, and Pnl = @ -i] x I+ , the 
generalized permutation matrix defined by Williamson 191. Then, P=, is 
skew symmetric, i.e., 
P;l, = -P,, (2.7) 
and 
pr&, = Lx . (2.8) 
The existence of S, obviously implies T,,, . Let us write 
L, = L, x hz+1+ L x Tn,, 7 
where 
and 
L, = Hn, x Sn + P,,Hn, x In . 
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Then, it can be shown that L, is an H matrix of order n&r + 1) and 
L,L;: = -L,Li . 
Hence, by making use of Lemma 2.2 repeatedly, the theorem is proved. 
THEOREM 2.4’a. The existence of S, and S,,, implies the existence of 
a series of H matrices of orders nln+(n + l)(n + 4), where n, is an H number 
> 2 and r = 0 or any positive integer. 
Proof. Let H”, be an H matrix of order n, > 2. 
Let Kn, and Lnl be the generalized permutation matrices of Goethals and 
Seidel [l]. In fact, Kn, = R, x I,+ and Lnl = & x Znlj4, where K, 
and E, are the quarternion matrices of order 4 defined by Williamson [9]. 
Then, Kn, and Lni are skew and satisfy 
and 
K&‘z, = L&C, = In, (2.9) 
K+,,L;, = -L,,K& . (2.10) 
Obviously, S, Z- T,,, . Let 
where 
and 
Then, it can be shown easily that L, is an H matrix of order nl(n + l)(n + 4) 
and L,LL = -LL,L; . 
Hence, by making use of Lemma 2.2 repeatedly, the theorem is proved. 
One more theorem is proved in this section along similar lines. Like 
Theorems 2.la and 2.2a, this too emphasizes the use of Zn matrices in 
deriving series of Hadamard matrices. A result given in Hall [2] is required 
in the proof of this theorem and hence is stated below in the form of a lemma. 
LEMMA 2.3. If there exists an H matrix A of order n1 , there exist two 
more H matrices B and C of order n, such that AB’ = -BA’, AC’ = CA’, 
and BC’ = CB’. 
THEOREM 2.5. The existence of lYn and z,,, implies the existence of 
a series of H matrices of orders n#(n + l)(n + 4), where n, is an H number 
and r = 0 or any positive integer. 
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Proof. As n, is an H number, there exist three H matrices A, B, and C 
of order n, with the property AB’ = -BA’, AC’ = CA’, and BC’ = CB’ 
(by Lemma 2.3). 
Let 
and 
L, = C x Ini4 + B x .&+a 
L, = A x W,,, - L+4,n+J. 
Writing L, = L, x Z,,+l + L, x T,*+l , we can show easily that L, is an H 
matrix of order nl(n + l)(n + 4). Also, 
L,L’, = L&l . 
Hence, by making use of Lemma 2.1, the theorem is proved. 
3. IMPROVEMENTS ON A SERIES BY WALLIS 
Wallis [7] proved that if Sn+l and a skew-type H, exist, there always exists 
an H matrix of order 2n(n + 1). The purpose of this section is to improve 
upon the result of [7] and provide a proof for the existence of two distinct 
types of infinite series of H matrices (the results are stated in the form of two 
theorems and are proved). 
THEOREM 3.1. The existence of S,,, and a skew-type H, implies the 
existence of a series of H matrices of orders 2(n - l)%(n + l), where r = 0 
or any positive integer. 
Proof. Let 
H,=Z,+T,*= -E’- 
C n 1,l 1 
where Q,,-., = Z,-1 + &-r . 
We can show that the matrix P defined as: 
where 
and 
D = En+l,la+l x 1, - Vn+l + L,) x T,*, 
is an H matrix of order 2n(n + 1). 
(3.1) 
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Let us next prove that if 
L, x 4, + L,, x T,* 
x = L-L,, x I 
: L,, x Z,, + L,, x T,* 
n + L,, x T,* : L,, x Z, - LJ1 x T: 1 
is an H matrix of order 2pn, where the Lii’s are all p x p matrices with 
elements fl with the properties 
(i) LjlL:, = L,L;, , i = 1,2, 3,4, 
(ii) L,jLij = L,jL;j , j = 1,2, 
and 
(iii> L& + L& = L,,L&, + L,,G, , 
then 
y = 
[ 
La x 4 + LIZ x T: : L,, x Z, + L,, x T*, 
--L,, x A, i- L,, x T,” I : L,, x Z,, - L,, x T; ’ (3.3) 
where 
and 
Li3 = Li, x In-1 + Li, x &-, ) 
Lid = Li, x En-ua-1 for i=l,2, 
Li$ = Liz X In-1 - Li, X 2Yn-, 3 
La = L, x En-m-l , for i = 3, 4, 
is an H matrix of order 2p(n - 1)n and 
(i) L,L;, = Li4Li3 , i = 1,2, 3,4, 
(ii) L,jLij = L,,L;j , j = 3, 4, 
and 
(iii> L1& + L&, = L&, + L,& . 
This is so, because on algebraic simplification we have 
(a) L,L;, = LfzL& 
=> (Li, x Z, f Lj, x T,*)(L, x Z, & Lil x T,*)’ 
= (L,,L& + (n - 1) L&J x I, ) 
and hence, 
and 
(La x Zn 31~5, x T,*)(Lid x Zn f Li, x T,*)’ 
= (PI - l)(L,L:, + (n - 1) Li,Li,) X Zn-1 X Zn 
Li3L& = Li4Li3 , for i = 1,2, 3,4; 
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(b) X is an H matrix 
=$- ud;‘2 + (n - 1) LG,) + vd& + (n - 1) L&l) 
= (L&2 + (n - 1) L,,G,) + &,G, + (n - 1) L1-G) 
= 2pnZ,; 
(4 L&j4 = L&j2 x (n - 1) JL.,-~ , 
L2& = LG x (n - 1) En-l.n-l 3 
and 
L,,L& = L,,L& x In-1 - LllL& x .z,-,z;-, 
+ vllG, + -wa x z-1 
= L,,L& x z,-, - L,,L& x z+J:-1 
+ VW% + L,Gl) x &l-l 
= L,,L;, . 
Statements (a) through (d) cited above prove that if X is an H matrix, 
Y too is an H matrix with the respective properties stated. 
Now, the matrix (3.1) is already of the form (3.2) and satisfies all the 
properties stated for (3.2). Hence, by mathematical induction the theorem 
follows. 
THEOREM 3.2. The existence of symmetrical H,,, and T, (i.e., S,,-,) 
implies the existence of a series of H matrices of orders 2n,(n - l)Tn(n + l), 
where n, is an H number and r = 0 or any positive integer. 
Proof By Lemma 2.3, if n, is an H number, there exist two H matrices 
A and B of order n, such that AB’ = -BA’. H,,, , after multiplying some 
rows and columns by -1, if necessary, can always be written as 
H 
[ 
1 &n+, 
n+2 = E n+1,1 D ?I+1 I 
where Dnfl is symmetrical and Di,l = n + 2 Z,,+l - E,+l,,+l . 
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As in Theorem 3.1, we can show easily that 
p= ; 
[ 
: ;I, 
3 : 4 
(3.4) 
where 
PI = A x En+m+l x Lz + B x Dn+l x Tn , 
Pz = A x (En+m+l - 2L+,) x In + B x Dn+l x Tn , 
P, = --A x (En+l,n+l - 2L+,) x In + B x Dn+l x T,, 
and 
Pa = A x En+l,n+l x L - B x &+I x Tn , 
is an H matrix of order 2n,n(n + 1). 
Also, it can be shown as in Theorem 3.1 that if 
L,, x 1, + Ln x Tn 
X=[-L 
: Lzz x I,, -I L,, x T, 
33 x In + L3, x Tn : L,, x I, - L,, x T,, I ’ (3.5) 
where the Lii’s are all p x p matrices with elements f 1, is an H matrix of 
order 2pn with the properties: 
(i) L,,L& = -LL,L;, , i = 1,2, 3,4, 
(ii) L,jL&j = L3jLij , .i = I,% 
and 
(iii) L,,L;, - L,lL& = L23LiI - LBIL& . 
Then, 
y = 
[ 
L4 + 1, + L13 x 7-n : L24 x I, + L,, x T, 
--34 x 1, + L33 x Tn : L,, x I, - L,, x 1 T,, ’ (3.6) 
where 
and 
Li3 = L,, x Z,-l + Lil x s,-, , 
L, = La x En-l,n-I for i=l,2, 
Li3 = Li3 X In-1 - Li, X Sn-1 2 
L4 = Li, x En-l,n-1 for i = 3,4, 
is an H matrix of order 2p(n - 1)n with the properties 
(i) Li3L;d = -Li4L:3 , i = I, 2, 3,4, 
(ii) Ll,LLj = L3jLij , j = 1,2, 
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and 
(iii) L,,L!!, - L,,L;, = L,,L’,, - L,,Lk, . 
The matrix (3.4) is obviously of the form (3.5). 
Hence, by mathematical induction, the theorem follows. 
4. INFINITE SERIES OF WILLIAMSON MATRICES 
For Baumert-Hall arrays and Williamson matrices, the definitions and 
notation followed in this section are the same as in Wallis [8]. It is known 
that, if there exist a Baumert-Hall array of order t and four matrices A, B, 
C, D of Williamson type of order m (hereafter referred to as Williamson 
matrices of order m), then there exists an H matrix of order 4mt. For the 
present status of knowledge about Baumert-Hall arrays and Williamson 
matrices, one is referred to Turyn [6] and Wallis [8]. Turyn [4] gave the first 
infinite class of Williamson matrices. He showed that if IZ is a prime power 
= 1 (Mod 4), Williamson matrices of order (n + 1)/Z exist. Also, from 
Turyn [5] it is known that Williamson matrices of order 9’ exist, r = any 
positive integer. The purpose of this section is to improve upon both these 
results. 
The improved results are stated and proved here. It is easily seen that if any 
Hdt has a t x 4t submatrix which can be partitioned as [A : B : C : D], 
where A, B, C, and D are symmetric and pairwise commutative, then the 
four matrices A, B, C, and D are matrices of Williamson type of order t. 
Paley [3] first gave the method of construction of S, and zl, (i.e., T,,, 
and Tz+,,) matrices, when II is an odd prime power. Goethals and Seidel [I] 
proved the following result regarding T,,, , obtained by following Paley’s 
construction procedure. The result is stated here in the form of a theorem. 
THEOREM 4.1. If n + 1 = 2 (Mod 4), n a ‘prime power, there exists a 
T,,, of the form [‘p -,“I with square symmetric circulant matrices P and Q. 
In the light of Theorem 4.1, let us scrutinize the construction procedure 
suggested in Theorem 2.3’a. In Theorem 2.3’a, the final H matrix of order 
qnr(n + 1) can always be written in the form 
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where the Xi’s are symmetric matrices with elements &l and 0, and each Xi 
can be written as a linear combination of the Kronecker products of r 
matrices each of order n x n. We can write, in fact, 
for some number ni , Eij = 1 or - 1 for j = 1, 2 ,..., ni , i = 1, 2, 3, 4. Any 
particular Yijk is one of the four matrices S, , E,,, , I, , and O,, for i = 
1, 2, 3, 4; j = 1, 2 ,..., ni and k = 1, 2 ,..., r. 
Now, S, , Em, I,, , and O,, are all symmetric and pairwise commutative. 
Hence XI , X, , X, , and X, too are symmetric and pairwise commutative. 
Let n, = 2 and by Theorem 4.1, let us choose 
T [ 
P: Q 
n+1 = p : -P 1 
where P and Q are symmetric and commutative. Then the first nr(n + 1)/2 
rows of H2nr(n+l) can be written as [A : B : C : D], where A, B, C, and D can, 
respectively, be written as 
A = 4’1 x 4n+l)/~ + ‘2x2 x I(n+l)/z 
+ QX3 x p + ‘2x4 x p, 
B = ~1x1 x O(n+l),z,(n+l),z + d, x O(n+1)/2.(n+1)/2 
+ 61X, x Q + 4, x Q, 
c = 9x1 x I(n+1)/2 + %X2 x 4n+1)/2 
+ E&3 x p + EqX4 x p, 
D = 41 x Ocn+~),z,(n+~),z + d2 x Ocn+1)/2.(n+1)/2 
+ ~3x3 x Q + GG x Q, 
where ci = 1 or -1, i = 1,2,3,4. 
Evidently &+u i2 , %+o /2.(n+l) 12 9 P, and Q are pairwise commutative 
and symmetric. Thus, A, B, C, and D are pairwise commutative and sym- 
metric. Hence, we have 
THEOREM 4.2. There exist Williamson matrices of order m = n7(n + 1)/2 
r = 0 or any positive integer, if II is a prime power = I (Mod 4). 
Now, let us proceed to effect improvement upon the second result. Let 
A,. and B,. be (1, - 1) square matrices of order p with the properties (i) 
A,Bi = B,A; and (ii) A,.Ai + 3B,B: = 4pIp. Then defining Br 4Br 
A r+l = 4 & 4 [ 1 B, B, & A, -8 4 -B, -4 & A, 1 
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it is immediately seen that 
(9 .4+1Bi+1 = BT+lAG+l 
and 
(9 .&+AL + 3B,+1B;+l = 12pZ,, - 
So, if A, , B, , B, , B, are Williamson matrices of order p, then A,+1 , B,+l , 
B ,.+l , B,,, too are Williamson matrices of order 3p. 
Now, we have the following two cases: 
(a) We can choose A, = Egva and B1 = Z3 + & . Then A,, B1, B1, 
B, are Williamson matrices of order 3. Then, A, , B, , B, , B, are Williamson 
matrices of order 3’, r = any positive integer. 
(b) We can choose A, = ET,, - 21, and B, = Q where a symmetrical 
Z-Z, is written as 
f& = t( 1 7.1 
Eq 
Q 
Then, A,, B1, B, , Bl are Williamson matrices of order 7. Then, A,, B, , 
B, , B,. are Williamson matrices of order 7 * 3V-1, r = any positive integer. 
Thus, we have the following result. 
THEOREM 4.3. Williamson matrices of order m exist, where m = 3’ or 
7 ’ 3T-1, r = any positive integer. 
REFERENCES 
1. J. M. GOETHAL~ AND J. J. SEIDEL, Orthogonal matrices with zero diagonal, Canad. J. 
Math. 19 (1967), lOOl-1010. 
2. M. HALL, JR., “Combinational Theory,” Blaisdell, Waltham, Mass., 1967. 
3. R. E. A. C. PALEY, On orthogonal matrices, J. Mafhemafical Phys. 12 (1933), 31 l-320. 
4. R. J. TURYN, An infinite class of Williamson matrices, 1. Combinatorial Theory Ser. A 
12 (1972), 319-321. 
5. R. J. TURYN, Hadamard matrices, algebras and composition theorems, Notices Amer. 
Math. Sot. 19 (1972), A-388. 
6. R. J. TURYN, Hadamard matrices, Baumert-Hall units, four symbol sequences, pulse 
compression and surface wave encodings, J. Combinatorial Theory Ser. A 16 (1974), 
313-333. 
7. J. S. WALLIS, A class of Hadamard matrices, J. Combinatorial Theory 6 (1969), 4044. 
8. J. S. WALLIS, On Hadamard matrices, J. Combinatorial Theory Ser. A 18 (1975), 
149-164. 
9. J. WILLIAMSON, Hadamard’s determinant theorem and the sum of four squares, Duke 
Math. J. 11 (1944), 65-82. 
10. J. WILLIAMSON, Note on Hadamard’s determinant theorem, Bull. Amer. Math. Sot. 53 
(1947), 608-613. 
