We deal with the problem of frequency assignment in mobile and general radio networks. Our approach uses graph theoretic and optimization techniques where the signal interferences in such networks are modeled using an interference graph G. We rst study on-line algorithms for frequency assignment in mobile networks. We prove that the greedy algorithm is -competitive, where is the maximum degree of G. We next employ the \classify and randomly select" paradigm to give a 5-competitive randomized algorithm for the case of planar interference graphs. We also show how the problem of on-line frequency assignment in mobile networks with multiple available frequency channels reduces to the problem of on-line frequency assignment in mobile networks with a single channel.
Introduction
The problem of frequency assignment arises when di erent radio transmitters which operate in the same geographical area interfere to each other when assigned to the same or even neighboring frequency channels. This situation is common in a wide variety of real world applications related to mobile or general radio networks. The most common model for an instance of the Frequency Assignment Problem (FAP) is the interference graph. Each vertex of an interference graph represents a transmitter, while each edge represents an interference constraint between two adjacent transmitters. Additionally, the available frequency channels are assumed to be uniformly spaced in the spectrum, and are labelled using positive integers. Frequency channels with adjacent integer labels are also assumed adjacent in the spectrum (see also 8, 24] ).
In mobile (cellular) networks, the moving hosts usually communicate by modulation of radio waves. The geographical area that is served by a cellular communication network is divided into smaller regions called cells. Each cell has a base station, also referred to as the mobile service station. Each mobile service station is connected to the service stations of the neighboring cells by a xed high bandwidth network. To establish a communication session, or place a call, a mobile user, also referred to as mobile host, has to send a request to the service station of the cell to which it currently belongs. The call can be supported only if one (possibly more, depending on the required bandwidth) wireless channel can be allocated for communication between the mobile host and the mobile service station.
Wireless channels form divisions of the frequency spectrum; the signal carried on a wireless channel is carried on the respective frequency. A particular wireless channel cannot be used to support more than one call in a cell or neighboring cells since the calls will interfere to each other; this is called (channel -or signal-interference). On the other hand, the same wireless channel can be used to support calls in geographically distant cells (this is known as frequency reuse). An e cient channel (or frequency) allocation strategy in a mobile network should guarantee that no signal interference is taking place, and exploit the principle of frequency reuse to increase the availability of wireless channels to support calls.
Under these considerations, the problem of channel assignment in mobile networks can be viewed as a graph multicoloring problem where each vertex v of the interference graph has an associated integer weight w(v) representing the number of calls that must be served by the corresponding base station. We seek to assign w(v) distinct colors to each vertex of the inteference graph, such that for each vertex fv; ug the set of colors assigned to the endpoints v and u are disjoint. The objective is to minimize the number of di erent colors used by such an assignment (see, e.g. 15, 18] ). In a general radio network, the geographical regions covered by the radio transmitters are usually intersected with each other. Suppose that a radio receiver is \tuned" to a signal on a frequency channel c 0 , broadcast by its local transmitter, that is the one at closest distance. Reception will be degraded if excessive interference is created by other transmitters in the vicinity. First, there is \co-channel" interference, due to reuse of the frequency channel c 0 at nearby sites; there are also contributions from sites using channels close to c 0 , since, in practice, neither transmitters nor receivers operate exclusively within the frequency channels that they are assigned (cf. 8, 12] ).
If we only consider \co-channel" interference constraints between adjacent transmitters, the problem of frequency assignment in radio networks is equivalent to the problem of coloring the interference graph with the minimum number of colors. In order to ensure acceptable signal quality, constraints need to be imposed on the allowed channel separations between pairs of potentially interfering transmitters (cf. 8, 9, 23] ). Moreover, if the transmitters are assumed to cover a local or metropolitan area, the frequency channels are non-reusable in the sense that each channel must be assigned to at most one transmitter.
In relation to radio networks, we study two combinatorial problems modelling \co-channel" and \adjacent-channel" interference constraints: radio coloring and radio labeling. In both of them, the objective is to minimize the maximum channel used, while adjacent transmitters must be assigned non-adjacent channels, i.e. channels di ering by at least two from each other. In radio coloring, we also impose the constraint that transmitters at distance two are not allowed to use the same channel. However, the same channel can be used by a set of transmitters, that are at distance more than two from each other, while in radio labeling all transmitters must be assigned distinct channels/labels.
Summary of Results
We rst deal with the competitive analysis of on-line algorithms for frequency assignment in mobile networks. We study general interference graphs and we prove that the greedy algorithm iscompetitive, where is the maximun degree of the interference graph G. We next prove that the lower bound for the competitive ratio of on-line algorithms which do not reject requests by choice is also . Then we study the case of planar interference graphs and we employ the \classify and randomly select" paradigm to give a 5-competitive randomized algorithm. This paradigm has been used in previous work concerning competitive analysis in order to construct randomized competitive algorithms for bene t problems (e.g. 4, 16] ). Finally, we show how the problem of on-line frequency assignment in mobile networks with multiple available frequencies reduces to the problem of on-line frequency assignment in mobile networks with a single frequency.
We proceed to deal with general radio networks by proving that radio labelling is equivalent to Hamiltonian Path with distances one and two (HP(1,2) 21]). Therefore, radio labeling is MAX{ SNP-hard and approximable in polynomial time within 7/6. Additionally, we show that both radio coloring and radio labelling remain NP-complete, even if they are restricted to graphs with diameter two. Finally, we de ne two natural on-line extensions of radio labeling. We prove that the greedy algorithm achieves competitive ratio 2 for both extentions. We also provide a lower bound of 3/2 on the performance of any on-line algorithm for the rst extension against any adversary.
De nitions and Techniques
Given a graph G(V; E), let denote the maximum degree of G, d(v; u) denote the length of the shortest path between v; u 2 V , and diam(G) be the diameter of the graph G, de ned as diam(G) = max v;u2V fd(v; u)g. Also, the complementary graph of G, denoted G, is a graph on the same vertex set V that contains an edge fv; ug if and only if fv; ug 6 2 E.
Hamiltonian Path with distances one and two (HP (1, 2) ) is the problem of nding a Hamiltonian path of minimum length in a complete graph, where all the edge lengths are either one or two. A Hamiltonian path is a simple path visiting each vertex of a graph exactly once. An instance of HP(1,2) can also be de ned implicitly by an unweigthed graph G(V; E), if the edges of E are considered of length one, and the edges not in E (non-edges) of length two. Therefore, HP(1,2) is a generalization of the Hamiltonian path problem. HP(1,2) is MAX{SNP-hard 20] and approximable in polynomial time within a factor of 7=6 21] .
A common technique for proving lower bounds on the competitive ratio of a randomized online algorithm against oblivious adversaries is to bound the performance of the best deterministic on-line algorithm on inputs generated from the \worst" probability distribution. In particular, let P be a probability distribution over sequences of requests , and E P A( )] denote the expected value of the bene t (cost) of an algorithm A on inputs generated from P. An Lemma 2.1 ( 5]) A real number c is a lower bound on the competitive ratio of randomized on-line algorithms against the oblivious adversary if and only if there exists a probability distribution P such that c is a lower bound on the competitive ratio of any deterministic on-line algorithm against P.
Mobile Networks
The interference among signals can be modeled as an interference graph. The base stations (transmitters) are represented by the vertices of the interference graph, while the edges denote spatial adjacency and potential signal interference between the connected base stations. In particular, two base stations connected by an edge are not allowed to operate at the same frequency channel in order to avoid co-channel interference. Moreover, in case of radio networks, adjacent transmitters are not allowed to operate at neighboring frequency channels. In the following, we always denote the interference graph by G(V; E), jV j = n. In the case of mobile networks, each vertex v i , i 2 f1; ; ng, is associated with a set of colors C i , representing the set of free frequency channels from which the channels to be allocated to mobile hosts by v i can be chosen. A request r i is a tuple < v j ; t i ; d i ; b i > where v j 2 V represents the base station the request is applied to, t i is the arrival time of the request, d i is the duration, or the service time of the request, and b i is the bene t accrued by the algorithm if it accepts the request. Requests are presented to a call control algorithm in an on-line manner and the algorithm must, upon receipt, either accept or reject the request. A vertex v j can accept a request r i applied to it by assigning a channel/color from the set C j to r i , in case there is an available color in C j . Once a request is accepted, it continues to use the frequency allocated to it for d i time units until completion; that is, no preemption is allowed. During that time period, the color assigned to r i cannot be used to serve any other request applied either to v j or to the neighbors of v j in G.
We focus on the most basic case where the durations of the requests are in nite, and all bene ts associated with the requests are the same; without loss of generality we assume that these bene ts have unit value.
General Radio Networks
In order to avoid signal interference in general radio networks, the spatially adjacent transmitters should operate not only at di erent but also at separated frequency channels. The interference graph usually represents the constraints providing a minimum allowed separation between the channels assigned to each pair of transmitters. Hence, graph coloring provides a very limited model for frequency assignment in radio networks (see, e.g. 1, 9, 23]).
A valid coloring is an assignment of colors to the vertices of a graph such that no two adjacent vertices get the same color. In the graph coloring problem, the objective is to minimize the number of di erent colors used by a valid coloring. The chromatic number (G) of a graph G is the number of colors used by an optimal valid coloring. The decision version of graph coloring is NP-complete 7], while it is NP-hard to e ciently approximate the chromatic number 17]. However, there exist polynomial-time approximation algorithms whose performance guarantees are not so good (see, e.g. 10, 14]).
Graph Radio Coloring
In 9] the Frequency-Distance (FD) interference constraints are proposed for de ning the problem of Frequency Assignment in radio networks. Instead of specifying channel separation constraints for each pair of transmitters, FD-constraints can be de ned by specifying a minimum allowed distance for each spectral/channel separation that is a potential source of interference. In this way, the interference constraints can be given as a set of distances fD 0 ; D 1 ; : : :
where the distance D x , 0 x , is the minimum distance between transmitters using channels at distance x (see also 8]). The following generalized version of graph coloring is derived by applying FD-constraints to unweighted graphs. The maximum color used (color span). Clearly, the FD( )-coloring problem allows a pair of non-adjacent transmitters to be assigned the same channel, provided that they are located far apart. In the sequel, we shall concentrate on the study of FD(2)-coloring, also called radio coloring, that models the \co-channel" and \adjacent-channel" interference constraints. The de nition of radio coloring is implicit in many previous works (e.g. 9, 23]).
We remark that the problem of radio coloring the graph G is not equivalent to the problem of coloring the square graph
In particular, in a graph coloring of G 2 , the objective is to minimize the number of di erent colors used, while in a radio coloring of G, the objective is to minimize the largest color/label assigned to a vertex, called color span. For example, if G is K m;m , which is the complete bipartite graph with m vertices on each class, then G 2 is the complete graph on 2m vertices. Therefore, (G 2 ) = 2m, while the radio chromatic number of G is 2m + 1.
Graph Radio Labelling
The de nition of FD( )-labeling was communicated to us by 11]. The FD( )-labelling problem is also de ned by a set of distances fD 1 ; : : :; D g, where the distance D x , x 2 f1; : : :; g, is the minimum distance for the use of channels/labels at distance x. The FD( )-labelling problem can be thought as an instance of the frequency assignment problem with the minimum distance for channel re-use being in nite, i.e. D 0 = 1. Hence, channel re-use is not allowed, and all the transmitters must be assigned distinct labels/channels.
De nition 2.2 (FD(k)-labeling)
Instance: A graph G(V; E). In the sequel, we shall concentrate on the FD(2)-labelling problem, also called radio labeling, which imposes \co-channel" interference constraints among all transmitter pairs, and \adjacent-channel" constraints among pairs of adjacent transmitters.
Given a graph G(V; E), let 2 (G) denote the value of an optimal radio labelling for G. Obviously, given a coloring of G with colors, one can easily compute a radio labelling of value jV j + ? 1, since an assignment of contiguous labels to the vertices of the same color class is a (partial) valid radio labelling. Therefore, jV j 2 (G) jV j + (G) ? 1 It is not hard to verify that 2 (G) = jV j for all graphs G such that G contains a Hamiltonian path. On the other hand, 2 (G) = jV j + (G) ? 1 for any complete r-partite graph G, r 2. 
On-line Radio Labelling
Motivated by the problem of on-line frequency assignment in mobile and general radio networks, we proceed to de ne the problem of on-line radio labeling. In the on-line setting of the problem, the interference graph appears to the (on-line) algorithm in a vertex by vertex fashion. In case of on-line radio labelling, a request is a newly arrived vertex that has to be assigned a valid radio label. A request is accepted if the vertex actually gets a valid label. Otherwise, the request is rejected. We de ne two variations of on-line radio labelling.
De nition 2.3 (On-line Radio Labelling { Bene t Version)
Instance: A graph G(V; E) and an integer bound > 0 are known to the algorithm. A new vertex v 2 V is presented to the on-line algorithm at every step. The adversary may choose to request any subset V 0 V in any order. Solution: The algorithm has to decide to either accept v by assigning to it a label l 2 f1; : : :; g or reject it. At any step, the labels of the set V a of the accepted vertices must form a valid radio labelling for the subgraph of G induced by V a .
Measure: The number of accepted vertices.
De nition 2.4 (On-line Radio Labeling { Assignment Version) Instance: A graph G(V; E) is known to the algorithm. At every step, a new vertex v 2 V is presented to the on-line algorithm. The adversary may choose to request any subset V 0 V in any order. Solution: The algorithm must assign labels to all the vertices requested. At any step, the labels of the set V p of the vertices requested so far must form a valid radio labelling for the subgraph of G induced by V p .
Measure: The maximum label used (label span).
Frequency Assignment in Mobile Networks
Channel allocation algorithms can be classi ed as xed channel, where the set of channels allocated to a cell may not change with time, or dynamic channel where the set of channels allocated to a cell may vary with time. The dynamic channel allocation approach is more exible, since it allows easier adaptation of the network to the number of requests and bursts of the network usage that may appear in a certain area.
Another classi cation of the channel allocation algorithms can be made based on the locality of the proposed solution. Some of them are centralized, which means that one base station collects the requests from the mobile service stations and decides how to satisfy them; in distributed solutions, however, the allocation problem is solved locally by the mobile service stations of the involved cells and their neighbors with the use of a distributed protocol. The distributed approach is more robust and can tolerate system failures more successfully than the centralized one.
The problem of allocating channels to mobile hosts by the base stations can be also analyzed as a generalized version of the list coloring problem 2, 6, 13]. In the list coloring problem, every vertex of the graph has associated with it a list of colors which, in our case, is the set of free channels. The requirement is to nd a proper vertex-coloring of the graph such that each vertex is colored with one of the colors in its list. Thus, any protocol for the list coloring problem that can be invoked multiple times with lists and requests varying in time, can be used for the channel allocation problem in a dynamic manner.
General graphs
We assume that all colors are initially available at all vertices of the interference graph. That is, C 1 = C 2 = = C n , jC 1 j = jC 2 j = = jC n j = c. In this section we show that a competitive ratio of is achievable by a simple algorithm. The algorithm does not reject by choice; that is, it always accepts a request applied to a vertex v i if there is an available color in C i , and therefore a free frequency, to serve the request. We also show that any algorithm that decides not to reject by choice, has a competitive ratio no less than .
Consider the following greedy on-line algorithm A: Given a request sequence = r 1 ; r 2 ; :::; r N , A accepts r i applied to v j at time t i , by assigning to r i a color from the set C j that is available at time t i . If such a color does not exist, A rejects r i . We remark that the distributed protocol proposed in 22] is the implementation of algorithm A in a distributed environment.
Theorem 1 Algorithm A is -competitive. Proof: Let AC OPT be the set of requests accepted by the optimal o -line algorithm. Let RJ OPT be the set of requests rejected by the optimal o -line algorithm because of requests in AC OPT . Now, let AC A and RJ A be respectively, the corresponding sets of accepted and rejected requests by the greedy algorithm A. Let ac OPT = jAC OPT j, rj OPT = jRJ OPT j, ac A = jAC A j, and rj A = jRJ A j. Note that N = ac OPT + rj OPT (N is the size of the input request sequence ), and N = ac A + rj A . Suppose that ac A = k 1 + k 2 where k 1 is the cardinality of the set fr j r 2 AC A and r 2 AC OPT g and k 2 is the cardinality of the set fr j r 2 AC A and r 2 RJ OPT g The accepted k 1 \optimal" requests may cause the rejection of at most rj OPT ? k 2 other requests.
This happens because any \optimal" request can cause the rejection of all the requests that are in RJ OPT except the accepted k 2 . Note that any \optimal" request cannot cause the rejection of any other request that is in AC OPT . Furthermore, A can reject at most k 2 requests because of the k 2 \non-optimal" requests that accepts. This holds because any \non-optimal" request may cause the rejection of at most \optimal" requests (requests that are in AC OPT 
Lower Bound
We show a corresponding lower bound for on-line algorithms that do not decide to reject by choice. Lemma 3.1 Any on-line algorithm that decides not to reject by choice, has a competitive ratio at least .
Proof: Let A 0 be an algorithm that does not reject by choice. We construct a request sequence that necessitates a competitive ratio equal to .
Let v j be a vertex of maximum degree, and for each pair w i , w j of its neighbors there is no edge between w i and w j . Consider a request sequence which starts at time 0 with a set of c requests applied to vertex v j , and continues at time 1 with c requests to each one of the neighbors of v j . Note that an A 0 serves only c requests, while an optimal o ine algorithm may serve c.
Planar Graphs
In this section we apply the \classify and randomly select" paradigm ( 3, 4, 16] ) and give a randomized 4-competitive channel allocation algorithm for the cases where the interference graph is planar. According to this paradigm, the randomized algorithm classi es the requests applied to the graph into a number of classes. It then randomly selects one of the classes, and considers only requests that belong to the selected class, rejecting all other requests. In our case the classi cation of the requests is done with respect to which of the vertices of G each request is applied to. Toward this end, a preprocessing of the graph is done a partition of its vertices into a number of classes.
Speci cally, for the case of planar graphs, our classi cation algorithm is a 5-coloring algorithm that partitions the planar graph into 5 classes. The randomized on-line algorithm B selects uniformly at random one of the ve classes and considers only requests at vertices that belong to this
class. Once such a request at a vertex v is received, the greedy algorithm is used, and the request is accepted if no other request at v has been accepted before. We show:
Lemma 3.2 Algorithm B for planar graphs is 5-competitive against an oblivious adversary. Proof: Let OPT i and A i be the bene t of the optimal o -line algorithm and the greedy algorithm, respectively, restricted to requests for the vertices of class i; (i 2 f1; 2; 3; 4; 5g). Since there is no edge connecting two vertices at the same class, we have OPT i = A i . Let now OPT be the number of requests accepted by the optimal o -line solution in the whole network. Since each request accepted by the optimal algorithm belongs to some class,
The on-line algorithm selects uniformly at random one among the 5 classes and obtains the optimal bene t for that class. Therefore, the expected bene t of the on-line algorithm is
OPT i 1 5 OPT It follows that the on-line algorithm is 5-competitive.
Since a tree and a graph with maximum degree allow for a 2-coloring and a ( + 1)-coloring respectively, it immediately follows: Corollary 3.1 There is an on-line randomized algorithm for trees which is 2-competitive against an oblivious adversary. Corollary 3.2 There is an on-line randomized algorithm for graphs of maximum degree which is ( + 1)-competitive against an oblivious adversary.
Reduction from many frequencies to one
We show that the problem of on-line frequency assignment in mobile networks with multiple available frequencies reduces to the problem of on-line frequency assignment in networks with a single frequency. The technique used is due to Awerbuch et al 3] , and it can be applied to any on-line bene t problem, where the bene t is gained by accommodating entities in any of several independent bins. 4 Frequency Assignment in Radio Networks
The Complexity of Radio Coloring and Radio Labelling
Since radio labelling assigns distinct integer labels to all the vertices of the interference graph, it can be thought as a vertex arrangement problem. In the Appendix, we show that radio labeling is equivalent to HP(1,2) in the complementary graph.
Theorem 2 Graph radio labeling and HP(1,2) are equivalent.
The previous theorem implies that radio labeling is NP-complete, since it is equivalent to a generalization of the Hamiltonian Path problem. Additionally, HP(1,2) was shown MAX{SNP-hard and approximable in polynomial time within 7 6 in 21]. Therefore, Theorem 2 implies that radio labelling is also MAX{SNP-hard and approximable within 7 6 . Furthermore, the following is a straight forward consequence of Thereom 2. We proceed to show that both radio labelling and radio coloring remain NP-complete, even for a very restricted class of instances, namely graphs of diameter two. Theorem 3 Radio labelling and radio coloring restricted to graphs of diameter two are NPcomplete.
Proof sketch: It is not hard to verify that, for graphs G of diameter two, the problem of radio coloring G is equivalent to the problem of radio labelling G. Additionally, Corollary 4. We rst analyze the performance of the greedy algorithm BGreedy. BGreedy assigns to a newly arrived request the least integer j, such that both j has not been assigned to any previously accepted request, and the resultant radio labeling is a valid one. BGreedy accepts the request, if and only if j is no more than the bound . We prove that this ratio is precisely For some bound , let the request sequence consist of the vertices of the graph L 2 , such that all the vertices of K are requested before the vertices of H . Clearly, BGreedy can only accept the rst l 2 m requests, while the optimal algorithm accepts the last requests. This establishes the competitive ratio of BGreedy. Notice that BGreedy does not take into account the structure of the optimal solution on the current set of requests. The previous instance shows that unless a deterministic on-line algorithm takes into account the optimal solution on the current set of requests, it cannot achieve competitive ratio better than l 2 m ?1 . Therefore BGreedy is optimal among on-line algorithms that do not reject by choice. We next prove that no randomized on-line algorithm can achieve a competitive ratio less than 3 2 against any adversary. Lemma 4.2 No randomized on-line algorithm for the bene t version of on-line radio labeling with bound can achieve competitive ratio less than 3 2 . Proof: We prove the lower bound against the oblivious adversary; since the oblivious adversary is the least powerful one, this implies a lower bound of 3 2 against any adversary. The proof consists of de ning an appropriate probability distribution on the request sequences and applying Lemma 2.1. Let f1; : : :; g be the set of available labels. We consider the following probability distribution on the request sequences:
1. With probability p, the request sequence consists of the vertices of the graph K . 2. With probability 1 ? p, the request sequence consists of the vertices of the graph L 2 , such that the vertices of K precede the vertices of H .
If the input is K , the optimal o -line algorithm accepts exactly Let A be any deterministic algorithm. On input K , the algorithm A will accept x requests using labels from the set f1; : : :; 2x ? 1g, where x is any integer number between 1 and l 2 m . The value of x is xed after the choice of the input distribution, in order A to be the deterministic online algorithm maximizing the expected number of accepted requests with respect to the speci c probability distribution on the request sequences, i.e. A to be the \best" deterministic algorithm. Thus, with probability p, A accepts x requests. Additionally, A has to accept exactly x requests from the graph K on input L 2 , because A is a deterministic on-line algorithm and the vertices of K precede the vertices of H . Consequently, A can accept at most ( ? 2x) requests from the subgraph H . Thus, the expected number of accepted requests of the best deterministic algorithm in this distribution is at most E(A) = px + (1 ? p)( ? x) For p = Thus, any deterministic on-line algorithm cannot achieve a competitive ratio less than
In the on-line setting, we mainly face information-theoretic questions that have to do with the value of information on the computation of a minimum cost labelling. Thus, the lower bound holds for any on-line algorithm A, and it does not depend on the running time of A. On the other hand, even if we know the entire request sequence, radio labeling is NP-complete, and, therefore, not expected to be solvable optimally in polynomial time. However, the proof of Lemma 4.2 does not take into account the NP-completeness of radio labelling in H . Consequently, a polynomial-time on-line algorithm with competitive ratio 3 2 is unlikely to exist.
On-line Radio Labeling { Assignment Version
We continue to analyze the performance of the greedy algorithm UGreedy for the assignment version of on-line radio labeling, where the algorithm is not allowed to reject requests. UGreedy assigns to a newly arrived request i, i = 1; : : :; n, the least integer i such that both i has not been assigned to a previous request, and the resulting radio labeling is a valid one. Since there does not exist an upper bound on the labels used, such a label i always exist. Proof: For any sequence of n requests, the value of a labeling computed by UGreedy is at most 2n ? 1, since the labeling 1; 3; : : :; 2n ? 1 is always a valid one. The upper bound on the competitive ratio follows from the fact that the value of an optimal labeling cannot be less than n.
To show the lower bound, for any even integer n 2, let U n be the graph on n vertices obtained from K n by removing the edges of a Hamiltonian path. Hence, the complement of U n is a Hamiltonian path on n vertices, and 2 (U n ) = n. Let u 1 ; u 2 ; : : :; u n be an ordering of the vertices of U(n) according to their appearance in the Hamiltonian path contained by the complementary graph; that is, for i = 1; : : :n ? 1, the vertices u i and u i+1 are not adjacent in U n . The adversary requests all the vertices of U n in the following order: for i = 0; : : :; n 2 ? 1, it requests the vertex u i+1 followed by the vertex u n?i . Claim. For i = 0; : : :; n 2 ?2, UGreedy assigns to the vertex u i+1 the label 4(i + 1) ?3 and to u n?i the label 4(i + 1) ? 1. Moreover, UGreedy computes a radio labelling of U n of value 2n ? 3. Proof of the Claim. We prove the rst part of the claim by induction on i. Clearly, for i = 0, the vertex u 1 gets the label 1, and the vertex u n gets the label 3, since u 1 and u n are adjacent in U n .
Assume inductively that the claim holds for any i, 0 < i < n 2 ?2. Then, for i + 1, the adversary requests the vertices u i+2 and u n?(i+1) . In U n , the vertex u i+2 is adjacent to all the previously requested vertices except u i+1 . Since the vertex u n?i has been assigned the label 4(i + 1) ? 1, UGreedy assigns to u i+2 the label 4(i + 1) + 1 = 4(i + 2) ? 3. Similarly, since all the previously requested vertices except u n?i are adjacent to the vertex u n?(i+1) , UGreedy assigns to u n?(i+1) the label 4(i + 2) ? 1. Therefore, for i = n 2 ?2, the UGreedy algorithm assigns to the vertex u n=2?1 the label 2n ?7, and to u n=2+2 the label 2n ? 5. Then, the adversary requests the vertices u n=2 and u n=2+1 that get the labels 2n ? 3 and 2n ? 4 respectively. u t Since the optimal o -line algorithm can easily compute a radio labelling of value exactly n, we obtain a lower bound of 2 ?
A Appendix
A.1 The Proof of Theorem 2
Given an instance of radio labeling, i.e. a graph G(V; E), the corresponding instance of HP(1,2) is a complete graphĜ on the vertex set V , and the distance functiond is de ned for all v; u 2 V , v 6 = u, byd (v; u) = ( 1 if (v; u) 6 2 E 2 if (v; u) 2 E Given any valid radio labelling L (for G) of value 2 (L), we can obtain a Hamiltonian path H forĜ by traversing all the vertices in increasing order of their labels. Moreover, the following claim implies that the length of the Hamiltonian path H is 2 (L) ? 1. Claim. The length of the path up to any vertex of label i, i = 1; : : :; 2 (L), is exactly i ? 1. Proof of the Claim. We prove the claim by induction on i. Clearly, it is true for the rst vertex, where i = 1. Assume inductively that it is true for any vertex v of label i 1, and let u be the next vertex in the Hamiltonian path. We proceed by case analysis:
1. If the label of u is i + 1, the edge fv; ug is not present in G and, by construction,d(v; u) = 1.
Thus, the length of the path up to vertex u is exactly i. 2 . If the label of u is i + 2, by the construction of the Hamiltonian path, there does not exist a vertex of label i + 1. Therefore, the edge fv; ug 2 E, andd(v; u) = 2. Consequently, the path up to u has length exactly i + 1. u t Conversely, given an instance (Ĝ;d) of HP(1,2) on the vertex set V , jV j = n, an instance G(V; E) of radio labeling can be obtained by only connecting the vertex pairs that are at distance 2. Furthermore, given a Hamiltonian path H = (v 1 ; v 2 ; : : :; v n ) forĜ of length l(H), we obtain a valid radio labelling L (for G) as follows: By construction, all the vertices get distinct labels, while, if an edge fv i ; v i+1 g is present in E, the vertices v i and v i+1 are assigned non-adjacent labels. Therefore, the resulting radio labeling is a valid one. Additionally, the last vertex of the path v n is assigned the label l(H) + 1, that is the largest label used. Hence, 2 (L) = l(H) + 1.
A.2 The Proof of Theorem 3
Let G(V; E), jV j = n, be any graph of diameter two. Since, for all v; u 2 V , d(v; u) is at most two, any valid radio coloring must assign distinct integer colors to all the vertices of G. Moreover, if fv; ug 2 E, then j 2 (v) ? 2 (u)j 2. Therefore, if diam(G) = 2, the problem of radio coloring the graph G is equivalent to the problem of radio labelling G. Hence, it su ces to show that radio labelling is NP-complete for graphs of diameter two.
Clearly, radio labelling is in NP. Additionally, Corollary 4.1 implies that 2 (G) jV j if and only if the complementary graph G contains a Hamiltonian path. Thus, in order to show that radio labelling is NP-complete for graphs G with diameter two, it su ces to show that the Hamiltonian
