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We study particle-hole instabilities in the framework of the spin-fermion (SF) model. In contrast
to previous studies, we assume that adjacent hot spots can overlap due to a shallow dispersion of
the electron spectrum in the antinodal region. In addition, we take into account effects of a remnant
low energy and momentum Coulomb interaction. We demonstrate that at sufficiently small values
|ε(pi, 0) − EF | . Γ, where EF is the Fermi energy, ε (pi, 0) is the energy in the middle of the
Brillouin zone edge, and Γ is a characteristic energy of the fermion-fermion interaction due to the
antiferromagnetic fluctuations, the leading particle-hole instability is a d-form factor Fermi surface
deformation (Pomeranchuk instability) rather than the charge modulation along the Brillouin zone
diagonals predicted within the standard SF model previously. At lower temperatures, we find that
the deformed Fermi surface is further unstable to formation of a d-form factor charge density wave
(CDW) with a wave vector along the Cu-O-Cu bonds (axes of the Brillouin zone). We show that
the remnant Coulomb interaction enhances the d-form factor symmetry of the CDW. These findings
can explain the robustness of this order in the cuprates. The approximations made in the paper
are justified by a small parameter that allows one an Eliashberg-like treatment. Comparison with
experiments suggests that in many cuprate compounds the prerequisites for the proposed scenario are
indeed fulfilled and the results obtained may explain important features of the charge modulations
observed recently.
PACS numbers: 74.72.Gh, 71.10.Li, 74.20.Mn
I. INTRODUCTION
In the last few years compelling experimental evi-
dence has been gathered for charge ordering to be a
ubiquitous element of the phase diagram of underdoped
cuprates. With different experimental techniques (res-
onant X-ray scattering, hard X-ray diffraction, scan-
ning tunneling microscopy(STM)) CDWs have been di-
rectly detected in underdoped samples of YBCO1–11, Bi-
220112,13, Bi-221214–19 and, recently, Hg-120120,21 com-
pounds. Additional input comes from indirect probes,
such as transport measurements22,23 and quantum re-
sistance oscillations24–26 consistent with a CDW-like
reconstruction27–29 of the Fermi surface (FS), nuclear
magnetic resonance30,31, ultrasound propagation32 and
reflectivity oscillations in pump-probe experiments due
to a collective CDW mode33.
The charge order revealed by these experiments has
several general features. For a certain doping range the
CDW is present in zero magnetic field with its inten-
sity first appearing below a characteristic temperature
TCDW (note that the high-field CDW first observed by
NMR30 in YBCO has been found11,31 to be distinct from
the zero-field one). The temperature TCDW exceeds the
superconducting transition temperature Tc, being gener-
ally lower or equal to a pseudogap opening temperature
T ∗, such that T ∗ ≥ TCDW > Tc. The intensity increases
on cooling down to Tc, below which it decreases to a fi-
nite value at low temperatures. This picture suggests a
competition between this CDW and superconductivity.
The CDW wave vectors have been universally
found5,9,16,21 to be directed along the axes of the Bril-
louin zone (axial CDW). The magnitude of the CDW
wave vector is approximately equal for the two orienta-
tions and decreases with doping9,12,15.
Recent studies have revealed one more feature: the
intra-unit-cell structure of the CDW in Bi-221218 and
YBCO5 is characterized by a dominant d-form factor,
i.e. the charge is modulated in antiphase at two oxygen
sites of the unit cell.
The results of the experiments4,16 also suggest that
the charge ordering is organized in domains where CDW
is along one of the Brillouin zone (BZ) axes only. This
contrasts quantum oscillation experiments27–29, where a
checkerboard CDW modulated along two wave vectors
simultaneously was used to describe the reconstruction
of the Fermi surface.
All these results clearly distinguish this order from the
previously observed stripe order in La-based cuprates34
because the modulation wave vector for the stripes in-
creases with doping, the form-factor is predominantly of
s’ type6 and the charge modulation is accompanied by
a static spin order not observed in other high-Tc com-
pounds.
From the theory perspective, various types of CDWs
apart from the stripes were previously considered as a
possible explanation for the pseudogap phenomenon35–38.
Proximity to an incommensurate CDW transition has
been also noted to have an effect on the superconduct-
ing properties through fluctuations39–41 in a model in-
cluding electron-phonon interactions, with the signatures
of such fluctuations detected in Raman42 and ARPES
responses43. Recently this topic has reappeared in the
context of the spin-fermion (SF) model, which is known
to reasonably reproduce the d-wave superconducting
2behavior44. In this model a charge order appears in per-
turbation theory as a subleading instability45 hindered
by the curvature of the Fermi surface (however, it has
been shown later in Ref. 46 that the nearest-neighbor
Coulomb interaction favors CDW, offering an explana-
tion for the inequality TCDW > Tc observed experimen-
tally). This subleading state is formed by two coexisting
d-wave CDW gaps with wave vectors directed along diag-
onals of the BZ47,48 (diagonal CDW). It has been shown47
that this order leads to d-form factor charge modula-
tion on oxygen sites of CuO2 plane. It has also been
found47 that the free energy of the charge ordered state
can be close enough to the superconducting (SC) state,
such that fluctuations between them destroy both the
orders. At the same time, the gap in the spectrum with-
stands the fluctuations and this phenomenon has been
used to explain the pseudogap state in the cuprates.
Several other experimentally relevant predictions have
been derived based on this picture. For example,
moderate magnetic fields suppress the superconductiv-
ity and then CDW appears49 in agreement with the
experiment32. The core of the vortex should display the
charge modulation50 and the latter is well seen in, e.g.,
STM experiments51,52.
It is clear that many features of the charge modulation
and its competition with the superconductivity are well
captured in the framework of the SF model. However, the
direction of the CDW modulation vector observed exper-
imentally in combination with the d-form factor charac-
terizing the intra-unit-cell charge distribution does not
agree with the predictions derived on the basis of the
SF model. Indeed, although the charge modulation ob-
tained in Refs. 45,47,48 does have the d-form factor , the
modulation vectors obtained there are directed along the
diagonals of BZ, which contrasts the modulation along
the BZ axes observed experimentally.
There have been a number of attempts to approach
the problem but the resolution does not appear to be
straightforward. Axial CDW has been deduced from the
SF model in Refs. 53,54 but the intra-unit-cell structure
obtained in these works possesses a large s-form factor
component. A mixture of the states of Ref. 47 and
Ref. 54 suggested in Ref. 55 does not correspond to
the experiments either because it still contains the diag-
onal modulation that is not seen experimentally or the
bond modulation that does not correspond to the d-form
factor.
CDW considerations using other models do not ex-
plain the robustness of axial d-form factor CDW in the
cuprates either. In Refs. 56,57 it has been shown that,
provided the antinodal regions of the Fermi surface are
well nested, a horizontal/vertical instability may become
indeed leading but this condition clearly does not hold
in, e.g., Bi-2201, where the Fermi surface does not show
nesting. Mean-field consideration of a three-band model
in58 leads to the correct direction of the CDW wave vec-
tor only for a closed electron-like Fermi surface, while
the charge order with modulation along the diagonal is
dominant for a hole-like FS (which is the case for under-
doped cuprates). The three-band Hubbard model was
considered also in Ref. 59, where inclusion of vertex cor-
rections led to the correct direction of the CDW wave vec-
tor. However, the obtained form factor has been found
to contain substantial s and s’ components. In Ref. 60
and Refs. 61,62 the pseudogap has been introduced as a
separate state related to the parent AF phase. A qual-
itative agreement has been obtained for some values of
interaction parameters, while it remains an open ques-
tion if pseudogap can be modeled by an AF gap, or FL*
state as in Ref. 61.
In this paper we extend the treatment of the SF model
beyond the vicinities of eight ’hot spots’ to the full antin-
odal regions of the FS. This is needed, as is discussed in
Section II, to describe an axial CDW with a true d-form
factor and is also motivated by ARPES data63–66 show-
ing that the energy separation between the hot spots and
(π, 0); (0, π) is actually quite small. Accordingly, we do
not linearize the electron spectrum in the antinodal re-
gions. In addition to the electron-electron interaction via
paramagnons, we consider also the effects of low-energy
part of the Coulomb interaction, which should not con-
tradict the philosophy of the spin-fermion model.
Proceeding in this way we show that, provided the
antinodal FS is close enough to the (π, 0) and (0, π)
points, the leading instability in the d-form factor
particle-hole channel is a Fermi surface deformation
(known as Pomeranchuk instability67–69). The related
phase transition occurs at rather high temperatures
TPom & T
∗. We assume that the sample is then reorga-
nized in domains with broken C4 symmetry characterized
by different signs of the Pomeranchuk order parameter.
As the hole spectrum remains ungapped at T < TPom
the system is susceptible to further instabilities at lower
temperatures. We show that this instability is a CDW
with a wave vector along one of the BZ axes (depend-
ing on the sign of the Pomeranchuk order parameter)
in accord with experiments. In the mean field approxi-
mation, the CDW as well as the superconductivity can
appear although fluctuations can mix these states. Thus,
the CDW state exists in a form of unidirectional do-
mains with a correspondingly deformed FS. We point
out that, for the cuprates with experimentally known
electron spectra, the FS is, indeed, sufficiently close to
(π, 0); (0, π), which makes the proposed scenario applica-
ble to these compounds.
While the Pomeranchuk instability68–71 and closely re-
lated electron nematic72,73 orders are known and studied
in the context of cuprates (including coexistence with
superconductivity75,76 and effects of fluctuations77,78),
they have not been considered within the framework of
the SF model and have not been discussed as the reason
for the axial d-form factor CDW robustness.
The Article is organized as follows: in Section II we
discuss the experimental input justifying the underly-
ing microscopic model, while in Section III general equa-
tions are formulated. In Section IV we present the lead-
3ing particle-hole instabilities for a simplified mean-field
model (IVA) yielding analytical results followed by a
consideration of the SF model (IVB) where the solu-
tion is obtained numerically. In Section V we discuss
the emergence of axial CDW for both the cases. Finally,
we discuss in SectionVI the obtained results and their
relevance to the charge order in the cuprates.
II. EXPERIMENTAL CONSTRAINTS ON THE
MICROSCOPIC MODEL
As we are going to use the single band SF model, we
should present first of all a way to relate the quantities we
will obtain to observables in the full CuO2 plane. We are
mostly interested in the density distribution of holes at
the oxygen sites but these sites are not explicitly present
in the single band SF model. A simple way to relate
the density modulation on the O atoms to correlation
functions of the SF model has been suggested in Ref. 47
(Supplementary Information) where the bond correlation
〈c†i+1ci+c†i ci+1〉, with c†i+1 and ci being electron creation
and annihilation operators on the neighboring Cu sites,
was derived to be proportional to the excess charge den-
sity of the O atom located on the bond (i, i + 1). This
derivation was based on the assumption that holes en-
tered O sites due to a weak tunneling from Cu sites.
Experiments79 suggest, though, that doped holes enter
mostly O sites, which is not in agreement with the as-
sumption. Nevertheless, assuming that doped holes form
Zhang-Rice singlets80 with Cu holes (an assumption that
seems to hold well according to the experiments81 even
in the overdoped regime), one can come to the same re-
lation between the hole density of the O atoms and the
bond correlation as the one suggested in Ref. 47.
In Appendix A we present a derivation of the formula
for the hole density on O sites in the absence of an on-site
modulation on Cu sites (s-component):
〈p†j,σpj,σ〉 =
p
4
+
p
8
〈c†i+1,σci,σ + c†i,σci+1,σ〉CO, (2.1)
where p is the relative density of doped holes and p†j,σ
(pj,σ) are creation (annihilation) operators for the holes
with spin σ on the O atom located between the Cu atoms
on sites i and i+1, and subscript CO means that we write
in Eq. (2.1) only the contribution due to the charge order.
It is useful to have an analogous expression also in the
continuous limit. Considering a Cu atom at a point r
we write the density at the adjacent O sites in the x(y)
direction as
〈pσ†x(y)(r+
ax(y)
2
)pσx(y)(r+
ax(y)
2
)〉 = p
8
n0 (2.2)
+
p
8
〈
c†σ
(
r+ ax(y)
)
cσ (r) + h.c.
〉
CO
,
where ax(y) are vectors connecting neighboring Cu atoms
(
∣∣ax(y)∣∣ = a0)
Finally, we express the electron and hole density mod-
ulation on Cu and O sites, respectively, in terms of the
CDW order parameter
WQ(k) = 〈c†k−Q/2,σck+Q/2,σ〉, (2.3)
where Q is the CDW wave vector and the summation is
carried over the BZ, as
δnCu(r) = 2e
iQr
∑
k
WQ(k) + c.c, (2.4)
δnOx(r) =
p
4
eiQr
∑
k
cos(kxa0)WQ(k) + c.c., (2.5)
δnOy (r) =
p
4
eiQr
∑
k
cos(kya0)WQ(k) + c.c. (2.6)
The modulation δnCu(r) corresponds to presence of
the s-form factor component of CDW, the modulation
δnOx(r) + δnOy (r) gives the s’-form factor component,
while δnOx(r)−δnOy (r) stands for the d-form factor com-
ponent.
Now we can relate the CDW order parameter to the
experimental data for the CDW form factor describing
the intra-cell charge distribution. Recent experiments
on BSCCO18 and YBCO5 systems demonstrate that the
dominant component is the d-form factor one, which im-
plies that δnCu = 0, δnOx + δnOy = 0. Using Eqs.
(2.4-2.6) we write these conditions in the form∑
k
WQ(k) = 0, (2.7)
∑
k
[cos(kxa0) + cos(kya0)]WQ(k) = 0. (2.8)
Let us first discuss the constraint (2.7). The order pa-
rameter of Refs. 45,47 with the modulation along the
diagonals of BZ satisfies this condition. In the hot spot
approximation, it follows from the fact that the hot spots
connected by the diagonal wave vector always have an-
tiparallel Fermi velocities (see Fig. 1) and therefore the
magnitudes of the order parameters are equal to each
other. At the same time, this is not true anymore for the
CDW wave vector directed along a BZ axis: the Fermi
velocities at the connected hot spots are no longer an-
tiparallel to each other and moreover, have different an-
gles for hot spots around (0, π) and (π, 0). Then, there is
no reason for contributions from hot spots around (0, π)
and (π, 0) to have the same magnitudes and therefore the
constraint (2.7) is generally not fulfilled.
In the latter case, the absence of the s-form factor
(on-site) component of the charge modulation encoded
in (2.7) can be understood if one recalls that there is a
strong Coulomb repulsion between the holes on the Cu
atoms of the CuO2 lattice. In effective models, such as
the spin-fermion model, this interaction is assumed to
lead to antiferromagnetism and critical paramagnons44
when the order is destroyed. One can come to this result
(at least in principle) after integrating out high energy
4FIG. 1: The typical cuprate Fermi surface with eight hot
spots. The arrows represent the direction of the Fermi ve-
locities, while the dashed lines stand for possible CDW wave
vectors (see text).
degrees of freedom. This means, however, that the low-
energy (low-momentum) part of the Coulomb interaction
should still be present in the low-energy effective theory
and any additional (quasi) static modulation of the Cu
atoms should therefore cost a considerable energy. In this
situation, a charge distribution without any excess charge
on the Cu atoms can be quite favorable energetically.
The s’ constraint (2.8) turns out to be even more re-
strictive for models that assume that the CDW amplitude
is localized in the vicinities of the points of the Fermi sur-
face connected by the CDW wave vector (hot spots or,
as was recently suggested in13, tips of the Fermi arcs).
It is not difficult to consider the most general case for
such models. For both the directions of the CDW there
are only 4 such points (Fig. 2), regardless of the two
modulation directions coexist (bidirectional) or not (uni-
directional).
Q/2 Q/2
1
2
3
4
1 2
3 4
Q/2
Q/2
FIG. 2: In order for the CDW wave vector Q to connect the
hot spots, the CDW order parameter W, Eq. (2.3), should be
localized at the points 1,2,3 and 4. Left part is for the order
parameter of the modulation along horizontal axis, right —
along vertical.
Taking these 4 relevant points of the FS we attribute
the order parameter valuesW1,W2,W3, andW4 to them.
Then, the charge modulations on the atoms with a wave
vector Q take the simple form (we take Q along x for
example)
δnCu = 2e
iQr(W1 +W2 +W3 +W4) + c.c., (2.9)
δnOx =
p
4
eiQr(W1 +W2 −W3 −W4) + c.c.,
δnOy = −
p
4
eiQr(W1 +W2 −W3 −W4) cos(Qa0/2) + c.c.
Calculating the modulation amplitudes for different
form factors we come to a rather universal ratio between
s’ (δns′) and d (δnd) components:∣∣∣∣δns′δnd
∣∣∣∣ = 1− cos(Qa0/2)1 + cos(Qa0/2) (2.10)
irrespective of the values of CDW amplitudes at the spots.
This ratio holds for both orientations of the CDW wave
vector.
Evaluating the ratio in Eq. (2.10) for Q = 0.25∗2π/a0
(taken from Ref. 18) we find approximately that it equals
0.17. This result clearly violates the experimental bound
s′/d < 1/11.1 ≈ 0.09 obtained in Ref.18 indicating that
the order parameter cannot be concentrated in small re-
gions of hot spots (whatever this term means) and one
has to consider contributions coming from broader re-
gions of BZ. One should note that this experimental
bound is quite conservative because there is no well de-
fined peak observed in the s’ channel.
In contrast, the result for YBCO5 is different. Taking
the experimental modulation vector Q = 0.31 ∗ 2π/a0
we obtain the value 0.28 which is approximately equal to
the value 0.27 suggested in Ref. 5. Therefore, this result
does not rule out a possibility that the order parameter
in YBCO is localized as a function of the momentum near
certain points of the BZ.
We note that in Ref. 18 the function
WQ(k) = B [cos(kxa0)− cos(kya0)] , (2.11)
where B is a constant, was used to describe experimen-
tal data. This form of the order parameter clearly obeys
both the constraints (2.7, 2.8). However, one can show
that it contradicts the assumption that the main con-
tributions come from the vicinity of the Fermi surface.
The absolute value of the order parameter WQ (k), Eq.
(2.11), has maxima at the antinodal points (0, π/a0) and
(π/a0, 0). Indeed, considering, for example, the x-CDW
one is to conclude that, while the point (0, π/a0) is lo-
cated in the middle between the nested parts of the Fermi
surface that can be connected by a vector (Q, 0), this
vector actually connects two points that are located well
below the Fermi surface (see Fig. 3) in the antinodal
region near the point (π/a0, 0) .
The present consideration shows that, in order to ob-
tain a true d-form factor density wave with a wave vec-
tor directed along x or y axes, one has to formulate the
problem in the full antinodal region not restricted to
the vicinities of the points connected by the wave vec-
tor. Formulating a model of interacting fermions one
should thus include a possible strong overlap between
5Q/2 Q/2
Q/2 Q/2
FIG. 3: The CDW amplitude from Eq. (2.11) is maximal at
the dots in the middle of the edges of BZ.
different hot spots. This can be done assuming that the
band dispersion near the antinodes is shallow, such that
|ε(0, π/a0)−EF | is of the order of the CDW pairing scale
(ε (kx, ky) stands for the energy spectrum and EF is the
Fermi energy).
Actually, this assumption agrees very well with the
results of ARPES experiments demonstrating that the
pseudogap developing in the antinodal regions can be of
the same order of magnitude or larger than |ε(0, π/a0)−
EF | (for Bi220163,64 and Bi221265,66, especially for the
antibonding band). In the framework of the SF model
one can associate the pseudogap scale with the charac-
teristic gap of the model (b in Ref. 47). As the gap scale
is numerically considerably smaller than the SF interac-
tion scale Γ47, assuming that |ε(0, π/a0)−EF | is smaller
than Γ is a reasonable assumption for the underdoped
cuprates (see also Fig.4). Moreover, the dependence of
the energy scale Γ on doping should be weak, unlike the
pseudogap and CDW scales which allows to use the ap-
proximation above even in the region where pseudogap
or CDW become small.
In the next Section we introduce an extended spin-
fermion model capable of taking into account the con-
straints imposed by the experimental facts.
III. EXTENDED SPIN-FERMION MODEL AND
GENERAL MEAN FIELD EQUATIONS.
The original SF model has been written44 assuming
that a Mott insulator is formed due to a very strong
Coulomb repulsion on the Cu atoms and then destroyed
by doping. The philosophy of the SF (semi) phenomenol-
ogy is based on integrating out high energy degrees of
freedom determining the antiferromagnetic quantum crit-
ical point (QCP). After this procedure is performed one
is left with low-energy fermions and a critical mode de-
scribing antiferromagnetic fluctuations near QCP. There
are recent attempts to derive the SF model from, e.g.
t-J model82. Unfortunately, the general effective model
derived in that work is still not sufficiently simple for ex-
plicit calculations. Therefore, we prefer to use a simpler
SF model that allows one analytical study in the metallic
region near the QCP.
Using this model one can come to such low en-
ergy phenomena as superconductivity44, obtain a CDW
instability45,47, and study a competition between super-
conductivity and CDW using a σ-model with a composite
fluctuating order parameter47,49,50. Calculations based
on the σ-model show that there is a region of tempera-
tures where only short range correlations of a mixture of
superconducting and CDW orders exist and this region
has been identified with the pseudogap state47.
All these results have been obtained assuming that
important contributions come only from fermions with
momenta close to the Fermi surface. In this limit one
could linearize the spectrum of the fermions, which is
a standard procedure when performing calculations in
the weak coupling limit. Moreover, most important were
only small parts of the Fermi surface in the vicinity of so
called “hot spots”˙. It was assumed also that the Coulomb
interaction could only be important for determining pa-
rameters of the low energy effective SF model but it was
not present explicitly there.
Actually, these assumptions are not universally appli-
cable when describing cuprates and we assume the fol-
lowing new features of the SF model.
1) Interaction effects are strong not only in the im-
mediate vicinities of the hot spots but in the full antin-
odal region. Quantitatively this means that the energies
µ0 = {|ε(0, π/a0)− EF |, |ε(π/a0, 0)− EF |} are smaller
or of the same order as the interaction energy scale. The
spectrum ε (p) along the edge of the BZ is represented in
Fig. 4. In reality, the values of µ0 can be smaller than
E
Fμ
0
a) b) μ
0
PG
FIG. 4: Definition of µ0: a) Cut of the electron dispersion
near the antinode (region shown by the line in the inset)
b)Dispersion at different temperatures obtained from ARPES
experiment63, with µ0 shown. Note that the pseudogap seen
in the low-temperature dispersions is clearly larger than µ0.
the pseudogap energy and are of order of several hun-
dred Kelvin63–66. In this situation, one has to go beyond
the vicinity of the FS where the spectrum cannot be lin-
earized. Indeed, we will see that results concerning the
charge order45,47,48 drastically change if the spectrum in
the antinodal regions is treated more accurately. There-
fore, the fermionic part of the correct SF model should
contain the whole spectrum ε (p) of the fermions in the
antinodal regions in order to enable one to consider shal-
low profiles of the energy spectra.
2) Following the idea of integrating out high energy de-
6grees of freedom in a microscopic model there is no reason
to neglect at the end the low-energy and -momentum part
of the Coulomb interaction. In contrast, it is quite nat-
ural to treat it together with the critical mode on equal
footing. This can especially be important if a static CDW
is formed and the excess charges interact with each other
electrostatically. In addition, the Coulomb interaction
affects the competition between superconductivity and
charge orders reducing the former and enhancing the lat-
ter.
The action S for the extended spin fermion model ca-
pable to take into account 1) and 2) can be written in
the form
S = S0 + Sψ + Sφ + Sc (3.1)
In Eq. (3.1), S0 stands for the action of non-interacting
fermions (electrons)
S0 =
∫
χ† (X) [∂τ + ε (−i∇r)− µ0]χ (X)dX, (3.2)
where X = (τ, r) , while
Sψ = λ
∫
χ† (X)~σ~φ (X)χ (X)dX, (3.3)
describes the interaction of the fermions with the effective
exchange field ~φ (τ, r) of the antiferromagnet. In Eqs.
(3.2, 3.3), χ is the anticommuting fermionic field with
two spin components, ~σ is the vector of Pauli matrices,
and τ is the imaginary time. The fermionic field χ has
two spin components
χ =
(
χ1
χ2
)
(3.4)
The second term in Eq. (3.2) stands for the fermion
energy operator, and µ0 is the chemical potential counted
from ε(π, 0) or ε(0, π). At the moment, we do not make
any assumption about the form of the fermion operator
ε (−i∇r). A proper form of this operator will be chosen
when making explicit calculations.
The Lagrangian Sφ for the slow exchange field ~φ is
written near QCP as
Sφ =
1
2
∫ [
~φ (X)
[
Dˆ−10 +
g~φ2 (X)
2
]
~φ (X)
]
dX. (3.5)
The propagator Dˆ0 describes the spectrum of the anti-
ferromagnetic paramagnons near QCP and we chose it in
the form
Dˆ−10 = −v−2s
∂2
∂τ2
+2a−20
[
1− cos [a0 (−i∇+QAF )]
]
+ a.
(3.6)
where QAF = (π/a0, π/a0). In Eq. (3.6), vs is the veloc-
ity of the spin waves, a characterizes the distance from
QCP (a > 0 on the metallic side and a < 0 in the AF
region). We note, that44 the polarization corrections will
strongly affect the paramagnon dynamics at low frequen-
cies, introducing the Landau damping term ∼ |ωn| into
the propagator. In this Section we study the order pa-
rameter symmetry properties at the qualitative level and
do not consider these. However, they are fully taken into
account in the calculations presented in Section IVB.
The last term Sc in Eq. (3.1) describes the Coulomb
interaction between slowly fluctuating charges. We write
this term in the form
Sc =
1
2
∫
Vc (X −X ′) (3.7)
× (χ† (X)χ (X)) (χ† (X ′)χ (X ′)) dXdX ′.
As the high energies and momenta are assumed to have
been integrated out, the interaction Vc (X −X ′) in Eq.
(3.7) is a low-energy part of the screened Coulomb inter-
action. It slowly varies on atomic scales as a function of
coordinates and times and vanishes for fast variations.
Neglecting the quartic interaction and averaging over
~φ (τ, r) with the help of Eq. (3.5, 3.6) one comes to the
effective fermion-fermion interaction due to exchange by
the paramagnons
Sint = −λ
2
2
∫
D−10 (X −X ′) (3.8)
× (χ† (X)~σχ (X)) (χ† (X ′)~σχ (X ′)) dXdX ′
where X = (τ, r).
The total fermion-fermion interaction Stot equals
Stot = Sint + Sc, (3.9)
and the partition function Z for the model introduced
takes the form
Z =
∫
exp [−S0 [χ]− Stot [χ]]Dχ. (3.10)
Considering both charge orders and superconductivity
on equal footing is convenient with the help of vectors Ψ
defined as47
Ψ =
1√
2
(
χ∗
iσ2χ
)
, Ψ† =
1√
2
( −χt −χ†iσ2 ) ,
(3.11)
where “t” stands for transposition. This is a stan-
dard Gor’kov-Nambu representation and χ is the two-
component spinor, Eq. (3.4).
Then, one can come to an order parameter
Q (X,X ′) =
〈
Ψ(X)Ψ† (X ′) τ3
〉
, (3.12)
(τ3 is Pauli matrix in the Gor’kov-Nambu space) contain-
ing pairings in both particle-hole and superconducting
channels. Singlet pairing is most energetically favorable
and in this case one can represent the order parameter
in a form of a 4× 4 matrix
M = Iσ ⊗ Mˆ (3.13)
7Mˆ (X,X ′) = τ3
(
Wˆ (X,X ′) + ∆ˆ (X,X ′)
)
. (3.14)
In Eq. (3.14) matrices Wˆ (X,X ′) and ∆ˆ (X,X ′) equal,
Wˆ (X,X ′) =
(
W ∗ (X,X ′) 0
0 W (X,X ′)
)
(3.15)
and
∆ˆ (X,X ′) =
(
0 ∆∗ (X,X ′)
−∆(X,X ′) 0
)
(3.16)
where ∆ (X,X ′) = ∆ (X ′, X) and W (X,X ′) =
W ∗ (X ′, X) are order parameters for singlet supercoduc-
tivity and charge modulation, respectively, and Iσ is the
unit matrix in the spin space. We will see later that both
the order parameters have d-wave symmetry.
A detailed description of the charge and superconduct-
ing orders can be performed decoupling the electron-
paramagnon and Coulomb interactions with a Hubbard-
Stratonovich transformation. As a result of this decou-
pling, one can reduce the original integral Z over the
fermionic fields, Eq. (3.10), to an integral over slowly
varying in space and time matrices Q. Calculation of
the latter integrals is carried out by finding saddle points
determined by mean field equations and integrating over
fluctuations near these points.
Details of this calculation are presented in Appendix
B. Here we write only the mean field equations keeping
the matrix form of the order parameter Q (X,X ′)
−Mˆ (X,X ′) = δ (X −X ′) τ3
∫
Vc (X −X1)
×tr [τ3G (X1, X1)] dX1 − Vc (X −X ′) τ3G (X,X ′) τ3
+3λ2D (X −X ′)G (X,X ′) , (3.17)
where the Green’s function G (X,X ′) satisfies the equa-
tion (
Hˆ0 − Mˆ
)
G (X,X ′) = −δ (X −X ′) , (3.18)
Hˆ0 = ∂τ − [ε (−iτ3∇r)− µ0] τ3, (3.19)
and D is a propagator of critical excitations screened by
electron-hole fluctuations.
The symbol tr stands for the trace over elements of
the matrix M . In the absence of the Coulomb interac-
tion Vc (X −X ′), Eqs. (3.17-3.19) correspond to those
derived in Ref. 47. If, in addition, one linearizes the
spectrum near the Fermi surface the matrix τ3 completely
drops out from Eq. (3.17, 3.18) and the system becomes
degenerate with respect to superconducting and charge
modulation states (matrix elements ∆ and W ). Fluctu-
ations between these states can be strong leading to the
pseudogap state47.
However, in the mean field approximation, the charge
modulation states and superconductivity are generally
not degenerate and can be considered separately. Taking
the off-diagonal part of the matrix Mˆ (X,X ′) we obtain
for the superconducting order parameter
∆ˆ (X,X ′) =
1
2
[
3λ2D (X −X ′) + Vc (X −X ′)
]
×
[(
Hˆ0τ3 + ∆ˆ
)−1
−
(
Hˆ0τ3 − ∆ˆ
)−1]
X,X′
. (3.20)
Eq. (3.20) has solutions for d-wave symmetry of the
order parameter. The low-energy part of the Coulomb
interaction Vc (X −X ′) in Eq. (3.20) hinders the super-
conductivity. At the same time, the non-linearity in the
spectrum obstructs the charge modulation and one can
expect a competition between these two states.
As concerns the charge modulation, we write the equa-
tion for Wˆ (X,X ′) in the form
Wˆ (X,X ′) = δ (X −X ′)
∫
Vc (X −X1) (3.21)
×tr
[(
H0τ3 − Wˆ
)−1]
X1,X1
dX1
+
[
3λ2D (X −X ′)− Vc (X −X ′)
] [(
H0τ3 − Wˆ
)−1]
X,X′
The quadrupole density wave with the diagonal
modulation45,47 has already the d-wave symmetry and
the first term in R.H.S. of Eq. (3.21) (Hartree-type of
the contribution) vanishes in this case. At the same time,
states with a charge modulations along the bonds are
very sensitive to the classical part of the Coulomb in-
teraction described by this term. The expression under
the trace is the full excess charge in the unit cell and
it is energetically favorable to have quadrupole-like con-
figurations for which this term vanishes. It is the first
term in R.H.S. of Eq. (3.21) that generally leads to the
d-form factor symmetry of the charge modulation even
if the latter is not directed along the diagonals of the
lattice. The sign of the Fock-type of the contributions
of the Coulomb interaction Vc (X −X ′) in Eq. (3.21) is
opposite to the one in Eq. (3.20) and this interaction
enhances the charge modulation.
Eqs. (3.20, 3.21) can be rewritten in the momentum
and frequency representation and solved explicitly. De-
pending on the parameters, Eqs. (3.20, 3.21) allow not
only solutions for superconductivity and charge modula-
tion with a finite vector Q but also an intracell charge
modulation with Q = 0 leading to a reconstruction of
the FS. The latter corresponds to a Pomeranchuk insta-
bility and we will demonstrate in the next Section that it
can be in a certain region of the parameters the strongest
instability in the system. We also note that in this Sec-
tion we have not considered the normal-state interaction
effects, e.g. fermion self-energy and polarization effects.
These effects turn out to be important and they are fully
taken into account in Section IVB.
8IV. POMERANCHUK INSTABILITY AND
RECONSTRUCTION OF THE FERMI SURFACE.
We concentrate now on studying the charge order for-
mation in the “hot regions” of the FS approximately con-
nected by the antiferromagnetic wave vector (π/a0, π/a0)
(see Fig. 5). At the moment, we neglect the possibility
of the superconducting transition. This assumption can
be justified by the presence of the long range part of
the Coulomb interaction in Eqs. (3.20, 3.21). We as-
sume that it is essential only inside the hot regions, thus
enhancing the charge modulation, Eq. (3.21), and hin-
dering the superconductivity, Eq. (3.20).
It is important to emphasize that we consider the situ-
ation when eight hot spots of the traditional SF model44
strongly overlap due to the shallow profile of the spec-
trum near the antinodes and we have effectively two hot
regions 1 and 2 (see Fig. 5). In order to simplify the
calculations, we assume that the Coulomb interaction is
large at small momenta and the Hartree contribution in
Eq. (3.21) is very large unless the excess intra-unit-cell
charge in the language of the one band model is equal to
zero. The latter condition excludes any charge on the Cu
atoms or, in other words, the s-form factor component of
the charge distribution. Moreover, the s’-component can
also be neglected due to smallness of (cos kx + cos ky) in
the antinodal region.
Therefore, we can analyze the mean field equation
(3.21) assuming from the beginning the d-form factor
symmetry of the charge modulations. Of course, the
solution of Ref.47 automatically satisfies this condition.
However, we will see in this section that it is not always
most energetically favorable. We proceed with seeking
for solutions of Eq. (3.21) for arbitrary modulation vec-
tors Q and find the one providing the highest transition
temperature. As the interaction of electrons via param-
agnons is frequency dependent, it is not possible to obtain
a full analytical solution. Moreover, there one needs to
modify the equation (3.21) to include the normal-state
self energy corrections. This will be done essentially as
in Ref.47. However, the mechanism of the charge or-
der formation can be understood analytically consider-
ing a simplified model with a frequency and momentum
independent inter-region repulsion replacing the origi-
nal electron-electron interaction via paramagnons. This
study is presented in the next Subsection IVA followed
by a numerical investigation of the original SF model in
Subsection IVB.
A. Simplified Model
We consider two regions of the Fermi surface surround-
ing the antinodes 1 and 2 in Fig. 5. We assume a mo-
mentum and frequency independent repulsive interregion
interaction and consider only d-form factor charge insta-
1
2
FIG. 5: BZ with regions 1 and 2.
bilities with an arbitrary wave vector Q
W1 = 〈χ1∗p+Q/2χ1p−Q/2〉 = −W2 = −〈χ2∗p+Q/2χ2p−Q/2〉.
(4.1)
The form of the order parameter specified by Eq. (4.1)
guarantees d-form factor and thus evades the on-site re-
pulsion (first term in R.H.S. of Eq. (3.21)). We can solve
the mean field equation (3.21) for WQ for an arbitrary
modulation vector Q.
As we are interested in the situation when the Fermi
energy is not far from the (0, π), (π, 0) points in the elec-
tron spectrum, we expand the energy ε1,2(p) of the orig-
inal Hamiltonian, Eq. (3.19) around them
ε1p = αp
2
x − βp2y − µ0, ε2p = αp2y − βp2x − µ0 (4.2)
where µ0 is the Fermi energy counted from the saddle
points. Moreover, we will use an averaged dispersion over
py(x) for region 1(2). This is justified if β ≪ α (small
curvature) but one can also study the qualitative effect
of increasing the curvature within this approximation.
Then, we write the effective dispersion in the form
ε1p = αp
2
x − µ, ε2p = αp2y − µ, (4.3)
where µ = µ0 + 〈βp2‖〉. We use Eq. (4.3) instead of Eq.
(4.2) because this approximation simplifies the calcula-
tions but, at the same time, we do not expect an essential
difference of results even when β is of the same order as
α. We see that the presence of the curvature leads to
an effective increase of the energy µ in the antinodal re-
gions. Having in mind applications to cuprates one can
say that µ varies with the hole doping decreasing down
to the point where the FS closes becoming electron-like
(µ0 = 0) and further as one goes into the overdoped
regime. The parameter α can, on the contrary, be con-
sidered as independent of the doping. The mean field
Lagrangian LMF for the described model can be written
in the form
LMF =
|WQ|2
λ0
+
∑
p,ν=1,2
[
χν†p [∂τ + εi (p)]χ
ν
p (4.4)
+ (−1)ν−1
(
W ∗Qχ
ν†
p+Q/2χ
ν
p−Q/2 +WQχ
ν†
p−Q/2χ
ν
p+Q/2
) ]
,
where WQ ≡W2.
The charge instabilities can rather easily be analyzed in
this model minimizing the free energy with respect to the
9order parameter and linearizing the obtained equations
near the transition point TCO. Then, we come to a simple
equation replacing Eq. (3.21) for the model considered
here
1
2
∑
p,ν=1,2

 tanh
ενp+Q/2
2TCO
− tanh ε
ν
p−Q/2
2TCO
εν
p+Q/2 − ενp−Q/2

 = 2λ0 (4.5)
Our goal is to find the modulation vectorQ = (Qx, Qy)
yielding the maximal TCO for different values λ0, α, µ.
First, one can notice using Eq. (4.3) that the L.H.S.
of (4.5) is a sum of two identical functions with differ-
ent arguments f(Qx, TCO) + f(Qy, TCO), where the first
term corresponds to ν = 1 and the second one to ν = 2.
The temperature TmaxCO is finite because f is a decreasing
function of TCO for any Q for sufficiently large T (one
can see, making the integral in Eq. (4.5) dimensionless
and neglecting
√
α/TCOQx(y), µ/TCO, that it decreases
as ∼ 1/√TCO).
One can see now that the highest value of TCO will be
obtained for Qy, Qx maximizing the L.H.S . In the case
under consideration, it implies that both f(Qx, TCO) and
f(Qy, TCO) should be maximal.
It follows then that the leading instability corresponds
to Qmaxy = Q
max
x and we come to the conclusion that
for finite Qmaxx,y 6= 0 the diagonal orientation of the CDW
wave vector is most favorable. This correlates with the
results of the previous study45,47,48.
However, these simple arguments do not exclude an
order parameter with Qmaxy = Q
max
x = 0. Of course,
such an order parameter would no longer correspond to
a CDW, as is evident from (4.4). Instead, the resulting
phase would be characterized by a C4-symmetry breaking
deformation of the Fermi surface known in the literature
as d-wave Pomeranchuk instability71. As follows from
Eq. (2.1), such a deformation leads to a redistribution
of the charge density between px and py oxygen orbitals
(see Fig. 6). An important property of this state is that
it does not open a gap in the antinodal regions. As will
be shown in Section V, this leaves the antinodal regions
susceptible to further instabilities.
The main result of this Section is that the state with
Q = 0 is indeed possible in the model considered here in
a certain region of parameters. To distinguish the order
parameter for this state from the one W for the con-
ventional CDW we denote it as P and demonstrate that
its finite values are really possible in the model consid-
ered. As we have understood, most favorable should be
the state with Q =(Q,Q) maximizing the L.H.S. of Eq.
(4.5).
In other words, we have to find the maximum of the
integral I (Q) ,
I (Q) =
∫
dp
2π
tanh α(p+Q/2)
2−µ
2TCO
− tanh α(p−Q/2)2−µ2TCO
2αpQ
,
(4.6)
as a function of Q. Writing Eq. (4.6) we have used Eq.
(4.3) and therefore the integrand does not contain the
orthogonal momentum p⊥. Integration over this momen-
tum is replaced by the multiplication by a constant Λ/2π,
where Λ≪ a−10 is the size of the relevant antinodal region
in the momentum space. The remaining integral over the
momentum p converges and we can extend the integra-
tion limits in the integral I (Q) , Eq. (4.6), to infinity.
This justifies our assumption that the order parameter
does not depend on the momentum. Changing the vari-
ables of the integration in Eq. (4.6) to x = p
√
α/2TCO
we reduce the integral I (Q) to the form
I (Q) =
I¯ (q)
8π
√
2TCOα
(4.7)
with
I¯ (q) =
∫ ∞
−∞
[
tanh
(
(x+ q)2 − µ
2TCO
)
(4.8)
− tanh
(
(x − q)2 − µ
2TCO
)]dx
qx
where q =
√
α
2TCO
Q/2.
One can clearly see from Eq. (4.8) that the position of
the maximum is governed by the dimensionless parame-
ter
κ =
µ
2TCO
, (4.9)
where TCO is an increasing function of λ0. Numerical
integration in Eq. (4.8) shows that there exists a critical
value κcr of the parameter κ when the maximum shifts
from finite q to q = 0. This value can be found analyt-
ically by expanding the function I¯ (q) , Eq. (4.8), in q.
The expansion can be written as
I¯ (q) = I¯ (0)− b (κ) q2, (4.10)
where
I¯ (0) =
∫ ∞
0
8
cosh2 (x2 − κ)dx (4.11)
and84
b (κ) =
16
3
∫ ∞
0
sinh(x2 − κ)
cosh3(x2 − κ)dx. (4.12)
Eq. (4.11) shows that I¯ (0) > 0 for any κ. The de-
pendence of b (κ) on κ is more interesting. Numerical
evaluation of the integral b (κ) leads to the result that
b (κ) > 0 for κ < κcr and b (κ) < 0 for κ > κcr, where
κcr = 0.55. (4.13)
Negative values b (κ) mean that the maximum of
L.H.S. of Eq. (4.5) cannot be located at Q = 0 and finite
Q are more favorable. This corresponds to the results
of Refs.45,47,48 obtained in the limit TCO ≪ µ. Positive
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values of b (κ) signal that the charge order with diagonal
modulations does not appear and one comes to the state
with Q = 0. So, this state can show up when its tran-
sition temperature is higher than the distance µ0 of the
Fermi energy from the saddle point of the spectrum.
It is interesting to note that the same value of κ = κcr
leads to the equality
df(0, κcr)
dµ
= 0 (4.14)
for the function f (Q, κ) introduced below Eq. (4.5).
This derivative is negative for κ > κcr and positive for
κ < κcr. This implies that, provided the Pomeranchuk
instability is the leading one, an increase of the hole dop-
ing will result in growing L.H.S. of (4.5) and, hence, de-
creasing the Pomeranchuk transition temperature TPom.
It is useful to obtain analytical expressions for the tran-
sition temperature Tpom and the value of the order pa-
rameter P (0) at zero temperature. Taking Q = 0 in Eq.
(4.5) and introducing the dimensionless units in the in-
tegral one obtains
Tpom =
1
8α
(
λ0Λ
4π2
)2 [∫
dx
1
cosh2(x2 − µ/2Tpom)
]2
(4.15)
The integral in Eq. (4.15) is a slow function of µ/2Tpom
when µ/2Tpom ∼ 1 and is approximately equal to 2.
Then, one has finally
Tpom ≈ 1
2α
(
λ0Λ
4π2
)2
(4.16)
Note that the critical temperature Tpom is proportional
to the square of the coupling constant λ0 and, in con-
trast to BCS-like formulas, can be quite high even for
comparatively small values of λ0.
To find P (0) one has to first derive a self-consistency
equation from Eq. (4.4) by taking Q = 0. This leads to
the following equation
1
2
∑
p
[
tanh
ε1p + P (T )
2T
− tanh ε
2
p − P (T )
2T
]
=
2P (T )
λ0
.
(4.17)
In the limit T → 0 the hyperbolic tangent can be re-
placed by the sign function, and the integration over the
momenta is performed assuming that |P (0)| > µ. This
leads to the following equation
|P (0)|
λ0
=
Λ
4π2
√
µ+ |P (0)|
α
(4.18)
The solution of the resulting quadratic equation minimiz-
ing the free energy can be written as
|P (0)| ≈ TPom +
√
T 2Pom + 2µTPom > µ, (4.19)
where we have used Eq. (4.16) for TPom. The inequality
(4.19) follows from the condition κ < 0.55 that guaran-
tees that we are in the state with Q = 0 and justifies the
assumptions made when calculating the integral in Eq.
(4.17).
The non-zero values of the order parameter P (0) do
not lead to a gap in the fermionic spectrum but the Fermi
surface gets reconstructed and acquires a shape like one
of those represented in Fig. 6. This leads to the break-
FIG. 6: Pictorial representation of two possible shapes of the
Fermi surface below the Pomeranchuk transition and the cor-
responding intra-unit-cell charge redistributions.
ing of the C4 symmetry of the original charge distribution
and to opposite excess charges located on x and y orbitals
of the O-atoms. It is important to notice that the state
is degenerate because Eq. (4.17) allows both P (T ) and
−P (T ) solutions. As a result, two different configura-
tions of the Fermi surface are possible (one- dimensional
anisotropy along either x or y axis).
The results of this Subsection obtained in the frame-
work of the simplified model demonstrate that the Q = 0
charge modulation can indeed occur in the model spec-
ified by the Lagrangian LMF, Eq. (4.4). In the next
Subsection we consider a more realistic model of fermions
interacting via antiferromagnetic paramagnons and come
to similar conclusions also within that model.
B. Spin-Fermion Model.
We consider the same two regions of the Fermi surface
as in Fig. 5, with the single-particle spectrum given by
Eq. (4.3). The interaction is mediated by critical antifer-
romagnetic paramagnons as specified in Eqs. (3.1-3.6).
Limiting ourselves by consideration of the regions 1 and 2
as in Fig. 5 we reduce the model with the general action
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S, Eq. (3.1), to a model with the Lagrangian LSF
LSF =
∑
p,ν=1,2
χν†p [∂τ + εν (p)]χ
ν
p+
+
∑
q
~ϕ−q(−v−2s ∂2τ + q2 + a)~ϕq
+λ
∑
p,q
[
χ1†p+q~ϕq~σχ
2
p + χ
2†
p+q~ϕq~σχ
1
p
]
,
(4.20)
Writing Eq. (4.20) we have omitted the Coulomb inter-
action. Its effect will be taken into account by assuming
the d-form factor symmetry of the charge configurations.
In addition, the presence of the Coulomb interaction is
important to reduce the superconducting critical temper-
ature, such that the Pomeranchuk transition temperature
TPom is the highest critical temperature in the model.
1. Normal state properties.
First, we study the normal state (high temperature)
properties of this model because they are different from
those obtained in standard considerations in the vicinity
of the Fermi surface. The Green’s functions for fermions
and paramagnons have the form
Gναβ(iεn,p) =
δαβ
iεn − εν(p)− Σν(iεn,p) , (4.21)
Dmm′(iωn,q) = − δmm
′
(ωn/vs)
2
+ q2 + a+Π(iωn,q)
.
We calculate the self-energy Σ and polarization operator
Π using the same self-consistent approximation as in Ref.
47 represented by diagrams in Fig. 7.
= +
1 1 1 2 1
= +
FIG. 7: Feynman diagrams for fermionic and bosonic propa-
gators illustrating the approximations used.
The self-consistent approximation used in Ref. 47 was
justified by introducing an artificial small angle δ be-
tween the hot spot Fermi velocities but this is impossible
for the present consideration of the antinodal regions.
Fortunately, one can introduce another small parameter
justifying the approximation which turns out to be quite
realistic. At the moment, we neglect the momentum de-
pendence of Σ and Π and justify this approximation later.
Introducing notations
if(εn) ≡ iεn − Σ(εn) (4.22)
(λ/vs)
2Ω(ωn) ≡ (ωn/vs)2 +Π(ωn), (4.23)
one obtains
f1(2)(εn)− εn (4.24)
= −3iλ2T
∑
ωm,q
D(iωm,q)G
2(1)(εn − ωm,p− q),
(λ/vs)
2
Ω(ωn)− (ωn/vs)2
= 2λ2T
∑
εn,p
[
G1(p+ q, εn + ωn)G
2(p, εn) (4.25)
+G2(p+ q, εn + ωn)G
1(p, εn)
]
.
Let us now perform the integration over the momenta.
First, we calculate the integral in the electron self-energy∫ −1
λ2Ω(ε′n − εn) + (p− p′)2 + a
1
if(ε′n)− αp′2l + µ
d2p′
(2π~)2
, (4.26)
where l stands for x or y. Provided the fermionic propa-
gator is more “sharp” in the momentum space then the
bosonic one, one can perform the momentum integra-
tion for the propagators independently, neglecting the
term (p− p′)2l in the bosonic propagator. Estimating the
“width” of G as
√
µ/α and that of D as
√
a we come to
the condition µ/α ≪ a. In the SF model the parame-
ter a has the meaning of the inverse square of magnetic
correlation length ξ−2. Therefore, to clarify the physical
meaning of this inequality we rewrite it as
µv2s/α≪ (vs/ξ)2. (4.27)
This can be a reasonable assumption, especially taking
into account that ξ cannot become infinitely large at fi-
nite temperatures (see SI of Ref. 47). At the same time,
we expect the conclusions of our study to be applicable
at least qualitatively even if the inequality (4.27) does
not hold. Performing the integration one obtains for the
integral (4.26)
1
(2π)2
π2√
α
(4.28)
×
∑
ε′n
1√
(λ/vs)
2
Ω(εn − ε′n) + a
sgn(Re[f(ε′n)])√
if(ε′n) + µ
,
where f(εn) ≡ f1(εn) = f2(εn). This expression mani-
festly does not depend on momentum p.
The integral over the momentum in the polarization
operator Π reads∫
d2p
(2π)2
1
if1(εn + ωn)− α(p1 + q1)2 + µ
× 1
if2(εn)− αp22 + µ
(4.29)
The momenta in the fermion propagators are indepen-
dent and therefore the result of the integration depends
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only on the incoming bosonic frequency. Then, the inte-
gral (4.29) equals
1
(2π)2
π2
α
∑
εn
sgn(Re[f(εn)])√
if(εn) + µ
sgn(Re[f(εn + ωn)])√
if(εn + ωn) + µ
.
(4.30)
Introducing an energy scale
Γ =
(
λ2vs√
α~2
)2/3
(4.31)
and dimensionless variables f¯ = f/Γ, µ¯ = µ/Γ, ω¯ = ω/Γ,
Ω¯ = λ2Ω/Γ2, and a¯ = a (vs/Γ)
2
we can write equations
corresponding to Fig. 7 in a dimensionless form
f¯(ε¯n)− ε¯n (4.32)
= 0.75T¯
∑
ε¯′n
1√
Ω¯(ε¯n − ε¯′n) + a¯
sgn(Re[f(ε′n)])√
if¯(ε¯′n) + µ¯
,
Ω¯(ω¯n)− ω¯2n = (4.33)
= −T¯
√
v2s/α
Γ
∑
εn
sgn(Re[f(εn)])√
if¯(ε¯n) + µ¯
sgn(Re[f(εn + ωn)])√
if¯(ε¯n + ω¯n) + µ¯
.
One can see that there are three dimensionless param-
eters av2s/Γ
2, µ/Γ and
√
v2s/αΓ that determine the be-
havior of the system. The last parameter is especially
important because it enters the polarization operator but
not the fermionic self-energy thus distinguishing between
them. One can also check that the same parameter en-
ters the renormalization of the vertex part because it
contains an integral over two electron Green’s functions
as in the polarization operator. Therefore, in the limit√
v2s/αΓ ≪ 1, one comes to a conclusion that the ver-
tex corrections can be neglected and the polarization op-
erator might be important only at very low Matsubara
frequencies due to its linear dependence on ω¯n.
To estimate the energy scales µ and v2s/α we use exper-
imental data for cuprates. From ARPES data on Bi-2201
presented in Refs. 63,64 we deduce µ = |ε(π, 0)−EF | =
25 meV and α = µ/p2F ≈ 4.7 · 103 meVA˚2 (lattice con-
stant is 5.44 A˚). As there are no inelastic neutron scat-
tering data available for Bi-2201, we will use the value
of vs = 200 meVA˚ for Bi-2212 from Ref. 83. Then, for
v2s/α we obtain the value ≈ 9 meV. As will be shown
later, our scenario works well for µ¯ < 0.1 and thus, tak-
ing small values of
√
v2s/αΓ is reasonable.
We can also estimate the region of the magnetic cor-
relation lengths ξ where the momentum-integrated equa-
tions are quantitatively correct as ξ < 13A˚. This cor-
responds to the correlation lengths of the size of several
unit cells. As we consider relatively high temperatures
T ∼ T ∗, the critical correlation length ξ does not need
to be very large in our theory. In what follows we will
present the results of calculations for
√
v2s/αΓ = 0.5, 0.1
and a¯ = 0.05.
We have solved the equations (4.32, 4.33) numeri-
cally by iterating them until the convergence is achieved.
Previous treatments restricted to the vicinities of the
hotspots have found f¯(ε¯) to be purely real. This cor-
responds to changing the fermionic dispersion iεn →
if(εn). In the present case we have found that the
solution for f¯(ε¯) contains both real and imaginary
parts. The imaginary part of f¯(ε¯) consists of two
parts: a temperature-dependent constant c(T¯ ), and a
temperature-independent function of Matsubara frequen-
cies b(ε¯n). The constant part enters the fermionic prop-
agator as a renormalization of µ. As we have consid-
ered the problem only in the antinodal regions, this could
mean two things, namely, a temperature-dependent shift
of the chemical potential of the system or a deformation
of the Fermi surface. The latter effect would be possible
if this constant was momentum dependent outside the
regions considered here where our treatment is not ap-
plicable. However, as there is no experimental evidence
for such a temperature-dependent deformation, we as-
sume that c(T¯ ) can be absorbed into the chemical poten-
tial which is fixed by the total number of particles and
therefore can be considered constant at T ≪ EF .
The frequency-dependent part of Im[f¯(ε¯)] is presented
in Fig. 8 for several temperatures. One can see that the
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FIG. 8: Imf¯ as a function of the reduced Matsubara fre-
quency ε¯n = piT¯ (2n+1) for different temperatures. a¯ = 0.05,√
v2s/α
Γ
= 0.5, µ¯ = 0.05.
function b is clearly temperature-independent. To un-
derstand the physical meaning of this contribution one
can perform the analytical continuation of the result-
ing self-energy to real frequencies iεn → ε. At low fre-
quencies b(ε¯n) ≈ γ|εn| with γ > 0. One obtains then
δΣ(iεn) = γ|εn| → δΣ(ε) = −iγε. Thus, the physical
meaning of this contribution is a quasiparticle damping.
Note that the damping is linear in fermionic frequency in
contrast to the usual ε2 Fermi liquid dependence. This is
in accord with ARPES studies of the normal state that
show that the quasiparticles in the antinodal portions of
the Fermi surface are strongly damped.
The results for Ω(ωn) stay in line with the previous
treatment47 of the spin-fermion model. The imaginary
part of this function has been found in all cases to be
negligibly small (at the level of machine precision). The
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real part exhibits the linear Landau damping behavior at
small frequencies. The constant part Ω(0) does not di-
verge unlike the previous treatment and therefore one can
study the temperature dependence of the bosonic mass
a(T ) = a + (λ/vs)
2
Ω(0, T ). However, our calculations
have shown that this dependence is weak (at most, 10%
difference in the temperature region of interest) and so
we will keep the bosonic mass constant to simplify calcu-
lations.
2. Pomeranchuk order.
Now we will present numerical data for the emerging
charge orders. First, we will compare the critical temper-
atures TPom for the Fermi surface deformation and Tdiag
for the onset of the diagonal modulation. One can argue
in a similar way as in Subsection IVA, that there exists
a critical value of µ¯ below which the Pomeranchuk insta-
bility becomes the leading one (see Appendix C). On the
other hand, for large µ¯ one may linearize the spectrum,
which clearly leads to the diagonal CDW state47,48. One
can investigate the transition from one phase to the other
in more detail solving mean field equations numerically.
We do not consider now the superconducting phase as-
suming that it has been suppressed due to the Coulomb
interaction.
The equation for the Pomeranchuk d-wave symmetric
order parameter P (ε,p) can be written in the form
P (ε,p) (4.34)
= − T
2 (2π)
2
∑
ε′,ν=1,2
∫ [
3λ2D (ε− ε′,p− p′) + Vc (p− p′)
]
× (−1)ν−1 [(if (ε′)− εν (p′) + µ+ (−1)ν P (ε′,p′))]−1 dp′,
where the momentum integration is performed over the
antinodal region.
The critical temperature TPom can be found linearizing
this equation in P
P (ε,p) =
T
(2π)
2
∑
ε′
∫
dp′P (ε′,p′) (4.35)
×
[
3λ2D (ε− ε′,p− p′) + Vc (p− p′)
]
[f (ε′) + i (ε (p′)− µ)]2 ,
where ε (p) is either ε1 (p) or ε2 (p) .
Assuming that the order parameter does not depend
on p one can integrate over momenta and derive the final
equations for all P (ε).
f¯(ε¯n)− ε¯n = 0.75T¯
∑
ε¯′n
1√
Ω¯(ε¯n − ε¯′n) + a¯
sgn(Re[f(ε¯′n)])
2
[
1√
if¯(ε¯′n) + µ¯+ P¯ (ε¯
′
n)
+
1√
if¯(ε¯′n) + µ¯− P¯ (ε¯′n)
]
P¯ (ε¯n) = i · 0.75T¯
∑
ε¯′n
1√
Ω¯(ε¯n − ε¯′n) + a¯
sgn(Re[f(ε¯′n)])
2
[
1√
if¯(ε¯′n) + µ¯− P¯ (ε¯′n)
− 1√
if¯(ε¯′n) + µ¯+ P¯ (ε¯
′
n)
]
Ω¯(ω¯n)− ω¯2n = −
T¯
2
√
v2s/α
Γ
∑
ε¯n
[
sgn(Re[f(εn)])√
if¯(ε¯n) + µ¯+ P¯ (ε¯n)
sgn(Re[f(εn + ωn)])√
if¯(ε¯n + ωn) + µ¯− P¯ (ε¯n + ωn)
+
sgn(Re[f(εn)])√
if¯(ε¯n) + µ¯− P¯ (ε¯n)
sgn(Re[f(εn + ωn)])√
if¯(ε¯n + ωn) + µ¯+ P¯ (ε¯n + ωn)
]
.
(4.36)
Equations (4.36) are written neglecting the Coulomb in-
teraction Vc and are used for subsequent numerical com-
putations.
The sum and the difference of the terms in the square
brackets in the first two equations (4.36) guarantee the
d-wave symmetry of the solution for the order parame-
ter P (ε¯n). Equations (4.36) have been written for arbi-
trary temperatures but, as usual, their linearized version
is sufficient for calculation of the transition temperature
TPom.
For diagonal CDW order we will restrict ourselves to
calculation of the transition temperature using the lin-
earized equation
W¯diag(ε¯n) =
0.75T¯
2
∑
ε′n
W¯diag(ε¯
′
n)√
Ω¯(ε¯n − ε¯′n) + a¯
× sgn (Re[f(ε¯
′
n)])
f¯(ε¯′n)
√
if¯(ε¯′n) + µ¯
.
(4.37)
This equation has been solved numerically by the same
iteration procedure as the one used for solving Eqs. (4.32,
4.33). The summand in the R.H.S. has been taken in a
slightly non-linear form to improve the convergence (this
obviously does not change the Tdiag obtained). In Fig.
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FIG. 9: T¯Pom(µ¯) (dashed line) and T¯diag(µ¯) (dotted line) for
a¯ = 0.05,
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Γ
= 0.5(a), 0.1(b).
9 the results for TPom(µ¯) and Tdiag(µ¯) are presented for
a¯ = 0.05,
√
v2s/αΓ = 0.1, 0.5.
The crossings of the curves give the critical values
µ¯cr = 0.85 for the former case and µ¯cr = 0.12 for the
latter and determine the region TPom > Tdiag. In both
the cases there is both a critical value of µ¯ and a value
for which TPom is maximal but, unlike the simplified
model result, they do not coincide. The maximal val-
ues of µ/TPom in the case TPom > Tdiag are obtained at
µ¯cr and are (µ/TPom)cr = 5.5 and (µ/TPom)cr = 4.4 for
the two cases considered. These values are considerably
larger the value ≈ 1.1 obtained in the simplified model
from Eqs. (4.9, 4.13). As is shown in Appendix C, this
is a consequence of the renormalization of the fermionic
dispersion f¯(ε¯n). Assuming that TPom is of the order
of the pseudogap temperature but higher than the lat-
ter we conclude that the most appropriate values for µ¯
in the moderately underdoped regime should be around
0.03− 0.06.
This implies that TPom is of the same order of magni-
tude as µ (probably 2-3 times smaller), which makes it
quite possible that TPom > T
∗ ≥ TCDW . It is not sur-
prising then that a charge modulation with a diagonal
modulation vector has never been observed. According to
the present results, the Pomeranchuk instability prevails
changing the scenario for formation of the CDW. Forma-
tion of the diagonal modulation of Refs. 45,47 requires
considerably higher values of µ than those observed ex-
perimentally for the hole-doped cuprates.
Equations (4.36) allow one to compute the order pa-
rameter P (ε¯) as a function of the reduced temperature
T¯ and frequency ε¯. The result of the computation is
presented in Figs. 10,11.
The non-zero values of the Pomeranchuck order pa-
rameter result in a quasi-one-dimensional shape of the
Fermi surface like the one represented in Fig. 6. As a
result, the bond correlations 〈χ∗iχi+ax〉 and
〈
χ∗iχi+ay
〉
in the SF model differ from each other. Using the corre-
spondence between the bond correlations in the SF model
and charges on the O atoms on the CuO2 lattice (SI of
Ref. 47 and Appendix A) we conclude that the charges
on the Ox and Oy orbitals are different. The resulting
picture is displayed in Fig. 6.
The plot in Fig. 11 and the charge distribution in Fig.
6 are applicable at all temperatures below TPom only if
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FIG. 11: Dependence of the Pomeranchuk order parameter
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there are no other instabilities in this region. At the
same time, the Fermi surface remains ungapped below
TPom and there is no reason to exclude additional phase
transitions. In the next Section we will demonstrate that
a d-form factor CDW with modulation along the BZ axes
and d-wave superconductivity are indeed possible.
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V. CHARGE DENSITY WAVE AND
SUPERCONDUCTIVITY IN THE MODEL WITH
THE DEFORMED FERMI SURFACE.
A. CDW in the simplified model.
As in the previous Section, we consider first the sim-
plified model with the constant interaction between the
regions 1 and 2 in Fig. 5. Now we analyze d-form fac-
tor particle-hole instabilities at temperatures below the
Pomeranchuk transition temperature, T < TPom. As the
order parameter P (T ) only shifts the “chemical poten-
tials” µ in the regions 1 and 2, the equation for TCO (4.5)
remains intact provided the energy spectra ε1p and ε
2
p are
modified as
ε1p → αp2x − µ+ P (T ), (5.1)
ε2p → αp2y − µ− P (T ).
It follows then that the L.H.S. of Eq. (4.5) is a sum of
two functions that we have already analyzed. However,
the control parameters are different because instead of
κ (T ) = µ/2T , one has either κ− = (µ−P (T ))/2T in the
first region or κ+ = (µ+P (T ))/2T in the second one. As
|P (T )| grows when decreasing the temperature, it is clear
that below a certain temperature T < TPom the suscep-
tibility contribution from the second (from the first, if
P < 0) region will reach the maximum at a nonzero Q
directed along y(x). This happens because κ+ (T ) will
inevitably exceed κcr = 0.55 with decreasing the tem-
perature. In the other region the situation is more subtle
because, although µ − |P (T )| clearly decreases, so does
the temperature T . It is therefore important to under-
stand if (µ−|P (T )|)/2T can become larger than the crit-
ical value κcr = 0.55 when the maximum starts to move
from Q = 0 to finite Q. Let us concentrate on the case
P (T ) > 0.
An useful inequality can be derived introducing a func-
tion
A (T ) = |P (0)|
√
1− T/Tpom (5.2)
The function A (T ) cannot serve as a good approxima-
tion to P (T ) even in the vicinity of TPom because the
coefficient in the R.H.S. of Eq. (5.2) is smaller then
the one given by the solution of mean field equations.
For example, for the Ising model, the order parameter
P (T ) =
√
3A (T ) when T → TPom. Generally, the in-
equality
P (T ) > A (T ) (5.3)
holds.
The statement (5.3) can be proven using the fact that
P (0) = A (0) and P (TPom) = A (TPom). As both
the functions are monotonously decaying with T and
|dP (T ) /dT | < |dA (T ) /dT | as T → 0 (the function
P (T ) approaches P (0) exponentially in 1/T , while A (T )
does it linearly in T ), one comes the inequality (5.3).
This allows us to write the following inequalities
µ− P (T )
2T
6
µ−A (T )
2T
(5.4)
=
µT/TPom + µ(1− T/Tpom)−A (T )
2T
<
µ
2TPom
.
The inequality in the second line of (5.4) follows immedi-
ately from the inequality (4.19) and the definition of the
function A (T ), Eq. (5.2).
Inequalities (5.4) show that κ− (T ) < κPom, where
κPom = µ/2TPom. As we are below the Pomeranchuk
critical temperature TPom, we have κPom < κcr and,
hence, κ− (T ) < κcr. With this result we come to the
conclusion that the contribution of the region with the
Fermi surface shrinking due to the distortion has always
the maximum at the zero vector of modulation.
These simple arguments allow us to guarantee that
when decreasing the temperature the Pomeranchuk tran-
sition withQ = 0 is followed by a transition into a d-form
factor CDW state with the vector of modulation directed
along the axes of the BZ. For P (T ) > µ one comes to
the Fermi surface represented in the left part of Fig. 6
and the modulation vector is directed along the y-axis,
while for P (T ) < −µ the picture should be turned by
90◦. The above arguments do not exclude formation of
CDW even for −µ < P (T ) < µ but due to the inequality
(4.19) one inevitably has |P (T )| > µ at sufficiently low
temperatures.
Let us now estimate the transition temperature for
the CDW. We will carry out the calculations assuming
TCDW ≪ Tpom and checking this assumption afterwards.
In this limit one can approximate the function P (T ) by
its value P (0) at zero temperature, Eq. (4.19). Then,
the term in Eq. (4.5) having the maximum at the zero
wave vector is proportional to exp (µ− |P (0)|)/T ≪ 1
and therefore can be neglected. In the other term, one
has an “effective Fermi energy” (µ+ |P (0)|)≫ T . In this
limit the calculation of the integral in the L.H.S. of Eq.
(4.5) is similar to a standard calculation of the corre-
sponding integral for a CDW instability in a system with
a nesting and a large Fermi energy. Then, the magnitude
of the wave vector maximizing the term in Eq. (4.5) is
given by
Q = 2
√
(µ+ |P (0)|)/α, (5.5)
which corresponds to the vector connecting the nesting
points in the conventional CDW instability. As a result,
one comes to the following equation
Λ
8π2
∫ ∞
−∞
tanh αp
2+2ξ(p)
2TCDW
− tanh αp2−2ξ(p)2TCDW
4p
√
α(µ+ |P (0)|) dp =
2
λ0
,
(5.6)
where ξ (p) = p
√
α (µ+ P (0)).
Changing from the variables p to ξ (p) one can easily
calculate the integral in Eq. (5.6) to obtain the critical
temperature TCDW of the transition to the CDW state
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TCDW ≈ π
4eγ
(µ+ |P (0)|) exp
(
−16π
2
√
α(µ+ |M(0)|)
λΛ
)
≈ 0.44(µ+ |P (0)|) exp
(
−4
√
µ+ |P (0)|
2Tpom
)
, (5.7)
where γ ≈ 0.5772 is the Euler gamma constant and
TPom is determined by Eq. (4.16). For TPom ∼ µ nu-
merical evaluation in Eq. (5.7) leads to the estimate
TCDW ∼ 0.007µ≪ TPom with a CDW wave vector mag-
nitude 2
√
(2 +
√
3)µ/α ≈ 1.9Q0, where Q0 = 2
√
µ/α
is the vector connecting the antinodal points of the FS
in case of small curvature (otherwise it is larger). As
µ decreases with hole doping, so does Q0, reproducing
the qualitative behavior seen in the experiments3,9,12.
While the resulting modulation wave vector seems to
be in a good agreement with experimental data13, the
large difference between the temperatures TPom ∼ µ and
TCDW clearly contradicts the experimentally observed
TCDW ∼ 100 K.
A possible scenario making TCDW closer to TPom can
be formulated as follows: as the Pomeranchuk distortion
develops, the region where the Fermi surface shrinks can
become nearly nested with a modulation vector having
the same direction as in the other region. In the best
case, both regions are going to have precisely the same
nesting wave vector. Then, one can estimate the tran-
sition temperature by taking both contributions in Eq.
(4.5) to be the same. This leads to TCDW ≈ 0.44(µ +
|P (0)|) exp
(
−
√
2 (µ+ |P (0)|) /TPom
)
≈ 0.078µ, which
is still too small for a quantitative agreement. Neverthe-
less, the qualitative scenario of a CDW transition pre-
empted by a Fermi surface deformation transition gives
a hint to the robustness of the CDW vector direction
in the cuprates. In what follows, we will show that
a more realistic frequency-dependent interaction of the
Spin-Fermion model provides a much better quantitative
estimates for TCDW and QCDW together with a more
relaxed constraint on the value of µ.
Up to this point the consideration has been performed
on the mean field level. However, fluctuations and in-
homogeneities can manifest themselves in the proposed
mean field scenario. The Pomeranchuk order parameter
P breaks the discrete symmetry and therefore the long-
range order is not destroyed even in the strictly 2D case.
Inhomogeneities, however, can be energetically profitable
and proliferate in a form of domains with different signs
of the order parameter. As the sign of P sets the direction
of the CDW, different domains will have CDWs directed
in x or y direction depending on the sign of P . This
indeed corresponds to recent STM18, RXS4 and XRD21
experiments. Note that this also provides a mechanism
of “masking” the C4 symmetry breaking on the global
scale alternative to the one proposed in Ref. 74. Un-
like the Pomeranchuk order, CDW breaks a continuous
translation symmetry and thus the transition should nec-
essarily be smeared. Moreover, our scenario is fully com-
patible with the ideas of Ref. 47, i.e. the competing
orders, such as superconductivity or antiferromagnetism
at lower dopings can induce an orderless pseudogap state,
while lowering the ordering temperature. Thus, while it
is tempting to assume TCDW ≈ T ∗ in the presented sce-
nario, fluctuations can certainly lead to TCDW < T
∗, a
situation consistently observed in YBCO3,9. Summariz-
ing, the qualitative conclusions of the simplified model
are:
• Provided the interaction is sufficiently strong with
respect to |ε(0, π)−EF |, the Pomeranchuk instabil-
ity is the leading one in the d-form factor particle-
hole channel
– There are no phase fluctuations for the Pomer-
anchuk order parameter and therefore the
long-range order is not destroyed in 2D.
– The order can have domain structure with dif-
ferent domains accommodating Fermi surface
distortion either in x- or in y-directions.
• At TCDW < TPom a transition into a d-form fac-
tor CDW state occurs with the CDW modulation
vector being directed along one of the BZ edges.
– The direction of QCDW is determined by the
sign of the Pomeranchuk order parameter.
This implies that domains with different signs
of the deformation of the Fermi surface will
host CDWs with different modulation vectors.
– The magnitude of QCDW depends on the
magnitude of the Pomeranchuk order param-
eter at TCDW and, hence, is not universally
related to QAN (vector connecting adjacent
antinodes) orQHS (distance between hotspots
or tips of the Fermi arcs). Hole doping leads
to the decrease of |QCDW |.
B. CDW in the Spin-Fermion model.
Now we consider formation of CDW below TPom in the
SF model. As the Fermi surface is not C4 symmetric, the
order parameters for purely paramagnon interaction do
not necessarily satisfy in two regions 1 and 2 the equality
W1 = −W2 implied in the simplified model of the pre-
vious Subsection. This leads to presence of an on-site
modulation (s-form factor component). However, as has
been discussed in Section II, the strong on-site Coulomb
repulsion suppresses on-site modulations. In principle,
in order to take it into account one should solve the full
equations (3.21).
Here we will follow a different route. In order to sim-
plify computations, one can replace the first term in
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R.H.S. of Eq. (3.21) by the constraint
T
∑
ε
∫
ρQ (ε,p) d
3p = 0, (5.8)
where
ρQ (ε,p) =
〈
χ†ε,p+Q/2χε,p−Q/2
〉
(5.9)
Equation (5.8) means that the total modulated charge in
the elementary cell equals zero. In particular, the charge
modulation on the Cu atoms vanishes due to this con-
straint and the s-component of the charge distribution
does not arise. The O atoms are not explicitly present
in the one-band SF model considered here. According to
Appendix A the correlations
〈
χ†rχr+a
〉
, where a is the
lattice vector, determine charges on the O-atoms located
on the bonds of CuO2 lattice connecting the points r and
r+ a. Within the approximations adopted in this paper
the order parameter is momentum independent inside the
regions 1 and 2 of Fig. 5 and therefore the charge dis-
tribution should have the d-form factor as soon as the
constraint (5.8) is fulfilled.
For practical calculations the constraint (5.8) is not
very convenient and we replace it by a stronger one
ρ1Q (ε) + ρ
2
Q (ε) = 0. (5.10)
In Eq. (5.10) the superscripts relate to the regions 1 and
2 in Fig. 5 but the dependence of the order parameters
on the momentum is neglected inside these regions. It
is easy to see that Eq. (5.10) leads as previously to the
condition
W 1Q (ε) = −W 2Q (ε) (5.11)
Note that provided the order parameter does not de-
pend on frequency, as was the case in the simplified
model, the use of the two constraints, (5.8) and (5.10)
results in the same equations.
In principle, to find TCDW one should consider the self-
consistency equations for CDW with an arbitrary wave
vector Q and then chose Q yielding the largest transition
temperature. We will obtain an estimate for TCDW tak-
ing Q based on the results of the simplified model. Q has
been found to be directed along BZ axis with its magni-
tude given by Eq. (5.5). As we assume that TCDW can be
close to TPom, we should accept that P (TCDW ) 6= P (0).
Moreover, in the SF model the order parameter P de-
pends on the Matsubara frequency. We take these prop-
erties into account by generalizing the expression (5.5):
QSF (T ) = 2
√
(µ+ 0.5 |P (−πT ) + P (πT )|)/α. (5.12)
Using this magnitude of the wave vector and taking Eq.
(5.10) into account one obtains after momentum integra-
tion
W¯ (ε¯n) = 0.75 i
T¯CDW
2
∑
ε′n
sgn(Re[f(ε¯′n)])
2
√
Ω¯(ε¯n − ε¯′n) + a¯
×
[
W¯ (ε¯′n)[
(if¯(ε¯′n) + P¯ (ε¯
′
n)− P¯ (0)
]
g (ε¯′n)
+
W¯ (ε¯′n)
g3 (ε¯′n)
]
,
(5.13)
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FIG. 12: TPom(µ¯) (dashed line) and T¯CDW (µ¯) (dotted line)
determined from Eq. (5.14) for a¯ = 0.05,
√
v2s/α
Γ
=
0.5(a), 0.1(b).
where g (ε¯n) =
√
if¯(ε¯n) + µ¯+ P¯ (ε¯n) and P¯ (0) =
0.5
(
P¯ (−πT¯ ) + P¯ (πT¯ ))
The solution for this equations suffers from the same
problem as the one for the simplified model, namely,
TCDW is too small. For
√
v2s/αΓ = 0.5 it is at least an
order of magnitude smaller then µ except for the lowest
values of µ implying TCDW ∼ 10−30 K. Similar to what
we have done for the simplified model, we would like to
see if the result changes under the assumption that in the
region where Fermi surface shrinks the nesting emerges.
The equation for TCDW is then:
W¯ (ε¯n) = 0.75 i
T¯CDW
2
∑
ε′n
W¯ (ε¯′n)√
Ω¯(ε¯n − ε¯′n) + a¯
× sgn(Re[f(ε¯
′
n)])
(
[
if¯(ε¯′n) + P¯ (ε¯
′
n)− P (0)
]
g (ε¯′)
(5.14)
Results of the numerical solution are presented in Fig.
12. One can see that in this case T¯CDW is very close
to T¯Pom making the scenario quantitatively viable. One
should ask, however, if P is large enough at TCDW to
sufficiently affect the Fermi surface. In Fig. 13 the value
of 0.5(P (πT )+P (−πT )) at TCDW is given. One can see
that the values are large enough to completely shrink the
Fermi surface in one of the regions making the “nesting”
assumption reasonable. From Fig. 13 one can also es-
timate using Eq. (5.12) the magnitude of QCDW that
turns out to be close to 1.5Q0. This also means that
QCDW decreases with decreasing µ¯, e.g. with hole dop-
ing, consistent with the experiments3,9,12. Altogether,
the results of the spin-fermion model treatment are:
• Spin-fermion model near the saddle point of the
electron spectrum has a small parameter v2s/αΓ jus-
tifying an Eliashberg-type approximation.
• For the normal state the spin-fermion model near
the saddle point yields a strong (linear) damping of
antinodal quasiparticles.
• The results for the d-form factor charge ordering
qualitatively agree with the simplified model from
Section IV.
• Quantitatively viable results for TCDW can be ob-
tained by taking into account the emerging nesting
in the region with shrinking Fermi surface.
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FIG. 13: Value of the Pomeranchuk order parameter at the
CDW transition 0.5(P¯ (piT¯ )+P¯ (−piT¯ )) for a¯ = 0.05,
√
v2s/α
Γ
=
0.5(a), 0.1(b).
C. Superconductivity in the extended SF model.
Until now we have been considering charge modula-
tions. However, superconducting phase is very important
in cuprates as well as in the model considered here. It
competes with the charge modulation and it is impor-
tant to understand when it can win and when it cannot.
Adopting Eq. (3.20) to the model with the two regions
1 and 2, Fig. 5, we write the equation for the supercon-
ducting order parameter in the form
∆(ε,p) =
T
(2π)
2
∑
ε′
∫
dp′
[
3λ2D (ε− ε′,p− p′)
−Vc (p− p′)
]
(5.15)
×∆(ε′,p′) [|if (ε′) + ε (p′)− µ|2 +∆2 (ε′,p′)]−1 .
A non-trivial solution for the superconducting ∆ (ε,p)
appears at a critical temperature Tc that can be found
linearizing Eq. (5.15) in ∆ (ε,p)
∆ (ε,p) =
T
(2π)
2
∑
ε′
∫ [
3λ2D (ε− ε′,p− p′)
−Vc (p− p′)
]
∆(ε′,p′) |if (ε′) + ε (p′)− µ|−2dp′.
(5.16)
Equation (5.16) for the superconducting order parameter
∆ differs from Eq. (4.35) for the Pomeranchuk order
parameter P by the opposite sign in front of the Coulomb
interaction and by the combination |if (ε′)+ε (p′)−µ|−2
instead of [f (ε′) + i (ε1 (p
′)− µ)]−2 in the integrand.
Neglecting the Coulomb interaction and performing
the momentum integration one arrives at:
∆¯(ε) = 0.75T¯
∑
ε′
∆¯(ε′)√
Ω¯(ε− ε′) + a¯
1√
∆¯2(ε′) + Re[f¯(ε′2)]2
Re
[
1√
if¯ (ε′) + µ¯
]
.
The numerical solution of these equation gives consis-
tently higher transition temperatures than for the charge
orders. Actually, the Tc obtained correspond roughly to
a twice larger coupling for the SC channel (see also Eq.
(4.37)). Qualitatively this can be explained by the fact
that for a certain wave vector, only two of four hot spots
in a region have nesting (and the other two are nested
by the reversed wave vector), while the superconducting
pairing is the same in all four hot spots. This leads to the
conclusion that including Coulomb interaction is crucial
for obtaining TCDW > Tc. As soon as the superconduct-
ing transition is completely suppressed, one can consider
the charge ordering independently, as has been done in
our present study.
VI. CONCLUSIONS AND COMPARISON
WITH EXPERIMENTS.
Considering the spin-fermion model we have shown
that contributions coming from the regions away from
the Fermi surface in the antinodal regions can have an
important influence on the formation of the charge order
provided the dispersion is sufficiently shallow (which is
motivated by the existing ARPES data63–65). The lead-
ing instability has been shown to be a d-wave Fermi sur-
face distortion followed at a lower temperature by a tran-
sition into a state with a d-form factor CDW modulated
with a vector directed along one of the BZ axes.
We have found that an overlap between the hot spots in
the spin-fermion model leads to strongly damped quasi-
particles in the normal state in accord with ARPES ex-
periments. The transition temperatures TPom and TCDW
can be not far away from each other provided one takes
into account effects of the nesting emerging on the de-
formed Fermi surface.
This leads to the following qualitative picture of the
charge order formation:
• At TPom & T ∗ a C4-symmetry breaking Pomer-
anchuk transition occurs. It manifests itself in d-form
factor deformation of the Fermi surface (see Fig. 6) and
a redistribution of the charge between the oxygen or-
bitals inside the unit cell. This can lead to formation of
domains with different signs of the order parameter and
different orientations of the deformed Fermi surface thus
concealing the C4-symmetry breaking for bulk probes.
• At TCDW < TPom the d-form factor CDW forms.
The wave vector is directed along one of the BZ axes de-
pending on the sign of the Pomeranchuk order parame-
ter. The absolute value of the CDW wave vector QCDW
decreases with hole doping. It generally exceeds QAN
and should be determined self-consistently by the inter-
action and parameters of the Fermi surface. As a result,
no universal relation between QCDW and QAN can be
obtained.
• At TCDW the deformation of the Fermi surface
should be sufficiently large in order to deform the Fermi
surface to a shape with parts close to nesting like those in
Fig. 6 orthogonal to the initial one. This type of the de-
formation can lead to quite high transition temperatures
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of the order of TPom.
The picture arising from the spin fermion model is
quite general without a need of fine-tuning the param-
eters of the model or introducing additional compo-
nents/orders.
Our findings help to explain the results of recent ex-
periments. The Pomeranchuk deformation as a leading
instability explains well the C4 symmetry breaking at
commensurate peaks in Fourier transformed STM data16.
Formation of domains with different types of the C4-
symmetry breaking is seen in STM experiments19 and
can also help explaining results of the transport mea-
surements in YBCO85. The results of the measurements
of Ref. 85 show that the orientational transition pre-
empts formation of CDW only at low dopings. However,
one can imagine that, provided there are domains with
different signs of the Pomeranchuk order, this transition
can be seen in bulk probes only if one of the orientations
is strongly preferred. It is thus possible that the C4-
symmetry breaking at higher doping is not seen in the
transport measurements due to a rather small difference
between the densities of the domains with the two dif-
ferent orientations. This may also resolve the apparent
contradiction to the ARPES data63,65 always showing a
C4-symmetric Fermi surface.
The most important aspect of the Pomeranchuk order
is that it explains the robustness of the axial d-form fac-
tor CDW in the cuprates. We also note that the organi-
zation of the CDW phase in the unidirectional domains is
indeed seen in STM19 and XRD4,21 measurements. The
coexistence of the CDW and Pomeranchuk order also al-
lows one to resolve a seeming contradiction to results ob-
tained in experiments on quantum oscillations27–29. Al-
though the unidirectional CDW leads to an open Fermi
surface that does not support quantum oscillations, it has
been shown in Ref. 73 that the simultaneous presence
of a C4-symmetry breaking can indeed close the Fermi
surface leading to quantum oscillations in high magnetic
fields.
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Appendix A: Hole density on oxygen sites in ZRS
picture
Following Ref. 80 we assume that, in the limit of a
weak tunneling between Cu and O atoms, doped holes
entering the CuO2 plane occupy mainly O sites forming
a bound singlet state with a hole sitting on a Cu atom.
In terms of the single band model derived in Ref. 80, this
means that the double hole occupancy of a site should be
interpreted as presence of such a bound state. The wave
function of this state centered around a Cu hole at site i
with coordinate Ri is given by
|ZRS〉i = |di, ↑〉|φi, ↓〉 − |di, ↓〉|φi, ↑〉√
2
,
|φi, σ〉 =
∑
α
aiα|Oα, σ〉 (A1)
≈ 1
2
(|Oix−, σ〉 − |Oix+, σ〉+ |Oiy−, σ〉 − |Oiy+, σ〉) ,
where the index α enumerates all oxygen sites in the
CuO2 plane (we will use Greek indices for oxygen sites
in what follows), |di, σ〉 denotes a state with a single
hole at Cu site with spin σ, Ox−(+) stands for the left
(right) neighboring oxygen orbital and Oy−(+) is the
lower(upper) one. As discussed in Ref. 80, the approxi-
mate expression above is not a proper state to construct
an orthonormal basis because the neighboring states are
not orthogonal to each other. We will employ it merely
for estimating the magnitude of coefficients aiα in the final
expressions, while taking into account in the derivation
only general properties of the φi states.
To calculate the physical properties of the holes on
oxygen sites we have to consider the action of the corre-
sponding operators on ZRS states. We start with writing
an operator destroying a hole on O site α with spin σ:
pˆα,σ|ZRS〉i =
∑
i
aiα|di,−σ〉 =
∑
i
aiαcˆ
†
i,σ|0〉, (A2)
where cˆ†i,σ is the creation operator of an electron on the
site i with spin σ.
In the single-band model, a ZRS on the site i corre-
sponds to an unoccupied site and the operator pˆα,σ ef-
fectively creates electrons in the single-band model on
vacant sites. If the site was occupied, however, the ac-
tion of pˆα,σ operator should be identically zero to avoid
the double occupancy. Therefore, one should take into
account this restriction by projecting out states with site
i occupied. These arguments lead us to the following
operator form of pα,σ in the single-band representation:
pˆα,σ ≡ 1√
2
∑
i
aiαcˆ
†
i,σΠˆi
Πˆi = (1− nˆi,↑)(1 − nˆi,↓), (A3)
where nˆi,σ = cˆ
†
i,σ cˆi,σ
In order to exclude the double occupancy of an arbi-
trary site we use the Gutzwiller projection operator
PˆGW =
∏
i
Pˆ iGW , (A4)
Pˆ iGW = (1− nˆi,↑nˆi,↓).
The operator PˆGW projects out states with the dou-
ble electron occupancy, such that in the remaining wave
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function unoccupied states can occur only due to doping.
To keep the wave function normalized we need to divide
all the averages obtained by a factor 〈PˆGW 〉. In what
follows we will denote a normalized average of an oper-
ator Aˆ over a Gutzwiller projected state by 〈〈Aˆ〉〉. Now
we are in position to evaluate some averages that will be
useful later on
〈〈nˆi,σ〉〉 =
〈PˆGW c†i,σci,σPˆGW 〉
〈PˆGW 〉
=
1− p
2
,
Πˆi = 1− nˆi,↑ − nˆi,↓ + nˆi,↑nˆi,↓ = 2− nˆi,↑ − nˆi,↓ − Pˆ iGW ,
〈〈Πˆi〉〉 = 〈PˆGWΠiPˆGW 〉〈PˆGW 〉
= p, (A5)
where p is the relative hole doping. We have used the
fact that the normal state is an eigenstate of the total
particle number operator as well as the uniformity of the
normal state.
Now let us calculate the hole density on an oxygen site
in the normal state:
nOα,σ = 〈〈pˆ†α,σ pˆα,σ〉〉 =
1
2
∑
ij
(aiα)
∗ajα〈〈Πˆicˆi,σ cˆ†j,σΠˆj〉〉
=
1
2
∑
i
|aiα|2〈〈Πˆi(1− nˆi,σ)Πˆi〉〉
+
1
2
∑
i6=j
(aiα)
∗ajα〈〈Πˆicˆi,σ cˆ†j,σΠˆj〉〉
=
1
2
∑
i
|aiα|2〈〈Πˆi〉〉+
1
2
∑
i6=j
(aiα)
∗ajα〈〈Πˆi cˆi,σ cˆ†j,σΠˆj〉〉
=
p
2
∑
i
|aiα|2 +
1
2
∑
i6=j
(aiα)
∗ajα〈〈Πˆicˆi,σ cˆ†j,σΠˆj〉〉. (A6)
As the system is assumed to be uniform, the mean hole
density should not depend on α. Taking into account the
orthonormality conditions
∑
α(a
i
α)
∗ajα = δij one has
nOσ =
1
2N
∑
α
nOα,σ =
p
2
· 1
2N
∑
i
1 =
p
4
. (A7)
Now let us consider the case when the bond order in the
single band model is present. In this case, the density
of the oxygen holes changes due to the second term in
Eq. (A6). The unprojected mean-field state is charac-
terized by a change of the expectation value of the bond
operator δ〈cˆi,σ cˆ†j,σ〉 ≡ 〈cˆi,σ cˆ†j,σ〉CO in the ordered phase.
To calculate corresponding change in the projected aver-
age δ〈〈Πˆi cˆi,σ cˆ†j,σΠˆj〉〉 we note that the operators cˆi,σ cˆ†j,σ
transfer an electron from site i to site j. As the double-
occupied sites are projected out, the site j should be
empty, while the site i is occupied by an electron. As-
suming that these two conditions are uncorrelated we can
reduce the influence of the projection to multiplication by
projection factor p(1 − p) ≈ p for small doping. Thus,
one obtains
δnOα,σ ≈ p
1
2
∑
i6=j
(aiα)
∗ajα〈cˆi,σ cˆ†j,σ〉CO, (A8)
where 〈...〉CO is the contribution due to charge ordering in
the corresponding average. Now we rewrite 〈cˆi,σ cˆ†j,σ〉CO
in the momentum space
〈cˆi,σ cˆ†j,σ〉CO = −e−iQ(Ri+Rj)/2
∑
k
WQ(k)e
iQ(Ri−Rj).
(A9)
For the pure d-form factor cos kx−cosky only the nearest-
neighbor correlation functions do not vanish. Moreover,
the contribution of non-nearest neighbor correlators to
the hole density on the oxygen sites is suppressed because
|aiα| decreases rapidly for sites not adjacent to the oxygen
site α (e.g. 0.08 for next nearest neighboring Cu sites
against 0.48 for the nearest ones). This means that we
can use the approximate expression for the ZRS wave
function (A1) to finally obtain
nOα,σ ≈
p
4
+
p
8
〈c†i+1,σci,σ + c†i,σci+1,σ〉CO, (A10)
where i and i+ 1 are the Cu sites nearest to the oxygen
site α.
Appendix B: Hubbard-Stratonovich transformation.
Using the vectors Ψ and Ψ† introduced in Eq. (3.11)
is very convenient when the energies of the charge orders
and superconductivity are close to each other. In addi-
tion to the hermitian conjugate Ψ† of the vector Ψ we
introduce a “charge” conjugate field Ψ¯ defined as
Ψ¯ = (CΨ)
t
with C =
(
0 iσ2
−iσ2 0
)
τ
= −τ2σ2.
(B1)
The matrix C satisfies the relations CtC = 1 and C = Ct.
It is clear that
Ψ¯ = Ψ†τ3 , (B2)
where
τ3 =
(
1 0
0 −1
)
The notion of the charge conjugation is naturally ex-
tended to arbitrary matrices M (X,X ′) as(
Ψ¯ (X)M (X,X ′)Ψ (X ′)
)
= − (Ψ¯ (X ′) M¯ (X ′, X)Ψ (X)) .
(B3)
It is easy to see that
M¯ (X,X ′) = CM t (X ′, X)Ct ≡ CMT (X,X ′)Ct .
(B4)
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Matrices satisfying the relation
M¯ = −M (B5)
are anti-selfconjugated.
Using the field Ψ we rewrite Eq. (3.2) in the form
S0 [Ψ] =
∫
Ψ¯ (X)H0Ψ(X) dX, (B6)
where the operator H0 = Iσ ⊗H0, Iσ is the unit matrix
in the spin blocks, and H0 is determined by Eq. (3.19).
The term Sψ, Eq. (3.3), takes the form
Sψ = λ
∫
Ψ¯ (X)~σt~φ (X)Ψ (X) dX, (B7)
whereas Sint, Eq. (3.8), can be written as
Sint [Ψ] = −λ
2
2
∫
D0 (X −X ′) (B8)
× (Ψ¯ (X)~σtΨ(X)) (Ψ¯ (X ′)~σtΨ(X ′)) dXdX ′
The Coulomb interaction Sc, Eq. (3.7), reads now
Sc =
1
2
∫
Vc (X −X ′) (B9)
× (Ψ¯ (X) τ3Ψ(X)) (Ψ¯ (X ′) τ3Ψ(X ′)) dXdX ′
and the partition function Z is given as before by Eq.
(3.10).
Eqs. (3.9, 3.10, B7, B6, B8, B10) fully define the model
under study.
As usual47, in order to reduce the integration over the
fermionic fields to integration over slowly varying in space
and time order parameters one has to single out slowly
varying pairs of the fermionic fields. In the model under
consideration, one can expect singlet superconductivity
and charge orders, whereas a triplet superconductivity
and spin orders are less favorable energetically.
There are 2 equivalent possibilities to form pairs in the
term Sint, Eq. (B8) and we write the low-energy part of
Sint [Ψ] as
Sint [Ψ]→ λ2tr
∫
D (X −X ′) (B10)
×~σt (Ψ(X) Ψ¯ (X ′))~σt (Ψ(X ′) Ψ¯ (X)) dXdX ′.
Pairing two fermionic fields Ψ at equal variablesX would
imply existence of a spin density wave but it is assumed
from the beginning that the antiferromagnetic order is
destroyed and one can check that additional spin struc-
tures do not appear on the metallic side. Therefore, only
pairs in the brackets remain relevant in Eq. (B10). They
give, depending on parameters of the model, singlet su-
perconductivity or the charge order with a certain modu-
lation vectorQ. The value ofQ is also determined by the
parameters of the Hamiltonian. Within the standard SF
model, the vector Q is given by the distance between the
hotspots45,47. However, we will see that in the extended
SF model introduced in the present paper, a charge mod-
ulation with Q = 0 can be more favorable in the limit of
a “shallow” spectrum near the antinodes. Such a pairing
leads to a reconstruction of the Fermi surface.
The Coulomb interaction is also important for obtain-
ing this kind of the charge order. Writing relevant slow
pairs in the Coulomb interaction Sc, Eq. (B9), one ob-
tains two types of the contributions
Sc → 1
2
∫
Vc (X −X ′)
(
Ψ¯ (X) τ3Ψ(X)
)
× (Ψ¯ (X ′) τ3Ψ(X ′)) dXdX ′
−tr
∫
Vc (X −X ′) τ3
(
Ψ(X) Ψ¯ (X ′)
)
(B11)
×τ3
(
Ψ(X ′) Ψ¯ (X)
)
dXdX ′.
The second term in Eq. (B11) is analogous to the one
in Eq. (B10), while the first term stands for the classical
part of the Coulomb interaction.
As soon as the interaction terms are written in terms
of products of slow varying pairs of the fermionic fields,
one can decouple the interaction integrating over slowly
varying matrix fields M (X,X ′) having the same sym-
metry as the pairs Ψ (X) Ψ¯ (X ′) τ3 do. As the triplet
superconducting pairing and spin density waves are less
favorable we perform the decoupling using the matrices
having numbers instead of spin blocks. After the decou-
pling is performed, the effective Lagrangian is quadratic
in the fermionic fields and one can integrate out the lat-
ter.
As a result of all these standard manipulations47, one
comes to the following expression for the partition func-
tion Z
Z =
∫
exp
[1
2
Tr ln (H0 −M)
]
(B12)
× exp
[
− 1
4
Tr
[
M (X,X ′) Πˆ−1s M (X ′, X)
] ]
DQ.
In Eq. (B12) operator Πˆs acts on an arbitrary matrix
function P (X,X ′) as
ΠˆsP (X,X
′) = 3λ2D(X −X ′)P (X,X ′)
−Vc (X −X ′) τ3P (X,X ′) τ3 (B13)
+
1
2
δ (X −X ′)
∫
Vc (X −X1) trtrσ [τ3P (X1, X1)] dX1,
where tr is trace in the Gor’kov-Nambu space and trσ is
trace in the spin space.
Mean field equations are simply saddle point equations
for the integral over M in Eq. (B12). Minimizing the
exponent in Eq. (B12) we come to Eqs. (3.17-3.19) with
the order parameter M given by Eq. (3.13-3.19).
Appendix C: Existence of µcr for SF model
We consider a linearized equation for the CDW order
parameter W¯ (ε¯n). Assuming the CDW wave vector to
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be small we can decompose the R.H.S. and see at which
µ¯ the modulation with Q = 0 becomes favorable. We
write the equation in the form
W¯ (ε¯n) =
i · 0.75T¯
2
∑
ε′n
W¯ (ε¯n)√
Ω¯(ε¯n − ε¯′n) + a¯
×
[
sgn(Re[f(ε¯′n)])(
if¯(ε¯′n) + µ¯
)3/2 + Q24 sgn(Re[f(ε¯
′
n)])(
if¯(ε¯′n) + µ¯
)5/2
]
.(C1)
In our numerical results the imaginary part of the so-
lution has always been much smaller than the real one
and concentrated at low frequencies only. For purely real
order parameter one has
W¯ (ε¯n) =
−0.75T¯
2
∑
ε′n
W¯ (ε¯n)sgn(Re[f(ε¯
′
n)])√
Ω¯(ε¯n − ε¯′n) + a¯
×Im
[
1(
if¯(ε¯′n) + µ¯
)3/2 + Q24 1(if¯(ε¯′n) + µ¯)5/2
]
. (C2)
Then, one sees that having Q 6= 0 is favorable pro-
vided the imaginary parts of the two terms in the R.H.S.
of Eq. (C2) have the same signs. For the first term,
(
if¯(ε¯′n) + µ¯
)−3/2
, the sign of the imaginary part is al-
ways −sgn(Re[f(ε¯′n)]) and therefore the R.H.S. of Eq.
(C2) is always positive at Q = 0. As concerns the con-
tribution coming from the second term, it can change
the sign of the imaginary part. For estimation we as-
sume that for Q = 0 to be favorable we need the signs of
imaginary parts of the two terms to be different for every
frequency, even for the lowest one. Then, one has
Im
[
1(
if¯(ε¯′n) + µ¯cr
)5/2
]
= 0. (C3)
Assuming Im[f¯(πT¯ )] be small we have the condition
f¯(πT¯ )/µ¯cr = tan(2π/5) ≈ 3.08. For f¯(πT¯ ) = πT one has
(µ/TPom)cr ≈ 1.02 close to the exact result, Eq. (4.13)
for the simplified model. However, taking into account in
Eq. (C3) only the lowest frequency one underestimates
the value (µ/TPom). In SF model, substantially higher
values f¯(πT¯ ) can also be important leading eventually to
higher values of (µ/TPom)cr. This is the reason why the
numerical results for this quantity obtained in Subsection
IVB (see Fig. (9)) are considerably higher.
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