Binning strategies have been used in much research work for image compression, feature extraction, classification, segmentation and other tasks, but rarely is there any rigorous investigation into which binning strategy is the best. Binning becomes a "hidden parameter" of the research method. This work rigorously investigates the results of three different binning strategies, linear binning, clipped binning, and nonlinear binning, for co-occurrence texture-based classification of the backbone, liver, heart, renal, and splenic parenchyma in high-resolution DICOM Computed Tomography (CT) images of the human chest and abdomen. .4095] into k 3 bins of different sizes. These bins are further used to calculate the co-occurrence statistical model and its ten Haralick descriptors for texture quantification of gray-level images. The results of the texture quantification using each one of the three strategies and for different values of k 1 , k 2 and k 3 are evaluated with respect to their discrimination power using a decision tree classification algorithm and four classification performance metrics (sensitivity, specificity, precision and accuracy). Our preliminary results obtained on 1368 segmented DICOM images show that the optimal number of gray-levels is equal to 128 for linear binning, 512 for clipped binning, , and 256 for non-linear binning. Furthermore, when comparing the results of the three approaches, the nonlinear binning approach shows significant improvement for heart and spleen.
INTRODUCTION
Binning is a term used to describe the reduction of gray level intensities in an image, in this case by combining several intensity levels into a single intensity level, or bin. Linear binning describes the process of equally dividing the original gray level range of the image into k bins. Clipped binning describes the process of determining a range of interest, where the gray levels are equally divided into k bins, while the intensities above the desired range are placed into the highest bin, and the intensities below the desired range are placed into the lowest bin. Nonlinear binning describes the process of using histogram data to assign the original gray level range into possibly unequal bins. are necessary to represent all of the information 11 . Other work in the medical field evaluates a type of histogram binning compared to linear binning with respect to the speed and accuracy of pixel co-registration in magnetic resonance imaging (MRI) 1 . A method of classifying different lung disease as well as normal lung tissue utilized 16 gray levels but gave no explanation for choosing this particular k value 2 .
METHODOLOGY

The data set
Our data set consisted of 1368 segmented DICOM images. There were 141 chest and abdomen high resolution CT images from two healthy patients. The five organs (backbone, liver, heart, renal, and splenic parenchyma) were then segmented from each of these CT images, resulting in around 340 segmented images for the group of organs. In order to extract more information from each organ and ultimately build a better classifier, each of the images was divided into quadrants resulting in the 1376 images. Eight images were removed because too much background data was present in these images and the texture data were not useful. The tissues represented in these images are all normal tissues, because if normal tissues can be classified correctly, then abnormal tissues would be easily identified. 
Definition of the Co-occurrence Matrix
The co-occurrence matrix is often used in texture analysis. By specifying a displacement vector, d, and counting all pairs of pixels separated by d with gray level intensities i and j, this co-occurrence matrix is created 6 . An image with 512 gray levels will have a 512 x 512 co-occurrence matrix, while an image with 32 gray levels will have a cooccurrence matrix that is only 32 x 32. This large size difference can have a huge impact on efficiency and robustness when using these matrices to calculate texture, thus the need to reduce the gray levels in the image, through binning, before analyzing texture.
In the case of this study, four different directions and five different distances were used to create the displacement vector d. The distances range from 1 to 5 pixels, while the directions are 0°, 45°, 90°, and 135°. In total, there are 20 possible displacement vectors, resulting in 20 co-occurrence matrices to describe each image. Different displacement vectors result in different co-occurrence matrices; this can be seen in Figure 1 , where a co-occurrence matrix is calculated for a 5 x 5 image for distance 1, direction 90°, and distance 1, direction 135°. 
Co-occurrence Features
There are many different numerical calculations that can be computed from the co-occurrence matrix. The ten descriptors used in this work, as described by Haralick 5 , are as follows.
µ These particular texture features were found to work well in the previous work done on tissue classification 3 . After the texture descriptors are calculated, each image in the data set is represented by a feature vector [D 1 , D 2 … D 10 , class label] consisting of 10 texture descriptors and a class label annotating the corresponding region; in the current implementation, the label takes one of the following values: 'backbone', 'heart', 'spleen', 'kidney', or 'liver'. These texture descriptors are calculated for each co-occurrence matrix, so for each k value and type of binning there are 20 different sets of feature vectors for the data set of images. In order to summarize the data, each texture descriptor is averaged over all 20 values for each k, and then normalized between 0 and 1 using a min-max criteria 4 to bring all of the descriptor data into the same scale. A diagram of this procedure can be seen in Figure 2 . 
Decision Tree Classification
To classify the images in the data set, we divided the entire data set into a training set containing a random sampling of 66% of the original data and an 'unseen' data set containing the other 34% of the original data. The training set is used to build the tree, while the second set, the 'unseen' set, is used to estimate the accuracy of the tree when used for classification of unseen images.
To avoid over-fitting the tree to the data set and producing an overoptimistic estimation of the classifier accuracy, a kfold cross-validation technique was used to train each tree. The training data is randomly divided into k mutually exclusive 'folds' (S 1 , S 2 . . . S k ), each with similar class proportions and of approximately the same size. Training and testing of the tree are performed k times, and for each iteration i, the subset S i is reserved as the test set, while the remaining sets are used to train the tree. The accuracy is estimated from the overall number of correct classifications from the k iterations divided by the total number of samples 4 . In our results, we use 10-fold cross-validation for estimating the classifier accuracy.
C&RT decision trees
There are many types of classifiers that could be used to identify organ tissues from a data set. Decision trees have a relatively fast learning speed, while still producing good classification accuracy, and generate decision rules that are easily understood and applied.
The trees were implemented using a Classification and Regression Tree (C&RT) approach, which chooses a predictor, in this case a texture descriptor, to split the current node into two children. For each split, each descriptor is evaluated to find the best cut point with which to describe the children, the goal being to produce subsets, or leaves, that are as pure as possible with respect to the class label. There are several conditions that will stop tree growth 3 :
• the maximum tree depth, d, has been reached,
• there is no significant predictive descriptor left to split the node,
• the number of cases in the terminal node is less than the minimum number, n p , of cases for parent nodes,
• if the terminal node were to split, the number of cases in one or more child nodes would be less than the minimum number, n c , of cases for child nodes, • minimum change in impurity, imp, is reached.
Depending on the parameter values (d, n p , n c , imp) a different tree will be produced. To find the best tree, the depth parameter was fixed to 20, the impurity to 0.0001, and the number of child nodes to 1. The number of parents was increased, starting from 2, until the sensitivity and specificity of the testing set reached a maximum (these performance metrics are discussed below). After finding this optimal parent, the number of children was increased from 1 to n p /2. The complexity of the tree then decreases, and the performance increases on the 'unseen' data.
Performance Metrics
In order to select the 'best' parent and 'best' child, and so the 'best' decision tree for our data, we use four metrics to measure the performance of the classifier; the tree which will maximize the values of all four metrics will be defined as the 'best' tree.
We define these metrics in terms of positives and negatives. As an example, assume that the positives are the heart tissues and the negatives are the non-heart tissues. A true positive is a tissue region classified as heart when the original class label (the label given by a human expert) is heart, true negative is a tissue region correctly classified as non-heart, false positive is a tissue region classified as heart when it is actually a non-heart, and a false negative is a tissue region classified as non-heart when it is actually a heart. The four metrics 10 can be seen below, in Table 1 . Based on the performance metrics of overall sensitivity and specificity, the best tree for each k value was determined to be the tree with the highest of these values. After finding the optimal tree for each k value, results within each binning type are compared to find an optimal tree and optimal k value for linear and clipped binning. The optimal linear, clipped, and non-linear results are then compared to find the optimal binning method with respect to classification.
Metric Description
Sensitivity
RESULTS
We evaluated the three binning strategies on 1368 tissue images segmented from 141 DICOM images of two normal high resolution CT studies. The tables of optimal performance metrics for each k and each binning method can be seen below, in Tables 2-16, where Tables 2-6 represent linear binning, Tables 7-11 represent clipped binning, and Tables 12-16 Table 16 : Performance metrics for nonlinear binning, k = 512 (50 GL).
For each type of binning, one particular k value performed better than all the others. In the case of linear binning, k = 128 performed the best, with tree parameters of 12 and 2 for parent and child, respectively. For clipped binning, k = 512 had the highest sensitivity and specificity, with a parent node of 22 and a child node of 6. For nonlinear binning, k = 256 performed the best, with a parent node of 16 and a child node of 1.
At the organ level, different k values represented optimal performance. For each type of binning, the optimal k value for each organ, as well as the parent and child node parameters, can be see in Tables 17 -19 A useful tool for visualizing the most effective tree for a particular k value or the most effective tree overall is the Receiver Operating Characteristic (ROC) curve, which plots sensitivity on the y-axis and 1-specificity on the x-axis. A point in the upper left corner of the graph represents an optimal tree. The ROC curve plotting the performance of the different trees tested for linear binning, k = 128 can be seen in Figure 3 . The red point represents the optimal tree with parent node 12 and child node 2. The ROC curve plotting the performance of the different trees tested for clipped binning, k = 512 can be seen in Figure  4 . The red point represents the tree for parent node 22, child node 6. The ROC curve plotting the performance of the different trees tested for nonlinear binning, k = 256 can be seen in Figure  5 . The red dot represents the optimal tree with parent node 16, child node 1. The tables each utilize the same x and y scales, so it is easy to see that both clipped and nonlinear binning outperform linear binning with respect to classification. From the graphs, clipped appears to outperform nonlinear binning with a slightly higher overall sensitivity and specificity.
CONCLUSIONS
For linear binning, k = 128 produced the best overall sensitivity (85.93%) and specificity (97.35%); for clipped binning, k = 512 produced the best overall sensitivity (87.61%) and specificity (97.27%). For nonlinear binning, k = 256 produced the best overall sensitivity (87.56%) and specificity (97.03%). The difference between the overall sensitivities and specificities for linear and clipped, or linear and nonlinear, are large enough to see that linear binning is not the optimal method to use in order to improve classification results. When comparing the sensitivity and specificity of nonlinear and clipped, clipped has the higher overall result, but in the case of nonlinear, the sensitivity for the spleen was 7% higher than that of clipped. The heart sensitivity is also improved by nonlinear binning, increasing to 85.51% from 78.87%. The other organs, kidney, backbone, and liver, have comparable sensitivity values for nonlinear and clipped. A larger number of gray levels, in both nonlinear and clipped, was used to represent the soft tissue range; for clipped, 510 gray levels represent the soft tissues while only 16 represent the soft tissues in linear. For nonlinear, 68 gray levels are used to display the entire image, divided based on gray level occurrences. Though clipped binning may have more gray levels to represent the soft tissue range than nonlinear binning, nonlinear is based on the actual content of the image and so may be better representing the data. Nonlinear binning turned out to be the best binning method, which was what was initially hypothesized. This is a logical result, because the bins allocated to the soft tissue range represent actual content present in the image.
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