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Resumo
Neste trabalho faremos um estudo sobre p-grupos ﬁnitos. Dentre as muitas proprie-
dades que veremos, destacamos o estudo sobre a estrutura power abelian dos subgrupos
normais de um p-grupo ﬁnito potent, que foi estudada através do artigo "On the structure
of normal subgroups of potent p-groups". E também apresentamos uma caracterização
para um p-grupo ﬁnito ser powerful obtida no artigo "A characterization of powerful
p-groups".
Palavras-Chaves: p-grupos ﬁnitos; powerful ; potent.
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Abstract
In this work we will study ﬁnite p-groups. Among the properties, we highlight the
power abelian structure of a normal subgroup of a ﬁnite potent p-group, which was studied
in the paper "On the structure of normal subgroups of potent p-groups". We also present
a characterization for a ﬁnite p-group to be a powerful p-group proved in the paper "A
characterization of powerful p-groups".
Key-Words: ﬁnite p-group; powerful; potent.
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Notações
brc O maior inteiro que é menor ou igual do que r.
dre O menor inteiro que é maior ou igual do que r.
o(x) Ordem do elemento x.
xy y−1xy.
[x, y] x−1y−1xy.
[x1, . . . , xn] [[x1, . . . , xn−1], xn].
|G| Ordem do grupo G.
d(G) Número mínimo de geradores do grupo G.
H 6 G H um subgrupo do grupo G.
〈X〉 Subgrupo gerado pelo conjunto X.
[H1, H2] 〈[x, y]|x ∈ H1, y ∈ H2〉.
[H1, . . . , Hn] [[H, . . . , Hn−1], Hn].
[H1,kH2] [H1, H2, . . . , H2], H2 aparece k vezes.
NG(H) Normalizador do subgrupo H no grupo G.
CG(H) Centralizador do subgrupo H no grupo G.
Z(G) Centro do grupo G.
|G : H| Índice do subgrupo H no grupo G.
N E G N um subgrupo normal do grupo G.
Φ(G) Subgrupo de Frattini do grupo G.
γn(G) n-ésimo termo da série central inferior do grupo G.
[G,G] = G′ Subgrupo derivado do grupo G.
Gn Subgrupo gerado pelas n-ésimas potências de elementos do grupo G.
G{n} Conjunto das n-ésimas potências de elementos do grupo G.
Ωn(G) Subgrupo gerado pelos elementos do grupo G que possuem ordem
menor ou igual a pn.
Ω{n}(G) Conjunto dos elementos do grupo G que possuem ordem menor ou
igual a pn.
Fp Corpo ﬁnito com p elementos.
Fp[t] Anel de polinômios na incógnita t e coeﬁcientes em Fp.
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Introdução
Seja G um p-grupo abeliano, com p um primo. Usando o homomorﬁsmo φ : G → G
dado por φ(g) = gp
i
é possível ver que para todo natural i valem os seguintes itens:
(i) Gp
i
= {gpi |g ∈ G};
(ii) Ωi(G) = {g ∈ G|gpi = 1};
(iii) |G : Ωi(G)| = |Gpi |.
No entanto, sabemos que não apenas os p-grupos abelianos satisfazem essas condições.
Em [8], p-grupos satisfazendo esses três itens foram denominados de power abelian.
Dado G um grupo e elementos x, y ∈ G. A Fórmula de Philip Hall diz que existem
elementos ci(x, y) ∈ γi(〈x, y〉) tais que
(xy)n = xnync2(x, y)
(n2)c3(x, y)
(n3) . . . cn−1(x, y)(
n
n−1)cn(x, y)
para todo n ∈ N, como podemos ver no Apêndice A de [4]. Um caso particular dessa
fórmula é quando consideramos n = p e isso é equivalente a dizer que (xy)p = xpypzcp,
onde z ∈ γ2(〈x, y〉)p e cp = cp(x, y) ∈ γp(〈x, y〉). Um p-grupo ﬁnito é dito ser regular
quando cp(x, y) ∈ γ2(〈x, y〉)p. Os p-grupos regulares são exemplos de grupos que não são
necessariamente abelianos mas possuem a estrutura power abelian, como podemos ver
através do Teorema 2.10 de [5].
Em [20], publicado em 1987, A. Lobotzky e A. Mann desenvolveram a teoria sobre
p-grupos ﬁnitos powerful. Dizemos que um p-grupo ﬁnito é powerful se [G,G] 6 G4, para
p = 2, ou [G,G] 6 Gp, para p ímpar. Eles observaram que a estrutura desses p-grupos
é bastante semelhante à dos grupos abelianos. Nesse trabalho, foi provado que Gp
i
é
precisamente o conjunto das pi-potências de elementos do grupo G. Recentemente, em
2002, L. Wilson [23], demonstrou em sua tese de doutorado que quando p é ímpar, Ωi(G)
é precisamente o conjuntos dos elementos de ordem menor ou igual a pi. Em 2003, L.
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Héthelyi e L. Lévai [12] provaram que |Ω1(G)| = |G : Gp|. O que seria o último passo
para veriﬁcar que p-grupos powerful são power abelian.
Em [1], D. Arganbright mostrou que se G é um p-grupo, com p ímpar, que satisfaz
γp−1(G) 6 Gp, então Gp é o conjunto das p-ésimas potências de G. Isso levou à deﬁnição
dos p-grupos potent, que pode ser vista como uma generalização dos p-grupos powerful.
Dizemos que um p-grupo ﬁnito é potent se [G,G] 6 G4 para p = 2 ou γp−1(G) 6 Gp,
para p > 2. Observe que para p = 2 e p = 3 ser potent é o mesmo que ser powerful.
Em geral, qualquer p-grupo powerful é também potent. A estrutura dos p-grupos potent
foi desenvolvida por J. González-Sánchez e A. Jaikin-Zapirain em [8] e os principais
resultados que eles obtiveram estão reunidos no seguinte teorema.
Teorema (A). Seja G um p-grupo ﬁnito potent.
(i) Se p = 2, então:
(a) O expoente de Ωi(G) é no máximo 2






(b) A classe de nilpotência de Ωi(G) é no máximo b(i+ 2)/2c;
(c) Se N E G e N 6 G2 então N é power abelian;
(d) Se N E G e N 6 G4 então N é powerful.
(ii) Se p > 2, então:
(a) O expoente de Ωi(G) é no máximo p
i;
(b) A classe de nilpotência de Ωi(G) é no máximo (p− 2)i+ 1;
(c) Se N E G então N é power abelian;
(d) Se N E G e N 6 Gp então N é powerful.
Em particular, para p ímpar, vemos que um p-grupo potent é power abelian.
Seja G um p-grupo ﬁnito e d(G) a quantidade mínima de geradores de G. Pelo
Teorema da Base de Burnside, Teorema 1.6 de [5], temos que |G : Φ(G)| = pd(G). Consi-
derando G abeliano isso signiﬁca |G : Gp| = pd(G) e assim temos d(G) = logp(|G : Gp|) =
logp(|Ω1(G)|). Dessa forma é de se esperar a pergunta se em powerful isso ainda seria
válido. Nesse sentido B. Klopsch e I. Snopce, [17], questionaram se, para um p-grupo
ﬁnito G e p um primo ímpar, d(G) = logp(|Ω1(G)|) é uma condição necessária e suﬁciente
para o grupo ser powerful. Em [10], J. González-Sánchez e A. Zugadi-Reizabal mostraram
que essa questão é verdadeira para p ≥ 5, através do teorema a seguir, e construíram um
contraexemplo para o primo p = 3.
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Teorema (B). Sejam p ≥ 5 e G um p-grupo ﬁnito. Então as seguintes condições são
equivalentes:
(i) G é powerful
(ii) d(G) = logp(|Ω1(G)|).
Como citamos acima em um p-grupo ﬁnito G, o número mínimo de geradores coin-
cide com logp(|G : Φ(G)|) = logp(|G : Gp[G,G]|), lembrando que em p-grupos ﬁnitos
Φ(G) = Gp[G,G]. Portanto, podemos reescrever o Teorema (B) dizendo que |Ω1(G)| =
|G : Gp[G,G]| é uma condição necessária e suﬁciente para um p-grupo G ser powerful. Es-
crevendo dessa forma, o teorema a seguir se mostra como uma generalização do Teorema
(B), o qual também inclui o caso em que p = 3.
Teorema (C). Sejam p um primo ímpar, G um p-grupo ﬁnito e seja k ≤ p − 2 e i ≥ 1
ou k = p− 1 e i ≥ 2. Então as seguintes condições são equivalentes:
(i) γk(G) 6 Gp
i
.
(ii) |G : Gpiγk(G)| = |Ω{i}(G)|.
O Teorema (B) foi demonstrado em [10] como corolário do teorema anterior quando
k = 2 e i = 1, para p ≥ 5. Quando k = p− 1 e i = 1 a equivalência do Teorema (C) não é
satisfeita, como pode ser visto através do resultado a seguir. Lembre-se que um p-grupo
ﬁnito G de ordem ps, para algum s ∈ N, é dito ser de classe maximal se G possui classe
de nilpotência igual a s− 1.
Teorema (D). Sejam G um p-grupo, com p um primo ímpar e s um inteiro positivo, com
s ≥ p+ 1. Então existe um p-grupo ﬁnito tal que:
(i) |G| = ps.
(ii) G é de classe maximal.
(iii) |G : Gpγp−1(G)| = |Ω1(G)|.
(iv) γp−1(G) 
 Gp.
O teorema anterior mostra, em particular, que para p = 3 o Teorema (B) não é válido,
pois γp−1(G) = γ2(G) 
 G, ou seja, G não seria powerful.
Organizamos nosso trabalho em cinco capítulos e neles estaremos considerando que
G é um p-grupo ﬁnito. No Capítulo 1 trazemos alguns dos pré-requisitos da Teoria de
Grupos e de Anéis utilizados durante o desenvolvimento da dissertação. No Capítulo
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2 apresentaremos as principais propriedades dos p-grupos regulares, de classe maximal
powerful e potent.
No Capítulo 3 mostraremos a estrutura dos subgrupos normais de um p-grupo ﬁnito
potent e demonstraremos o Teorema (A), que estudamos através do artigo On the structure
of normal subgroups of potent p-groups de J. González-Sánchez e A. Jaikin-Zapirain. Esse
artigo introduziu o conceito de p-grupo potent, e suas propriedades, na teoria dos p-grupos
ﬁnitos.
No Capítulo 4 provaremos os Teoremas (B) e (C). Por ﬁm, no Capítulo 5 construiremos
a família de contraexemplos que demonstram o Teorema (D). Os resultados apresentados
nesses últimos dois capítulos são do artigo A characterization of powerful p-groups de J.
González-Sánchez e A. Zugadi-Reizabal. Esse artigo é muito interessante pois nele todas
as famílias de p-grupos ﬁnitos deﬁnidas no Capítulo 2 são utilizadas e relacionadas.
Cabe ressaltar que a numeração utilizada para os teoremas nesta introdução é diferente
da apresentada a eles ao longo da dissertação. Além do fato de que alguns deles estão




Neste capítulo apresentaremos conceitos básicos e alguns resultados de Teoria de Gru-
pos e Módulos que usaremos no nosso trabalho. Omitiremos as demonstrações dos resul-
tados aqui apresentados, mas todos elas podem ser encontradas nas referências citadas.
1.1 Teoria de Grupos
O estudo sobre a Teoria de Grupos feita para este trabalho foi baseado principalmente
nos livros Finite Groups [11], Algebra-A Graduate Course [15], Analytic Pro-p Groups [4],
e no artigo [5]. Nosso estudo é bastante sucinto, por isso assumiremos como conhecidos
muitos resultados, como por exemplo os Teoremas do Isomorﬁsmo e o da Correspondência,
dentre outros.
Dado um grupo G, denotaremos o(g) pela ordem do elemento g ∈ G, |G|, como sendo
a ordem do grupo G, |G : H|, o índice do subgrupo H no grupo G e Z(G) o centro desse
grupo. Demais notações serão deﬁnidas no seu devido tempo.
1.1.1 Comutadores e subgrupos gerados por comutadores
Seja G um grupo. O comutador de dois elementos x e y é deﬁnido por [x, y] =
x−1y−1xy. Com isso temos que x e y comutam se, e somente se, [x, y] = 1.
Podemos deﬁnir comutador de qualquer comprimento natural da seguinte forma
[x1, . . . , xn] = [[x1, . . . , xn−1], xn],
onde por convenção deﬁnimos [x] = x.
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Teorema 1.1.1 ([5], Teorema 1.7). Seja G um grupo e considere x, y e z elementos de
G. Então valem as seguintes propriedades de comutadores:
(i) [x, y] = x−1xy.
(ii) [y, x] = [x, y]−1.
(iii) [xy, z] = [x, z]y[y, z] = [x, z][x, z, y][y, z].
(iv) [x, yz] = [x, z][x, y]z = [x, z][x, y][x, y, z].
(v) [x, y−1, z]y[y, z−1, x]z[z, x−1, y] = 1 (Identidade de Hall-Witt).
(vi) yx = xy[y, x].
Teorema 1.1.2 ([4], Página 1 e 2). Seja G um grupo e x, y elementos de G. Para todo
inteiro positivo n vale que:
(i) [xn, y] = [x, y]x
n−1
[x, y]x
n−2 · · · [x, y]x[x, y].
(ii) [x, yn] = [x, y][x, y]y · · · [x, y]yn−1.
Sejam H e K subgrupos de um grupo G. Também podemos deﬁnir o subgrupo
comutador de H e K por [H,K] = 〈[h, k] | h ∈ H, k ∈ K〉. De maneira análoga,
deﬁnimos o subgrupo comutador de qualquer comprimento natural da seguinte forma
[H1, . . . , Hn] = [[H1, . . . , Hn−1], Hn], onde H1, . . . , Hn são subgrupos de G.
Teorema 1.1.3 ([5], Teorema 1.7). Sejam G um grupo e H,K e L subgrupos G. Então:
(i) [H,K] = [K,H].
(ii) H 6 NG(K) se, e somente se, [H,K] 6 K.
(iii) H 6 CG(K) se, e somente se, [H,K] = 1.
(iv) [H,K]σ = [Hσ, Kσ], para qualquer endomorﬁsmo σ : G → G. Em particular, o
subgrupo comutador de dois subgrupos característicos (normais) de G é ainda é um
subgrupo característico (normal).
(v) Se N é um subgrupo normal de G, então [HN/N,KN/N ] = [H,K]N/N .
(vi) Se H,K e L são subgrupos normais de G, então [HK,L] = [H,L][K,L].
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O próximo resultado é muito útil quando se trata do subgrupo comutador. Pois, dado
um grupo G e quatro subgrupos dele, sendo um deles normal, o lema nos mostra uma
relação de pertinência entre o subgrupo comutador desses subgrupos e o normal. Esse
resultado é conhecido como Lema dos Três Subgrupos.
Lema 1.1.4 ([5], Teorema 1.8). (Lema dos Três Subgrupos)Seja G um grupo, H, J e
K subgrupos de G e N um subgrupo normal de G tal que [H, J,K], [K,H, J ] 6 N . Então
[J,K,H] 6 N .
Em nosso trabalho também usaremos um caso particular desse teorema, onde se con-
siderarmos H = L e J = N = K, com L e N subgrupos normais, então [N,N,L] 6
[L,N,N ].
Usando a deﬁnição de comutadores, podemos deﬁnir uma sequência de subgrupos de
um grupo G, denominada série central inferior de G, da seguinte forma:
γ1(G) = G, γ2(G) = [G,G] = G
′, γn(G) = [γn−1(G), G] para n > 2.
Do modo como essa série é deﬁnida, facilmente podemos veriﬁcar que cada termo dela
é característico em G. Além disso, ela satisfaz γi+1(G) 6 γi(G), e isso acarreta que a série
é central em G, ou seja, γi(G)/γi+1(G) 6 Z(G/γi+1(G)).
Os próximos dois teoremas são aplicações do Lema dos Três Subgrupos, onde o pri-
meiro nos mostra uma relação muito útil da série central inferior.
Teorema 1.1.5 ([5], Teorema 1.9). Para qualquer grupo G, [γi(G), γj(G)] 6 γi+j(G),
para todo i, j ≥ 1.
Teorema 1.1.6 ([16], Lema 4.9). Seja G um grupo e N um subgrupo normal de G. Então
[γk(N), G] 6 [N, γk(G)], para todo k ≥ 1.
Outra propriedade da série central inferior, proveniente do Teorema 1.1.3, item (v),
é o nosso próximo resultado, que de certa forma nos mostra como deve ser essa série no
grupo quociente G/N , onde N E G.
Teorema 1.1.7. Sejam G um grupo e N um subgrupo normal de G. Então γi(G/N) =
γi(G)N/N , para todo i ≥ 1.
1.1.2 Grupos nilpotentes
Dado G um grupo, dizemos que ele é nilpotente se existe c ∈ N tal que γc+1(G) = 1.
O menor c que satisfaz essa condição é dito ser a classe de nilpotência de G. Observe que
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quando c = 1, temos γ2(G) = 1 e isso signiﬁca que G é abeliano. Dessa forma os grupos
nilpotentes de classe um são precisamente os abelianos.
A caracterização para um grupo G ser nilpotente também pode ser feita em termos
de outra série, denominada série central superior de G. Recursivamente, ela é deﬁnida
da forma Z0(G) = 1, Z1(G) = Z(G) e, para i > 1, Zi(G) é a imagem inversa em G
de Z(G/Zi−1(G)), ou seja, satisfaz Zi+1(G)/Zi(G) = Z(G/Zi(G)). O próximo teorema
relaciona essa série com a central inferior e também justiﬁca um pouco o fato delas serem
chamadas inferior e a outra superior.
Teorema 1.1.8 ([5], Lema 1.12). Seja G um grupo nilpotente de classe c. Então γc+1−i(G) 6
Zi(G), para todo 0 ≤ i ≤ c.
Usando o resultado acima podemos caracterizar grupos nilpotentes considerando a
série central superior, como veremos no teorema a seguir. Ele também nos mostra que a
classe de nilpotência deﬁnida anteriormente é o comprimento de ambas as séries centrais,
superior e inferior.
Teorema 1.1.9 ([5], Teorema 1.13). Um grupo G é nilpoente de classe c se, e somente
se, Zc(G) = G e Zc−1(G) 6= G.
Grupos ﬁnitos nilpotentes também podem ser caracterizados através dos seus subgru-
pos de Sylow, sem depender de nenhuma série, como nos diz o próximo teorema.
Teorema 1.1.10 ([11], Teorema 3.5). Um grupo G é nilpotente se, e somente se, ele é
produto direto de seus subgrupos de Sylow.
1.1.3 O subgrupo de Frattini
Um subgrupo importante, que ainda é característico, em um grupo G é o denominado
subgrupo de Frattini. Ele é denotado por Φ(G) e deﬁnido como sendo a interseção de
todos os subgrupos maximais do G. Caso G, não possua nenhum maximal, deﬁnimos
Φ(G) = G.
Deﬁnição 1.1.11. Sejam G um grupo e g um elemento de G. Dizemos que g é um não-
gerador se quando 〈X ∪ g〉 = G, então temos que 〈X〉 = G, para qualquer subconjunto
X ⊆ G.
Com essa deﬁnição de elementos não geradores em um grupo ﬁnito, pode-se mostrar
que a deﬁnição de subgrupo de Frattini coincide com o conjunto dos elementos não-
geradores de G.
Teorema 1.1.12 ([5], Teorema 1.5). Seja G um grupo ﬁnito e x1, . . . , xn ∈ G. Então
temos que G = 〈x1, . . . , xn〉 se, e somente se, G/Φ(G) = 〈x1Φ(G), . . . , xnΦ(G)〉.
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1.1.4 Fórmula de Compilação de Hall
Em qualquer grupo abeliano sabemos que vale xnyn = (xy)n, mas isso não é válido
em geral. A Fórmula de Compilação de Philip Hall, também conhecida por Fórmula de
Hall-Petrescu, nos fornece um substituto para esse fato válido em qualquer grupo.
Sejam G um grupo, x, y elementos de G, e n um inteiro positivo. Então (xy)n e
xnyn são iguais módulo G′, dessa forma podemos escrever xnyn = (xy)nc, para algum
c ∈ G′. A fórmula de compilação estabelece uma expressão para c como um produto de
comutadores.




2 . . . c
(ni)
i . . . c
n
n−1cn
onde ci ∈ γi(G) para cada i.
Podemos construir cada ci igual a um produto de comutadores em x e y de compri-
mento pelo menos i. Dessa forma, a fórmula pode ser interpretada como uma identidade
onde se considera ci = ci(x, y) ∈ γi(〈x, y〉), para cada i.
Um caso particular dessa fórmula é quando tomamos n = pk para algum inteiro





é divisível por pk−j para pj ≤ i < pj+1,
temos a seguinte reformulação.
Teorema 1.1.14 ([4], Lema 11.9). Seja G um grupo e x, y elementos de G. Então para
todo k ≥ 0 temos
(xy)p
k ≡ xpkypk( mod γ2(L)pkγp(L)pk−1γp2(L)pk−2γp3(L)pk−3 · · · γpk(L)),
onde L = 〈x, y〉. Também temos que
[x, y]p
k ≡ [xpk , y]( mod γ2(M)pkγp(M)pk−1γp2(M)pk−2 . . . γpk(M)),
onde M = 〈x, [x, y]〉.
Um corolário simples da primeira parte desse teorema é quando tomamos uma quan-
tidade ﬁnita de elementos do grupo G.
Corolário 1.1.15. Seja G um grupo e x1, . . . , xr elementos de G. Então
(x1 . . . xr)






pk−3 . . . γpk(L)),
onde L = 〈x1, . . . , xr〉.
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1.2 Anéis e Módulos
Nesta seção falaremos de alguns aspectos básicos da Teoria de Anéis e Módulos que
podem ser encontrados em [7].
Deﬁnição 1.2.1. Seja R um conjunto munido de duas operações: adição e multiplicação,
denotadas usualmente por ′+′ e pela justaposição, respectivamente. Dizemos que R é um
anel se dados r, s, t ∈ R as seguintes propriedades são satisfeitas:
 (R,+) é um grupo abelino,
 (rs)t = r(st),
 r(s+ t) = rs+ rt,
 (s+ t)r = sr + tr.
Se R possuir um elemento u que satisfaz ur = r = ru, para todo r ∈ R, esse elemento
u é usualmente denotado por 1 e denominado unidade. Nesse caso, dizemos que R é um
anel com unidade. Se além das quatro propriedades da deﬁnição acima, a operação de
multiplicação for comutativa, então dizemos R é um anel comutativo.
Deﬁnição 1.2.2. Seja M um grupo abeliano aditivo e R um anel. Suponha que para cada
m ∈ M e r ∈ R, seja deﬁnido um elemento de M , denotado por mr. Então M é um
R-módulo à direita se para quaisquer x, y ∈M e r, s ∈ R as seguintes condições valem:
 (x+ y)r = xr + yr,
 x(r + s) = xr + xs,
 x(rs) = (xr)s,
 x1 = x.
Também podemos deﬁnir um R-módulo à esquerda, onde existe um elemento de M
que agora é denotado por rm e satisfaz propriedades análogas às citadas na deﬁnição de
um R-módulo à direita.
Deﬁnição 1.2.3. Um R-submódulo N de um R-módulo M é um subconjunto fechado
para todas as operações de módulo, ou seja, N é um subgrupo aditivo de M e nr ∈ N ,
para todo n ∈ N, r ∈ R.
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Seja M um R-módulo, sejam t ∈ N e m1, . . . ,mt elementos de M . Consideramos o
seguinte subconjunto N de M :
N = m1R + · · ·+mtR = {m1r1 + · · ·+mtrt | ri ∈ R}.
O conjuntoN é um submódulo deM e é denominado submódulo gerado porm1, . . . ,mt.
Dizemos que M é ﬁnitamente gerado se existe um número ﬁnito de elementos m1, . . . ,mt
de M tais que
M = m1R + · · ·+mtR.
Neste caso dizemos que m1, . . . ,mt é um conjunto de geradores para o módulo M .
Um R-módulo que será utilizado posteriormente nesse trabalho será denotado por Rt,
onde t ∈ N. Deﬁnimos Rt = {(r1, . . . , rt) | ri ∈ R} com a operação de adição coordenada
a coordenada e a multiplicação por um elemento do anel atua em cada coordenada, ou
seja, da seguinte forma
(r1, . . . , rt) + (r
′
1, . . . , r
′
t) := (r1 + r
′




r(r1, . . . , rt) := (rr1, . . . , rrt).
O conjunto Rt é um R-módulo gerado pelos elementos e1, . . . , et, onde cada ei =
(0, . . . , 1i, . . . , 0) com i ∈ {1, . . . , t}. Ou seja, Rt é um R-módulo ﬁnitamente gerado.
Deﬁnição 1.2.4. Sejam R um anel e M um R-módulo. Seja N um R-submódulo de
M . Então, em particular, (N,+) é um subgrupo do grupo (M,+) e podemos considerar
o grupo quociente (M/N,+N), isto é, o conjunto {m + N | m ∈ M} das classes laterais
de N em M munido da adição
+N : M/N ×M/N −→M/N
(m1 +N,m2 +N) 7−→ (m1 +m2) +N.
Sobre este grupo (M/N,+N), podemos considerar a seguinte multiplicação por escalar
em R
R×M/N −→M/N
(r,m+N) 7−→ mr +N.
Essa operação está bem-deﬁnida e M/N é um R-módulo, denominado R-módulo quo-
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ciente de M por N .
Deﬁnição 1.2.5. Seja M um R-módulo. Dizemos que os elementos m1, . . . ,mt de M
são R-linearmente independentes quando, dados ri ∈ R,para todo i vale
t∑
i=1
rimi = 0⇒ ri = 0.
Um R-módulo ﬁnitamente gerado M é dito ser livre se ele admite um conjunto ﬁnito
de geradores m1, . . . ,mt que são R-linearmente independentes, ou equivalentemente, se o
módulo M é isomorfo a Rt.
Essa equivalência pode ser vista considerando-se o homomorﬁsmo
ϕ : Rt −→M




Neste caso dizemos que {m1, . . . ,mt} é uma base para o módulo livre M . Observe
ainda que M = m1R⊕ · · · ⊕mtR.
Teorema 1.2.6. Sejam R um anel com unidade e M um R-módulo livre ﬁnitamente
gerado. Então, todas as bases de M possuem o mesmo número de elementos.
Com esse teorema podemos dizer que a quantidade de geradores de um R-módulo livre
ﬁnitamente gerado está bem-deﬁnida, o que é normalmente denominado posto de M e
denotaremos por dR(M).
A próxima e última deﬁnição dessa seção foi retirado do livro The Structure of Groups
of Prime Power Order, [19, Capítulo 4, Página 93]. Ela será utilizada no Capítulo 5, para
a construção de uma família de p-grupos ﬁnitos.
Deﬁnição 1.2.7. Seja Λ um domínio de ideais principais. Uma Λ-lattice L é um módulo
livre ﬁnitamente gerado sobre Λ.
Capítulo
2
Algumas famílias de p-grupos ﬁnitos
Um grupo G no qual todo elemento tem como ordem uma potência de um certo primo
p é dito ser um p-grupo. Quando se trata de um grupo ﬁnito G, essa deﬁnição signiﬁca
que |G| = pn, para algum n ∈ N.
No capítulo anterior vimos algumas propriedades para grupos quaisquer, agora apro-
fundaremos nosso estudo em p-grupos ﬁnitos. Com esse intuito, primeiro faremos um
estudo preliminar sobre suas propriedades e alguns de seus subgrupos, muito utilizados
em nosso trabalho. Em seguida mostraremos algumas de suas famílias, bem como as
principais características de cada uma.
A partir daqui, em alguns momentos omitiremos a especiﬁcação do p-grupo ser ﬁnito,
mas tenha em mente que estamos considerando isso.
2.1 Propriedades gerais
No capítulo anterior deﬁnimos um grupo nilpotente. Uma característica, muito impor-
tante de um p-grupo ﬁnito é que eles são nilpotentes. Além disso, vale o teorema a seguir,
que nos mostra, dentre outras coisas, uma limitação para a sua classe de nilpotência.
Teorema 2.1.1 ([5], Teorema 1.15). Seja G um p-grupo ﬁnito de ordem pm ≥ p2. Então:
(i) A classe de nilpotência de G é, no máximo, m− 1.
(ii) Se G tem classe de nilpotência c, então |G : Zc−1(G)| ≥ p2.
(iii) |G : G′| ≥ p2.
Como corolário desse teorema, temos:
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Corolário 2.1.2 ([5], Corolário 1.16). Sejam G um p-grupo ﬁnito e N um subgrupo
normal de G com índice pi ≥ p2. Então γi(G) 6 N .
Em um p-grupo ﬁnito o subgrupo de Frattini, deﬁnido na Seção 1 do Capítulo 1, possui
uma caracterização muito útil dentro dessa teoria, dada pelo seguinte teorema.
Teorema 2.1.3 ([5], Teorema 2.2). Seja G um p-grupo ﬁnito. Então Φ(G) = Gp[G,G].
Outra informação muito importante que o subgrupo de Frattini nos mostra, quando
se trata de p-grupos ﬁnitos, é sobre a quantidade mínima de geradores do grupo. Como
veremos no próximo teorema, conhecido como Teorema da Base de Burnside. Denotamos
d(G) como sendo o número mínimo de geradores do grupo G e Fp como sendo um corpo
ﬁnito com p elementos.
Teorema 2.1.4 ([5], Teorema 1.6). Seja G um p-grupo ﬁnito. Então:
(i) G/Φ(G) é um p-grupo abeliano elementar e consequentemente pode ser visto como
um espaço vetorial sobre Fp.
(ii) O conjunto {x1, . . . , xd} é um conjunto mínimo de geradores para G se, e somente
se, {x1Φ(G), . . . , xdΦ(G)} é uma base para G/Φ(G).
(iii) O número mínimo d = d(G) de geradores do grupo G coincide com a dimensão de
G/Φ(G) como um Fp−espaço vetorial. Em outras palavras, |G : Φ(G)| = pd.
Deﬁnimos o expoente de um grupo G, denotado por exp(G), como sendo o mínimo
múltiplo comum entre as ordens de seus elementos. Quando esse grupo é um p-grupo, o
expoente será a maior ordem dos elementos de G. Isso signiﬁca que se G é um p-grupo
ﬁnito, então exp(G) = pn, para algum natural n.
Deﬁnição 2.1.5. Seja G um p-grupo ﬁnito. Para qualquer i ≥ 0 deﬁnimos




= 〈xpi |x ∈ G〉.
Esses subgrupos são característicos em G. Pela deﬁnição de expoente, se exp(G) = pn,
então xp
n
= 1 para todo elemento x de G. Assim temos que Ωn(G) = G. Com isso, temos
a seguinte série ascendente, denominada Ω-série de G
1 = Ω0(G) 6 Ω1(G) 6 · · · 6 Ωn−1(G) 6 Ωn(G) = G.
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Observe também que Gp
n
= 〈xpn | x ∈ G〉 = 1 e assim temos a série descendente,
denominada G-série
G = Gp
0 > Gp1 > · · · > Gpn−1 > Gpn = 1.
Como o subgrupo de Frattini é estrito temos que Gp
i+1 6 (Gpi)p 6 Φ(Gpi) < Gpi .
Com isso a G-série de um p-grupo é estritamente decrescente. Então a G-série de um
p-grupo de expoente pn tem exatamente n passos.
Também deﬁnimos os seguintes subconjuntos:
Deﬁnição 2.1.6. Seja G um p-grupo ﬁnito. Para qualquer i ≥ 0 deﬁnimos
Ω{i}(G) = {x ∈ G | xpi = 1}
e
G{p
i} = {gpi | g ∈ G}.
Quando o grupo é abeliano, claramente, esses subconjuntos coincidem com os subgru-
pos deﬁnidos em 2.1.5, mas não apenas neles. O teorema a seguir nos mostra a igualdade
desses subgrupos e uma relação do índice de Ωi(G) em G e a ordem de Gp
i
, onde G é um
p-grupo abeliano.
Tentaremos deixar explícito, em cada caso, se estamos tratando deles como gerado ou
como conjunto. No caso de coincidirem usaremos a notação da primeira deﬁnição.
Teorema 2.1.7 ([5], Teorema 2.3). Seja G um p-grupo abeliano. Para qualquer i ≥ 0
temos que:
(i) Ωi(G) = {x ∈ G | xpi = 1}.
(ii) Gp
i
= {xpi | x ∈ G}.
(iii) |G : Ωi(G)| = |Gpi | (e consequentemente também |G : Gpi | = |Ωi(G)|).
Observe que o teorema anterior nos diz que se G é abeliano, então as três propriedades
são satisfeitas. Mas, se elas são satisfeitas não podemos aﬁrmar que G é abeliano. Quando
um grupo satisfaz essas três propriedades, para todo i, um dos artigos trabalhados,[8], o
denomina power abelian.
Ao longo do nosso trabalho veremos casos nos quais pediremos outras características,
ao invés de abeliano, de modo que esse teorema ainda seja satisfeito.
O próximo teorema que veremos nos foi muito útil em várias demonstrações onde
queríamos veriﬁcar a inclusão de certos subgrupos.
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Teorema 2.1.8. Sejam G um p-grupo ﬁnito e N , M subgrupos normais de G. Se N 6
M [N,G]Np, então N 6M .
Demonstração. Considere M e N subgrupos normais de um p-grupo ﬁnito G. Vamos
considerar que M = 1, então precisamos mostrar que N = 1.
Suponha por absurdo que N 6= 1. Como estamos em um p-grupo, existe um subgrupo
normal K de G tal que |N : K| = p. Temos que K,N E G e K < N , então fazendo
quociente por K, temos que N/K E G/K.
Agora, como G/K é um p-grupo e |N : K| = p, então N/K ∩ Z(G/N) 6= 1, e isso
acarreta que N/K 6 Z(G/N). Voltando para G, temos que [N,G] 6 K.
Também temos que Np 6 K. De fato, como |N/K| = p, então todo elemento de N/K
tem ordem p e, assim, (nK)p = npK = K. Mas, npK = K se, e somente se, np ∈ K.
Logo, Np 6 K.
Dessa forma, temos que Np 6 K e [N,G] 6 K, então Np[N,G] 6 K. Mas isso é um
absurdo, pois por hipótese N 6 [N,G]Np e K < N . Portanto, N = 1.
No capítulo anterior vimos a Fórmula de Compilação de Hall. Agora veremos mais
algumas consequências dessa fórmula utilizadas em nosso trabalho. A primeira é uma
consequência do Corolário 1.1.15 e ela nos permite estabelecer uma relação de pertinência
entre os termos da Ω-série do grupo com os elementos da série central inferior aplicadas
nesses termos.
Corolário 2.1.9. Seja G um p-grupo ﬁnito. Então temos que
Ωp
n





pn−3 . . . γpn(Ωi)
onde Ωl = Ωl(G) para l ≤ 1 e Ωl = 1 para l ≤ 0.
Lembre-se que deﬁnimos subgrupo comutador de qualquer comprimento. Conside-
rando N e H subgrupos de G vamos adotar a seguinte notação [H,kN ] para o comutador
[H,N, . . . , N ], onde N aparece k vezes.
A outra consequência que ocorre no desenvolvimento da teoria em torno dessa fórmula,
muito utilizada em nosso trabalho, é o seguinte teorema.
Teorema 2.1.10. Sejam G um p-grupo ﬁnito e N , M subgrupos normais de G. Então,
para um natural k,
[Np
k
,M ] ≡ [N,M ]pk( mod [M,pN ]pk−1 [M,p2 N ]pk−2 . . . [M,pk N ]).
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Demonstração. Considere n ∈ N e m ∈M , pelo Teorema 1.1.14, temos
[np
k
,m] ≡ [n,m]pk( mod γ2(L)pkγp(L)pk−1γp2(L)pk−2 . . . γpk(L)),
onde L = 〈n, [n,m]〉. Observe que γ2(L) = 〈[l1, l2] | l1, l2 ∈ L〉 6 [M,N,N ]. Dessa forma,
temos a seguinte inclusão
γ2(L)




k−i 6 [M,N,N,pi−2N ]p
k−i
= [M,pi N ]
pk−i , para os
demais termos, com i = 1, . . . , k.
Com isso, por um lado, temos que
[np
k





Tomando todos os valores de M e N segue que
[Np
k












Vamos mostrar a outra inclusão por indução sobre a ordem de N . Se |N | = 1, então a
inclusão é claramente válida. Para o passo de indução, lembre que [N,M ] 6 [N,G] < N ,
então podemos aplicar a hipótese de indução em [M,N ] e isso acarreta
[[M,N ], N ]p
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Pelo Teorema 2.1.8, vale a inclusão desejada. Portanto, vale a congruência
[N,M ]p
k ≡ [Npk ,M ]( mod [M,pN ]pk−1 [M,p2 N ]pk−2 . . . [M,pk N ]).
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2.2 p-grupos regulares
A primeira família de p-grupos ﬁnitos que estudaremos será a dos p-grupos regulares,
que foi fundamentalmente desenvolvida por P. Hall [13] e publicada em 1933. Essa teoria
também pode ser encontrada no livro Endliche Gruppen I [14, Capítulo III].
Os aspectos dessa família que mostraremos nesse trabalho foram essencialmente estu-
dadas através dos artigos [5] e [2]. Nesse segundo, é desenvolvida uma generalização da
deﬁnição de regular.
A Fórmula de Compilação de Hall possui um signiﬁcado especial quando usamos um





são divisíveis por p para 1 ≤
i ≤ p − 1. Consequentemente, podemos escrever xpyp = (xy)pzcp para algum elemento
z ∈ γ2(〈x, y〉)p e cp = cp(x, y) ∈ γp(〈x, y〉). E isso sugere a deﬁnição de um grupo ser
regular, que é a seguinte.
Deﬁnição 2.2.1. Seja G um p-grupo ﬁnito. Dizemos que G é regular se, para todos
x, y ∈ G,
xpyp ≡ (xy)p(mod γ2(〈x, y〉)p).
Equivalentemente, se cp(x, y) ∈ γ2(〈x, y〉)p para todos x, y ∈ G.
A condição dessa deﬁnição é local, ou seja, depende de cada par de elementos tomados
em G. Com isso, se um p-grupo é regular, então seus subgrupos e grupos quocientes por
um subgrupo normal são ainda regulares.
Claramente todos os p-grupos abelianos ou os que possuem expoente p são regulares.
O problema dessa deﬁnição é que se precisarmos construir um p-grupo regular devemos
checar a relação para todo par de elementos, o que em alguns casos pode ser um trabalho
árduo de cálculo. O teorema a seguir nos mostra alguns casos em que podemos veriﬁcar
outras propriedades, que podem ser mais simples, para concluir se o grupo é regular.
Teorema 2.2.2. Seja G um p-grupo ﬁnito.
(i) Se a classe de nilpotência de G é menor do que p, então G é regular. Em particular,
qualquer grupo de ordem menor ou igual à pp é regular.
(ii) Se γp−1(G) é cíclico, então G é regular. Consequentemente, se p > 2 e G′ é cíclico,
então G é regular.
(iii) Um 2-grupo regular é abeliano.
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Demonstração. (i) Suponha que G tenha classe de nilpotência menor do que p. Então,
pela deﬁnição da série central inferior, temos que γp(G) = 1 e, assim, γp(〈x, y〉) = 1.
Agora, pela Fórmula de Compilação de Hall, lembre que
(xy)p ≡ xpyp(mod γ2(〈x, y〉)pγp(〈x, y〉)).
Então, (xy)p ≡ xpyp(mod γ2(〈x, y〉)p), ou seja, G é regular.
Para a parte particular, observe que se G é um p-grupo de ordem menor ou igual a
pp, então temos que a classe de nilpotência de G é menor do que p, pois cada termo
da série central inferior deve ser um p-grupo de ordem pelo menos p até chegar na
identidade, e acabamos de ver que isso acarreta em G ser regular.
(ii) Suponha que γp−1(G) seja cíclico. Se p = 2, então temos que γ1(G) = G é cíclico.
E assim G é abeliano, mas nesse caso o resultado é trivialmente satisfeito.
Agora se p > 2, considere x, y ∈ G, arbitrários e seja H = 〈x, y〉. Temos que
γp−1(H) 6 γp−1(G), logo γp−1(H) também é cíclico. Se γp−1(H) 6= 1, então temos
que γp(H) < γp−1(H), pela deﬁnição da série central inferior. Consequentemente,
γp(H) 6 γp−1(H)p 6 γ2(H)p. E neste caso cp(x, y) ∈ γ2(H)p, ou seja, G é regular.
Por outro lado, se γp−1(H) = 1, então cp(x, y) ∈ γp(H) 6 γp−1(H) = 1. E assim,
também nesse caso, G é regular.
Agora, suponha que p > 2 e G′ seja cíclico. Observe que se G′ é cíclico, então
γp−1(G) também o é, pois γp−1(G) 6 G′. E, pelo que acabamos de ver, G é regular.
(iii) Suponha que G seja um 2-grupo regular e vamos mostrar que G é abeliano. Sejam
x, y ∈ G e escreva H = 〈x, y〉. Temos que (xy)2 = x2y2[y, x]y, donde x2y2 =
(xy)2[x, y]y.
Por hipótese, G é regular. Assim [x, y]y ∈ γ2(H)2. Observe que γ2(H)2 E H, pois
dados α = α21 · · ·α2k ∈ γ2(H)2, onde αi ∈ γ2(H), i = 1, . . . , k, e g ∈ H, temos que
αg = (α21 · · ·α2k)g = (α21)g · · · (α2k)g = (αg1)2 · · · (αgk)2 e, como γ2(H) E H, segue que
(αg1)
2 · · · (αgk)2 ∈ γ2(H)2. Com isso [x, y] ∈ γ2(H)2. O que mostra que H/γ2(H)2 é
abeliano e consequentemente H ′ 6 (H ′)2.
Agora lembre que Φ(H ′) = (H ′)2[H ′, H ′], donde H ′ 6 Φ(H ′). Mas isso ocorre
apenas quando H ′ = 1, já que a outra inclusão é sempre verdadeira e estamos com
H ′ ﬁnito. Dessa forma, dois quaisquer elementos de H comutam, consequentemente
os de G. Portanto, G é abeliano.
2.2 p-grupos regulares 24
Como comentado inicialmente, também estamos interessados numa generalização desse
conceito, que denominamos k-regular e deﬁnimos da seguinte maneira:
Deﬁnição 2.2.3. Seja G um p-grupo ﬁnito. Dizemos que G é k-regular se para todos












com Di subgrupos adequados de γ2(〈x, y〉) e k ∈ N, k > 0.
Observe que quando k = 1 essas deﬁnições coincidem. A propriedade de ser k-regular
também é estendida para seus subgrupos, assim como em regulares. Vamos veriﬁcar
algumas propriedades para grupos k-regulares, que são muito conhecidas dentro da teoria
de regulares.





= e, então (xy)p
k
= e.
(ii) Para todos x, y ∈ G, xpkypk = zpk , para um certo z ∈ G (que depende de x e y).
Demonstração. Vamos provar os dois itens por indução sobre a ordem de G. Para |G| = 1,
em ambos os itens o resultado é trivialmente satisfeito. Então resta ver o passo de indução
em cada item, podemos supor sem perda de generalidades que G = 〈x, y〉.




= e. Considere L = 〈xg | g ∈ G〉. Lembre que a regularidade
se estende a subgrupos, então L é k-regular. Também temos que |L| < |G|, pois
y /∈ L. Aplicando a hipótese de indução em L, temos que todos os seus elementos
têm ordem no máximo pk. Observe que [x, y] = x−1xy ∈ L, pois x, x−1, xy ∈ L e L
é um subgrupo. Assim [x, y]p
k
= e.
Consideraremos que G não é abeliano, pois se fosse o teorema seria trivialmente
satisfeito. Então G′ < G, onde G′ = 〈[x, y]g | g ∈ G〉. Assim também podemos
aplicar a hipótese de indução em G′, logo zp
k
= e, para todo z ∈ G′, e com isso
exp(G′) ≤ pk.





















(ii) Consideremos L = 〈xy,G′〉. Assim L < G, pois se fosse igual teríamos que G seria
cíclico, logo abeliano, mas nesse caso o item é trivialmente satisfeito. Aplicando a
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hipótese de indução em L, temos, para todos a, b ∈ L, apkbpk = cpk , para algum
c ∈ L.























, com w ∈ G′. Veja













, para algum z ∈ G.
Como conclusão desse teorema temos que os subgrupos característicos Ωk(G) e Gp
k
de
um p-grupo k-regular podem ser tomados como conjuntos ao invés do gerado, da mesma
forma como em um grupo abeliano.
O próximo lema, assim como o anterior, são muitos conhecidos dentro da teoria de
p-grupos regulares, aqui estamos mostrando que para p-grupos k-regulares eles também
são válidos.
Lema 2.2.5. Seja G um p-grupo k-regular e l-regular ou k = 0 ou l = 0. Então:
(i) Para quaisquer x, y ∈ G, xpk = ypk se, e somente se, (xy−1)pk = e.
(ii) Para quaisquer x, y ∈ G, [xpk , ypl ] = e se, e somente se, [x, y]pk+l = e.
Demonstração. (i) Primeiro observe que se k = 0, então a equivalência é clara. Assim
vamos considerar k ≥ 1 e provar por indução sobre |G|. Novamente usaremos que





e considere [x, y] = z. Observe que [xp
k
, y] = [yp
k













Considere H = 〈x, z〉, então H 6 〈x,G′〉 6 〈x,Φ(G)〉 e este último é um subgrupo
estrito de G, pois caso fosse igual teríamos que G/Φ(G) seria cíclico, e assim G
também seria cíclico, e isso não pode ocorrer já que G não é abeliano.
Dessa forma H < G e x, xz ∈ H, então pela hipótese de indução aplicada em






)−1x−1 e assim zp
k
= e.
Pelo item (i) do lema anterior, aplicado em G′ = 〈[x, y]g | g ∈ G〉, temos que
exp(G′) ≤ pk, pois colocamos z = [x, y] e vimos que zpk = e. Agora, pela k-















= e. Logo, (xy−1)p
k
= e.
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Reciprocamente, suponha que (xy−1)p
k









= e = yy−1 ⇒ y−1(xy−1)pky = e⇒ (y−1(xy−1)y)pk = e,
ou seja, (y−1x)p
k




= e. Então, também,





Sabemos que [y, x−1] e seus conjugados também geram G′, então podemos ver que
























(ii) Suponha que k = 0. Então temos as seguintes equivalências
[x, yp
l
] = e⇔ x−1(ypl)−1xypl = ((x−1yx)pl)−1ypl = e⇔ (x−1yx)pl = ypl .
Como G é l-regular podemos aplicar o item anterior, então ((x−1yx)−1y)p
l
= e, e
isso é equivalente a [x, y]p
l
= e. De maneira totalmente análoga provamos o caso
em que l = 0.


















































l ∈ Ωk(G). No-
vamente pela aplicação do item anterior segue que (x−1y−1xy)p







= e, como queríamos.





] = [M,N ]p
k+l
.
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] 6 [M,N ]pk+l . Pelo Lema 2.2.4,
item (ii), temos Mp
k





] = 〈[mpk , npl ] | m ∈M,n ∈ N〉 e [M,N ]pk+l = 〈[m,n]pk+l | [m,n] ∈ [M,N ]〉.
Dessa forma veja que [m,n]p
k+l ≡ e (mod[M,N ]pk+l), agora pelo lema anterior, item









] pertence a [M,N ]p
k+l
. Logo, a inclusão considerada é válida.




] ≡ e (mod[Mpk , Npl ]) e pelo mesmo argumento
que antes temos [m,n]p
k+l ≡ e (mod[Mpk , Npl ]). Mas, lembre que [M,N ] = 〈[m,n] | m ∈
M,n ∈ N〉, então temos que [M,N ]/[Mpk , Npl ] é gerado por elementos cuja ordem é, no
máximo, pk+l.




] possui ordem, no máximo,
pk+l. Isso signiﬁca que [M,N ]p
k+l 6 [Mpk , Npl ]. Portanto, [M,N ]pk+l = [Mpk , Npl ].
Quando consideramos um p-grupo ﬁnito que seja k-regular, esse p-grupo é também
l-regular, para todo l ≥ k, ou seja, a k-regularidade implica na l−regularidade. Como
veremos no seguinte teorema.
Teorema 2.2.7. Seja G um p-grupo k-regular. Então G é (k + 1)-regular.
Demonstração. Considere x, y ∈ G, arbitrários e deﬁna H = 〈x, y〉. Por hipótese, G é um








i , com Di 6 H ′.














Queremos mostrar que (xy)p
k+1 ≡ xpk+1ypk+1 (mod γ2(H)pk+1). Provaremos por indu-
ção sobre l que
((xy)p
k
)l ≡ (xpk)l(ypk)l(Dpk)l (mod γ2(H)pk+1). (2.2)
para l ≥ 1. Se l = 1, pela deﬁnição de ser k-regular segue que a equivalência 2.2 é válida.
Considere l > 1 e suponha por hipótese de indução que a equivalência 2.2 é válida







k ≡ (xpk)l−1(ypk)l−1(Dpk)l−1xpkypkDpk (mod γ2(H)pk+1)
≡ (xl−1)pk(yl−1)pk(Dl−1)pkxpkypkDpk (mod γ2(H)pk+1).
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2k 6 [H,H]pk+1 , onde




)l ≡ (xl−1)pkxpk(yl−1)pkypk(Dl−1)pkDpk (mod γ2(H)pk+1).
E isso mostra que a equivalência 2.2 é válida para qualquer l ≥ 1 e assim se con-
siderarmos que l = p temos que (xy)p
k+1 ≡ xpk+1ypk+1Dpk+1 (mod γ2(H)pk+1), ou seja,
(xy)p
k+1 ≡ xpk+1ypk+1 (mod γ2(H)pk+1). Sendo x, y ∈ G arbitrários, temos que G é (k+1)-
regular, como queríamos.
Para terminar nossa seção vamos demonstrar o teorema que relaciona o índice de
Ωk(G) em G com a ordem de Gp
k
para um p-grupo k-regular, análogo ao Teorema 2.1.7
válido em abeliano. Assim vemos que p-grupos regulares gozam dessa estrutura.
Teorema 2.2.8. Sejam G um p-grupo m-regular e k ∈ N, com k ≥ m. Então:
(i) Ωk(G) = {x ∈ G | xpk = e}.
(ii) Gp
k
= {xpk | x ∈ G}.
(iii) |G : Ωk(G)| = |Gpk |.
Demonstração. (i) Pelo teorema anterior, temos que se G ém-regular, então G também
é k-regular. E aplicando o Lema 2.2.4, item (i), podemos concluir que Ωk(G) é
exatamente o conjunto dos elementos de G que tem ordem no máximo pk. Portanto,
Ωk(G) = {x ∈ G | xpk = e}.
(ii) Pelo mesmo argumento do item anterior, temos que G é k−regular e pelo Lema
2.2.4, item (ii), temos que Gp
k
é exatamente o conjunto das pk-ésimas potências de
G. Portanto, Gp
k
= {gpk | g ∈ G}.
(iii) Primeiro observe que G é k-regular. Assim, considere a aplicação φ : G → Gpk
dada por x 7→ xpk . Temos ainda que φ é sobrejetivo, pois Gpk 6 G e k ≥ 1.




se, e somente se, (xy−1)p
k
=
e. Agora, pela deﬁnição do subgrupo normal Ωk(G) temos que xy−1 ∈ Ωk(G).
Considerando o grupo quociente G/Ωk(G) temos que xy−1 ∈ Ωk(G) se, e somente
se, xΩk(G) = yΩk(G). Como Gp
k
é exatamente o conjunto das pk-ésimas potências
deG, temos a igualdade |G/Ωk(G)| = |Gpk | como cardinalidade de grupos. Portanto,
|G : Ωk(G)| = |Gpk |.
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2.3 p-grupos de classe maximal
Na primeira seção desse capítulo, vimos que a classe de nilpotência de um p-grupo
ﬁnito de ordem pm é no máximo m − 1. Daí vem a deﬁnição da segunda família que
estudaremos que são os de classe de nilpotência exatamente igual a m− 1, denominados
p-grupos de classe maximal.
A principal referência dessa teoria é o trabalho de N. Blackburn [3], publicado em 1958.
Uma referência mais recente são as notas An introduction to ﬁnite p-groups: regular p-
groups and groups of maximal class [5], de Gustavo A. Fernandéz-Alcober, através da qual
realizamos nosso estudo. Primeiro vejamos a deﬁnição formal.
Deﬁnição 2.3.1. Seja G um p-grupo de ordem pm ≥ p2. Dizemos que G é de classe
maximal quando sua classe de nilpotência é m− 1.
Os grupos de ordem p2 são de classe maximal, pois são abelianos. Então γ2(G) =
G′ = {e} e assim eles possuem classe de nilpotência igual a 1.
Os grupos de ordem p3 que não são abelianos, também são de classe maximal, pois
existem apenas duas classes de isomorﬁsmo e em ambas é possível veriﬁcar que a classe
de nilpotência delas é 2.
Por exemplo, veja que para p = 2 essas duas classes de isomorﬁsmos são do D8 =
〈r, s | r4 = 1, s2 = 1, rs = s−1〉 e do Q8 = 〈a, b | a4 = 1, b4 = 1, a2 = b2, ab = a−1〉, o
diedral e o quatérnio de ordem 8, respectivamente. Eles não são abelianos, então a classe
de nilpotência deles é maior do que 1, mas por serem p-grupos vale também que ela é
menor ou igual a 2, logo deve ser 2.
Para um primo ímpar as duas classes de isomorﬁsmos são as dos grupos Mp3 =
〈a, b | ap2 = bp = 1, ab = a1+p〉 (metacíclico) e Ep3 = 〈a, b, c | ap = bp = cp = 1, ac =
ab, [a, b] = [b, c] = 1〉. E de maneira análoga ao que ﬁzemos antes, ambas possuem classe
de nilpotência igual a 2.
Dessa forma podemos estudar apenas p-grupos de classe maximal de ordem maior ou
igual a p4, pois os menores já estão completamente classiﬁcados.
O primeiro resultado que mostraremos reuni as principais propriedades sobre os sub-
grupos normais de um p-grupo de classe maximal.
Teorema 2.3.2. Seja G um p-grupo de classe maximal de ordem pm. Então:
(i) |G : G′| = p2 e |γi(G) : γi+1(G)| = p, para 2 ≤ i ≤ m − 1. Consequentemente,
|G : γi(G)| = pi para 2 ≤ i ≤ m− 1.
(ii) A menos que G seja cíclico de ordem p2, temos que Φ(G) = G′ e d(G) = 2.
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(iii) Os únicos subgrupos normais de G são γi(G) e os subgrupos maximais de G. Mais
precisamente, se N é um subgrupo normal de G de índice pi ≥ p2, então N = γi(G).
(iv) Se N é um subgrupo normal de G de índice ≥ p2, então G/N também é de classe
maximal.
(v) Zi(G) = γm−i(G), para 0 ≤ i ≤ m− 1.
Demonstração. (i) Seja G um p-grupo de classe maximal de ordem pm. Então G tem
classe de nilpotência igual a m− 1. Isso nos mostra que a série central inferior tem
comprimento m − 1 e os termos até m − 1 são estritos um no outro. Dessa forma,
temos
pm = |G| =
m−1∏
i=1




Agora, pelo Teorema 2.1.1 vale que [G : G′] ≥ p2. Sendo os termos da série central





|γi(G) : γi+1(G)| ≥ p2 · pm−2 = pm.
Como |G| = pm, segue que essa desigualdade é exatamente igual a pm. Assim
|γi(G) : γi+1(G)| = p, para todo 2 ≤ i ≤ m − 1, e |G : G′| = p2. Em particular,
observe que
|G : γi(G)| =
i−1∏
j=1




Mas vimos que |G : G′| = p2 e cada índice nesse produtório é p. Como temos i− 2
fatores nesse produto, então |G : γi(G)| = p2 · pi−2 = pi, para 2 ≤ i ≤ m− 1.
(ii) Como G é um p-grupo ﬁnito, pelo Teorema 2.1.3, Φ(G) = G′Gp. Com isso, G′ 6
Φ(G), logo |G : Φ(G)| ≤ |G : G′| = p2.
Temos dois casos, se |G : Φ(G)| = p, então G/Φ(G) é cíclico, logo é abeliano. Dessa
forma, nesse caso temos que G′ = {e} e |G : G′| = |G : {e}| = p2, ou seja, G será
cíclico de ordem p2.
Agora, se |G : Φ(G)| = p2, então pelo Teorema da Base de Burnside 2.1.4, temos que
d(G) = 2 e ainda observe que Φ(G) = G′, pois |G : G′| = |G : Φ(G)| e G′ 6 Φ(G).
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(iii) Seja N um subgrupo normal de G. Como N também é um p-grupo, então |G : N | =
pi para algum i = {0, 1, . . . ,m− 1}.
Observe que se i = 0, então |G : N | = 1 e isso acarreta que N = G = γ1(G). Se
i = 1, então |G : N | = p e assim N é maximal em G.
Por outro lado, se i ≥ 2, pelo Corolário 2.1.2, temos que γi(G) 6 N . Pelo item (i),
deste teorema temos que |G : γi(G)| = pi.
Dessa forma, |G : N | = pi = |G : γi(G)| e γi(G) 6 N , logo γi(G) = N . Portanto,
os únicos subgrupos normais de G são os maximais ou os termos da série central
inferior.
(iv) Considere N um subgrupo normal de G de índice pi ≥ p2. Pelo item anterior, temos
que N = γi(G) e por (i), segue que |G : γi(G)| = pi = |G : N |.
Vimos que γi(G/N) = γi(G)N/N , para todo j ≥ 1. Em particular, γi(G/N) =
γi(G)N/N = N/N = {e}, logo γi(G/N) = {e}.
Como γi−1(G) é um subgrupo próprio de γi(G) = N , i− 1 é a classe de nilpotência
de G/N , ou seja, o quociente também é de classe maximal.
(v) Novamente pelo Teorema 2.1.1, temos que |G : Zm−2(G)| ≥ p2. Vimos que a série
central superior é crescente e que γc+1−i(G) 6 Zi(G), onde c é classe de nilpotência
de G e 0 ≤ i ≤ c.
No nosso caso, a classe de G é m− 1, então γm−i(G) 6 Zi(G), para 0 ≤ i ≤ m− 1.
Para concluirmos a outra inclusão, vamos veriﬁcar que esses dois subgrupos possuem
o mesmo índice em G.
Observe que se i = m−1, temos que γm−(m−1)(G) = γ1(G) = G 6 Zm−1(G). Porém
Zm−1(G) 6 G, logo Zm−1(G) = G. Dessa forma o último termo da série central
superior é Zm−1(G) = G. Da mesma maneira que o item (i), pelo Teorema 2.1.1,
temos que |G : Zm−2(G)| ≥ p2.
Também teremos que |Zi+1(G) : Zi(G)| ≥ p, para 0 ≤ i ≤ m− 3. Assim,
pm = |G| =
m−2∏
i=0
|Zi+1(G) : Zi(G)| = |G : Zm−2(G)|
m−3∏
i=0
|Zi+1(G) : Zi(G)| ≥ p2 ·pm−2.
Onde este último também é igual a pm. Dessa forma, |Zi+1(G) : Zi(G)| = p, para
cada 0 ≤ i ≤ m − 3, e com isso |Zi(G)| =
∏i−1
j=0 |Zj+1(G) : Zj(G)| = pi, para
0 ≤ i ≤ m− 2. Então, |G : Zi(G)| = pm−1, para 0 ≤ i ≤ m− 2.
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Mas, pelo item (i), temos que pm−i = |G : γm−i(G)|, então γm−i(G) = Zi(G), para
0 ≤ i ≤ m− 1, como queríamos.
Quando G for um p-grupo de classe maximal denotaremos Gi = γi(G), para i ≥ 2, e
G0 = G.
Deﬁnição 2.3.3. Seja G um p-grupo de classe maximal de ordem pm ≥ p4. Deﬁnimos
G1 = CG(G2/G4) (a ação de G sobre G2/G4 é induzida pela conjugação). Em outras
palavras, G1 é composto dos elementos x ∈ G tais que [x,G2] 6 G4.
Observe que se N é um subgrupo normal de G tal que |G/N | ≥ p4, então pela deﬁnição
acima temos que (G/N)1 = G1/N .
Teorema 2.1. Seja G um p-grupo de classe maximal. Então G1 é um subgrupo maximal
característico de G.
Demonstração. Primeiro vamos mostrar que G1 é característico. Considere f ∈ Aut(G).
Lembre que G2 = γ2(G) e G4 = γ4(G) são característicos em G. Então temos
[f(x), G2] = [f(x), f(G2)] = f([x,G2]) 6 f(G4) = G4.
Portanto, G1 é característico em G.
Por outro lado, como G1 é o núcleo da ação de G sobre G2/G4, o grupo quociente
G/G1 pode ser imerso em Aut(G2/G4). Mas, |G2 : G4| = p2, então G2/G4 é isomorfo a
Cp2 ou Cp × Cp.
No primeiro caso, sabemos que |Aut(G2/G4)| = p(p − 1), enquanto que no segundo
|Aut(G2/G4)| = |GL2(p)| = (p2 − 1)(p2 − p) = p(p2 − 1)(p − 1). Em ambos os casos a
maior potência de p que divide |Aut(G2/G4)| é p. Dessa forma, |G : G1| ≤ p.
Se G1 = G, então G3 = [G,G2] = [G1, G2] 6 G4, por deﬁnição de G1. Mas, sendo a
série decrescente, G3 6 G4 só ocorre quando G3 = 1, e isso contradiz o fato de |G| ≥ p4.
Logo, |G : G1| = p, ou seja, G1 é maximal em G.
Com a notação introduzida temos que |Gi : Gi+1| = p, para 0 ≤ i ≤ m − 1 e Gi = 1,
para i ≥ m.
O teorema a seguir será de grande utilidade na construção da família de exemplos que
será feita no Capítulo 5. Omitiremos a demonstração em nosso trabalho, mas ela pode
ser encontrada através da referência [5], no Teorema 4.9.
Teorema 2.3.4. Seja G um p-grupo de classe maximal de ordem pm ≥ pp+2. Então valem
os seguintes itens:
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(i) G1 é regular.
(ii) (Gi)
p = Gi+p−1 para todo i ≥ 1.
(iii) Se 1 ≤ i ≤ m− p e x ∈ Gi −Gi+1, então xp ∈ Gi+p−1 −Gi+p.
Elementos uniformes de um p-grupo de classe maximal
Dado G um p-grupo de classe maximal de ordem pm, também podemos deﬁnir ou-
tros centralizadores da mesma forma que deﬁnimos G1 = CG(G2/G4), da seguinte forma
CG(Gi/Gi+2), para 1 ≤ i ≤ m − 2. Como acontece com G1, todos esses subgrupos são
característicos e maximais em G.
Deﬁnição 2.3.5. Seja G um p-grupo de classe maximal de ordem pm. Dizemos que s ∈ G
é um elemento uniforme se s /∈ ∪m−2i=2 CG(Gi/Gi+2).
A primeira pergunta que surge é se qualquer p-grupo de classe maximal possui elemen-
tos uniformes, ou seja, o p-grupo G é igual ou diferente de ∪m−2i=2 CG(Gi/Gi+2). Blackburn
mostrou que p-grupos de classe maximal de ordem pm possuem elementos uniformes, ou
seja, vale que G 6= ∪m−2i=2 CG(Gi/Gi+2).
Em um p-grupo ﬁnito G de ordem maior ou igual a p2, temos que |CG(x)| ≥ p2,
para qualquer x ∈ G. Mais ainda, dado um subgrupo normal N de G vale |CG(x)| ≥
|CG/N(xN)|, para qualquer x ∈ G (Exercício 1.2 de [5]). Com isso, podemos veriﬁcar que
uma condição necessária e suﬁciente para um p-grupo ser de classe maximal é que exista
um elemento x ∈ G tal que seu centralizador tenha ordem p2. Note que tais elementos são
precisamente os elementos uniformes. Também veriﬁca-se que dado um elemento uniforme
s vemos que sp ∈ Z(G) (Teorema 3.15 de [5]). Essas aﬁrmações são obtidas fazendo-se
um estudo detalhado das notas An introduction to ﬁnite p-groups: regular p-groups and
groups of maximal class [5], de Gustavo A. Fernandéz-Alcober.
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2.4 p-grupos powerful
A próxima família é a de p-grupos ﬁnitos powerful. O estudo sobre esse família foi
essencialmente desenvolvida por A. Lubotzky e A. Mann [20], em 1987. Porém, em 1965,
M. Lazard [18] também realizou um estudo sobre esses p-grupos.
Um fato importante nessa família é que a quantidade mínima de geradores dos subgru-
pos são sempre menores ou iguais à do grupo, e isso nem sempre vale em outros grupos.
E isso mostra que p-grupos ﬁnitos powerful possuem posto igual à quantidade mínima de
geradores do grupo, como será visto nessa seção no Teorema 2.4.12.
Outro fato importante que também veremos é como encontrar um subgrupo powerful
de posto limitado contido em um p-grupo de posto ﬁnito, o que será visto no Teorema
2.4.16. Além disso veriﬁcaremos que p-grupos powerful, assim como os regulares, compar-
tilham de algumas das características dos abelianos.
O estudo a cerca dessa família foi essencialmente baseado no livro Analytic Pro-p
Groups [4]. Os livros p-Automorphisms of Finite p-Groups [16] e The Structure of Groups
of Prime Power Order [19] também possuem seções sobre esses p-grupos, assim como o
artigo [20], e foram eventualmente consultadas.
Deﬁnição 2.4.1. Seja G um p-grupo ﬁnito. Dizemos que G é powerful se [G,G] = G′ ≤
Gp, se p é ímpar, ou se G′ ≤ G4, se p = 2.
Lembre que em um p-grupo ﬁnito vale Φ(G) = GpG′, com isso quando tivermos p
ímpar, G será powerful se, e somente se, Gp = Φ(G).
Deﬁnição 2.4.2. Um subgrupo N de um p-grupo ﬁnito G é dito powerfully embedded em
G, onde denotaremos por N p.e. G, se [N,G] 6 Np, se p é ímpar, ou [N,G] 6 N4, se
p = 2.
Essa deﬁnição nos mostra que G é powerful se, e somente se, G p.e. G. E também
pode-se veriﬁcar que se N p.e. G, então N E G e N é powerful. Todo p-grupo abeliano é
powerful e todos os seus subgrupos serão powerfully embedded.
Um exemplo clássico de p-grupo que não é powerful é o D8, o diedral de ordem 8.
Considerando D8 = 〈r, s | r4 = s2 = e, rs = r−1〉 pode-se veriﬁcar que D′8 = 〈r2〉 e que
D48 = {e}, então D′8 
 D48.
No estudo de p-grupos regulares vimos que seus subgrupos são ainda regulares, porém
isso não ocorre em p-grupos powerful. Vamos construir um exemplo de um p-grupo power-
ful que possui um subgrupo que não é. Como vimos queD8 não é powerful consideraremos
um grupo que irá conter uma cópia isomorfa do D8 como subgrupo próprio.
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Deﬁna o grupo G = D8 × C8, onde C8 é um grupo cíclico de ordem 8 gerado por
z e D8 tem a apresentação citada anteriormente. Considere o seguinte subgrupo, que é
normal, N = 〈[r, s]−1z4〉 = 〈r2z4〉 de G. Agora considere o grupo quociente K = G/N =
(D8 × C8)/N , temos que [K,K] = [G/N,G/N ] = [G,G]N/N = 〈r2N〉 = 〈z4N〉 6 K4.
Assim K é powerful, mas veja que H = 〈rN, sN〉 é uma cópia isomorfa a D8, onde o
isomorﬁsmo é φ : D8 → H, dado por r 7→ rN e s 7→ sN , que não é powerful, e assim H
também não.
Exemplos de subgrupos de um p-grupos powerful que não preservam a propriedade
quando p ímpar, podem ser construídos de maneira semelhante e no livro The Structure
of Groups of Prime Power Order [19], Capítulo 6, pode-se encontrar um roteiro para essa
construção.
O próximo lema nos mostra algumas das principais características de p-grupos power-
ful.
Lema 2.4.3. Seja G um p-grupo ﬁnito e sejam N,K e W subgrupos normais de G, com
N 6 W . Então:
(i) Se N p.e. G então NK/K p.e. G/K.
(ii) Se p > 2 e K 6 Np, ou, se p = 2 e K 6 N4, então N p.e. G se, e somente se,
N/K p.e. G/K.
(iii) Se N p.e. G e x ∈ G, então 〈x,N〉 é powerful.
(iv) Se N não é powerfully embedded em W , então existe um subgrupo normal J de G
tal que
 Se p > 2: Np[N,W,W ] 6 J < Np[N,W ] e [Np[N,W ] : J ] = p.
 Se p = 2: N4[N,W ]2[N,W,W ] 6 J < N4[N,W ] e [N4[N,W ] : J ] = 2.
Demonstração. (i) Suponha que N p.e. G. Considere inicialmente p > 2 e o ho-
momorﬁsmo canônico pi : G → G/K. Pelo Teorema da Correspondência temos
que pi(N) = NK/K. Assim pi(Np) = NpK/K e (pi(N))p = (NK/K)p. Mas
(NK/K)p = NpK/K, então pi(Np) = (pi(N))p.
Temos que [N,G] 6 Np, então pi([N,G]) 6 pi(Np). Como pi é um homomor-
ﬁsmo e N é um subgrupo normal de G, segue que pi([N,G]) = [pi(N), pi(G)] =
[NK/K,G/K] = [N,G]K/K. E assim [NK/K,G/K] 6 NpK/K = (NK/K)p.
Por outro lado suponha p = 2 e considere ainda o homomorﬁsmo canônico pi como
acima. Também temos que pi(N4) = (pi(N))4, então pi([N,G]) = [pi(N), pi(G)] =
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[NK/K,G/K] = [N,G]K/K 6 N4K/K = (NK/K)4. Portanto em ambos os casos
temos NK/K p.e. G/K.
(ii) Suponha que K 6 Np, se p > 2, ou K 6 N4, se p = 2. Por um lado, suponha ainda
que N p.e. G. Observe que K 6 Np 6 N ou K 6 N4 6 N e assim NK/K = N/K,
em ambos os casos. Como vimos que NK/K p.e. G/K, segue que N/K p.e. G/K,
como queríamos.
Reciprocamente, suponha N/K p.e. G/K. Pela deﬁnição,[N/K,G/K] 6 (N/K)p,
se p > 2, ou [N/K,G/K] 6 (N/K)4, se p = 2. Agora, veja que p > 2, temos
K 6 Np 6 N e assim
[N,G]K/K = [N/K,G/K] 6 (N/K)p = (NK/K)p = NpK/K = Np/K.
E da mesma forma temos que se p = 2, então K 6 N4 6 N e assim
[N,G]K/K = [N/K,G/K] 6 (N/K)4 = (NK/K)4 = N4K/K = N4/K.
Pelo Teorema da Correspondência temos que [N,G] 6 Np ou [N,G] 6 N4, em cada
caso. Portanto, N p.e. G.
(iii) Suponha que N p.e. G e seja x ∈ G. Considere H = 〈N, x〉 e vejamos que H
é powerful. Primeiro observe que [H,H] = [N,H], vejamos que valem as duas
inclusões. Por um lado, temos que N 6 H, então [N,H] 6 [H,H]. Por outro lado,
tome n1xi, n2xj ∈ H, onde n1, n2 ∈ N , e veja que
[n1x
i, n2x




























Como N E G, cada um desses comutadores da última igualdade são elementos de
[N,H], então [H,H] 6 [N,H] e temos a igualdade citada.
Agora veja que com isso temos [H,H] = [N,H] 6 [N,G] 6 Np 6 Hp, se p > 2, ou
[H,H] = [N,H] 6 [N,G] 6 N4 6 H4, se p = 2. Ou seja, temos que H é powerful
em ambos os casos, como queríamos.
(iv) Inicialmente suponha que p > 2. Por hipótese, N não é powerfully embedded em
W , ou seja, [N,W ] 
 Np. Então Np < Np[N,W ] = M . Como G é um p-grupo e
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M e Np são subgrupos normais de G, então existe J E G tal que Np 6 J < M e
|M : J | = p.
Observe queM/J E G/J eG/J é também um p-grupo, com issoM/J∩Z(G/J) 6= 1.
Mas |M : J | = p, então |M/J | = p, com isso M/J 6 Z(G/J). Isso acarreta que
[M,G] 6 J e assim [Np[N,W ], G] 6 J < M .
Temos que [N,W,W ] 6 [[N,W ], G] 6 [M,G] = [Np[N,W ], G] 6 J , ou seja,
[N,W,W ] 6 J . Como Np 6 J , segue que Np[N,W,W ] 6 J . E, portanto,
nesse caso, existe um subgrupo normal J tal que Np[N,W,W ] 6 J < Np[N,W ]
e |Np[N,W ] : J | = p.
Agora, de maneira análoga suponha p = 2. Por hipótese N não é powerfully em-
bedded em W , ou seja [N,W ] 
 N4. Então N4 6 N4[N,W ], onde denominaremos
de M tal subgrupo. Da mesma forma que no caso anterior existe J E G tal que
N4 6 J < N4[N,W ] = M e |M : J | = 2.
Também de maneira totalmente análoga obtemos que [M,G] 6 J . E com isso
[N4[N,W ], G] 6 J < N4[N,W ]. Observe que N4 6 J , [N,W ]2 6 J e que
[N,W,W ] 6 [[N,W ], G] 6 [M,G] = [N4[N,W ], G] 6 J . Portanto, existe J tal
que N4[N,W ]2[N,W,W ] 6 J < N4[N,W ] e |N4[N,W ] : J | = 2.
Observação 2.4.1. Observe que o último item desse lema, de certa forma, nos mostra
uma maneira de veriﬁcar que N p.e. W , onde N e W são subgrupos normais de G, um
p-grupo ﬁnito, com N 6 W . Para isso inicialmente supomos por contradição que N não
é powerfully embedded em W e então poderemos "quocientar"por um subgrupo normal
adequado J e assim reduzir o caso onde Np = 1, se p > 2, ou N4 = 1, se p = 2, supondo
ainda que [N,W ] tem ordem p (e [N,W ] é central em G), dessa forma obteremos um
absurdo.
O próximo teorema nos mostra uma propriedade válida com subgrupos normais power-
fully embedded em um p-grupo ﬁnito, que pode parecer simples, mas por se tratar de
subgrupos gerados isso nem sempre é válido.
Teorema 2.4.4. Sejam G um p-grupo ﬁnito e M e N subgrupos normais powerfully
embedded em G. Então [Np,M ] = [N,M ]p.
Demonstração. Vamos provar as duas inclusões. Suponhamos inicialmente que p > 2.
Pela Fórmula de Hall, Teorema 2.1.10, temos que [Np,M ] ≡ [N,M ]p (mod [M,pN ]) e
usando hipótese que M p.e. G, vale que
[Np,M ] 6 [N,M ]p[M,pN ] 6 [N,M ]p[M,G,p−1N ] 6 [N,M ]p[Mp,p−1N ].
2.4 p-grupos powerful 38
Como p > 2, então p − 1 ≥ 2. Isso nos dá que [Mp,p−1N ] 6 [Mp, N,N ]. Com isso,
[Np,M ] 6 [N,M ]p[Mp, N,N ] e novamente pelo Teorema 2.1.10 temos que
[Np,M ] 6 [N,M ]p[Mp, N,N ] 6 [N,M ]p[[M,N ]p[N,pM ], N ] =
= [N,M ]p[[M,N ]p, N ][N,pM,N ] 6 [N,M ]p[[M,N ]p, G][N,G,p−1M,N ].
Usando agora a hipótese de que N é powerfully embedded em G e [M,N ]p E G, segue
que
[Np,M ] 6 [N,M ]p[N,M ]p[Np,p−1M,N ] 6 [N,M ]p[Np,M,M,N ] 6 [N,M ]p[Np,M,G,G].
Assim, [Np,M ] 6 [N,M ]p[[Np,M ], G]. Aplicando o Teorema 2.1.8, concluímos que
[Np,M ] 6 [N,M ]p.
Por outro lado, [N,M ]p 6 [Np,M ][M,pN ] e usando a hipótese de que M é powerfully
embedded em G temos que [N,M ]p 6 [Np,M ][Mp,p−1N ] 6 [Np,M ][Mp, N,N ].
Na primeira inclusão mostramos que [Mp, N ] 6 [M,N ]p, dessa forma [N,M ]p 6
[Np,M ][[M,N ]p, G]. Portanto, se p > 2 vale que [Np,M ] = [N,M ]p.
Considerando p = 2, pelo Teorema 2.1.10, temos [N2,M ] ≡ [N,M ]2 (mod [M,2N ]) e
usando o fato de M ser powerfully embedded, segue que
[N2,M ] 6 [N,M ]2[M,2N ] 6 [N,M ]2[M,G,N ] 6 [N,M ]2[M4, N ].
Novamente pelo Teorema 2.1.10, vale que [M4, N ] ≡ [M,N ]4(mod[N,2M ]2[N,4M ]).
Usando agora o fato de N ser powerfully embedded obtemos
[N2,M ] 6 [N,M ]2[M,N ]4[N,2M ]2[N,4M ] 6
6 [N,M ]2[M,N ]4[N,M ]2[[N,G],3M ] 6 [N,M ]2[[N4,M ], G].
Assim [N2,M ] 6 [N,M ]2[[N2,M ], G] e pelo Teorema 2.1.8 segue que [N2,M ] 6
[N,M ]2.
Por outro lado, o Teorema 2.1.10 também nos dá [N,M ]2 6 [N2,M ][M,2N ], e usando
o fato que M é powerfully embedded em G temos:
[N,M ]2 6 [N2,M ][M4, N ] 6 [N2,M ][M,N ]4[N,2M ]2[N,4M ].
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Como N também é powerfully embedded em G, segue que
[N,M ]2 6 [N2,M ][M,N ]4[N4,M ]2[N4,3M ] 6 [N2,M ]([N,M ]2)2
E novamente pelo Teorema 2.1.8 obtemos [N,M ]2 6 [N2,M ]. Portanto, se p = 2
também vale a igualdade [Np,M ] = [N,M ]p.
Considerando G um p-grupo ﬁnito e N um subgrupo dele, tal que N p.e. G, certamente
poderíamos perguntar se alguns dos principais subgrupos de N , como Np, [N,G], herdam
essa propriedade. E se tivermos dois subgrupos de G com tal propriedade, o produto
deles é ainda powerfully embedded em G? Os próximos dois teoremas tem por objetivo
responder, e de maneira positiva, essas questões.
Teorema 2.4.5. Seja G um p-grupo ﬁnito e N 6 G, tal que N é powerfully embedded
em G, então Np p.e. G.
Demonstração. Primeiro suponha que p > 2. Pelo teorema anterior temos que [Np, G] =
[N,G]p 6 (Np)p, pois por hipótese N é powerfully embedded em G. Dessa forma [Np, G] 6
(Np)p, ou seja, Np p.e. G.
Agora considere p = 2, pelo teorema anterior temos que [N2, G] = [N,G]2 6 (N4)2,
pois N p.e. G. Mas, pelo Corolário 1.1.15 vale que (N4)2 ≡ N8 (mod γ2(N4)2γ2(N4)) e as-
sim (N4)2 6 N8[N4, G]. Pelo Teorema 2.1.10, temos [N4, G] 6 [(N2)2, G] 6 [N2, G]2[G,2N2].
Com isso,
[N2, G] 6 (N4)2 6 N8[N2, G]2[G,G,N2] 6 (N2)4[N2, G]2[N2, G,G]
Assim, [N2, G] 6 (N2)4[N2, G]2[N2, G,G]. Pelo Teorema 2.1.8 segue que [N2, G] 6
(N2)4. Portanto, Np p.e. G.
Teorema 2.4.6. Sejam G um p-grupo e M,N subgrupos normais powerfully embedded
em G. Então [N,G] e MN são powerfully embedded em G.
A demonstração desse teorema é uma simples veriﬁcação da deﬁnição usando a pro-
priedade [Np,M ] = [N,M ]p.
Considere um p-grupo ﬁnito G e vamos deﬁnir a seguinte sequência de subgrupos:
P1(G) = G; Pi+1(G) = Pi(G)
p[Pi(G), G], i ≥ 1.
Para simpliﬁcar a notação escreveremos Gi = Pi(G) e denominaremos essa série por
p-série. Observe que essa cadeia é decrescente de subgrupos normais em G e ainda é uma
série central, já que [Pi(G), G] 6 Pi+1(G). Temos também que P2(G) = Φ(G).
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Vamos veriﬁcar algumas propriedades que ocorrem nessa série quando G é um p-grupo
ﬁnito powerful.
Lema 2.4.7. Seja G um p-grupo powerful.
(i) Para cada i, Gi p.e. G e Gi+1 = G
p
i = Φ(Gi).
(ii) Para cada i, a aplicação x 7−→ xp induz um homomorﬁsmo de Gi/Gi+1 sobre
Gi+1/Gi+2.
Demonstração. (i) Vamos provar por indução sobre i. Para i = 1, o resultado é trivial,
já que G p.e. G. Vimos que G2 = Φ(G) = Φ(G1) e como [G,G] 6 Gp, para qualquer
primo p, segue que Φ(G) = Gp. Assim vale o primeiro passo da indução.
Suponha por hipótese de indução que Gi p.e. G e que Gi+1 = G
p
i = Φ(Gi). Vejamos
ser válido para i+ 1. Como Gi+1 = G
p
i , então pelo Teorema 2.4.5, Gi+1 p.e. G.
Pela deﬁnição da série temos que Gi+2 = G
p
i+1[Gi+1, G] e como acabamos de ver
que Gi+1 p.e. G, segue Gi+2 6 Gpi+1. Mas já temos que Gpi+1 6 Gi+2, assim segue a
igualdade Gi+2 = G
p
i+1.
Para a outra igualdade temos que Gpi+1 6 Φ(Gi+1) e Φ(Gi+1) = Gpi+1[Gi+1, Gi+1],
pelo Teorema 2.1.3. Assim Φ(Gi+1) 6 Gpi+1[Gi+1, G] 6 Gpi+1. Dessa forma Φ(Gi+1) =
Gpi+1. Como queríamos.
(ii) No item anterior vimos que Gi p.e. G, lembrando que [Gi, Gi] 6 [Gi, G] segue que
Gi é ainda powerful.
Observe que temos Gi+1 = P2(Gi) e Gi+2 = P3(Gi), de fato, pela deﬁnição da série
P2(Gi) = P1(Gi)
p[P1(Gi), G] = G
p
i [Gi, G] = Gi+1, pelo item anterior, e da mesma
forma P3(Gi) = Gi+2.
Então, mudando a notação, podemos assumir que i = 1 e substituindo G por G/G3,
podemos assumir G3 = 1. Veja que [G,G] 6 G2 = Φ(G) e sabemos [G2, G] 6 G3,
assim G2 6 Z(G) e então [G,G] 6 G2 6 Z(G).
Com isso, temos que [[G,G], G] 6 [Z(G), G] = 1, ou seja, γ3(G) = 1. Lembre que
dados x, y ∈ G e n ∈ N temos (xy)n ≡ xnyn[y, x]n(n−1)2 (mod γ3(G)).
Considere p um primo ímpar, então temos (xy)p = xpyp[y, x]
p(p−1)
2 e, nesse caso, p
divide p(p−1)
2
. Como [y, x] ∈ G2, temos que ([y, x]p) p−12 ∈ Gp2 = G3 = 1, pelo item
anterior. Isso signiﬁca que (xy)p = xpyp.
Agora, se p = 2, como G é powerful, então [G,G] 6 G4 6 (G2)2 6 (Φ(G))2 = G22 =
G3 = 1. Assim (xy)2 = x2y2[y, x] = x2y2, já que [y, x] ∈ [G,G] 6 G3 = 1. Dessa
forma, em qualquer caso temos (xy)p = xpyp.
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Como Gp2 = G3 = 1 e G
p = G2, temos que x 7−→ xp induz um homomorﬁsmo
sobrejetivo de G/G2 sobre G2/G3.
Observe que veriﬁcamos a validade do item para i = 1, os demais casos seguem o
mesmo raciocínio já que Gi é powerful, para todo i. Portanto, o lema está demons-
trado.
Lema 2.4.8. Se G = 〈a1, . . . , ad〉 é um p-grupo powerful, então Gp = 〈ap1, . . . , apd〉.
Demonstração. Considere o homomorﬁsmo sobrejetivo θ : G/G2 −→ G2/G3 do lema
anterior. Por hipótese G é gerado por {a1, . . . , ad}, então G/G2 é gerado pelo conjunto
{a1G2, . . . adG2}.
Pelo homomorﬁsmo G2/G3 será gerado por {θ(a1G2), . . . , θ(adG2)}, sendo esse ho-
momorﬁsmo x 7−→ xp, teremos que G2 = 〈ap1Gp2, . . . , adGp2〉G3 = 〈ap1, . . . , apd〉G3, pois
Gp2 = G3.
Agora temos queG2 = Gp eG3 = Φ(G2). Como o subgrupo Frattini é o composto pelos
elementos não-geradores do grupo, temos que Gp = 〈ap1, . . . , apd〉, como queríamos.
O próximo resultado é uma das características de powerful que é compartilhada com
grupos abelianos.
Proposição 2.4.9. Se G é um p-grupo powerful, então todo elemento de Gp é potência
de um elemento de G.
Demonstração. Vamos provar por indução sobre |G|. Se |G| = 1, o resultado é claro.
Então suponha por hipótese de indução que o resultado seja válido para todo p-grupo
powerful de ordem estritamente menor do que |G|.
Considere g ∈ Gp. Pelo Lema 2.4.7 temos um homomorﬁsmo induzido x 7−→ xp de
G/G2 −→ G2/G3 e G2 = Gp, também por este lema, existem x ∈ G e y ∈ G3 tais que
g = xpy.
Deﬁna H = 〈Gp, x〉 = 〈G2, x〉. Vimos que Gi p.e. G, para cada i, então, pelo Lema
2.4.3, H é powerful. Temos que y ∈ G3 = Gp2, então g = xpy ∈ 〈xp, Gp2〉 = Hp.
Agora temos dois casos, se H 6= G, então podemos aplicar hipótese de indução. Assim
g é uma potência de um elemento de H, logo de G. E o teorema estaria satisfeito.
Se H = G, temos G = 〈G2, x〉 = 〈Φ(G), x〉 = 〈x〉, ou seja, G seria cíclico e, nesse caso,
o teorema já é trivialmente satisfeito.
Observe que essa última proposição é uma das características citadas no Teorema
2.1.7 para que um grupo seja dito power abelian. Em 2002, L Wilson [23], demonstrou
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em sua tese de doutordo que para p ímpar Ωi é exatamente o conjunto das pi-ésimas
potência de elementos de G. No ano seguinte L. Héthelyi e L. Lévai [12], mostraram
|G : Gp| = |Ω1(G)|, quando G é um p-grupo powerful. Dessa forma o fato de um p-
grupo ﬁnito powerful ser power abelian é muito recente. Não entraremos em detalhes da
demonstração desses resultados em nosso trabalho.
Juntando as características já apresentadas no Lema 2.4.7 com os últimos dois resul-
tados demonstrados temos o próximo teorema que nos mostra um resumo das principais
propriedades da p-série quando G é um p-grupo ﬁnito powerful.
Teorema 2.4.10. Seja G = 〈a1, . . . , ad〉 um p-grupo powerful, e coloque Gi = Pi(G) para
cada i.
(i) Gi p.e. G;
(ii) Gi = G
pi−1 = {xpi−1 | x ∈ G} = 〈api−11 , . . . , ap
i−1
d 〉;
(iii) Gi+k = Pk+1(Gi) = G
pk
i , para cada k ≥ 0;
(iv) A aplicação x 7−→ xpk induz um homomorﬁsmo de Gi/Gi+1 sobre Gi+k/Gi+k+1, para
cada i e k.
Demonstração. (i) Esse item já foi mostrado no Lema 2.4.7.
(ii) Vamos provar por indução sobre i. Para i = 1, temos que G1 = Gp
1−1
= {xp1−1 | x ∈
G} = 〈ap1−11 , . . . , ap
1−1
d 〉 = 〈a1, . . . , ad〉 = G, assim o resultado é válido nesse caso.
Suponha por hipótese de indução que o resultado seja válido para todo inteiro j
menor do que i, ou seja, Gj = Gp
j−1
= {xpj−1 | x ∈ G} = 〈apj−11 , . . . , ap
j−1
d 〉. Pelo
Lema 2.4.7, vimos que Gi+1 = G
p
i = P2(Gi), para cada i, então sendo Gi powerful
pela Proposição 2.4.9 segue que Gi+1 = G
p
i = {xp | x ∈ Gi}. Da mesma forma
temos que Gi = G
p
i−1 = {yp | y ∈ Gi−1}.
Agora, por hipótese de indução Gi−1 = Gp
i−2
= {zpi−2 | z ∈ G} = 〈api−21 , . . . , ap
i−2
d 〉.







e Gpi−1 = {yp | y ∈ Gi−1} =
{(zpi−2)p | z ∈ G} = {zpi−1 | z ∈ G} = Gpi−1 .
Veja que Gi−1 = Gp
i−2
= 〈api−21 , . . . , ap
i−2
d 〉 e Gi−1 é powerful, então pelo Lema 2.4.8
segue que (Gp
i−2
)p = 〈(api−21 )p, . . . , (ap
i−2
d )
p〉 = 〈api−11 , . . . , ap
i−1
d 〉 = Gp
i−1
. Portanto,
vale que Gi = Gp
i−1
= {xpi−1 | x ∈ G} = 〈api−11 , . . . , ap
i−1
d 〉.




e lembre que Gi = Pi(G).
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Fazendo i = k + 1 e sendo Gi powerful podemos colocar Gi no lugar de G, assim
Pk+1(Gi) = (Gi)k+1 = G
pk
i = {xp
k | x ∈ Gi} = {(ypi−1)pk | y ∈ G} = {ypk+i−1 | y ∈ G}.
E este último é igual a Gk+i. Portanto, Pk+1(Gi) = G
pk
i = Gk+i, k ≥ 0.
(iv) Vamos mostrar por indução sobre k. Para k = 1 é o Lema 2.4.7 aplicando i = 1.
Então suponha que o resultado seja válido para um inteiro k e vejamos para k + 1.
Então por hipótese temos um homomorﬁsmo de Gi/Gi+1 sobre Gi+k/Gi+k+1 indu-
zido de x 7−→ xpk . Agora pelo Lema 2.4.7 temos que x 7−→ xp induz um homomor-
ﬁsmo sobrejetivo de Gi+k/Gi+k+1 sobre Gi+k+1/Gi+k+2.
Considerando a composição desses dois homomorﬁsmos temos que x 7−→ xpk+1 induz
um homomorﬁsmo de Gi/Gi+1 sobre Gi+k+1/Gi+k+2, como queríamos.
Corolário 2.4.11. Se G = 〈a1, . . . , ad〉 é um p-grupo powerful então G = 〈a1〉 · · · 〈ad〉,
ou seja, G é o produto de seus subgrupos cíclicos 〈ai〉.
Demonstração. Suponhamos que Gl > Gl+1 = 1. Inicialmente vamos mostrar por indução
sobre l que G = 〈a1〉 · · · 〈ad〉Gl. Se l = 1, então G = 〈a1〉 · · · 〈ad〉G1 e G1 = G, logo o
resultado é trivial. Suponha por hipótese de indução que o resultado seja válido para
l − 1, ou seja, que vale G = 〈a1〉 · · · 〈ad〉Gl−1.
Observe que o grupo quociente Gl−1/Gl é abeliano, logo usando o teorema anterior,
item (ii), temos que G/Gl = 〈a1〉 · · · 〈ad〉Gl−1/Gl = 〈a1〉 · · · 〈ad〉〈apl−11 , . . . , ap
l−1
d 〉/Gl.
Agora, por hipótese de indução temos que G/Gl = 〈a1〉 · · · 〈ad〉〈apl−11 〉 · · · 〈ap
l−1
d 〉/Gl =
〈a1〉 · · · 〈ad〉/Gl. Dessa forma, podemos supor que G = 〈a1〉 · · · 〈ad〉Gl.
Novamente pelo teorema anterior, item (ii), temos que Gl = 〈apl−11 , . . . , ap
l−1
d 〉 e, pelo
item (i), Gl p.e. G, isso signiﬁca que [Gl, G] 6 Gpl . Mas lembre que G
p
l = Gl+1 = 1, por
hipótese, então [Gl, G] = 1. Isso signiﬁca que Gl 6 Z(G) e então Gl = 〈apl−11 〉 · · · 〈ap
l−1
d 〉.
Logo G = 〈a1〉 · · · 〈ad〉, como queríamos.
O corolário anterior é mais das características que os p-grupos powerful compartilham
com p-grupos abelianos ﬁnitos. Assim como o teorema a seguir, que é um dos principais
teoremas dessa seção.
Teorema 2.4.12. Se G é um p-grupo powerful e H 6 G então d(H) ≤ d(G).
Demonstração. Vamos provar por indução sobre |G|. Se |G| = 1, o teorema é claro. Su-
ponhamos por hipótese de indução que o resultado seja válido para todo p-grupo powerful
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de ordem estritamente menor do que a ordem de G. Seja d(G) = d e d(G2) = m, onde
G2 = Φ(G). Considere H 6 G.
Pelo Lema 2.4.7 temos que G2 é powerful, então se considerarmos o subgrupo K =
H ∩ G2, pela hipótese de indução temos que d(K) ≤ m = d(G2). Agora, pelo item (ii)
desse mesmo lema temos que a aplicação pi : G/G2 −→ G2/G3 dada por x 7−→ xp é um
epimorﬁsmo. Como G2 = Φ(G), segue que d(G) = d = dim(G/G2), como espaço vetorial
sobre Fp.
Da mesma forma G3 = Φ(G2), assim d(G2) = m = dim(G2/G3). Com isso, pelo
Teorema do Núcleo e da Imagem, dim(Nuc(pi)) = dim(G/G2) − dim(G2/G3) = d −m.
Então dim(Nuc(pi) ∩HG2/G2) ≤ d−m.
Considerando a aplicação restrita pi′ := pi
∣∣
HG2/G2
: HG2/G2 −→ pi(HG2/G2) e
aplicando novamente o Teorema do Núcleo e da Imagem, temos dim(pi(HG2/G2)) +
dim(Nuc(pi′)) = dim(HG2/G2). Assim
dim(pi(HG2/G2)) = dim(HG2/G2)−dim(Nuc(pi)∩HG2/G2) ≥ e−(d−m) = m−(d−e),
onde e = dim(HG2/G2).
Sejam h1, . . . , he elementos de H tais que HG2 = 〈h1, . . . , he〉G2. Observe que Φ(K) 6
Kp e por deﬁnição G3 = Φ(G2) = G
p
2, mas como K = H ∩ G2, temos K 6 G2 e assim
Kp 6 Gp2 6 Φ(G2) = G3. Logo Φ(K) 6 Kp 6 G3.
Desde que Φ(K) 6 Kp 6 G3, o subespaço de K/Φ(K) gerado pelas classes hp1, . . . , hpe
tem dimensão pelo menos dim(pi(HG2/G2)) ≥ m − (d − e). Pela hipótese de indução
d(K) ≤ m, então podemos encontrar d − e elementos y1, . . . , yd−e de K tais que K =
〈hpi , . . . , hpe, y1, . . . , yd−e〉Φ(K). Então K = 〈hp1, . . . , hpe, y1, . . . , yd−e〉 e assim
K = 〈h1, . . . , he, y1, . . . , yd−e〉.
Lembre que a Regra de Dedekind nos diz que dados subgrupos A,B e C de um grupo
G tais que B 6 A, então A ∩ (BC) = B(A ∩ C). Como H = H ∩ HG2, aplicando essa
regra temos
H = H ∩HG2 = H ∩ 〈h1, . . . , he〉G2 = 〈h1, . . . , he〉(H ∩G2) = 〈h1, . . . , he〉K.
Com isso, H = 〈h1, . . . , he, y1, . . . , yd−e〉. Portanto, d(H) ≤ d(G).
Agora vamos deﬁnir o posto de um grupo ﬁnito que é dado por
rk(G) = sup{d(H) | H 6 G}.
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O teorema anterior é muito importante no estudo da família de p-grupos ﬁnitos power-
ful, pois através dele e da deﬁnição de posto pode-se ver que d(G) = rk(G).
O segundo teorema mais importante que discutiremos é uma espécie de recíproca para
o teorema anterior, 2.4.12, pois nele veremos que em qualquer p-grupo de posto ﬁnito G,
existe um subgrupo característico powerful de índice limitado em função do posto rk(G).
Antes precisaremos de uma preparação para essa "recíproca".
Deﬁnição 2.4.13. Sejam G um p-grupo ﬁnito e r um inteiro positivo. Deﬁnimos V (G, r)
como sendo a interseção dos núcleos de todos os homomorﬁsmos de G em GLr(Fp).
A imagem de qualquer homomorﬁsmo de um p-grupo G aplicado em GLr(Fp) é um
p-grupo e todo p-subgrupo de GLr(Fp) é conjugado a um subgrupo do grupo inferior
uni-triangular Ur(Fp), esse grupo inferior uni-triangular é formado pelas matrizes Aij de
tamanho r e entradas em Fp que satisfazem aij = 0, se j > i, aij = 1, se i = j, e se i > j,
aij pode ser qualquer elemento de Fp. Dessa forma poderíamos igualmente deﬁnir V (G, r)
como sendo a interseção dos núcleos de todos os homomorﬁsmos de G em Ur(Fp).
Observe que um elemento g deG pertence a V (G, r) se, e somente se, g age trivialmente
em qualquer representação linear de G sobre qualquer Fp−espaço vetorial de dimensão no
máximo r.
Para r ∈ N, deﬁna o inteiro λ(r) por
2λ(r)−1 < r ≤ 2λ(r).
Lema 2.4.14. (i) O grupo Ur(Fp) tem uma série, de comprimento λ(r), de subgrupos
normais, com quocientes abelianos elementares.
(ii) Se G é um p-grupo ﬁnito, então G/V (G, r) tem uma série com essas propriedade.
Demonstração. (i) Vamos provar por indução sobre r. Para r = 1, temos que U1(Fp) =
Fp e λ(1) = 1, já que Fp é um p-grupo abeliano elementar. Assim o resultado é
válido nesse caso.
Suponha por hipótese de indução que o resultado seja válido para qualquer s < r e
vejamos ser verdadeiro para r. Considere s = br/2c e observe que dado X ∈ Ur(Fp)







com A ∈ Us(Fp) e C ∈ Ur−s(Fp). Deﬁna a aplicação, que é um homomorﬁsmo, da
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seguinte forma
ϕ : Ur(Fp) −→ Us(Fp)× Ur−s(Fp)
X 7−→ (A,C).
Consideremos K = Ker(ϕ) pela deﬁnição temos que K = {X ∈ Ur(Fp) | ϕ(X) =
(Ids, Idr−s)} = {X ∈ Ur(Fp) | A = Ids e C = Idr−s}, com Ids e Idr−s são as
matrizes identidades de tamanho s e r − s, respectivamente. Ou seja, os elementos







Com isso, temos que K é um p-grupo abeliano elementar. Pelo Primeiro Teorema
do Isomorﬁsmo Ur(Fp)/K ∼= Im(ϕ) 6 Us(Fp)× Ur−s(Fp).
Agora, pela hipótese de indução Us(Fp) e Ur−s(Fp) possuem tais séries, então Im(ϕ)
também possui tal série. Pelo isomorﬁsmo temos que Ur(Fp)/K possui uma série
tal que seus quocientes são p-grupos abelianos elementares.
Vimos queK é um p-grupo abeliano elementar, dessa forma temos que Ur(Fp) possui
uma série com essas propriedades, como queríamos.
(ii) Seja G um p-grupo ﬁnito e por deﬁnição V (G, r) é a interseção dos núcleos de todos
os homomorﬁsmos de G em Ur(Fp). Mas, sendo G ﬁnito, temos que essa intercessão
é constituída por uma quantidade de núcleos, ou seja, V (G, r) = ∩ki=1Ni, onde
Ni = ker(ϕi) com ϕi : G → Ur(Fp). E pelo Primeiro Teorema do Isomorﬁsmo
G/Ni ∼= Im(ϕi(G)) = Hi 6 Ur(Fp).
Agora considere o homomorﬁsmo
ψ : G −→ G/N1 × · · · ×G/Nk
g 7−→ (gN1, . . . , gNk).
Observe que Ker(ψ) = {g ∈ G | (gN1, . . . , gNk) = (1, . . . , 1)} = ∩ki=1Ni = V (G, r).
E, novamente pelo Primeiro Teorema do Isomorﬁsmo temos que G/V (G, r) ∼= H1×
· · · ×Hk 6 Ur(Fp)× · · · × Ur(Fp).
Pelo item anterior temos que cada Ur(Fp) possui uma série de comprimento λ(r) onde
cada quociente é abeliano elementar, então, pelo isomorﬁsmo, G/V (G, r) também
possui tal série.
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Proposição 2.4.15. Sejam G um p-grupo ﬁnito e r um inteiro positivo. Coloque V =
V (G, r) e sejam W = V se p > 2 ou W = V 2 se p = 2. Se N C G, d(N) ≤ r, e N 6 W ,
então N p.e. W .
Demonstração. Vamos mostrar por indução sobre a ordem de N . Se |N | = 1, o resultado
é claramente satisfeito. Suponha por hipótese de indução que o resultado seja válido para
todo grupo de ordem estritamente menor do que |N | e vejamos ser válido para a ordem
de N .
Primeiro vamos supor que p > 2 e nesse caso V = W . Suponha por absurdo que
[N, V ] 
 Np. Pelo Lema 2.4.3, item (iv), podemos assumir que Np = 1 e |[N, V ]| = p.
Como G é um p-grupo , então existe M C G tal que [N, V ] 6M < N e |N : M | = p.
SendoN/[N, V ] um p-grupo abeliano elementar, segue que d(M/[N, V ]) = d(N/[N, V ])−
1 ≤ r − 1, já que |N : M | = p e d(N) 6 r. Também pelo fato de [N, V ] ter ordem p,
temos que ele é cíclico, ou seja, possui apenas um gerador e isso acarreta que d(M) ≤ r.
Observe ainda que M < N 6 V , ou seja, M < V . Com isso, pela hipótese de indução
aplicada a M , M p.e. V , ou seja, [M,V ] 6Mp = 1.
Assim [M,N ] 6 [M,V ] = 1 e isso signiﬁca que os elementos de M comutam com os
de N , ou seja, M 6 Z(N) 6 N . Mas sendo N/M um grupo cíclico e M 6 Z(N), temos
que N é abeliano e assim é um Fp−espaço vetorial de dimensão no máximo r.
Agora, observamos que g ∈ V (G, r) se, e somente se, g age trivialmente em toda
representação linear de G sobre qualquer Fp−espaço vetorial de dimensão no máximo r.
Em particular, age trivialmente em N . Então [N, V ] = 1, o que é um absurdo, já que
supomos |[N, V ]| = p. Portanto, nesse caso, N p.e. V = W .
Para o outro caso, faremos de maneira análoga. Considere p = 2 e, assim, W = V 2.
Suponha por absurdo que N não é powerfully embedded em W . Da mesma forma que
antes, pelo Lema 2.4.3, podemos assumir que N4 = 1 e |[N,W ]| = 2.
Considerando x, y ∈ N , lembre que (xy)2 = x2y2[y, x]y. Como N 6 W , podemos dizer
que qualquer produto de quadrados em N é congruente a um quadrado módulo [N,W ].
Segue daí que (N2)2 = 1, pois se elevamos ao quadrado novamente teremos elementos de
N4 e [N,W ]2, mas ambos são triviais.
Veja que também ocorre [x2, y] = [x, y]2[[x, y], x]. Mas [[x, y], x] = 1, pois [[N,W ], N ] <
N e assim |[[N,W ], N ]| = 1. Então [x2, y] = [x, y]2 ∈ [N,N ]2 6 [N,W ]2 = 1. Como
[x2, y] ∈ [N2, N ] segue que [N2, N ] = 1, ou seja, N2 6 Z(N).
Agora N/N2 é um Fp−espaço vetorial de dimensão no máximo r, pois nesse quo-
ciente todo elemento possui ordem 2 e isso o torna abeliano. Assim dim(N/N2) =
dim(N/Φ(N)) = d(N) ≤ r, por hipótese. Isso acarreta que [N, V ] 6 N2.
Consequentemente, para a ∈ N e v ∈ N , podemos escrever [a, v] = b, para algum
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b ∈ N2 e com isso temos av = ab. Mas (av)2 = (a2)v = (ab)2 = a2b2[b, a]. Temos
que b2 = 1, pois b ∈ N2 e (N2)2 = 1, e também [b, a] = 1, pois N2 6 Z(N) e assim
[N2, N ] = 1. Assim podemos reescrever essa igualdade da seguinte forma (a2)v = a2, ou
seja, [a2, v] = 1. Isso acarreta que [N2, V ] = 1.
Dessa forma, observe que [N, V, V ] 6 [N2, V ] = 1. Assim pela Fórmula de Compilação
de Hall temos [N,W ] = [N, V 2] 6 [N, V ]2[N, V, V ] 6 (N2)2[N, V, V ] = 1, pelo que vimos
acima. Então [N,W ] = 1, o que é um absurdo, já que supomos |[N,W ]| = |[N, V 2]| = 2.
Portanto, N p.e. W = V 2.
Para terminar essa seção vamos demonstrar o outro teorema que citamos ser de suma
importância, pois eles nos mostra qual subgrupo de um p-grupo de posto ﬁnito é powerful.
Ou seja, uma maneira de encontrar um subgrupo powerful, que também veremos ser
característico. Lembre-se que para um dado r ∈ N deﬁnimos o inteiro λ(r) como sendo
um inteiro que satisfaz 2λ(r)−1 < r ≤ 2λ(r).
Teorema 2.4.16. Seja G um p-grupo ﬁnito de posto r. Então G possui um subgrupo
powerful característico de índice no máximo prλ(r), se p é ímpar ou 2r+rλ(r) se p = 2.
Demonstração. Considere V = V (G, r). Pelo Lema 2.4.14, G/V (G, r) possui uma série de
subgrupos normais com comprimento no máximo λ(r), onde os quocientes são abelianos
elementares. Olhando agora para G temos uma série V 6 N1 6 . . . 6 Ns = G, com
s ≤ λ(r) e Ni/Ni+1 é um p-grupo abeliano elementar.
Por hipótese G tem posto r, então cada um desses fatores tem ordem no máximo pr,
pois d(Ni) ≤ d(G) = r. Com isso |G : V | ≤ prλ(r).
Para o caso em que p > 2, veja que pela deﬁnição de V , temos que ele é característico
em G, logo V C G. Pela hipótese de G ter posto r, temos que d(V ) ≤ r. Aplicando a
proposição anterior temos que V p.e. V e isso signiﬁca que V é powerful. Portanto, se
p > 2, V é um subgrupo caraterístico powerful de índice no máximo prλ(r).
Agora suponha que p = 2. Primeiro observe que V 2 é característico em V , de fato, por
deﬁnição V 2 = 〈v2 | v ∈ V 〉 e dado φ um automorﬁsmo de V temos que φ(v2) = (φ(v))2
e este é um gerador em V 2, pois φ(v) ∈ V . Com isso V 2 é característico em G e então
V 2 C G. Também temos que d(V 2) ≤ r e novamente pela proposição anterior temos que
V 2 p.e. V 2, ou seja, V 2 é powerful.
Para terminar veja apenas que |G : V 2| = |G : V ||V 2 : V | ≤ 2rλ(r) · 2r = 2r+rλ(r),
pois |V : V 2| também tem ordem no máximo 2r. Portanto, nesse caso, o subgrupo
característico powerful de índice no máximo 2r+rλ(r) de G que existe é V 2.
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2.5 p-grupos potent
Em 1969, D. Arganbright publicou um trabalho, [1], onde ele demonstrou que se G é
um p-grupo, com p ímpar, satisfazendo γp−1(G) 6 Gp, então o subgrupo Gp é precisamente
o conjunto das p−ésimas potências de G.
Isso levou a se deﬁnir mais uma classe de p-grupos ﬁnitos denominada potent, que
foi introduzida por J. González-Sánchez e A. Jaikin-Zapirain através do artigo On the
structure of normal subgroups of potent p-groups [8], em 2004. Todo o estudo feito nessa
seção foi baseado neste artigo e também através da referência [1].
Deﬁnição 2.5.1. Seja G um p-grupo ﬁnito. Dizemos que G é potent se γp−1(G) ≤ Gp,
para p ímpar, ou se G′ ≤ G4, para p = 2.
Observe que para p = 2 ou p = 3 as deﬁnições de p-grupo powerful e potent coincidem.
Veja ainda que se G é um p-grupo powerful, então G é também potent.
O próximo lema reuni algumas características básicas sobre essa nova família de p-
grupos ﬁnitos. Umas dessas propriedades é o fato de Gp poder ser tomado como conjunto.
Em [8] isso foi denominado p-powered.
Teorema 2.5.2. Seja G um p-grupo potent. Então valem as seguintes propriedades:
(i) Se p = 2, então γk+1(G) 6 γk(G)4 e se p > 2, então γp−1+k(G) 6 γk+1(G)p;
(ii) γk(G) é potent, para todo k ∈ N;
(iii) 〈x, [G,G]〉 é potent, para todo x ∈ G;
(iv) Gp é precisamente o conjunto das p−ésimas potências de G;
(v) Se N é um subgrupo normal de G, então G/N é potent.
Demonstração. Seja G um p-grupo ﬁnito potent.
(i) Suponha p = 2 e mostraremos por indução sobre k que γk+1(G) 6 γk(G)4. O caso
base, quando k = 1, é trivial, já que por hipótese G é potent.
Suponha por hipótese de indução que o resultado seja válido para inteiro menor ou
igual k, e vejamos para k+ 1. Pela deﬁnição da série central inferior e pela hipótese
de indução, segue que γk+2(G) = [γk+1(G), G] 6 [γk(G)4, G].
Pelo Teorema 2.1.10, temos que [γk(G)4, G] 6 [γk(G), G]4[G,2 γk(G)]2[G,4 γk(G)].
Considerando k > 1, temos k ≥ 2. Assim
[G,2 γk(G)]
2 6 [G, γk(G), γ2(G)] e [G,4 γk(G)] 6 γk+3(G).
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Dessa forma, reescrevemos γk+2(G) 6 γk+1(G)4γk+3(G). Pelo Teorema 2.1.8, segue
que γk+1 6 γk(G)4, como queríamos.
Agora, suponha que p > 2 e vamos mostrar que γp−1+k(G) 6 γk+1(G)p. Para isso
vamos usar indução sobre k. Para k = 0 temos que γp−1(G) 6 γ1(G)p = Gp e isso é
válido pelo fato de G ser um p-grupo potent.
Suponha por hipótese de indução que o resultado seja válido para todo natural
menor do que ou igual a k e vejamos que vale para k + 1. Pela hipótese de indução
e pelo Teorema 2.1.10, temos
γp−1+k+1(G) = [γp−1+k(G), G] 6 [γk+1(G)p, G] 6 [γk+1(G), G]p[G,p γk+1(G)].
Daí, γp−1+k+1(G) 6 γk+2(G)pγp(k+1)+1(G). Agora observe que
p(k+1)+1 > (p−1)(k+1)+1 = (p−1)k+p−1+1 > k+p−1+1 = p−1+k+1.
Assim p(k + 1) + 1 ≥ p− 1 + k + 2. Logo γp(k+1)+1(G) 6 γp−1+k+2(G). Com isso,
γp−1+k+1(G) 6 γk+2(G)pγp−1+k+2(G) = γk+2(G)p[γp−1+k+1(G), G].
Portanto, pelo Teorema 2.1.8, γp−1+k+1(G) 6 γk+2(G)p, para p > 2.
(ii) Suponha que p = 2. Temos que [γk(G), γk(G)] 6 [γk(G), G] = γk+1(G). Pelo item
anterior temos que γk+1(G) 6 γk(G)4. Portanto, por deﬁnição, segue que γk(G) é
potent, para k ∈ N.
Suponha agora que p > 2. Pelas propriedades da série central inferior γp−1(γk(G)) 6
γk(p−1)(G). Observe que p− 1 > 1, assim (p− 1)(k − 1) > k − 1, isto é, (p− 1)(k −
1) + 1 > k. Dessa forma
γp−1(γk(G)) 6 γk(p−1)(G) = γp−1+(k−1)(p−1)(G) 6 γ(k−1)(p−1)+1(G)p 6 γk(G)p.
Portanto, por deﬁnição, também segue que γk(G) é potent, para k ∈ N.
(iii) Seja x ∈ G arbitrário e considere H = 〈x, [G,G]〉. Primeiro vamos mostrar que
γk(H) 6 γk+1(G), para k ≥ 2. Vamos fazer indução sobre k. Se k = 2, temos que
γ2(H) = 〈[h1, h2] | h1, h2 ∈ H〉 e olhando nos geradores vemos que γ2(H) 6 γ3(G).
Suponha por hipótese de indução que o resultado vale para todo inteiro menor do
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que ou igual a k e vejamos a validade para k + 1. Temos
γk+1(H) = [γk(H), H] 6 [γk+1(G), H] 6 [γk+1(G), G] = γk+2(G).
Assim γk(H) 6 γk+1(G), para k ≥ 2.
Suponha agora que p = 2, usando o item (i) desse teorema, obtemos
γ2(H) 6 γ3(G) 6 γ2(G)4 = [G,G]4 6 H4.
Então H é potent. Agora, suponha que p > 2 e também usando o item (i) desse
teorema, temos:
γp−1(H) 6 γp(G) = γp−1+1(G) 6 γ2(G)p = [G,G]p 6 Hp.
Portanto, também nesse caso, H é potent.
(iv) Vamos fazer apenas o caso em que p > 2, pois para p = 2 foi feito na seção de
powerful. Suponha que G seja um p-grupo não abeliano, pois caso contrário o item
é trivialmente satisfeito. Vamos provar por indução sobre a ordem de G. Suponha
que o resultado seja válido para todo grupo de ordem estritamente menor do que a
ordem G.
Pela Fórmula de Hall podemos escrever (x1 · · ·xk)p = xp1 · · ·xpkgp1 · · · gpt g, onde gi ∈
γ2(G), para 1 ≤ i ≤ t, e g ∈ γp(G). Aplicando o item (i) desse teorema, temos
que γp(G) 6 γ2(G)p. Assim existem elementos gt+1, . . . , gr ∈ γ2(G) tais que g =
gpt+1 · · · gpr .
Agora, γ2(G) é estrito em G, então, pela hipótese de indução aplicada nesse sub-
grupo, temos que gp1 · · · gpt gpt+1 · · · gpr = yp para algum y ∈ γ2(G). Logo, xp1 · · ·xpk =
(x1 · · ·xk)psp, onde s = y−1 é um elemento em γ2(G).
Deﬁna x = x1 · · · xk e considere H = 〈γ2(G), x〉. Pelo item (iii) desse teorema,
temos que γp−1(H) 6 Hp. Como G não é abeliano, então H também é estrito em
G. Dessa forma, podemos novamente aplicar a hipótese de indução, agora em H.
Logo, existe h ∈ H tal que xpsp = hp. Portanto, xp1 · · ·xpk = hp, como queríamos.
(v) Seja N um subgrupo normal de G e considere o grupo quociente G/N . Suponha
primeiro que p = 2. Usando propriedade de subgrupo normal do Teorema 1.1.3, item
(v), e a hipótese de que G é potent, temos que [G/N,G/N ] 6 G4N/N = (G/N)4.
Portanto, nesse caso, G/N é potent.
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Suponha agora que p > 2. No Teorema 1.1.7 vimos γk(G/N) = γk(G)N/N , com
k ≥ 1. Então temos que γp−1(G/N) = γp−1(G)N/N 6 GpN/N , pois G é potent.
Assim γp−1(G/N) 6 GpN/N = (G/N)p e portanto G/N é potent.
Na família de p-grupos powerful, deﬁnimos o que seria um subgrupo ser powerfully
embedded em um p-grupo ﬁnito. De maneira semelhante também deﬁnimos isso para a
família de potent.
Deﬁnição 2.5.3. Sejam G um p-grupo ﬁnito e N um subgrupo normal. Dizemos que N
é potently embedded em G se [N,G] ≤ N4 se p = 2 e [N,p−2G] 6 Np, se p > 2.
Observe que quando p = 2 ou p = 3 dizer que um subgrupo é potently embedded ou
que ele é powerfully embedded signiﬁca a mesma coisa.
Utilizando apenas essa deﬁnição pode-se veriﬁcar que um p-grupo ﬁnito é potent se, e
somente se, ele é potently embedded em si próprio. Da mesma maneira como ocorria em
powerful.
Na seção de p-grupos powerful ﬁzemos uma versão para o próximo teorema, dessa
forma faremos aqui apenas o caso em que p é ímpar.
Teorema 2.5.4. Sejam N e M subgrupos potently embedded em G, um p-grupo ﬁnito.
Então [Np,M ] = [N,M ]p.
Demonstração. Vamos mostrar as duas inclusões. Considere o caso em que p > 2. Pelo
Teorema 2.1.10, temos que [Np,M ] ≡ [N,M ]p (mod [M,pN ]). Então
[Np,M ] 6 [N,M ]p[M,pN ] 6 [N,M ]p[M,p−2G,N,N ] 6 [N,M ]p[Mp, N,N ],
pois M é potently embedded em G. Aplicando o Teorema 2.1.10 novamente, temos
[Mp, N ] ≡ [M,N ]p (mod [N,pM ]). Como N também é potently embedded segue que
[Np,M ] 6 [N,M ]p[[M,N ]p[N,pM ], N ] = [N,M ]p[[M,N ]p, N ][[N,pM ], N ]
6 [N,M ]p[M,N ]p[N,pM ] = [N,M ]p[N,pM ] 6 [N,M ]p[N,p−2G,M,M ].
Assim, [Np,M ] 6 [N,M ]p[Np,M,M ]. Utilizando o Teorema 2.1.8 obtemos [Np,M ] 6
[N,M ]p, como queríamos. Agora vejamos a inclusão contrária. Novamente pelo Teo-
rema 2.1.10, obtemos que [N,M ]p 6 [Np,M ][M,pN ]. Utilizando a inclusão que já foi
demonstrada, segue que
[N,M ]p 6 [Np,M ][Mp, N,N ] 6 [Np,M ][[M,N ]p, N ] 6 [Np,M ][[M,N ]p, G].
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Logo pelo Teorema 2.1.8 segue que [N,M ]p 6 [Np,M ]. Portanto, [Np,M ] = [N,M ]p.
O próximo teorema nos mostra que a propriedade de um subgrupo ser potently em-
bedded se estende para alguns de seus subgrupos.
Teorema 2.5.5. Seja G um p-grupo e M , N subgrupos potently embedded de G. Então
vale que:
(i) MN é potently embedded em G.
(ii) [N,G] é potently embedded em G.
(iii) Np é potently embedded em G.
Demonstração. (i) Considere M e N subgrupos potently embedded, então vale que
[N,p−2G] 6 Np e [M,p−2G] 6 Mp, se p > 2, ou [N,G] 6 N4 e [M,G] 6 M4.
Usando propriedades de comutadores temos que:
[NM,p−2G] = [N,p−2G][M,p−2G] 6 NpMp 6 (NM)p
e
[NM,G] = [N,G][M,G] 6 N4M4 6 (NM)4.
Observe que MN é um subgrupo normal de G, pois M e N o são. Portanto, MN
é potently embedded em G.
(ii) Para p > 2 temos que: [[N,G],p−2G] = [[N,p−2G], G] 6 [Np, G] = [N,G]p pelo fato
de G ser potently embedded em si próprio e usando o Teorema 2.5.4.
Para p = 2 temos que [[N,G], G] 6 [N4, G], pois N é potently embedded em G. Pelo
Teorema 2.1.10 temos que [N4, G] ≡ [N,G]4(mod[G,2N ]2[G,4N ]). Assim
[[N,G], G] 6 [N,G]4[G,4N ][G,2N ]2 6 [N,G]4[N,G,G,G][N,G,G]2.
Pelo Teorema 2.1.8, segue que [[N,G], G] 6 [N,G]4. Portanto [N,G] é potently
embedded em G.
(iii) Utilizando o Teorema 2.5.4 repetidas vezes obtemos que [Np,p−2G] 6 [N,p−2G]p.
ComoN é potently embedded temos que [Np,p−2G] 6 (Np)p. Portanto, Np é potently
embedded em G.
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Agora considere p = 2, pelo Teorema 2.5.4 temos que [N2, G] = [N,G]2 6 (N2)4,
pois N é potently embedded. Portanto, N2 é potently embedded.
Subgrupos dimensão de G
Considerando G um p-grupo ﬁnito podemos deﬁnir recursivamente os subgrupos de
dimensão de G dados por
D1(G) = G, Di(G) = D
p
di/pe[Di−1, G], i ≥ 2.
Para simpliﬁcar a notação escreveremos Di(G) = Di, para todo i ≥ 1. Observe que
dessa forma essa série é uma sequência decrescente de subgrupos normais e satisfaz as
propriedades Dpi 6 Dip e [Di−1, G] 6 Di. E observe ainda que Dpi 6 Dpdi+1/pe 6 Di+1 e
isso acarreta que o quocienteDi/Di+1 é um p-grupo abeliano elementar. O Capítulo 11, de
[4], possui outros detalhes e propriedades a respeito desses subgrupos, onde considera-se
G um grupo qualquer.
Considerando que G seja um p-grupo ﬁnito potent, pode-se mostrar, usando a deﬁnição
da sequência e indução sobre i, que Di é potently embedded em G.
A respeito desses subgrupos demonstraremos, nessa seção, o teorema a seguir. Ele nos
mostra como os termos dessa sequência se comportam quando G é um p-grupo potent.
Nele veremos que cada termo dessa série é reescrito como uma potência de outro termo.
Porém, no próximo capítulo mostraremos mais alguns resultados preliminares sobre esses
subgrupos em um p-grupo potent, que servirão de base para demonstração da deﬁnição
de power abelian para essa família de p-grupos.
Teorema 2.5.6. Suponha n ∈ N e i = blogp nc e seja 1 ≤ k ≤ p tal que (k − 1)pi < n ≤




k , 1 ≤ k ≤ p− 2
Dp
i+1
1 , p− 1 ≤ k ≤ p
.
Demonstração. Vamos mostrar por indução sobre n. Primeiro observe que para n ∈ N,
com n ≤ p − 2, o resultado é válido. De fato, se n ≤ p − 2, então i = blogp nc = 0 e





n = Dn. Dessa forma o teorema vale para n ≤ p− 2.
Por indução sobre n, com n ≤ p, é possível mostrar que Dn = Gpγn(G). Usando isso,
juntamente com a deﬁnição da série Dn e o fato de G ser potent, temos que Dp−1 = Gp =
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Dessa forma temos o teorema mostrado para todo natural n ≤ p. Então tome m ∈ N,
com m > p e suponha que o resultado seja válido para todo inteiro n < m. Vejamos sua
validade para n = m.
Sejam i = blogpmc e 1 ≤ k ≤ p tal que (k− 1)pi < m ≤ kpi. Por deﬁnição, temos que
Dm = D
p
dm/pe[Dm−1, G]. Observe que (k − 1)pi−1 < dm/pe ≤ kpi−1 e dm/pe < m. Então,





k , 1 ≤ k ≤ p− 2
Dp
i
1 , p− 1 ≤ k ≤ p
.








k−1, 1 ≤ k ≤ p− 2
Dp
i+1
1 , p− 1 ≤ k ≤ p
.








6 Dpik−1, 1 ≤ k ≤ p− 2
Dp
i−1
1 , p− 1 ≤ k ≤ p
.
Então [Dm−1, G] 6 [Dp
i
k−1, G], se 1 ≤ k ≤ p− 2, ou [Dm−1, G] = [Dp
i+1
1 , G], se p− 1 ≤
k ≤ p.
Sabemos que [Dk, G] 6 Dk+1, então [Dp
i
k−1, G] = [Dk−1, G]
pi 6 Dpik , pelo Teorema
2.5.4. Também temos que [Dp
i+1
1 , G] 6 Dp
i+1

















6 Dpik , 1 ≤ k ≤ p− 2
6 Dpi+11 , p− 1 ≤ k ≤ p
.
Como já temos que Dp
i
k 6 Dm e vimos que Dp−1 = Gp = D
p

















Resultados principais sobre p-grupos
potent
No capítulo anterior vimos que os p-grupos ﬁnitos regulares e os powerful são power
abelian. Com isso em mente, um dos principais objetivos desse capítulo é veriﬁcar que
isso também vale na família dos p-grupos potent. Lembre que um p-grupo ﬁnito é dito ser
potent quando [G,G] 6 G4, se p = 2, ou γp−1(G) 6 Gp, se p > 2.
Além de veriﬁcar a propriedade de ser power abelian na família dos p-grupos potent,
também mostraremos uma limitação para classe de nilpotência dos subgrupos caracterís-
ticos Ωi(G) desse grupo. Também veremos que, sob certas condições, um p-grupo potent
possui um subgrupo powerful.
Dessa forma, na primeira seção veremos alguns lemas técnicos para um subgrupo
normal de um p-grupo potent, bem como os resultados citados no parágrafo anterior. E
na segunda seção mostraremos que um subgrupo normal de um p-grupo potent possui a
estrutura power abelian. Todos os resultados deste capítulo foram obtidos por J. González-
Sánchez e A. Jaikin-Zapirain no artigo On the structure of normal subgroups of potent
p-groups [8].
3.1 Subgrupos normais de um p-grupo potent
Nesta seção mostraremos algumas relações importantes que ocorrem quando conside-
ramos um subgrupo normal N em um p-grupo ﬁnito potent G. O primeiro teorema nos
mostra que ou esse subgrupo normal N está contido em um subgrupo próprio potent ou
vale a relação [G,G]p
n 6 [Npi , Gps ]pt , onde n = i+ s+ t.
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Teorema 3.1.1. Sejam G um p-grupo ﬁnito potent e N um subgrupo normal de G. Então
uma das seguintes condições valem:
(i) Sejam i, s, t ≥ 0 tais que n = i + s + t. Se n ≥ 1, para p é ímpar, ou se n ≥ 2,
quando p = 2, então [G,G]p
n 6 [Npi , Gps ]pt.
(ii) Existe um subgrupo próprio potent T de G tal que N está contido em T .
Demonstração. Vamos dividir o teorema em dois casos, no primeiro vamos supor que
[G,G]p 6 [N,Gp], onde p = 4, se p = 2, e p = p, se p é ímpar, e dele mostraremos que
vale o item (i) do teorema. Depois vamos supor que [G,G]p 
 [N,Gp] e mostraremos
que vale o item (ii) do teorema. Como só ocorre um desses casos o teorema estará
demonstrado.
Para o primeiro caso, inicialmente mostraremos que [G,G]p 6 [N,G]p. Se p = 2,
p = 4, estamos supondo que [G,G]4 6 [N,G4]. Pelo Teorema 2.1.10 temos que [N,G4] ≡
[N,G]4 (mod [N,2G]2[N,4G]). Assim,
[G,G]4 6 [N,G4] 6 [N,G]4[N,2G]2[N,4G] 6 [N,G]4[G,2G]2[G,4G].
Usando o Teorema 2.5.2, item (i), podemos reescrever essa inclusão de subgrupos por
[G,G]4 6 [N,G]4[G,G,G]2[G,G,G,G]4 = [N,G]4γ3(G)2γ4(G)4. Como a série central
inferior é decrescente, temos que γ4(G) 6 γ3(G) e então γ4(G)4 6 γ3(G)4. Também temos
que γ3(G)4 6 γ3(G)2, então [G,G]4 6 [N,G]4γ3(G)2. Novamente pelo Teorema 2.5.2,
item (i), temos γ3(G)2 6 (γ2(G)4)2. Dessa forma, [G,G]4 6 [N,G]4([G,G]4)2. Segue do
Teorema 2.1.8 que [G,G]4 6 [N,G]4.
Agora se p = p, temos [G,G]p 6 [N,Gp]. Como consequência da Fórmula de Hall,
temos que [N,Gp] ≡ [N,G]p (mod [N,pG]). Assim,
[G,G]p 6 [N,Gp] 6 [N,G]p[N,pG] 6 [N,G]p[G,pG] = [N,G]pγp+1(G).
Aplicando o Teorema 2.5.2, item (i), para o caso em que p é ímpar, temos γp+1(G) =
γp−1+2(G) 6 γ3(G)p. Com isso
[G,G]p 6 [N,G]pγ3(G)p = [N,G]p[G,G,G]p.
Como [G,G] e G são potently embedded em G, podemos aplicar o Teorema 2.5.4 e
assim [G,G,G]p = [[G,G]p, G]. Segue do Teorema 2.1.8 que [G,G]p 6 [N,G]p. Assim se
[G,G]p 6 [N,Gp] então [G,G]p 6 [N,G]p e isso mostra o primeiro passo de indução da
aﬁrmação [G,G]p
n 6 [N,G]pn , quando pn ≥ p.
3.1 Subgrupos normais de um p-grupo potent 58
Suponhamos por hipótese de indução que [G,G]p
n 6 [N,G]pn e mostraremos a validade




)p 6 ([N,G]pn)p. Agora pelo
Corolário 1.1.15 temos que ([N,G]p
n
)p ≡ [N,G]pn+1 (mod γ2([N,G]pn)p). Assim temos,
[G,G]p






















, [G,G]] 6 [N,G]pn+1 [[G,G]pn+1 , G].
Assim, temos [G,G]p
n+1 6 [N,G]pn+1 [[G,G]pn+1 , G] e do Teorema 2.1.8 segue que
[G,G]p
n+1 6 [N,G]pn+1 .
Feito isso, agora podemos demonstrar que nesse caso vale o item (i), então considere-
mos i, s, t inteiros não-negativos tais que i + s + t = n ≥ 1, se p é ímpar e n ≥ 2, se p é
par. Primeiro mostraremos que [G,G]p
i 6 [Npi , G].
Para p = p, temos
[G,G]p
i 6 [N,G]pi 6 [Npi , G][G,2N ]p
i
[G,pN ]
pi−1 · · · [G,pi N ] 6
6 [Npi , G][G,2G]p
i
[G,pG]
pi−1 · · · [G,pi G] 6 [Npi , G][G,2G]pi = [Npi , G][[G,G]pi , G].
Pelo Teorema 2.1.8 segue que [G,G]p
i 6 [Npi , G], se p é ímpar.
Para p = 4, temos
[G,G]p
i 6 [N,G]pi 6 [Npi , G][G,2N ]p
i
[G,pN ]
pi−1 · · · [G,pi N ] 6
6 [Npi , G][G,2G]p
i
[G,pG]
pi−1 · · · [G,pi G] 6 [Npi , G][G,G,G]pi−1 6
6 [Npi , G]([G,G]pi−1)4 = [Npi , G]([G,G]pi−1)p2 = [Npi , G]([G,G]pi)p.
Segue do Teorema 2.1.8 que [G,G]p
i 6 [Npi , G], se p = 2. Dessa forma, temos que
[G,G]p




s 6 ([Npi , G])ps . Assim precisamos ver que [Npi , G]ps 6 [Npi , Gps ].









ps−1 · · · [Npi ,pi G] 6





ps−1 · · · [Gpi ,ps G] 6
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6 [Npi , Gps ][[G,G]pi , G]ps [[G,G]pi ,p−1G]p
s−1 · · · [[G,G]pi ,ps−1G] 6
6 [Npi , Gps ][G,G,G]pi+s [γp(G), G]p
i+s−1 · · · [γps(G), G]pi 6 [Npi , Gps ][G,G,G]pi+s .
Dessa forma temos [G,G]p
i+s 6 [Npi , G]ps 6 [Npi , Gps ][[G,G]pi+s , G] e pelo Teorema
2.1.8 segue que [G,G]p
i+s 6 [Npi , Gps ].
Para p = 4, temos
[G,G]p





ps−1 · · · [Npi ,ps G] 6








ps−2 · · · [Gpi ,ps G] 6




pi+s−2 · · · [G,ps G]pi 6
6 [Npi , Gps ][G,G,G]pi+s 6 [Npi , Gps ][[G,G]pi+s , G].
Dessa forma, temos que [G,G]p







. Observe que supomos [G,G]p 6 [N,Gp] e mostramos que o primeiro item do
teorema é válido. Agora suponhamos que [G,G]p 
 [N,Gp] e mostraremos a validade do
segundo item. Primeiro veremos que [G,G]p = [G,Gp]. De fato, temos que G é potent,
então G e Gp são potently embedded em G. Assim se p = p, pelo Teorema 2.5.4 vale
[G,G]p = [G,Gp]. E se p = 4, temos que [G,G]4 = ([G,G]2)2 = [G,G2]2 = [G, (G2)2] =
[G,G4].
Lembrando da deﬁnição dos subgrupos dimensão, temos que para k = 1, vale Dpk =
Dp1 = G
p. Com isso, se [G,G]p = [G,Gp] 
 [N,Gp], então existe k ≥ 1 tal que [G,Dpk ] 

[N,Gp] e [G,Dpk+1] 6 [N,Gp].
Agora considere o conjunto T = {g ∈ G | [g,Dpk ] 6 [N,Gp]}. Vamos mostrar que
N 6 T e T é potent. Observe que pela escolha de k temos que T é um subgrupo próprio
de G, pois caso T = G teríamos que [G,Dpk ] 6 [N,Gp] e isso é um absurdo já que estamos
no caso em que [G,Dpk ] 
 [N,Gp].
Também temos que N ⊆ T . De fato, temos que N E G, então vale que [n, g] ∈
[N,G] 6 N , para todo g ∈ G e n ∈ N . Em particular, Dpk 6 G. Assim, se α ∈ Dpk então




p, pois k ≥ 1. Dessa forma, [n, α] ∈ [N,Dpk ] 6 [N,Gp] 6 N . Com isso, se
n ∈ N , então n ∈ T . Logo, N 6 T .
Como N E G, segue que N E T . Veja ainda que T é um subgrupo normal de G. De
fato, dado α ∈ T e g ∈ G, arbitrários, temos que
[αg, Dpk ] = [α
g, (Dpk )
g] = [α,Dpk ]
g 6 [N,Gp]g = [N g, (Gp)g] = [N,Gp].
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Então αg ∈ T , para todo g ∈ G, e isso signiﬁca que T E G.
Agora, para terminar, vejamos que T é potent. Tome x ∈ [T, T ], se p = 2, e x ∈
γp−1(T ), se p é ímpar. Como G é potent, temos que [T, T ] 6 [G,G] 6 G4, se p = 2,
ou γp−1(T ) 6 γp−1(G) 6 Gp. Com isso x ∈ [T, T ] 6 G4 ou x ∈ γp−1(T ) 6 Gp, ou seja
x ∈ Gp. Pelo Teorema 2.5.2, item (iv), temos que cada elemento de Gp pode ser escrito
como potência de algum elemento de G. Dessa forma podemos escrever x = ap, para
algum a ∈ G.
Primeiro vamos mostrar que [a,Dpk ] 6 [a,Dk]p[N,Gp]. Para p = 4, temos
[a,D4k] 6 [a,Dk]4[a,2Dk]2[a,4Gk] 6 [a,Dk]4[G,Dk, Dk]2[G,4Dk] =
= [a,Dk]
4[[G,Dk]
2, Dk][G,4Dk] 6 [a,Dk]4[[G,Dk]2, Dk][Dk+1,2Dk, Dk] 6
6 [a,Dk]4[D4k+1, Dk] 6 [a,Dk]4[D4k+1, G] 6 [a,Dk]4[N,G4].
E para p = p,
[a,Dpk] 6 [a,Dk]p[a,2Dk]p[a,pDk] 6 [a,Dk]p[G,2Dk]p[G,pDk] =
= [a,Dk]
p[[G,Dk]
p, Dk][G,Dk,p−2Dk, Dk] 6 [a,Dk]p[Dpk+1, Dk][Dk+1,p−2Dk, Dk] 6
6 [a,Dk]p[Dpk+1, Dk] 6 [a,Dk]p[D
p
k+1, G] 6 [a,Dk]p[N,Gp].
Observe que também temos [a,Dk]p 6 [ap, Dk][N,Gp]. De fato, para p = 4,
[a,Dk]
4 6 [a4, Dk][Dk,2 a]2[Dk,4 a] 6 [a4, Dk][Dk,2G]2[Dk,4G] 6
6 [a4, Dk][[Dk, G]2, G][Dk+1,2G,G] 6 [a4, Dk][D4k+1, G] 6 [a4, Dk][N,G4].
E para p = p,
[a,Dk]
p 6 [ap, Dk][Dk,2 a]p[Dk,p a] 6 [ap, Dk][Dk,2G]p[Dk,pG] 6
6 [ap, Dk][[Dk, G]p, G][Dk+1,p−2G,G] 6 [ap, Dk][Dpk+1, G] 6 [ap, Dk][N,G4].
Assim, até agora temos que [a,Dpk ] 6 [a,Dk]p[N,Gp] 6 [ap, Dk][N,Gp]. Agora pre-
cisamos ver que [ap, Dk] 6 [N,Gp]. Para p = 4, lembre que x = a4 ∈ [T, T ] e usando o
Lema dos Três Subgrupos, Lema 1.1.4, temos
[a4, Dk] 6 [[T, T ], Dk] = [T, T,Dk] 6 [Dk, T, T ] 6 [Dk, G, T ] 6 [D4k, T ] 6 [N,G4].
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Então [a,D4k] 6 [a4, Dk][N,G4] 6 [N,G4] e isso acarreta que a ∈ T , logo a4 ∈ T 4.
Dessa forma [T, T ] 6 T 4 e isso signiﬁca que, nesse caso, T é potent.
Para p = p, lembre que x = ap ∈ γp−1(T ) e usando o Teorema 1.1.6 temos
[ap, Dk] 6 [γp−1(T ), Dk] 6 [Dk,p−1 T ] 6 [Dk,p−2G, T ] 6 [Dpk, T ] 6 [N,Gp].
Então [a,Dpk] 6 [ap, Dk][N,Gp] 6 [N,Gp] e assim a ∈ T . Logo ap ∈ T p. Dessa forma
γp−1(T ) 6 T p, ou seja, T é potent. Com isso, vemos que se [G,G]p 
 [N,Gp], existe
um subgrupo potent T de G tal que N 6 T . Assim, nesse caso vale o segundo item do
teorema.
Esse último teorema é muito importante, pois, de certa forma ele nos mostra uma boa
localização para qualquer subgrupo normal de um p-grupo potent. Isso será muito útil
para a limitação dos expoentes de qualquer subgrupo normal e, consequentemente, dos
subgrupos Ωi(G) do grupo G, que é um dos subgrupos que desejamos estudar. A primeira





todo i ≥ 1, considerando as mesmas condições do teorema anterior.





, para todo i ≥ 1.




, veriﬁcamos a validade da
inclusão Np
i+1 6 (Npi)p. Para a outra, provaremos por indução sobre a ordem de G. Se
|G| = 1, nada temos a fazer. Suponha que o resultado seja válido em todo grupo potent
de ordem estritamente menor do que a ordem de G. Pelo Teorema 3.1.1, supondo que
vale o item (ii), teremos N 6 T , onde T é um subgrupo próprio potent de G. Logo, pela
hipótese de indução em T , (Np
i
)p 6 Npi+1 .
Dessa forma, podemos supor que vale o item (i) do Teorema 3.1.1. Pelo Corolário
1.1.15, temos (Np
i
)p ≡ Npi+1 (mod γ2(Npi)p). Assim
(Np
i
)p 6 Npi+1 [Npi , Npi ]p 6 Npi+1 [Npi , Npi ] 6 Npi+1 [Gpi , Gpi ]
(Np
i
)p 6 Npi+1 [Gpi , Gpi ] 6 Npi+1 [Gpi , Gp] = Npi+1 [G,G]pi+1 .
Usando o Teorema 3.1.1 temos que [G,G]p




i+1 6 Npi+1 , ou seja, (Npi)p 6 Npi+1 . Portanto (Npi)p = Npi+1 , para todo
i ≥ 1.
Teorema 3.1.3. Sejam G um p-grupo potent e N um subgrupo normal de G. Então:
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(i) Se p = 2, γ3(N) 6 [N,G]4 ∩ [N4, G] e γ4(N) 6 [N4, G]4; se p > 2, γp(N) 6
[N,G]p ∩ [Np, G].
(ii) Se p é ímpar, [Np, Np] 6 [N,N ]p2 e se p = 2, [N2, N2] 6 [N,N ]4[N,N,N ]2 6 N8.
Em particular, Np é um p-grupo powerful.
(iii) A classe de nilpotência de N é no máximo e(N)(p− 1) + 1, se p é ímpar e b(e(N) +
2)/2c, se p = 2, onde e(N) = logp(exp(N)).
Demonstração. Vamos provar por indução sobre a ordem de G. Primeiro vamos supor
que vale o item (i) do Teorema 3.1.1. Então [G,G]p
n 6 [Npi , Gps ]pt , para n = i+s+t ≥ 1,
se p é ímpar, e n ≥ 2, se p = 2. Vamos considerar p = 2 e provar os três itens do teorema.
(i) Pelo Teorema 2.5.2, item (i), temos que γk+1(G) 6 γk(G)4, p = 2. Então γ3(N) 6
γ3(G) 6 γ2(G)4 = [G,G]2
2
. Pelo Teorema 3.1.1, [G,G]4 6 [N4, G] e [G,G]4 6
[N,G]4. Dessa forma, γ3(N) 6 [N4, G] e γ3(N) 6 [N,G]4, ou seja, γ3(N) 6 [N4, G]∩
[N,G]4. Analogamente, temos que γ4(N) 6 γ4(G) 6 γ3(G)p 6 (γ2(G)4)4, ou seja,
γ4(N) 6 ([G,G]4)4 6 [G,G]16. Pelo Teorema 3.1.1, para n = 4, temos γ4(N) 6
[G,G]16 6 [N4, G]4. Portanto γ3(N) 6 [N4, G] ∩ [N,G]4 e γ4(N) 6 [N4, G]4.
(ii) Primeiro vamos mostrar que [N2, N2] 6 [N,N ]4[N,N,N ]2 6 N8 e assim tere-
mos que N2 é powerful. Sem perdas de generalidades podemos supor que [N,N ]4
[N,N,N ]2 = 1. Vejamos que [N2, N2] 6 [N,N ]4[N,N,N ]2 = 1. Observe que pela
Fórmula de Hall e pelo item anterior temos que
γ4(N) = [γ3(N), N ] 6 [[N,G]4, N ] 6 [[N,G], N ]4[N,2 [N,G]]2[N,4 [N,G]] 6
6 [N,N ]4[N,N,N ]2[N,4N ] = γ5(N).
Logo γ4(N) 6 γ5(N), ou seja, γ4(N) = γ5(N) e isso signiﬁca que γ4(N) = 1.
Novamente pela Fórmula de Hall temos
[N2, N2] 6 [N,N2]2[N2, N,N ] = [N,N2]2[[N,N ]2[N,2N ], N ] =
= [N,N2]2[[N,N ]2, N ][[N,2N ], N ] = [N,N
2]2[[N,N ]2, N ] =
= [N,N2]2[N,N,N ]2[N,2 [N,N ]] = [N,N
2]2[N,N,N ]2 = [N,N2]2.
Também temos: [N,N2]2 6 ([N,N ]2[N,N,N ])2 6 [N,N ]4[N,N,N ]2γ2(H)2, onde
H = 〈[N,N ]2, [N,N,N ]〉. Observe que γ2(H)2 6 γ2(H) 6 γ5(N) = 1.
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Dessa forma [N,N2]2 6 [N,N ]4[N,N,N ]2 = 1. Agora, desde que [N,N ] 6 N2,
pelo lema anterior temos que [N,N ]4 6 N8. No item (i), deste teorema, vimos
que γ3(N) 6 [N,G]4, logo γ3(N)2 = [N,N,N ]2 6 [N,G]8. Com isso [N2, N2] 6
[N,N ]4[N,N,N ]2 6 N8[N,G]8 6 N8 = (N2)4 e então N2 é powerful.
(iii) Primeiro, por indução sobre n, mostraremos que γn+1(N) 6 [G,N ]4
n−1
. Para n = 1,
essa aﬁrmação é claramente satisfeita. Suponha que o seja válido para todo inteiro
i ≤ n e vejamos que vale para n+ 1. Temos
γn+2(N) = [γn+1(N), N ] 6 [[G,N ]4
n−1
, N ] 6 [[G,G]4n−1 , G] = [γ2(G)4
n−1
, G] 6
6 [(G4)4n−1 , G] = [G4n , G] = [G,G]4n 6 [N,G]4n .
Agora provaremos que a classe de nilpotência de N é limitada por b(e(N) + 2)/2c,
onde e(N) = log2(exp(N)). Temos que N
exp(N) = 1 e [N,G] 6 N , assim γn+1(N) 6
[G,N ]4
n−1 6 N4n−1 e então 4n−1 ≤ exp(N). Dessa forma,
22n−2 ≤ exp(N)⇒ 2n− 2 ≤ log2(exp(N))⇒ n ≤ (e(N) + 2)/2.
Portanto, a classe de nilpotência de N é limitada por b(e(N) + 2)/2c, onde e(N) =
log2(exp(N)).
Agora vamos supor que p é ímpar.
(i) Por hipótese, G é potent, de onde γp−1(G) 6 Gp. Daí temos que [γp−1(G), G] 6
[Gp, G] = [G,G]p. Aplicando o Teorema 3.1.1, item (i), temos que [G,G]p 6
[Np, G] ∩ [N,G]p. Com isso γp(N) 6 γp(G) 6 [G,G]p 6 [Np, G] ∩ [N,G]p, ou
seja, γp(N) 6 [Np, G] ∩ [N,G]p.
(ii) Vamos mostrar que [Np, Np] 6 [N,N ]p2 . Sem perdas de generalidades podemos
supor que [Np, Np, G] = 1. Primeiro veja que pela Fórmula de Hall temos [Np
2
, N ] 6
[Np, N ]p[N,pN
p]. Como p ≥ 3 e pela suposição de [Np, Np, G] = 1, temos que
[N,pN
p] 6 [G,pNp] 6 [Np, Np, G] = 1. Assim [Np
2
, N ] 6 [Np, N ]p. Também temos
que [Np, Np] 6 [Np, N ]p[Np,pN ]. Agora veja que
[Np,pN ] 6 [Gp,p−1G,N ] 6 [[Gp, Gp], N ] 6 [[G,G]p
2
, N ] 6
6 [[Gp2 , N ], N ] 6 [[G,G]p2 , N ] = [[G,G]p2 , N ] 6 [[G,N ]p2 , N ].
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Assim temos,
[Np, Np] 6 [Np, N ]p[Np,pN ] 6 [Np, N ]p[[Gp
2
, N ], N ] 6 [Np, N ]p[[G,N ]p2 , N ] 6
6 [Np, N ]p[Np2 , N ] 6 [Np, N ]p.
Segue que [Np, Np] 6 [Np, N ]p. Também temos
[Np, N ] 6 [N,N ]p[N,pN ] 6 [N,N ]p[γp(G), N ] 6 [N,N ]p[γ2(G)p, N ] 6
6 [N,N ]p[[N,G]p, N ]
e
[[N,G]p, N ] 6 [[N,G], N ]p[N,p [N,G]] 6 [N,N ]p[[G,G]p, N,N ] 6
6 [N,N ]p[[N,G]p, N,N ].
Pelo Teorema 2.1.8, segue que [[N,G]p, N ] 6 [N,N ]p. Com isso [Np, Np] 6 [Np, N ]p 6
([N,N ]p)p = [N,N ]p
2
. Veja também que [Np, Np] 6 [N,N ]p2 6 Np2 = (Np)p, ou
seja, Np é powerful.
(iii) Para terminar, vejamos que a classe de nilpotência é no máximo e(N)(p − 2) + 1.
Inicialmente mostraremos que γe(N)(p−2)+2(N) 6 [G,G]p
e(N)
. Usando o Teorema
2.5.2, item (i), várias vezes temos
γe(N)(p−2)+2(N) 6 γe(N)p−2e(N)+2(G) = γp−1+(e(N)−1)p−2e(N)+3(G) 6








. . . .
Como existem e(N) vezes o número p, podemos fazer isso até a última vez que









Para o caso em que i = 1 já foi visto. Então suponha válido para todo j ≤ i e
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Dessa forma γe(N)(p−2)+2(N) 6 [G,G]p
e(N)
. Agora, pelo Teorema 3.1.1, item (i),
temos que [G,G]p
e(N) 6 [N,G]pe(N) já que e(N) ≥ 1, pois caso fosse igual a zero
teríamos que N = 1. Como [N,G]p
e(N) 6 Npe(N) = 1, vemos que γe(N)(p−2)+1+1(N) 6
[N,G]p
e(N) 6 Npe(N) = 1. Isso acarreta que a classe de nilpotência de N será no
máximo e(N)(p− 2) + 1, como queríamos.
Agora vamos supor que o item (ii) do Teorema 3.1.1. Assim existe um subgrupo
próprio T potent de G tal que N está contido em T . Aplicando a hipótese de indução
em T , temos que o primeiro item desse teorema é dado por γ3(N) 6 [N, T ]4 ∩ [N4, T ] e
γ4(N) 6 [N4, T ]4, para p = 2.
E para p ímpar γp(N) 6 [N, T ]p ∩ [Np, T ]. Como T 6 G, temos que o item (i) vale
nesse caso.
Observe que a demonstração dos itens seguintes são baseadas no primeiro item desse
teorema, na Fórmula de Hall e no Teorema 2.1.8. Dessa forma esses itens também são vá-
lidos quando supomos o item (ii) do Teorema 3.1.1. Portanto o teorema está demonstrado
em qualquer caso.
Teorema 3.1.4. Seja G um p-grupo potent.
(i) Se p é ímpar, então o expoente de Ωi(G) é no máximo p
i. Em particular, a classe
de nilpotência de Ωi(G) é limitada por i(p− 2) + 2.
(ii) Se p = 2, então o expoente de Ωi(G) é limitado por 2
i+1 e γ2(Ωi(G))
2i = 1. Em
particular, a classe de nilpotência de Ωi(G) é menor ou igual a b(i+ 2)/2c.
Demonstração. Vamos demonstrar o teorema por indução sobre |G|. Para |G| = 1, o
resultado é claro. Suponhamos por hipótese de indução que para todo grupo de ordem
estritamente menor do que |G| tem-se que o expoente de Ωi(G) é limitado. Lembre que
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Ωi(G) E G e G é um p-grupo potent, aplicando o Teorema 3.1.1 temos duas possibilidades.
Uma possibilidade é que existe um subgrupo próprio potent T de G tal que Ωi(G) 6 T .
Com isso temos que Ωi(Ωi(G)) 6 Ωi(T ) 6 T 6 G. Porém vale que Ωi(Ωj(G)) = Ωk(G),
onde k = min{i, j}, logo Ωi(Ωi(G)) = Ωi(G). Dessa forma, Ωi(G) 6 Ωi(T ) e assim
Ωi(G) = Ωi(T ).
Agora, como T é um subgrupo próprio de G vale a hipótese de indução em Ωi(T ),
isso acarreta que Ωi(G) tem expoente limitado por pi, se p > 2, ou por 2i+1, se p = 2. E
nesse caso a parte da nilpotência é apenas uma aplicação do teorema anterior. Portanto,
considerando que item (ii) do Teorema 3.1.1 é satisfeito, o resultado está provado.







para qualquer l, s, t ≥ 0 tais
que l + s + t = n ≥ 1 se p é ímpar e n ≥ 2 se p = 2. Para essa parte vamos separar os
casos em que p = 2 e p > 2. Suponha inicialmente que p > 2, pelo caso particular do
Corolário 1.1.15 temos
Ω1(G)
p 6 γ2(Ω1(G))pγp(Ω1(G)) 6 [G,G]pγp(G).
Pelo Teorema 2.5.2, item (i), temos que γp(G) 6 γ2(G)p, com isso
Ω1(G)
p 6 [G,G]pγp(G) 6 [G,G]p 6 [Ω1(G)p, G].
Segue do Teorema 2.1.8 que Ω1(G)p = {1} e o resultado é válido para i = 1. Suponha
por hipótese de indução que Ωj(G)p
j
= 1 para todo natural j ≤ i e vejamos ser válido
para i + 1. Temos que Ωi+1(G)
Ωi(G)
6 Ω1( GΩi(G)). Como quociente de potent por um subgrupo
normal herda essa propriedade, segue que G
Ωi(G)
é potent. Aplicando o caso base da segunda
hipótese de indução temos que Ω1( GΩi(G))
p = {1} e então (Ωi+1(G)
Ωi(G)




= {1} e isso acarreta que Ωi+1(G)p 6 Ωi(G).
Agora, por hipótese dessa segunda indução, temos que Ωi(G)p
i










= 1, como queríamos.
Suponha que p = 2. Como G é ﬁnito, existe j tal que [Ωi(G), G]2
j+1
= 1. Observe
que se j < i, então vale que [Ωi(G), G]2
i
= 1, pois se j < i, então j + 1 ≤ i e com isso
[Ωi(G), G]
2i 6 [Ωi(G), G]2
j+1
= 1.
Vejamos então o que ocorre quando j ≥ i. Primeiro mostraremos que a ordem dos
elementos da forma [x, g], com x ∈ G, tal que x2i = 1, e g ∈ G, é limitada por 2j. De
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fato, como consequência da Fórmula de Hall temos
[x, g]2
j ≡ [x2j , g] (mod [G,2G]2j−1 [G,22 G]2j−2 · · · [G,2j G])
⇒ [x, g]2j ≡ [x2j , g] (mod γ3(G)2j−1γ5(G)2j−2 · · · γ2j+1(G)).
Pelos Teoremas 2.5.2, item (i), e 3.1.1 temos γ3(G) 6 γ2(G)4 6 [Ωi(G), G]4. Provare-
mos, por indução sobre k, que também vale γ2k+1(G) 6 [Ωi(G), G]4
2k−1
, para k > 1. De
fato, para k = 2, temos




3 6 [Ωi(G), G]4
3
.
Assim, γ22+1(G) 6 [Ωi(G), G]4
3
. Suponha que o esse resultado seja válido para todo
inteiro n ≤ k e vejamos para k + 1. Vamos utilizar o Teorema 2.5.2, item (i), repetidas
vezes para encontrar uma fórmula de recorrência e veriﬁcar o passo de indução. Temos







Considerando n como sendo o número de vezes que repetiremos o processo temos
a seguinte fórmula de recorrência: γ2k−(n−1)+1(G)4
n−1 6 γ2k+1−(n−1)(G)4
n
, para n ≥ 1.












E por hipótese de indução, segue que γ2k+1(G) 6 [Ωi(G), G]4
2k−1
, e, com isso,
γ2k+1+1(G) 6 γ2k+1(G)4








Agora nossa equivalência pode ser reescrita da seguinte forma:
[x, g]2




j ≡ [x2j , g] (mod [Ωi(G), G]2j+1([Ωi(G), G]2j+1)23 · · · [Ωi(G), G]22
j+1−2
).
Observe que todos os termos do segundo membro estão contidos em [Ωi(G), G]2
j+1
, pois
seus expoentes são maiores ou iguais a 2j+1. Logo [x, g]2
j ≡ [x2j , g] (mod [Ωi(G), G]2j+1).
Temos que x2
i
= 1 e j ≥ i, então x2j = 1, e assim [x2j , g] = 1. Como [Ωi(G), G]2j+1 = 1,
temos que a última equivalência nos dá que [x, g]2
j
= 1.
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O conjunto X = {[x, g] | x, g ∈ G e x2i = 1} é um conjunto de geradores de
[Ωi(G), G] = 〈[α, g] | α ∈ Ωi(G), g ∈ G〉. Mostraremos por indução sobre o compri-
mento de um elemento h, onde h é uma palavra em [Ωi(G), G], que h2
j
= 1. Observe que
acabamos de fazer acima o primeiro passo dessa indução, ou seja, se o comprimento de
h ∈ [Ωi(G), G] é 1, então esse elemento elevado a 2j é a identidade.
Suponhamos que o resultado seja válido para todo h cujo comprimento seja menor ou
igual a l. Consideremos x, y ∈ [Ωi(G), G] tais que o comprimento de x seja l e o de y seja
1, com x2
j
= 1 e y2
j
= 1. Pela Fórmula de Hall, temos
(xy)2
j ≡ x2jy2j (mod γ2([Ωi(G), G])2jγ2([Ωi(G), G])2j−1γ4([Ωi(G), G]2j−2) · · · γ2j([Ωi(G), G]))
Assim,
(xy)2
j ≡ x2jy2j (mod γ2([Ωi(G), G])2j−1γ4([Ωi(G), G]2j−2) · · · γ2j([Ωi(G), G])).
Observe que γ2k+2(G) 6 γ2k+1(G) 6 [Ωi(G), G]4
2k−1
, com k > 1. Dessa forma, po-
demos reescrever o segundo membro apenas com potências maiores ou iguais a 2j+2





= 1 e y2
j
= 1, segue que a equivalência é reescrita da seguinte forma (xy)2
j ≡
1 (mod [Ωi(G), G]2
j+1
), ou seja, temos (xy)2
j
= 1. Com isso, mostramos que para qual-
quer comprimento de h ∈ [Ωi(G), G], temos que h2j = 1 e isso mostra que [Ωi(G), G]2j = 1,
quando j ≥ i. Em particular, vale para i, ou seja, [Ωi(G), G]2i = 1 e assim segue que
γ2(Ωi(G))
2i = 1. Agora precisamos ver que Ωi(G)2
i+1












2i−1 · · · γ2i+1(Ωi(G)). (3.1)
Observe que γ2k(Ωi(G)) 6 [Ωi(G), G]4
2k−2
. Vejamos isso por indução sobre k. Para k =
1, temos γ2(Ωi(G)) 6 [Ωi(G), G] = [Ωi(G), G]4
21−2
e assim vale o resultado no passo inicial.
Suponha que o resultado seja válido para todo inteiro menor ou igual a k. Utilizando o
Teorema 2.5.2, temos
γ2k+1(Ωi(G)) 6 γ2k+1(G) 6 γ2k+(2k−1)(G)4 6 γ2k+(2k−2)(G)4
2
.
Considerando n o número de vezes que faremos isso, temos a seguinte relação de





















Então γ2k(Ωi(G)) 6 [Ωi(G), G]4
2k−2
. Com isso, podemos reescrever a desigualdade 3.1
da seguinte forma
Ωi(G)









Todos os expoentes do segundo membro da desigualdade são maiores ou iguais a 2i,
com isso todos os termos são subgrupos de [Ωi(G), G]2
i
e vimos que esse subgrupo é a
identidade. Logo Ωi(G)2
i+1
= 1. Também nesse caso a parte da classe de nilpotência é
uma aplicação do teorema anterior.
Esse último teorema nos mostra uma propriedade muito interessante dos subgrupos
característicos Ωi(G) quando G é um p-grupo potent, que é a limitação tanto do expoente
quanto da classe de nilpotência desses subgrupos.
Corolário 3.1.5. Seja G um p-grupo potent. Então Ω1(G
p) é abeliano e Ωi(G
p) tem
expoente menor ou igual a pi.
Demonstração. Primeiro mostraremos que Ω1(Gp) é um p-grupo abeliano elementar. Para
isso observemos inicialmente que Ω1(Gp) 6 Ω2(G)p. De fato, considere a ∈ Ω1(Gp)
arbitrário, então podemos escrever a = x1 · x2 · · ·xk, com xi ∈ Gp e xpi = 1, para todo
i ∈ {1, . . . , k}. Por hipótese, G é potent e, então, Gp é exatamente o conjunto das p-
potências de elementos de G, ou seja, Gp = {gp | g ∈ G}. Dessa forma para cada fator
xi de a, vale xi = g
p
i para algum g ∈ G. E, assim, xpi = (gpi )p = 1, ou seja, gp
2
i = 1 onde
gi ∈ G para cada i. Então podemos escrever que a = x1 · · ·xk = gp1 · · · gpk, com gi ∈ G e
gp
2
i = 1, para todo i ∈ {1, . . . , k}, e isto signiﬁca que a ∈ Ω2(G)p. Logo Ω1(Gp) 6 Ω2(G)p.
Sabendo disso, pelo Teorema 3.1.3 temos
[Ω1(G
p),Ω1(G
p)] 6 [Ω2(G)p,Ω2(G)p] 6 Ω2(G)p
2




p)] 6 [Ω2(G)p,Ω2(G)p] 6 Ω2(G)8, se p = 2.
Com isso, em ambos os casos [Ω1(Gp),Ω1(Gp)] 6 Ω2(G)pp, onde p = 4, se p = 2 ou
p = p, se p > 2. Mas, aplicando o teorema anterior em Ω2(G), temos que seu expoente é
limitado por p2, se p > 2, ou por 23, se p = 2. Isso acarreta que Ω2(G)pp = 1, em qualquer
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caso. Logo, [Ω1(Gp),Ω1(Gp)] = 1 e isso signiﬁca que Ω1(Gp) é abeliano. Para ver que
é elementar tomando a = x1 · · ·xk, como inicialmente, temos que ap = (x1 · · ·xk)p =
xp1 · · ·xpk. Porém, xi ∈ Gp e xpi = 1, então ap = 1. Portanto Ω1(Gp) é abelino elementar.
Agora provaremos por indução sobre i que Ωi(Gp)p
i
= 1. Para i = 1, acabamos
de mostrar. Suponhamos por hipótese de indução que para todo inteiro j ≤ i tenha-
mos que Ωi(Gp)p
i







)p), essa última igualdade ocorre pelo fato de Ωi(Gp) 6 Gp. Te-
mos que G/Ωi(Gp) é potent, pois G o é e Ωi(Gp) E G. podemos aplicar o primeiro
passo da indução nesse grupo e então temos que Ω1(Gp/Ωi(Gp))p = 1. Dessa forma,
(Ωi+1(G
p)/Ωi(G




= 1. Assim (Ωi+1(Gp)p)p
i 6 Ωi(Gp)p
i




Algumas vezes desejamos veriﬁcar se dois elementos do grupo satisfazem (xy)p = xpyp,
ou sob que condições ela ocorre. Dessa forma, é de se esperar a pergunta se isso vale
quando consideramos subgrupos ao invés de elementos, e quais suas condições, ou seja,
quando temos (NL)p = NpLp, com N e L subgrupos normais. O próximo teorema nos
mostra sob que condições isso ocorre em um p-grupo potent.
Corolário 3.1.6. Sejam G um p-grupo potent e N,L 6 G2 subgrupos normais de G.
Então (NL)p = NpLp.
Demonstração. Sejam N,L E G. Temos que N 6 NL e L 6 NL, e, assim, Np 6 (NL)p
e Lp 6 (NL)p. Com isso, temos a inclusão NpLp 6 (NL)p.
Reciprocamente, primeiro observe que NL/NpLp 6 Ω1(G2/NpLp). De fato, dado
x = xNpLp ∈ NL/NpLp, então x = nl, com n ∈ N 6 G2 e l ∈ L 6 G2, com isso xNpLp =
nlNpLp = (nNpLp)(lNpLp) e veja que (nNpLp)p = npNpLp = NpLp e (lNpLp)p =
NpLp. Dessa forma, temos que xNpLp é escrito como produto de geradores do subgrupo
Ω1(G
2/NpLp).
Agora vejamos que Ω1(G2/NpLp) tem expoente limitado por p. Se p = 2, então temos
que G2/NpLp = (G/NpLp)2 e sendo esse quociente p-grupo potent, podemos aplicar o
corolário anterior e assim Ω1(G2/NpLp)p = 1. Se p > 2, então temos que G2/NpLp =
G/NpLp e podemos aplicar o Teorema 3.1.4, pois o quociente também é potent. Logo
Ω1(G/N
pLp)p = 1. Com isso, (NL/NpLp)p 6 Ω1(G2/NpLp)p = 1, ou seja, (NL/NpLp)p =
1. Assim (NL)p 6 NpLp. Portanto, (NL)p = NpLp.
Para terminar essa seção vejamos o próximo teorema e pela demonstração podemos
ver uma maneira de encontrar um subgrupo powerful dentro de um p-grupo potent.
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Corolário 3.1.7. Sejam G um p-grupo potent e N um subgrupo normal de G tal que
N 6 Gp. Então N é powerful.
Demonstração. Considere o conjunto T = 〈x ∈ G2 | xp ∈ N〉. Mostraremos que T E G e
que T p = N . E pelo Teorema 3.1.3, item (ii) concluiremos que N será powerful, pois nesse
teorema veriﬁcamos que se G é um p-grupo potent e N um subgrupo normal qualquer de
G, então Np é powerful.
Primeiro vejamos que T E G. Dado α ∈ T , podemos escrever α = x1 · · ·xk, onde
xi ∈ G2 e xpi ∈ N , para todo i ∈ {1, . . . , k}. Considere g ∈ G, temos αg = (x1 · · · xk)g =
xg1 · · · xgk. Observe que xgi ∈ G2 e (xgi )p = (xpi )g ∈ N , pois ambos são subgrupos normais
de G. Logo αg ∈ T e, assim, T E G.
Observe também que T/N = Ω1(G2/N). De fato, tome α = αN = x1 · · ·xkN =
x1N · · ·xkN , com xi ∈ G2 e xpi ∈ N . Com isso, cada fator é um gerador de Ω1(G2/N) e
obtemos a inclusão T/N 6 Ω1(G2/N). Por outro lado, tome α ∈ Ω1(G2/N). Podemos
escrever α = α1 · · ·αk, de tal forma que αi = αiN ∈ G2/N e (αiN)p = 1, ou seja, αi ∈ G2
e αpi ∈ N . Assim α = α1 · · ·αk = α1 · · ·αkN , onde para cada i temos αi ∈ T , logo
α = α1 · · ·αk ∈ T e então α = αN ∈ T/N . Dessa forma, temos a outra inclusão. Logo
T/N = Ω1(G
2/N).
Pelas propriedades de p-grupos potent temos que G/N é ainda potent. Sabendo-se
disso podemos mostrar que Ω1(G2/N) tem expoente no máximo p. De fato, se p > 2,
então G2 = G, assim G2/N = G/N e pelo Teorema 3.1.4 temos que Ω1(G/N)p = 1. E
se p = 2, temos que G2/N = (G/N)2 e pelo Corolário 3.1.5 temos que Ω1((G/N)p)p = 1.
Com isso, Ω1(G2/N) tem expoente no máximo p, em ambos os casos.
Lembrando que vimos T/N = Ω1(G2/N), obtemos que (T/N)p 6 Ω1(G2/N)p = 1.
Assim T p 6 N . Para ver a outra inclusão, tome n ∈ N , arbitrário. Como G é potent,
então Gp é precisamente o conjunto das p-potências de G. Lembre que por hipótese
N 6 Gp. Com isso, se p > 2 existe x ∈ G tal que n = xp ∈ N 6 Gp. Como nesse caso
G2 = G, segue que x ∈ T e logo n = xp ∈ T p, ou seja, N 6 T p.
Caso p = 2, então N 6 G4 6 G2 e assim existe x ∈ G2 tal que n = x2 ∈ N . Com isso,
temos que x ∈ T , logo n = x2 ∈ T 2, ou seja, N 6 T 2. Portanto N = T p e T p é powerful,
logo N é powerful.
3.2 Estrutura de subgrupos normais de um p-grupo potent 72
3.2 Estrutura de subgrupos normais de um p-grupo po-
tent
Nesta seção mostraremos que um p-grupo ﬁnito potent compartilha com os abelianos,
regulares e powerful a propriedade de ser power abelian. Lembre que ela signiﬁca que
nesses grupos são válidos os seguintes três itens, para todo inteiro i:
(i) Gp
i
= {gpi | g ∈ G};
(ii) Ωi(G) = {g ∈ G | gpi = 1};
(iii) |Gpi | = |G : Ωi(G)|.
O primeiro teorema dessa seção nos mostra que subgrupos normais de um p-grupo
potent é p-powered, ou seja, Np
i
é exatamente o conjunto das pi−ésimas potências dos
elementos de G, para todo i ≥ 0.
Teorema 3.2.1. Sejam G um p-grupo potent e N 6 G2 um subgrupo normal de G. Então
Np
i
= {npi|n ∈ N}, para todo inteiro i ≥ 0.
Demonstração. Vamos provar por indução sobre as ordens de N e de G. Se |N | = |G| = 1,
então o resultado é válido. Suponha por hipótese de indução que o teorema seja válido para
todo grupo de ordem estritamente menor do que a ordem deN e deG. Considere x, y ∈ N .
Se p > 2, temos que xpyp ≡ (xy)p (mod γ2(N)pγp(N)). Mas, vimos no Teorema 3.1.3,
que γp(G) 6 [N,G]p. Como γ2(N)p 6 [N,G]p, segue que xpyp ≡ (xy)p (mod [N,G]p).
Se p = 2, temos que x2y2 ≡ (xy)2 (mod γ2(N)2γ2(N)). Seja T = 〈g ∈ G | g2 ∈ N〉.
Observe que T/N = Ω1(G/N) e, pelo Teorema 3.1.4, Ω1(G/N) possui expoente no máximo
22 = 4, já que G/N é potent. Com isso, (T/N)4 = Ω1(G/N)4 = 1. Logo T 4 6 N .
Temos também que N 6 T 2. De fato, tome n ∈ N , então n ∈ G2, pois N 6 G2. Mas,
sendo G um p-grupo potent, segue que G2 é exatamente o conjunto das 2-potências de G.
Isso signiﬁca que existe g ∈ G tal que n = g2 ∈ N . Então g ∈ T e assim g2 = n ∈ T 2, ou
seja, N 6 T 2. Por consequência da Fórmula de Hall, temos
[N,N ] 6 [N, T 2] 6 [N, T ]2[N,2 T ] 6 [N, T ]2[T 2, T, T ]. (3.2)
E também
[T 2, T, T ] 6 [[T, T ]2γ3(T ), T ] = [[T, T ]2, T ]γ4(T ) 6 [T, T, T ]2[T,2 [T, T ]]γ4(T ) 6
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6 [T, T, T ]2γ5(T )γ4(T ) = [T, T, T ]2γ4(T ).
Substituindo na desigualdade 3.2, segue que [N,N ] 6 [N, T ]2[T, T, T ]2γ4(T ). Apli-
cando o Teorema 3.1.3, item (i), temos γ3(T ) 6 [T 4, G] 6 [N,G] e γ4(T ) 6 [T 4, G]4 6
[N,G]4. Assim [N,N ] 6 [N,G]2[N,G]2[N,G]4 = [N,G]2. Logo x2y2 ≡ (xy)2 (mod [N,G]2).
E, portanto, para qualquer primo, vale que xpyp ≡ (xy)p (mod [N,G]p).
Observe [N,G] é um subgrupo estrito em N e também é subgrupo de G2, então por
hipótese de indução [N,G] satisfaz o teorema. Isso nos dá que existe c ∈ [N,G] tal que
xpyp = (xy)pcp.
Agora tome H = 〈xy, [G,G]〉. Temos dois casos possíveis para H, o primeiro é H ser
um grupo cíclico e o segundo é ser um p-grupo potent estrito em G. Se H for um grupo
cíclico, então H será abeliano e logo também satisfará o teorema.
Pelo Teorema 2.5.2, item (iii), temos H é potent. Com isso podemos ter que H = G ou
H < G. Se tivéssemos H = G, teríamos que G/Φ(G) = 〈xy, [G,G]〉/Φ(G) ∼= 〈xy〉. Isso
nos daria que G/Φ(G) seria cíclico, logo G também e assim seria abeliano. Porém estamos
supondo que G não é abelino, pois caso fosse o teorema seria trivialmente satisfeito. Dessa
forma, H < G.
Pela deﬁnição de H, xy ∈ H e pelo fato de x, y ∈ N , com N E G, obtemos que
xy ∈ N ∩H. Também temos que c ∈ N ∩H, pois c ∈ [N,G] 6 N e [N,G] 6 [G,G] 6 H.
Como N ∩ H é um subgrupo normal H, que é um p-grupo potent, podemos aplicar a
hipótese de indução e com isso o teorema também é aplicável a H. Então existe z ∈ N∩H
tal que (xy)pcp = zp. Dessa forma temos que xpyp = (xy)pcp = zp, onde z ∈ N e assim
Np = {np | n ∈ N}. Vimos, no Teorema 3.1.3, que Np é powerful e em grupos desse
tipo vale que Np
i
= {npi | n ∈ N}, para todo inteiro i ≥ 0. Portanto o teorema está
demonstrado.
Lema 3.2.2. Sejam G um p-grupo potent e x ∈ Di tal que xp ∈ Dip+1. Então existe
w ∈ Di tal que wp = 1 e xDi+1 = wDi+1.
Demonstração. Vamos separar em dois casos, um quando p > 2 e o outro p = 2. Para o
primeiro caso, considere x ∈ Di tal que xp ∈ Dip+1. Pela deﬁnição da série Di, temos que
Di+1 6 Di. Com isso, se x ∈ Di+1, então podemos tomar w = 1 ∈ Di, então wp = 1 e
xDi+1 = Di+1 = wDi+1, como queríamos.
Suponhamos que x /∈ Di+1. Temos que xp ∈ Dip+1. Aplicando o Teorema 2.5.6 em
Dip+1, temos que blogp(ip + 1)c 6 i + 1, então existirá j ≥ i + 1 tal que Dip+1 6 Dpj .
Assim xp ∈ Dpj para algum j ≥ i+ 1.
Mostraremos por indução inversa sobre j que o resultado é válido. Se j é grande o
suﬁciente temos que xp = 1, pois Dpj = 1 e então poderíamos tomar w = x ∈ Di tal que
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wp = xp = 1 e xDi+1 = wDi+1. Suponhamos por hipótese de indução que se zp ∈ Dpj+1,
então existe w ∈ Dj tal que wp = 1 e zDj+1 = wDj+1. Temos que Dj é um subgrupo
normal de G e ainda temos que G2 = G, então vale o Teorema 3.2.1 aplicado a Dj. Com
isso, existe s ∈ Dj tal que xp = sp.
Por consequência da Fórmula de Hall, temos (xs−1)p ≡ xps−p (mod γ2(L)pγp(L)),
onde L = 〈x, s〉. Observe que γ2(L) = 〈[l1, l2] | l1, l2 ∈ L〉 6 [Di, Dj] e γp(L) 6
[[Dj, Di],p−2G] 6 [Dj,p−1G].
Lembre que xp = sp, então xps−p = 1. Assim a equivalência é reescrita da seguinte
forma: (xs−1)p ≡ 1 (mod [Di, Dj]p[Dj,p−1G]). Como Dj é potently embedded em G, segue
que [Dj,p−1G] 6 [Dpj , G], com isso temos a equivalência da seguinte forma (xs−1)p ≡
1 (mod [Dj, G]p[D
p
j , G]), assim (xs
−1)p ≡ 1 (mod [Dj, G]p). Agora, pela deﬁnição da série
Di, [Dj, G] 6 Dpj+1 e isso nos dá que (xs−1)p ∈ Dpj+1.
Por hipótese de indução, existe w ∈ Dj 6 Di+1 6 Di, pois j ≥ i + 1, tal que wp = 1
e xs−1Dj+1 = wDj+1. Observe que s ∈ Dj 6 Di+1 6 Di, então a igualdade é dada por
xs−1Di+1 = wDi+ 1 e assim xDi+1 = wDi+1. Portanto, nesse caso, existe w ∈ Di tal que
wp = 1 e wDi+1 = xDi+1.
O caso em que p = 2 está demonstrado no Lema 3 de [12], já que nesse caso as
deﬁnições de ser powerful e potent coincidem.
Proposição 3.2.3. Sejam G um p-grupo potent e N 6 G2 um subgrupo normal de G tal
que Ω1(G
2) 6 N . Então Np ∩Dpi = (N ∩Di)p para cada inteiro i ≥ 1.
Demonstração. Veriﬁcaremos as duas inclusões. Por um lado, tome α ∈ (N ∩ Di)p.
Observe que N ∩ Di 6 N 6 G2. Assim, pelo Teorema 3.2.1, existe β ∈ N ∩ Di tal que
α = βp. Com isso, se β ∈ N ∩ Di, temos que α = βp ∈ Np e βp ∈ Dpi 6 Dpi. Logo,
α ∈ Np ∩Dpi, ou seja, vale (N ∩Di)p 6 Np ∩Dip.
Reciprocamente, vejamos a outra inclusão por indução inversa sobre i. Pela hipótese
de indução, podemos assumir que Np ∩ Dp(i+1) 6 (N ∩ Di+1)p. Seja x ∈ Np ∩ Dpi e
mostremos que x ∈ (N ∩Di)p. Por hipótese N 6 G2, pelo Teorema 3.2.1, existe y ∈ N
tal que x = yp. Vejamos que x = yp ∈ (N ∩Di)p. Lembre que x = yp ∈ Dpi.
Seja j ≤ i − 1 tal que y ∈ Di−j. Se j ≤ 0, então i − j ≥ i e assim Di−j 6 Di, logo
y ∈ Di. Dessa forma y ∈ N ∩Di e, com isso, yp ∈ (N ∩Di)p, como queríamos.
Agora, se j ≥ 1, provaremos por indução sobre j. Assim assumiremos que se y ∈
N ∩Di−(j−1), então existirá z ∈ N ∩Di tal que zp = yp. Observe que pi ≥ p(i − j) + 1.
De fato, como j ≥ 1 e p ≥ 2, segue que
−jp ≤ −2⇒ ip− jp+ 1 ≤ −2 + ip+ 1⇒ p(i− j) + 1 6 ip− 1 < ip⇒ p(i− j) + 1 < ip.
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Com isso, y ∈ Di−j tal que yp ∈ Dip 6 Dp(i−j)+1. Pelo lema anterior existe w ∈ Di−j tal
que wp = 1 e yDi−j+1 = wDi−j+1. Mas, pela igualdade de classes temos que y ∈ wDi−j+1
e assim existe g ∈ Di−j+1 tal que y = wg.
Vejamos que w ∈ N . Se p > 2, temos que G2 = G e assim Ω1(G2) = Ω1(G). Como
w ∈ Di−j 6 G e wp = 1, segue que w ∈ Ω1(G) 6 N , por hipótese. Agora, se p = 2,
primeiro veja que w ∈ G2, pois w = yg−1 e y ∈ N 6 G2 e, também, g ∈ Di−j+1 6 D2 =
Φ(G) = G2, já que i − j + 1 ≥ 2. Como wp = 1, segue que w ∈ Ω1(G2) 6 N . Dessa
forma, w e y são elementos de N . Logo g ∈ N .
Agora, vejamos que para qualquer primo p temos yp ≡ gp (mod Np ∩Dpi+1). Primeiro
suponhamos p > 2 e seja L o fecho normal deG gerado por w e y. Observe que LDpi/Dpi 6
Ω1(G/Dpi). De fato, tome α = αDpi ∈ LDpi/Dpi, com α ∈ LDpi. Assim podemos escrever
α = ld, onde l ∈ L e d ∈ Dpi, e então αDpi = ldDpi = lDpi. Mas, como l ∈ L, segue que l
é um produtório de elementos y e w, e possivelmente conjugados.
Lembre que yp ∈ Dpi e wp = 1 ∈ Dpi. Então cada fator l˜ de l satisfaz (l˜Dpi)p = l˜pDpi =
Dpi. Dessa forma, lDpi é um produtório de elementos l˜Dpi ∈ G/Dpi tal que (l˜Dpi)p = 1.
Logo lDpi ∈ Ω1(G/Dpi).
Observe também que G/Dpi é potent e, pelo Teorema 3.1.4, Ω1(G/Dpi) tem expoente
no máximo p. Assim (LDpi/Dpi)p 6 (Ω1(G/Dpi))p e então (LDpi)p 6 Dpi. Como Lp 6
(LDpi)
p, segue Lp 6 Dpi.
Pela Fórmula de Hall, yp = (wg)p ≡ wpgp (mod γ2(L)pγp(L)). Mas wp = 1, assim
yp ≡ gp (mod γ2(L)pγp(L)). Usando o Teorema 3.1.3 temos γ2(L)p 6 [Lp, G] e γp(L) 6
[Lp, G].
Observe que [Lp, G] 6 Np ∩Dpi+1, pois [Lp, G] 6 Lp 6 NP , já que L E N , e [Lp, G] 6
[Dpi, G]. Assim, nesse caso, yp ≡ gp (mod Np∩Dpi+1). Para o caso em que p = 2, veja que
y2 = (wg)2 = wwg[g, w]g = w2g2g−1[g, w]g = g2[g, w]g, ou seja, y2 = g2[g, w]g. Porém, g2
e [g, w] são elementos de N2, pois g ∈ N , logo g2 ∈ N2, e [g, w] ∈ [N,N ] 6 N2. Sendo
[N,N ] um subgrupo normal, segue que [g, w]g ∈ N2. Temos ainda que [g, w] ∈ D2i+1.
Dessa forma, y2 ≡ g2 (mod N2 ∩D2i+1).
Com isso, yp ≡ gp (mod Np ∩ Dpi+1), para qualquer primo p. Pelas propriedades da
série Di, temos que D
p
i+1 6 Dp(i+1). Assim yp ≡ gp (mod Np ∩ Dp(i+1)). Pela primeira
hipótese de indução, temos que Np ∩ Dp(i+1) 6 (N ∩ Di+1)p. Como N ∩ Di+1 satisfaz o
Teorema 3.2.1, existe c ∈ N ∩Di+1 tal que yp = gpcp.
Já vimos que g ∈ N ∩Di−j+1 e também temos c ∈ N ∩Di−j+1, pois i− j + 1 ≤ i+ 1
e assim Di+1 6 Di−j+1. Observe que o Teorema 3.2.1 também é aplicável a N ∩Di−j+1.
Logo, existe y1 ∈ N ∩Di−j+1 tal que gpcp = yp1. Como y1 ∈ N ∩Di−j+1, pela hipótese da
segunda indução existe z ∈ N ∩Di tal que zp = yp1. Dessa forma, temos x = yp = gpcp =
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yp1 = z
p, com z ∈ N ∩ Di. Logo x = zp ∈ (N ∩ Di)p, ou seja, Np ∩ Dpi 6 (N ∩ Di)p.
Portanto, Np ∩Dpi = (N ∩Di)p, para cada inteiro i ≥ 1.
O primeiro teorema visto nessa seção, Teorema 3.2.1, nos mostrou a validade do item
(i) para um p-grupo potent ser power abelian, os próximos resultados que iremos demons-
trar é o primeiro passo para veriﬁcar a validade do item (iii) dessa deﬁnição.
No primeiro capítulo deﬁnimos o que signiﬁca um conjunto possuir uma estrutura
de R-módulo, onde R é uma anel. No próximo resultado usaremos essa estrutura para
veriﬁcar que |Ω1(N)| = |N : Np|, com N um subgrupo normal do p-grupo potent G
contido em G2, e nesse caso utilizaremos anel como sendo Fp[t].
Corolário 3.2.4. Sejam G um p-grupo potent e N 6 G2 um subgrupo normal de G tal
que Ω1(G
2) 6 N . Então |Ω1(N)| = |N/Np|.
Demonstração. Primeiro lembre que consideramos a série Di e vimos que Di/Di1 é um
abeliano elementar. Com isso vamos considerar o seguinte grupo, que também é abeliano
L(G) = D1/D2 ⊕ D2/D3 ⊕ D3/D4 ⊕ · · · =
⊕n
i=1 Di/Di+1, para algum n ∈ N. Observe
que tal n existe pelo fato de G ser ﬁnito e também pelo fato de que em algum momento
Di = 1.
Vamos deﬁnir a estrutura de Fp[t]−módulo sobre L(G), onde a operação é dada por
t(xDi+1) = x
pDip+1, com x ∈ Di. Essa operação é estendida por linearidade para os




onde cada aj ∈ Fp,
f(t)(xDi+1) = a0(xDi+1) + a1t(xDi+1) + a2t
2(xDi+1) + · · ·+ antn(xDi+1)
= a0xDi+1 + a1x
pDip+1 + a2tx
pDip+1 + · · ·+ antn−1xpDip+1
...
= a0xDi+1 + a1x
pDip+1 + a2x
p2Dip2+1 + · · ·+ anxpnDipn+1,
em cada entrada da soma direta. Observe que a relação t(xDi+1) 7→ xpDip+1, com x ∈ Di,
está bem deﬁnida no sentido de xpDip+1 ∈ Dip/Dip+1, já que xp ∈ Dpi 6 Dip.
Lembre que deﬁnimos que seM é um módulo ﬁnitamente gerado, dFp[t](M) é o número
mínimo de geradores de M , sobre o anel Fp[t]. Usando o fato de ser ﬁnitamente gerado e
a existência de uma base para M , pode-se mostrar que se tkM = 0, para alguma k então
valem as seguintes igualdades
dFp[t](M) = logp |M/tM | = logp |AnnM(t)| = dFp[t](AnnM(t)), (3.3)
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onde AnnM(t) = {x ∈ M |tx = 0}. Veja que o Fp[t]−módulo sobre L(G) que deﬁnimos
acima satisfaz essas igualdades, pois sendo G ﬁnito, teremos que L(G) é ﬁnitamente
gerado e assim qualquer submódulo também. Com isso, seja K E G, arbitrário, e deﬁna
o seguinte submódulo




para algum natural l ≤ n.




2)Di+1) ∩Di/Di+1. Através das duas inclusões veriﬁca-se que
L(Ω1(G
2)) = AnnL(G2)(t), onde AnnL(G2)(t) = {x ∈ L(G2) | tx = 0}. De fato, considere
α˜ ∈ L(G2) tal que tα˜ = 0, então tα˜ = t(α1D2, . . . , αnDn+1) = (1, . . . , 1).
Em cada entrada temos tαiDi+1 := α
p
iDip+1 = Dip+1, ou seja, α
p
i ∈ Dip+1. Com isso,
αi ∈ Di tal que αpi ∈ Dip+1. Logo, pelo Lema 3.2.2, existe wi ∈ Di tal que wp = 1 e
αiDi+1 = wiDi+1. Dessa forma, em cada entrada temos wi ∈ Di, wpi = 1 e wi ∈ G2,
ou seja, wi ∈ (Ω1(G2)Di+1) ∩Di. Assim, cada entrada de α˜ satisfaz αiDi+1 = wiDi+1 ∈
(Ω1(G
2)Di+1)∩Di/Di+1 e isso nos dá que α˜ ∈ L(Ω1(G2)). Logo AnnL(G2)(t) 6 L(Ω1(G2)).
Por outro lado, dado α˜ = (α1D2, . . . , αnDn+1) ∈ L(Ω1(G2)), com αi ∈ (Ω1(G2)Di+1)∩
Di, existem xi ∈ Ω1(G2) e gi ∈ Di+1 tais que αi = xigi ∈ Di. Veja que αiDi+1 =
xigiDi+1 = xiDi+1 e assim tαiDi+1 = txiDi+1 := x
p
iDip+1. Agora, pelo Corolário 3.1.5,
para p = 2 e pelo Teorema 3.1.4, para p > 2, temos Ω1(G2) tem expoente no máximo
p, então xpi = 1. Como isso ocorre em cada entrada temos t(αiDi+1) = 1 e isso acarreta
que tα˜ = 0, ou seja, α˜ ∈ AnnL(G2)(t). Logo, temos a inclusão contrária e assim vale a
igualdade L(Ω1(G2)) = AnnL(G2)(t).
Por hipótese Ω1(G2) 6 N 6 G2, então também vale a inclusão dos respectivos sub-
módulos, ou seja, L(Ω1(G2)) 6 L(N) 6 L(G2), e ainda todos são Fp[t]−submódulos
ﬁnitamente gerados. Pela igualdade que acabamos de veriﬁcar e usando as igualdades
dadas em 3.3 temos
dFp[t](L(Ω1(G
2))) ≤ dFp[t](L(N)) ≤ dFp[t](L(G2)) = dFp[t](AnnL(G2)(t)) = dFp[t](L(Ω1(G2))).
Ou seja, dFp[t](L(N)) = dFp[t](L(G
2)).
Observe que também vale a igualdade tL(N) = L(Np). De fato, pela deﬁnição dos
submódulos temos que L(Np) =
⊕
(NpDi+1)∩Di/Di+1 e L(N) =
⊕
(NDi+1)∩Di/Di+1.
Dado a˜ = (a1D2, . . . , anDn+1) ∈ L(N), com ai ∈ (NDi+1) ∩ Di, existem ni ∈ N e
di ∈ Di+1, tais que ai = nidi ∈ Di. Veja que ta˜ é aplicada em cada entrada e assim
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i ∈ Np 6 NpDip+1 e npi ∈ Dpi 6
Dip, ou seja, cada entrada satisfaz taiDi+1 = npDip+1 ∈ (NpDip+1) ∩ Dip/Dip+1. Logo,
tL(N) 6 L(Np).
Por outro lado, considere a˜ = (a1D2, . . . , anDn+1) ∈ L(Np), com ai ∈ (NpDi+1) ∩Di.
Tomemos uma entrada arbitrária aip ∈ (NpDip+1)∩Dip. Como podemos aplicar o Teorema
3.2.1 em N , temos que existe ni ∈ N , tal que npi ∈ Np. Assim ai = npi di ∈ Dip, onde
di ∈ Dip+1. Dessa forma, em cada entrada aipDip+1 = npi diDip+1 = npiDip+1 e veja que
npi ∈ Np∩Dip. Na Proposição 3.2.3 vimos queNp∩Dip = (N∩Di)p, para cada i ≥ 1, então
npi ∈ (N ∩Di)p. Dessa forma em cada entrada temos que t(niDi) := npiDip+1 = aipDip+1.
Isso acarreta que a˜ ∈ tL(N), então vale a outra inclusão. Logo, tL(N) = L(Np).
Observe que Ω1(G2) 6 Ω(N), pois por hipótese Ω1(G2) 6 N e Ω(G2) = Ω1(Ω1(G2)) 6
Ω1(N). Como a outra inclusão é válida por deﬁnição, segue que Ω1(N) = Ω1(G2). Com
isso temos as seguintes igualdades
|Ω1(N)| = |Ω1(G2)| = |L(Ω1(G2))| = |AnnL(G2)(t)| = pdFp[t](L(G2)) =
= pdFp[t](L(N)) = |L(N)/tL(N)| = |L(N)/L(Np)| = |N/Np|.
Portanto, |Ω1(N) = |N/Np| = |N : Np|.
Teorema 3.2.5. Sejam G um p-grupo potent e N 6 G2 um subgrupo normal de G. Então
|Ω1(N)| = |N/Np|.
Demonstração. Considere G um p-grupo potent e N 6 G2 um subgrupo normal de G.
Lembre que Ω1(G2) 6 G2 e também é um subgrupo normal de G. Então, pelo Corolário
3.1.6 segue que (Ω1(G2)N)p = Ω1(G2)pNp. Usando os Teoremas 2.5.5 e 2.5.4, quando
p = 2, ou lembrando que G2 = G, caso p > 2, temos que G2 é potent. E assim podemos
aplicar o Corolário 3.1.5, no primeiro caso, ou o Teorema 3.1.4, no segundo, de modo que o
expoente de Ω1(G2) seja no máximo p, ou seja, Ω1(G2)p = 1. Com isso (Ω1(G2)N)p = Np.
Por outro lado, como N 6 G2, temos que Ω1(N) = Ω1(G2) ∩N e lembre que
|Ω1(G2)N | = |Ω1(G
2)||N |
|Ω1(G2) ∩N | .
Observe que N 6 G2 e Ω1(G2) 6 G2. Logo Ω1(G2)N 6 G2 é um subgrupo normal
de G e ainda temos Ω1(G2) 6 Ω1(G2)N . Com isso temos todas as hipóteses do corolário
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Fazendo as duas inclusões temos que Ω1(G2) = Ω1(Ω1(G2)N). Juntando todas essas
informações temos que





Portanto, |Ω1(N)| = |N/Np|.
Observe que o teorema anterior tem por objetivo retirar do Corolário 3.2.4 a hipótese
de que Ω1(G2) 6 N e isso nos dá uma liberdade maior ao resultado. Dessa forma estamos
prontos para terminar de veriﬁcar a estrutura power abelian de um subgrupo normal em
p-grupo potent. Mas agora resta uma pequena parte, que é a generalização para qualquer
inteiro i ≥ 0, ou seja, que |Ωi(N)| = |N : Npi|.
Teorema 3.2.6. Sejam G um p-grupo potent e N 6 G2 um subgrupo normal de G. Então
N possui estrutura power abelian.
Demonstração. Precisamos veriﬁcar que dado um subgrupo normal N de G com as con-
dições citadas de hipótese, ele satisfaz as três condições para o que denominamos possuir
uma estrutura power abelian. O item (i) veriﬁcamos através do Teorema 3.2.1 e o item (ii)
pelo Corolário 3.1.5. Dessa forma resta veriﬁcar que satisfaz o item (iii), o qual faremos
por indução sobre i. O primeiro passo foi o que mostramos no teorema anterior.
Suponhamos por hipótese de indução que |Npi | = |N : Ωi(N)| e vejamos ser válido




e como Np satisfaz as condições
necessárias para aplicar a hipótese de indução, temos |Npi+1 | = |(Np)pi | = |Np : Ωi(Np)|.
Veja que Np 6 N 6 G2 e Np E G2, então, através das duas inclusões pode-se veriﬁcar











Dessa forma, até agora temos que |Npi+1| = |Np : (Ωi(N)∩Np)| = |(N/Ωi(N))p|. Por
hipótese N 6 G2 e como Ω1(N) E N E G, temos que G/Ωi(N) é um p-grupo potent. E












Isso nos dá que N/Ωi(N) satisfaz as hipóteses do teorema anterior, logo∣∣∣( N
Ωi(N)
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Usando o fato que N satisfaz o item (ii) da condição de ser power abelian é possível
veriﬁcar que a outra inclusão também é válida, de modo que temos a igualdade desses
















|Npi+1 | = |N ||Ωi(N)|
|Ωi(N)|
|Ωi+1(N)| .
Portanto, |Npi+1| = |N : Ωi+1(N)| e o resultado do teorema segue.
Para terminar o capítulo, ressaltaremos que neste último teorema veriﬁcamos a vali-
dade da deﬁnição de power abelian para um subgrupo normal N de G, um p-grupo potent,
com N 6 G2. Observe que se primo p for ímpar, temos que G2 = G e, dessa forma, o
próprio G possui a estrutura power abelian.
Capítulo
4
Resultados principais sobre p-grupos
powerful
Este capítulo tem como objetivo demonstrar os resultados principais obtidos no artigo
"A characterization of powerful p-groups". Demonstraremos que dado G um p-grupo
ﬁnito, com p ímpar, uma condição necessária e suﬁciente para G ser powerful é que
d(G) = logp(|Ω1(G)|). Esse resultado será obtido como consequência do seguinte teorema.
Teorema 4.1. Sejam p um primo ímpar, G um p-grupo ﬁnito e seja k ≤ p − 2 e i ≥ 1
ou k = p− 1 e i ≥ 2. Então as seguintes condições são equivalentes:
(i) γk(G) 6 Gp
i
.
(ii) |G : Gpiγk(G)| = |Ω{i}(G)|.
O ingrediente principal para demonstrar esse teorema são os chamados grupos ω-
maximais e as palavras interchangeable, eles foram estudados por J. González-Sánchez e
B. Klopsch, em [9].
Dessa forma, na primeira seção faremos um estudo bem sucinto sobre grupos ω-
maximais, veremos certos tipos de palavras que possuem a características de serem inter-
changeable e por ﬁm relacionar esses dois conceitos. E na segunda seção demonstraremos
a caracterização para um p-grupo ser powerful e o Teorema 4.1.
4.1 Grupos ω-maximal e palavras interchangeable
Uma palavra é um elemento não trivial do grupo livre F (X), onde X é um conjunto de
geradores livres {x1, x2, . . .}. Considere ω = ω(x1, . . . , xn) uma palavra, podemos escrever
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ω = xs1i1 · · ·xskik , onde sj é um número inteiro e ij ∈ {1, . . . , n}, para j = 1, . . . , k. Todas
as palavras aqui tomadas serão na forma reduzida.
Sejam ω = ω(x1, . . . , xn) uma palavra e G um grupo. Podemos associar a seguinte
aplicação de G× · · · ×G (n vezes) em G
ϕω : G× · · · ×G︸ ︷︷ ︸
n vezes
−→ G
(g1, . . . , gn) 7−→ ω(g1, . . . , gn).
Ou seja, dados os elementos g1, . . . , gn ∈ G e uma palavra ω = ω(x1, . . . , xn), a imagem
de (g1, . . . , gn) através de ϕω é dada por ω(g1, . . . , gn) ∈ G.
Dados ω = ω(x1, . . . , xn) uma palavra e G um grupo. Deﬁnimos o subgrupo verbal,
denotado por ω(G), como sendo o subgrupo gerado pelo subconjunto {ω(g1 . . . , gn) |
g1, . . . , gn ∈ G}. Como exemplo, se considerarmos um grupo livre F (x, y) o comutador
[x, y] = x−1y−1xy é uma palavra e o derivado seria o subgrupo verbal.
Deﬁnição 4.1.1. Seja G um grupo ﬁnito e ω um palavra em G. Dizemos que G é ω-
maximal quando todo subgrupo próprio H de G satisfaz |H : ω(H)| < |G : ω(G)|.
Não entraremos em detalhes nas propriedades e características desses grupos, por não
ser um dos objetivos do trabalho, porém um pouco mais de detalhes dessa teoria pode ser
encontradas no artigo [9]. O próximo passo nesta seção é deﬁnir uma classe de palavras
denominadas interchangeable e alguns de seus representantes.
Deﬁnição 4.1.2. Sejam G um grupo e ω uma palavra de um subgrupo verbal ω(G).
Dizemos que ω é interchangeable em G, se para cada subgrupo normal N de G vale
[ω(N), G] 6 [N,ω(G)][ω(G), G]p[ω(G), G,G].
Deﬁnimos esse conceito com o intuito principal de estudar certos tipos de palavras,
como as do seguinte lema.




[y1, . . . , yk] para algum i, k ∈ N com k ≤ p− 1,
(ii) xp
i
[y1, . . . , yp−1]p
i−1
[z1, . . . , zp] para algum i ∈ N com i ≥ 2,
então ω é interchangeable em G.
4.1 Grupos ω-maximal e palavras interchangeable 83
Demonstração. Considere N um subgrupo normal de G.
(i) Suponha que ω = xp
i
[y1, . . . , yk] para algum i, k ∈ N, com k ≤ p− 1. Pela Fórmula
de Hall temos que [Np
i




Observe que k < p − 1 ⇒ k + 2 < p + 1, então γp+1(G) 6 γk+2(G). Assim
[Np
i
, G] 6 [N,Gpi ]γk+2(G). Sabendo que Np
i




γk(N), G] = [N









Assim, [ω(N), G] 6 [N,ω(G)][ω(G), G,G]. Portanto ω é interchangeable em G.
(ii) Suponha que ω = xp
i
[y1, . . . , yp−1]p
i−1
[z1, . . . , zp] para algum i ∈ N com i ≥ 2.




γp(G). Queremos mostrar que
[ω(N), G] 6 [N,ωG][ω(G), G]p[ω(G), G,G].
Porém primeiro vejamos que






Pela Fórmula de Hall temos
[Gp
i




, G] ≡ [γp−1(G), G] (mod γp+1(G)pγp+2(G)).
Observe que








Assim temos [ω(G), G] ≡ [G,G]piγp(G)pi−1γp+1(G) (mod γp+1(G)pγp+2(G)). Então
[ω(G), G]p ≡ [G,G]pi+1γp(G)pi (mod γp+1(G)pγp+2(G)). (4.1)
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Também temos que




, G], G][γp+1(G), G].
Aplicando a Fórmula de Hall, novamente, temos
[[Gp
i




, G], G] ≡ [γp(G)pi−1 , G] ≡ [γp(G), G]pi−1 (mod γp+1(G)pγp+2(G)).
Com isso, [ω(G), G,G] ≡ [G,G,G]piγp+1(G)pi−1γp+2 (mod
gammap+1(G)
pγp+2(G)). Mas, como γp+1(G)p
i−1 6 γp+1(G)p, para todo i ≥ 2, segue
que
[ω(G), G,G] ≡ [G,G,G]pi (mod γp+1(G)pγp+2) (4.2)
Dessa forma, pelas equivalências 4.1 e 4.2, temos
[ω(G), G]p[ω(G), G,G] ≡ [G,G]pi+1γp(G)pi [G,G,G]pi (mod γp+1(G)pγp+2(G)).
(4.3)
Observe que p ≥ 3 então γp(G)pi 6 γ3(G)pi e temos que γp(G) 6 ω(G) então
γp+1(G)
pγp+2(G) 6 [ω(G), G]p[ω(G), G,G]. Com isso, podemos reescrever a equiva-
lência 4.3 como sendo a seguinte igualdade
















Pelo Teorema 2.1.10 temos que [Np
i
, G] ≡ [N,G]pi ≡ [N,Gpi ] (mod γp+1(G)pγp+2(G)).
Então
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Usando o Teorema 1.1.6, obtemos




Ou seja, [ω(N), G] 6 [N,Gpiγp−1(G)p
i−1
γp(G)]γp+1(G)
pγp+2(G). Logo, [ω(N), G] 6
[N,ω(G)][ω(G), G]p[ω(G), G,G]. Portanto, ω é interchangeable em G.
O próximo teorema é o principal resultado desta seção. Ele será utilizado durante a
demonstração do Teorema 4.1, que será apresentada na próxima seção.
Teorema 4.1.4. Sejam ω uma palavra e G um p-grupo ω-maximal ﬁnito tal que ω é
interchangeable em G. Então ω(G) 6 Z(G).
Demonstração. Suponha por contradição que ω(G) 
 Z(G). Assuma que G seja um
contraexemplo minimal, ou seja, que G seja o grupo de menor ordem no qual temos
ω(G) 
 Z(G). Primeiro vejamos que [ω(G), G] é cíclico de ordem p e está contido no
centro Z(G), ou seja, [ω(G), G] é cíclico e [ω(G), G]p[ω(G), G,G] = 1. De fato, temos
que ω(G) E G e assim [ω(G), G] E G. Sabemos que [Z(G), G] = 1, como ω(G) 
 Z(G),
temos que [ω(G), G] 6= 1. Veja também que |[ω(G), G]| = p, pois caso fosse estritamente
maior do que p teríamos um subgrupo normal N de G de índice p que estaria contido
em [ω(G), G] e isso contraria a minimalidade de G. Isso nos dá que [ω(G), G] é cíclico de
ordem p.
Sendo [ω(G), G] E G, [ω(G), G] 6= 1 e G um p-grupo ﬁnito, temos que [ω(G), G] ∩
Z(G) 6= 1. Mas, |[ω(G), G]| = p, assim [ω(G), G] 6 Z(G). Com isso, obtemos que
[ω(G), G,G] 6 [Z(G), G] = 1. Dessa forma, temos que [ω(G), G] é cíclico de ordem p e
[ω(G), G]p[ω(G), G,G] = 1.
Agora considere os seguintes subgrupos de G, N1 = {x ∈ G | [x, ω(G)] = 1} e N2 =
{x ∈ ω(G) | [x,G] = 1}. Utilizando-se a deﬁnição desses grupos pode-se mostrar que
N1 = CG(ω(G)) e N2 = Z(G) ∩ ω(G) 6 N1. Mais ainda, veriﬁca-se que ambos são
característicos em G e que ω(N1) 6 N2.
Como ω é interchangeable, se considerarmos o subgrupo normal como sendo N1 e usar
que [ω(G), G]p[ω(G), G,G] = 1, obtemos que [ω(N1), G] 6 [N1, ω(G)] = 1, pela deﬁnição
de N1. Assim [ω(N1), G] = 1, isso acarreta que ω(N1) 6 Z(G). Considerando x ∈ G e
y ∈ ω(G) deﬁna a aplicação
〈 , 〉 : G/N1 × ω(G)/N2 −→ [ω(G), G]
(xN1, yN2) 7−→ 〈xN1, yN2〉 := [x, y].
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Usando propriedades de comutadores e o fato que [ω(G), G] é central, veriﬁca-se que
essa aplicação está bem-deﬁnida. Vimos que N1 e N2 são característicos em G, logo são
normais. Com isso os quocientes estão bem-deﬁnidos como grupo e observe ainda que são
abelianos. De fato, dados x, y, g ∈ G e a, b, α ∈ ω(G) e lembrando que
xN1yN1 = yN1xN1 ⇔ [x, y] ∈ N1 e aN2bN2 = bN2aN2 ⇔ [a, b] ∈ N2.
Pela deﬁnição de N1 temos [[y, α], x] = [1, x] = 1 e [[α, x], y] = [1, y] = 1. Usando
a igualdade de Hall-Witt, temos que [[x, y], α] = 1 e isso signiﬁca que [x, y] ∈ N1. Ou
seja, N1 é abeliano. Por outro lado pela deﬁnição de N2 temos que [[b, g], a] = [1, a] = 1
e [[g, a], b] = [1, b] = 1, e também pela igualdade de Hall-Witt [[a, b], g] = 1 e então
[a, b] ∈ N2, ou seja N2 é abeliano.
Usando contagem das classes dos quocientes junto com a deﬁnição da aplicação entre
p-grupos abelianos, obtemos que |G : N1| = |ω(G) : N2|. Isso acarreta que |G : ω(G)| =
|N1 : N2|. Mas lembre que ω(N1) 6 N2 6 N1, então |N1 : ω(N1)| > |N1 : N2| = |G :
ω(G)|, o que é um absurdo, pois por hipótese G é ω-maximal.
Portanto, ω(G) 6 Z(G).
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4.2 Resultados principais
Separaremos o Teorema 4.1 em dois. No primeiro teorema consideraremos o caso em
que k ≤ p−2 e i ≥ 1 e no segundo consideraremos k = p−1 e i ≥ 2. Isso se dará pelo fato
de que na demonstração utilizaremos técnicas semelhantes, mas resultados preliminares
diferentes.
Teorema 4.2.1. Sejam p ≥ 5, i ≥ 1, k ≤ p−2 e G um p-grupo ﬁnito. Então as seguintes
condições são equivalentes:
(i) γk(G) 6 Gp
i
,
(ii) |G : Gpiγk(G)| = |Ω{i}(G)|.
Demonstração. Suponha que γk(G) 6 Gp
i
, de onde Gp
i
γk(G) = G
pi . Assim devemos
mostrar que |G : Gpi | = |Ω{i}(G)|. Observe que k ≤ p − 2 ⇒ k + 1 ≤ p − 1 e então
γp−1(G) 6 γk+1(G) 6 γk(G). Temos ainda que i ≥ 1, pois para i = 0 o teorema é
trivialmente válido, logo Gp
i 6 Gp.
Dessa forma, o item (i) signiﬁca γp−1(G) 6 Gp, ou seja, G é um p-grupo ﬁnito potent
G. No Teorema 3.2.5 vimos que o |N : Np| = |Ω1(N)|, com N 6 G2 um subgrupo normal
do p-grupo potent. No nosso caso, p é ímpar e isso acarreta que G2 = G, então o resultado
será válido para qualquer subgrupo normal, em particular para o próprio G. O Teorema
3.2.6 nos mostra a validade dessa relação para todo i ≥ 0. Logo, essa implicação está
provada.
Reciprocamente, suponha que |G : Gpiγk(G)| = |Ω{i}(G)|. Considere a seguinte con-
junto de subgrupos C = {H 6 G | |H : Hpiγk+1(H)| ≥ |G : Gpiγk+1(G)|}. Observe que
Hp
i
γk+1(H) é o subgrupo de H formado por palavras do tipo ω = xp
i
[y1, . . . , yk+1] com
x, yj ∈ H, 1 ≤ j ≤ k + 1. Assim podemos escrever ω(H) = Hpiγk+1(H) e da mesma
forma temos ω(G) = Gp
i
γk+1(G).
O conjunto C é diferente de vazio, pois pelo menos o próprio grupo G pertence a C.
Dessa forma, considere M 6 G, o elemento mínimo com relação à inclusão pertencente
à C. Observe que qualquer subgrupo H de M , em particular para subgrupos próprios
vale que |H : ω(H)| < |M : ω(M)|. Pois, caso houvesse algum subgrupo T de M , tal que
|T : ω(T )| ≥ |M : ω(M)|, teríamos que T ∈ C e isso contraria a minimalidade de M .
Agora, se |H : ω(H)| < |M : ω(M)|, para todo H < M , então M é um subgrupo
ω-maximal para palavras da forma ω = xp
i
[y1, . . . , yk+1]. Mas, pelo Lema 4.1.3, item
(i), vimos que essa palavra é interchangeable em M . Então temos todas as hipóteses do
Teorema 4.1.4 satisfeitas para o subgrupo M , então Mp
i
γk+1(M) = ω(M) 6 Z(M).
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Assim, γk+1(M) 6 Z(M), então γk+2(M) 6 [Z(M),M ] = 1, ou seja, γk+2(M) = 1.
Portanto, a classe de nilpotência de M é no máximo k + 1 ≤ p − 1 < p. Aplicando o
Teorema 2.2.2 temos que M é regular. Dessa forma temos que M é um p-grupo regular,
então, pelo Teorema 2.2.8, item (iii), temos que |M : Mpi | = |Ωi(M)| = |Ω{i}(M)|. Com
isso, temos as seguintes desigualdades
|G : Gpiγk+1(G)| ≤ |M : Mpiγk+1(M)| ≤ |M : Mpi | = |Ω{i}(M)|
≤ |Ω{i}(G)| = |G : Gpiγk(G)| ≤ |G : Gpiγk+1(G)|.




piγk+1(G). Essa igualdade nos dá que γk(G) 6 Gp
i
[γk(G), G] e o
resultado segue ao aplicarmos o Teorema 2.1.8. Portanto vale a outra implicação.
Em [17], uma das questões levantados por B. Klopsch e I. Snopce foi a respeito de
uma condição necessária e suﬁciente para um p-grupo ﬁnito G, com p ímpar, ser powerful.
E essa condição era a relação d(G) = logp(|Ω1(G)|).
Para p ≥ 5, J. González-Sánchez e A. Zugadi-Reizabel obtiveram, em [10], uma res-
posta positiva para essa questão como consequência do teorema anterior. Quando p = 3,
eles construíram, nesse mesmo trabalho, uma família de p-grupos ﬁnitos que mostram que
a caracterização proposta não é válida, como veremos no próximo capítulo.
Corolário 4.2.2. Sejam p ≥ 5 e G um p-grupo ﬁnito. Então as seguintes condições são
equivalentes:
(i) G é powerful,
(ii) d(G) = logp(|Ω1(G)|).
Demonstração. Suponha que G seja um p-grupo powerful, com p > 5, de onde G′ 6 Gp e
Φ(G) = G′Gp = Gp. Agora, pelo Teorema da Base de Burnside |G : Φ(G)| = |G : Gp| =
pd(G), onde d(G) é o número mínimo de geradores de G. Considerando k = 2 e i = 1,
no teorema anterior temos que se G é powerful, então |G : Gp| = |Ω{1}(G)|. Mas, em
p-grupos powerful vale que Ω1(G) = Ω{1}(G). Assim pd(G) = |G : Gp| = |Ω1(G)|. Logo,
d(G) = logp(|Ω1(G)|).
Reciprocamente, suponha que d(G) = logp(|Ω1(G)|), ou seja, |Ω1(G)| = pd(G). Nova-
mente por Burnside, |G : Φ(G)| = pd(G) e assim |G : G′Gp| = |Ω1(G)|. Mas, isso acarreta
que |Ω1(G)| = |Ω{1}(G)|. Então |G : G′Gp| = |Ω{1}(G)|. Pelo teorema anterior, quando
k = 2 e i = 1, se isso ocorre, segue que γ2(G) 6 Gp. Portanto, G é powerful.
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Para provar o caso em que k = p − 1 precisaremos da deﬁnição de p-grupo k-regular
dada no Capítulo 2, e ela nos diz que para quaisquer x, y ∈ G, (xy)pk = xpkypk∏iDpki para
certos Di ∈ γ2(〈x, y〉), para todo i. Então podemos considerar Di = γ2(〈x, y〉) e assim






γ2(〈x, y〉)pk . Com esse caso particular da deﬁnição,
demonstraremos o próximo lema, que será de grande utilidade quando considerarmos o
caso em que k = p− 1 e i ≥ 2 no Teorema 4.1.
Lema 4.2.3. Sejam G um p-grupo ﬁnito e ω = xp
i
[y1, . . . , yp−1]p
i−1
[z1, . . . , zp], para algum
i ∈ N com i ≥ 2. Se G é um p-grupo ω-maximal, então |G : Gpi | = |Ω{i}(G)|.
Demonstração. Primeiro observe que no Lema 4.1.3 vimos que ω é interchangeable em G.
Como G é um p-grupo ﬁnito ω-maximal, pelo Teorema 4.1.4, segue que ω(G) 6 Z(G).





, G][γp(G), G] = 1. (4.4)
Vamos analisar cada parte dessa relação. Pelo Teorema 2.1.10,
[Gp
i
, G] ≡ [G,G]pi (mod [G,pG]pi−1 [G,p2 G]pi−2 · · · [G,pi G]).
Como todos os termos da congruência são subgrupos de γp+1(G), podemos reescrever
essa congruência da seguinte forma [Gp
i




, G] ≡ γp(G)pi−1 (mod [G,p γp−1(G)]pi−2 [G,p2 γp−1(G)]pi−3 · · · [G,pi−1 γp−1(G)]).
De maneira análoga, ao analisado acima, todos os termos da equivalência são sub-









Considere x, y ∈ G e H = 〈x, y〉, pela Fórmula de Compilação de Hall, Teorema 1.1.14,
temos
(xy)p
i ≡ xpiypi(mod γ2(H)piγp(H)pi−1γp2(H)pi−2 . . . γpk(H))
Assim, (xy)p
i ≡ xpiypi (mod γ2(G)piγp(G)pi−1γp2(G)pi−2 · · · γpk(G)). Porém, pelo mesmo
argumento que antes, todos os termos a partir de γp2(G)p
i−1
são subgrupos de γp+1(G).
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Assim, reescrevemos essa última congruência da seguinte forma
(xy)p
i ≡ xpiypi (mod γ2(G)piγp(G)pi−1γp+1(G)).











pi , pois 1 ∈ γ2(G)pi . Sendo x e y
arbitrários, segue que G é i−regular. Aplicando o Teorema 2.2.8, item (iii), segue que
|G : Gpi | = |Ωi(G)| = |Ω{i}(G)|, como queríamos.
Teorema 4.2.4. Sejam p um primo ímpar, i ≥ 2 e G um p-grupo ﬁnito. Então as
seguintes condições são equivalentes:
(i) γp−1 ≤ Gpi,
(ii) |G : Gpiγp−1(G)| = |Ω{i}(G)|.
Demonstração. Suponha |G : Gpiγp−1(G)| = |Ω{i}(G)|. Considere agora a palavra ω =
xp
i
[y1, . . . , yp−1]p
i−1
[z1, . . . , zp] e deﬁna o conjunto de subgrupos C = {H 6 G | |H :
ω(H)| ≥ |G : ω(G)|}. Observe que esse conjunto é não vazio, pois G ∈ C. Com isso,
podemos tomar o elemento mínimo em C, com respeito à inclusão, seja M tal minimal.
Dessa forma, para todo subgrupo H de M vale que |M : ω(M)| > |H : ω(H)|, pois M é
minimal. Com isso o subgrupo M é ω-maximal.
Pelo Lema 4.1.3, item (ii), vimos que palavras dessa forma são interchangeable no
grupo ambiente. Então todas as hipóteses do lema anterior aplicado ao subgrupo M são
satisfeitas. Assim |M : Mpi | = |Ω{i}(M)|. Como Mpi 6 ω(M), temos que |G : ω(G)| ≤
|M : ω(M)| ≤ |M : Mpi |. Então
|G : ω(G)| ≤ |M : Mpi | = |Ω{i}(M)| ≤ |Ω{i}(G)| = |G : Gpiγp−1(G)|.
















Dessa forma, |G : Gpiγp−1(G)| ≤ |G : Gpiγp−1(G)pi−1γp(G)| = |G : ω(G)]. Logo
|G : ω(G)| ≤ |G : Gpiγp−1(G)| ≤ |G : ω(G)|, ou seja,
|G : ω(G)| = |G : Gpiγp−1(G)pi−1γp(G)| = |G : Gpiγp−1(G)|. (4.6)
Juntando a inclusão de subgrupos dada em 4.5 e a igualdade de índices dada em






γp(G). Isso acarreta que γp−1(G) 6










pi−1 ≥ p e i ≥ 2. Aplicando o Teorema 2.1.8, segue que γp−1(G) 6 Gpi , como queríamos.
Reciprocamente, suponha que γp−1(G) 6 Gp
i
. Temos que i ≥ 2 e Gpi 6 Gp, para
todo i ≥ 1, então γp−1(G) 6 Gpi 6 Gp. Sendo p um primo ímpar, segue que essa
condição nos dá que G é um p-grupo potent. Agora se γp−1(G) 6 Gp
i
então vale que
|G : Gpiγp−1(G)| = |G : Gpi |. Com isso precisamos mostrar que |G : Gpi| = |Ω{i}(G)| com
G um p-grupo potent, para p ≥ 3, como, comentado no Teorema 4.2.1 isso é válido nessa
classe de p-grupo. Portanto, o teorema está provado.
Capítulo
5
Uma família de exemplos
Neste capítulo construiremos uma família de p-grupos que provam a validade do teo-
rema a seguir. Essa família também servirá de contraexemplo para o caso em que k = p−1
e i = 1 no Teorema 4.1. Essa construção foi feita por J. González-Sánchez e A. Zugadi-
Reizabel no artigo "A characterization of powerful p-groups"[10], com o principal intuito
de mostrar que a caracterização para um p-grupo ﬁnito ser powerful, dada no capítulo
anterior, não é válida quando p = 3.
Teorema 5.1. Sejam p um primo ímpar e s um inteiro positivo s ≥ p+ 1. Então existe
um p-grupo ﬁnito G tal que:
(i) |G| = ps;
(ii) G é de classe maximal;
(iii) |G : Gpγp−1(G)| = |Ω1(G)|;
(iv) γp−1(G) 
 Gp.
5.1 Preliminares para a construção da família
Nesta seção apresentaremos, principalmente, conceitos utilizados na construção da
família de p-grupos que demonstram o Teorema 5.1. Utilizamos os livros Proﬁnite Groups
[22], The Structure of Groups of Prime Power Order [19] e Endliche Gruppen I [14].
Inicialmente relembremos a deﬁnição de espaço topológico e de aplicação contínua,
para em seguida deﬁnir grupos topológicos.
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Deﬁnição 5.1.1. Um espaço topológico é um conjunto X junto com uma família de
subconjuntos, denominados conjuntos abertos, satisfazendo as seguintes condições:
(i) Os conjuntos ∅ e X são ambos abertos;
(ii) A interseção de quaisquer dois conjuntos abertos é ainda um conjunto aberto;
(iii) A união de qualquer coleção de subconjuntos abertos é também um conjunto aberto.
Sejam X e Y espaços topológicos. A aplicação f : X → Y é dita ser contínua se para
cada conjunto aberto U de Y o conjunto f−1(U) = {x ∈ X | f(x) ∈ U} é também aberto
em X. Outros deﬁnições e algumas propriedades a cerca de espaços topológicos podem
ser encontradas em [22], bem como as próximas deﬁnições, que são agora relacionadas a
grupos topológicos e homomorﬁsmo contínuo.
Um grupo topológico é um conjunto G que é, ao mesmo tempo, um grupo e um espaço
topológico e para o qual a aplicação (x, y) 7→ xy−1 de G×G, com o produto topológico, em
G é contínua. Um homomorﬁsmo contínuo é uma aplicação, entre dois grupos topológicos,
contínua que também é um homomorﬁsmo de grupos.
Um conjunto direto é um conjunto I parcialmente ordenado tal que para todo i1, i2 ∈ I
existe um elemento j ∈ I para o qual i1 ≤ j e i2 ≤ j.
Deﬁnição 5.1.2. Um sistema inverso (Xi, ϕij) de um espaço topológico indexado por um
conjunto direto I consiste de uma família (Xi | i ∈ I) de espaços topológicos e uma família
(ϕij : Xj → Xi | i, j ∈ I, i ≤ j) de aplicações contínuas tais que ϕii é aplicação identidade
IdXi, para cada i, e ϕijϕjk = ϕik sempre que i ≤ j ≤ k.
Se cada Xi é um grupo topológico e cada ϕij é um homomorﬁsmo contínuo, dizemos
que (Xi, ϕij) é um sistema inverso de grupos topológicos. De maneira similar deﬁnimos
um sistema inverso de anéis topológicos.
Deﬁnição 5.1.3. Um limite inverso (X,ϕi) de um sistema inverso (Xi, ϕij) de um espaço
topológico é um espaço topológico X junto com uma família compatível (ϕi : X → Xi) de
aplicações contínuas com a seguinte propriedade universal: sempre que (ψi : Y → Xi) é
uma família compatível de aplicações contínuas do espaço Y existe uma única aplicação
contínua ψ : Y → X tal que ϕiψ = ψi, para cada i.
Caso o sistema inverso considerado seja de grupos topológicos junto com uma família
de homomorﬁsmos contínuos temos um limite inverso de grupos topológicos. E de forma
semelhante deﬁnimos o limite inverso de anéis topológicos.
5.1 Preliminares para a construção da família 94
Deﬁnição 5.1.4. Seja C uma classe de grupos ﬁnitos. Dizemos que um grupo F é um
C-grupo se F ∈ C e G é um grupo pro-C se ele é um limite inverso de C-grupos. Observe
que C-grupos são grupos pro-C.
Algumas classes importantes são: a classe de todos os grupos ﬁnitos, a classe de p-
grupos ﬁnitos, onde p é um primo ﬁxado, e a classe de todos os grupos cíclicos ﬁnitos.
Um limite inverso de grupos ﬁnitos é chamado de grupo proﬁnito, o de p-grupos ﬁnitos é
chamado grupo pro-p e o de grupos cíclicos ﬁnitos é dito grupo procíclico.





com 0 ≤ aj < p para cada j, em cada caso essa expressão é unicamente determinada.
Uma deﬁnição alternativa de Zp é como limite inverso do sistema de anéis (Z/pnZ)n∈Z.
É possível deﬁnir operações estendidas através das usualmente deﬁnidas em Z, e assim
Zp será um anel pro-p, denominado anel dos inteiros p-ádicos, e considerado dessa forma,
Zp é também um domínio de integridade. A construção pode ser encontrada em detalhes
nos livros Analytic pro-p groups, [4], e Proﬁnite Groups,[22], ambos no Capítulo 1.
Considere N um grupo e α ∈ Aut(N), onde Aut(N) é o grupo dos automorﬁsmos de
N , dizemos que o subgrupo H de N é α-invariante se α(H) = H. Deﬁnimos o subgrupo
[N,α] = 〈[n, α] = n−1α(n)|n ∈ N〉 e recursivamente colocamos N1 = N e Ni = [Ni−1, α],
para todo i > 1. Note que todos esses subgrupos são normais em N e α-invariantes.
Quando N é um p-grupo ﬁnito e α ∈ Aut(N), um automorﬁsmo for de ordem p,
teremos que para algum inteiro natural m vale Hm = 〈1〉. Assim esses subgrupos formam
uma série estritamente decrescente de subgrupos α-invariantes de H.
Deﬁnição 5.1.5. Considere N um p-grupo ﬁnito e α ∈ Aut(N) um automorﬁsmo de
ordem p agindo sobre N . Dizemos que α age uniserially sobre N se [H,α] possui índice
p em H para todo subgrupo H de N não trivial e α-invariante.
Outro conceito que necessitaremos é o de extensão.
Deﬁnição 5.1.6. Sejam N e G grupos. Uma extensão de N por G é uma sequência exata
curta
1→ N i−→ E pi−→ G→ 1,
onde pi é sobrejetiva, i é injetiva e a imagem de i é o núcleo de pi.
Um exemplo típico de extensão é quando consideramos N um subgrupo normal de E
e G = E/N , assim i será a aplicação inclusão e pi a projeção natural.
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Dado N um subgrupo de G, dizemos que G é uma extensão split de N , quando N E G
e existe H 6 G tal que G = NH e N ∩H = {e}. Nesse caso G é o produto semidireto
H n N . Caso exista H 6 G com G = NH, mas com N ∩ H 6= {e}, então G é dito ser
uma extensão não-split.
O seguinte teorema é mais uma identidade entre comutadores, de grande utilidade em
nosso exemplo. Sua demonstração pode ser encontrada em [14, Capítulo 3, Lema 10.9],
ou através do Exercício 2.2 de [5].
Teorema 5.2. Seja U um subgrupo normal abeliano em um grupo arbitrário G.
(i) Para todos x, y ∈ U e todo g ∈ G vale [xy, g] = [x, g][y, g].







5.2 Família de exemplos
Considere a Zp−lattice M gerada por (x1, . . . , xp−1) de posto p− 1 e o seguinte auto-
morﬁsmo α de M
α(xi) = xi+1, se i ≤ p− 2
α(xp−1) = x−11 · · ·x−1p−1.
Aplicando-se esse automorﬁsmo várias vezes é possível ver que ele possui ordem p.
Além disso, podemos mostrar que α age uniserially sobre M , ou seja, que [H,α] possui
índice p em H para todo subgrupo H não trivial α−invariante de M .
Pela maneira como deﬁnimos o homomorﬁsmo α, qualquer subgrupo H que tomarmos
emM de modo que também seja α−invariante, terá ainda posto p−1. Pois, se o elemento
básico xi ∈ H, então ainda temos α(xi) ∈ H, o que ocorrerá para qualquer i = 1, . . . , p−1.
Ou seja, o fato de α levar um elemento da base no próximo elemento básico ou em uma
combinação de todos eles, no caso em que i = p− 2, acarreta que todos os elementos da
base devem estar em H, para que ele seja α-invariante. Grosseiramente podemos dizer
que qualquer subgrupo α-invariante de M será apenas uma restrição nos "coeﬁcientes",
que são elementos de Zp.
Coloque M1 = M e Mr = [Mr−1, α]. Dessa forma temos uma sequência decrescente
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de subgrupos α−invariantes, onde um tem índice p no anterior:
M > [M,α] > [M,α, α] > · · · > [M,r−1 α] · · ·
O produto semidireto H = 〈α〉nM é um grupo pro-p, pois os grupos quocientes são
p-grupos ﬁnitos. Além disso, H/Mr, com r > 2, é um p-grupo de classe maximal e α é
um elemento uniforme. Como M é abeliano, temos que |CH/Mr(α)| = |CH/Mr(αjx)|, para
x ∈M e j = 1, . . . , p− 1. Dessa forma, todos os elementos de H \Mr são uniformes.
Lema 5.2.1. Seja H = 〈α〉 nM , como deﬁnido acima. Então os elementos de H \M
possuem ordem p.
Demonstração. Seja s ∈ H \M e considere Hr = H/Mr. Pelo parágrafo anterior temos
que s é um elemento uniforme de Hr. Sendo assim sp ∈ Z(Hr) = Mr−1/Mr. Com isso
sp ∈Mr−1, para todo r ≥ 2. Ou seja, sp ∈ ∩∞r=2Mr = {1}.
Os elementos de H \M são da forma αjx, com x ∈M e para j = 1, . . . , p− 1. Então
considerando um elemento desses, pelo Teorema 5.2, temos que:














i) = 1. (5.1)
Denotemos Nr = M/Mr, ou seja, estamos "quocientando"toda a série que deﬁnimos
anteriormente por Mr, isso acarreta que os termos contidos em Mr passam a ser a identi-
dade no quociente. Lembre que cada termo da série tinha índice p no anterior, então seja
z um gerador Mr−1/Mr. Agora considere Gr a extensão não-split
1 −→ Nr −→ Gr −→ Cp −→ 1,
onde Cp = 〈y〉 e a extensão é deﬁnida pela identidade yp = z e a ação de y em Nr é dada
por α. Dessa maneira podemos escrever que Gr = 〈y〉Nr = 〈y〉M/Mr, onde Nr E Gr,
Gr/Nr = 〈y〉, yp = z e 〈y〉 ∩Nr = z 6= e.
Observe que, para cada r, Gr é um p-grupo de classe maximal e os elementos de Gr\Nr
são elementos uniformes.
Lema 5.2.2. Seja Gr = 〈y〉Nr, como deﬁnido acima. Então os elementos de Gr \ Nr
possuem ordem p2.
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Demonstração. Considere um elemento em x ∈ Nr e j = 1, . . . , p− 1, pela identidade 5.1







i) = zj 6= 1.
Veja que (yjx)p
2
= ((yjx)p)p = (zj)p = 1, pois zp = 1.
Isso signiﬁca que os elementos de Gr \ Nr não possuem ordem p, então os elementos
que vão gerar Ω1(Gr) estão em Nr, logo Ω1(Gr) = Ω1(Nr) = Ω1(M/Mr).
Em particular, se r ≥ p, pelo Teorema 2.3.4, segue que |Ω1(Gr)| = pp−1. Agora por
outro lado, como Gr é de classe maximal, então Gr possui apenas os normais da sé-
rie central inferior. E pelo Teorema 2.3.4, temos que Gpr = γp(Gr). Assim G
p
rγp−1(Gr) =
γp(G)γp−1(Gr) = γp−1(Gr). Como α age uniserially sobreM , temos que |Gr : Gprγp−1(Gr)| =
pp−1. Mas claramente, o grupo Gr não satisfaz a inclusão γp−1(Gr) 6 Gpr.
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