In the current design of IR experiments, a sample of 50 topics is generally agreed to be sufficient in size to perform dependable system evaluations. This article presents the detail and formal explanation of how the second fundamental theorem of probability, the central limit theorem, can be used for the estimation of the sufficient size of a topic sample. The research performed in this article, using past TREC data, reveals that, on average, 50 topics will be sufficient to provide a confidence level at or above 95% if the null hypothesis of equal population MAPs (H0) is rejected for two IR systems having an observed difference in MAP of 0.035 or more, whereas, in contrast, the previous empirical researches suggest a difference in MAP of 0.05 or more. This study also shows that, for individual system pairs, the sample size required to provide 95% confidence on a declared significance may range from a size as small as 10 to a size as large as 722. Thus, for the design of IR experiments, it agrees with the common view that relying on average figures as a rule of thumb may well be misleading.
Introduction
In the field of Information Retrieval (IR), system evaluation (or experimental evaluation, or batch evaluation) refers to the relative comparison of the effectiveness of IR systems under the same controlled experimental conditions. The ultimate goal of system evaluation is to decide whether one IR system is better in retrieval effectiveness than the other on the population of information needs or topics. A design paradigm for system evaluation is first introduced in the Cranfield II experiment [1] , where IR systems are evaluated using a test collection with three fundamental components: a set of documents, a set of posed information needs, and a set of relevance judgments. Relevance judgments are the collections of documents that should be retrieved for each information needs, and a posed information need is a query that may be formulated by any inquirer (user). This experimental design paradigm has been in use for over two decades, and it is still actively used in almost all large-scale experimental evaluation efforts.
In this paradigm, relevance is the sole effectiveness criterion, and effectiveness of a system based on relevance is measured in two dimensions: the ability to retrieve documents which are known as relevant and the ability to suppress documents which are known to be non-relevant. The majority of the currently used measures of relevance are based on precision and recall. Precision is the proportion of retrieved documents that are relevant, while recall is the proportion of relevant documents that are retrieved.
In the traditional evaluation of retrieval experiments, performances of the systems are measured over a set of topics (In TREC, the terms "topic" and "run" are used to indicate "information need" and "IR system/retrieval strategy", respectively). Since a performance summary measure is necessary to compare different IR retrieval systems over all predefined information needs, a final summary performance score for each system is calculated as the average of its performance scores observed on all topics. In particular, Mean Average Precision (MAP) is the most widely used summary measure. A MAP score of a particular system is the mean of the un-interpolated Average Precisions (AP) observed on all topics, and in turn, an AP score of a document set retrieved by a system is the average of all precision scores that are calculated at each relevant document reached from the start in that document set.
As in the case of the population of topics, populations are usually infinite in size and unknown in distribution. This is the reason why we need to use statistical hypothesis tests for making inductive inferences from samples to a population characteristic of interest. In particular, the validity of an inductive inference depends on the accuracy of estimates in estimating the true value of the population characteristic of interest. On the other hand, the accuracy of an estimate which is derived from a particular sample depends on whether the sample in use is a true representative of the population that we intended to infer to. Thus, to reliably decide whether one IR system is better than the other on the population of topics, we need to estimate the true population effectiveness of individual IR systems, with enough accuracy. On this account, the theory of probability sampling [2] rules the selection of individual observations for the purpose of statistical inference. According to the theory of probability sampling, an estimate which is derived from a random sample is empirically the best estimate of the true value of the population characteristic of interest, with a measurable amount of (sampling) error or uncertainty [3] . Sparck Jones [4] says that "a difference in scores that is greater than 0.05 is noticeable, and a difference that is greater than 0.10 is material". In the works of Buckley and Voorhees [5] and Voorhees and Buckley [6] , the effect of topic set size on retrieval experiment error rate is investigated and it is reported, in the later work, that "an absolute difference in MAP of 0.05-0.06 would be needed between two IR systems measured on 50 topics before concluding, with 95% confidence, that the same systems ranking can be obtained on a different set of 50 topics". In the same line of research, Webber et al. [7] conduct an empirical research based on statistical power analysis, and report that "the standard 50 topics TREC collection can only be relied on to detect true AP deltas [MAP differences] in the range 0.06-0.08". This explains why "a large enough difference between two effectiveness scores" is a generally accepted rule of thumb for performing a dependable system evaluation in IR community.
Voorhees [8] is the first researcher who performed an empirical research on the sufficiency of the TREC standard sample of 50 topics, saying, "at least for the TREC-6 environment, as few as 25 topics can be used to compare the relative effectiveness of different retrieval runs with great confidence". In her recent work [9] , Voorhees however recommends that "Fifty-topic sets are clearly too small to have confidence in a conclusion when using a measure as unstable as P (10) Note that the previous empirical researches try to single out, once and for all, a lower boundary for the difference of two MAP scores, above which every difference can be considered significant based on a test collection with 50 topics. They suggest in general a lower boundary that is not less than 0.05 as measured MAP. But, note that observing a MAP difference less than 0.05 is not a rare event in an ordinary IR system evaluation. Thus, it is not unlikely that we need more than 50 topics in practice. The question therefore arises as to "do we necessarily need more than 50 topics for every system pair between of which the observed MAP difference is less than 0.05?" This is the research question of interest in this article, to which none of the key empirical works gives a precise answer.
Given a particular pair of IR systems, a topic sample size that is sufficient to give significance to the observed MAP difference between the systems may be insufficient to give significance to the same MAP difference if it is observed between another system pair, due to the differences of inherent variability in AP scores across topics. The sufficiency of a topic sample size is subjective to the system pair under consideration. This is a point that most of the previous researches primarily overlook.
The organization of this article is as follows. In the next section, the amount of uncertainty in estimating the population MAP of an IR system is estimated using past TREC 6, 7, and 8 data on the basis of Central Limit Theorem (CLT). Afterwards, the amount of uncertainty in estimating the difference of the population MAPs of two IR systems is estimated in the following section and the conclusion is given subsequently.
Estimation of the population MAP of an IR system
In parametric statistics, it is assumed that a target population can be generated by a well-known distribution, such as normal, exponential, Poisson, etc., having one or more parameters at least one of which is unknown and must be inferred. The population characteristic of interest is usually the unknown parameter or a function of it. A series of independent random variables , so that the estimate can be derived from a single,
Unfortunately, no inductive inference is certain, so every statement drawn from experimental data is subject to uncertainty. An estimate which is derived from a single sample is subject to uncertainty, because of having only one sample: that is, different samples from the same population would in general yield different estimates. The amount of uncertainty associated with an estimate is inversely proportional to the amount of (population) information contained in the sample that the estimate is derived from. The question therefore arises as to whether it is possible to ascribe a measure of information to the various possible experimental designs available in order to consider the cost of obtaining a particular amount of information: is it worth that cost and at what stage the cost of obtaining further information is too great? Suppose that the purpose of an experiment is to estimate a single parameter of a population distribution. The only requirement that the measure of information should satisfy is that the information on a parameter provided by, say, two independent samples drawn from the population should be equal to the sum of the information contained in the two samples considered separately. This means that the information contained in a sample should be directly proportional to the sample size n . The generally adapted measure of information, which is introduced by Fisher [10] , is given by An estimate which is derived from a single sample is subject to uncertainty because of having only one sample, but such an estimate necessarily follows a particular distribution on the samples that could be drawn from the same population. In statistics, this distribution is called the sampling distribution (or the null distribution), and it is the measure of uncertainty [3] . In estimating the population mean  , the amount of uncertainty associated with the mean of a sample of size n ( x ) is equal to the variance of the sampling distribution of x around  , n / , 95% of the time. In here, "95% of the time" refers to "95% of the samples that could be drawn from the population" and in turn "95% of the samples that could be drawn from the population" refers to a confidence level of 95% or a significance level of 5% (i.e.
0.05 =  ). Note that quadrupling the size of a sample reduces the amount of uncertainty only by a factor of 2. In relation to IR system evaluations, the population in Figure 1 can be thought of as the population of topics, where observations represent the AP scores of an IR system and the mean of a sample of size n represents the associated MAP score measured on a sample of n topics.
For a normal distribution with mean  and variance (i.e. a ``well-behaved'' distribution), the second fundamental theorem of probability, the central limit theorem, assures that as the sample size n increases, the distribution of the sample mean of the random variables weakly converges in probability to a normal distribution with mean can be approximated by a standard normal distribution with zero mean and unit variance for any well-behaved population distribution, provided that the sample size n is large enough (generally aggreed to be
By elaborating the z transformation given, we can determine the sample size required to provide a desired level of accuracy in estimating  , such that
In here, is commonly referred to as the sensitivity (or the maximum error, or the error of estimate, the maximum error of estimate, the maximum allowable error, etc.), and denoted by  . Sensitivity is the desired accuracy in estimating the true mean of a population distribution, such that 
in estimate the true population MAPs of the first 10 TREC 6 Category-A, automatic, short (Title + Description) runs, with at most 5% sampling error. As seen, it is expected, on average, that the true population MAP of a 7 TREC 6 run will be with 0.05  of the MAP observed on, at least, 95% of the samples of 50 topics that could be drawn from the population.  sensitivity in estimating the true population MAPs of the first 10 TREC 6 runs, with at most 5% sampling error or at least 95% confidence. Last two blocks of rows list the averages over the first 10 and the total 29 runs, respectively. The percentage differences associated with the corresponding sensitivity levels relative to "Average MAP" are listed through "% Diff" rows, e.g., 0.05 / 0.1380 = 36%. "% Diff. The summary statistics for TREC 6, 7, and 8 are given in SE is used for the same purpose but under the assumption of dependence. This protocol of hypothesis testing is commonly referred to as Student's t test for two dependent sample means or matched pairs, which is in fact the most widely-used hypothesis test in the current practice of IR system evaluations.
By elaborating the z transformation given, we can now determine the sample size required to provide )% (1 100    confidence on a declared significance (i.e., the case of being succeeded to reject the null hypothesis 
. Under the assumption of independence, s denotes p s ; otherwise, d s .
Note that here; Inequality 2 yields the total size of the two AP samples, 

, to measure on a sample of n topics. In brief, when X and Y are independent in distribution, the total sample size yielded from Inequality 2 with p s will be as twice as the topic sample size that is required in effect (as indicated by the suggests that the observed AP scores of "city6ad" and "LNaShort" would have arisen from two independent distributions on the population of topics. Note that the figure yielded from Inequality 2 with p s can also be obtained by averaging the individual sample size estimates yielded from Inequality 1 for "city6ad" and "LNaShort" (in Table 1 ), such that 69 = 2 / 50) (88  .
It appears that, if "city6ad" and "LNaShort" have equal MAPs on the population of topics, a MAP difference that is equal to or less than 0.05 would be observed, by chance, on at least 95% of the samples of 34 topics that could be drawn from the topic population. Thus, at least a difference in MAP of 0.05 is needed between "city6ad" and "LNaShort" measured on 34 topics before concluding, with 95% confidence, that they do not have equal MAPs on the population of topics (or, equivalently, that the same ranking of "city6ad" and "LNaShort" can be observed on a different sample of 34 topics).
The actual difference in the MAPs of "city6ad" and "LNaShort", which is observed on the original sample of 50 TREC 6 topics, is 0.0192. A sensitivity level of 0.05 =   is therefore too low to decide whether there exists a population effect between them. In other words, a difference in MAP of 0.0192 is not unlikely on a sample of 34 topics when . Thus, we can conclude that a sample of 50 topics is insufficient in size to provide the level of sensitivity that could supply the empirical evidence to reject the null hypothesis that "city6ad" and "LNaShort" have equal population MAPs.
The current sensitivity level provided by the sample of 50 TREC 6 topics can be estimated by elaborating Inequality 2, as given by : Given a sample of 50 topics, an observed difference in MAP of 0.0409 or more can therefore be assumed large enough to reject, with 95% confidence, that "city6ad" and "LNaShort" have equal population MAPs, or in other words to rely on that the probability of rejecting 0 H when it is true will be at or below the nominal error rate of 5%. Note that this is exactly the rationale behind Student's t test.
As a result, this means that the observed MAP difference between "city6ad" and "LNaShort" is not large enough to consider it statistically significant. The statistical analysis performed in here is inconclusive in the objective sense due to the lack of enough population information (or empirical evidence). In principle, whenever a statistical analysis is inconclusive, a further research should be encouraged before making any conclusion. Nevertheless, one may also accept the null hypothesis of equal population MAPs if a further research is not possible, or rather if the current level of sensitivity provided by the sample of topics at hand is so high that the undetectable differences in population MAPs can anyway be considered negligible or unimportant from a practical standpoint.
In theory, by repeating this analysis for every pair of IR systems available and then averaging over all system pairs, we can get a topic sample size estimate that is sufficiently generalizable to be applied to any system pair, on average. But before making such a generalization, two previous (key) empirical works should be discussed.
First, Lin and Hauptmann [11] show that there is a resemblance between the Fisher's information and the so-called "retrieval experiment error rate" (REER), which is coined by Voorhees and Buckley [6] , such that the model Voorhees and Buckley empirically
can be approximated by a theoretic model as given by
This theoretic model suggests that the original REER algorithm assumes independence for the AP distributions of IR systems on the population of topics, as indicated by the component . To estimate the topic sample size required to maintain a REER of 5% at 0.05 =  by means of Inequality 2, we therefore need to consider significance one-sided (i.e. Figure 2 . In here, the ratio of the number of samples, on which
, to the total number of samples simulated gives the REER associated with a given pair of systems, i.e., the p -value, the probability, under the null hypothesis, of observing a size of difference in MAP between two IR systems as extreme or more extreme as the one that was observed on the sample of topics given. This means that, over the pairs of runs available in each TREC, by averaging the topic sample size estimates that are yielded from Inequality 2 with p s and 1.64 = 0.05 z (i.e., one sidedsignificance), we can obtain theoretic REER estimates to which the empirical estimates yielded from the original REER algorithm in [9] are expected to converge, as the number of run pairs goes to infinity.
Second, Bodoff and Li [12] recently propose generalizability theory for the optimization of the design of IR experiments. Although it is not mentioned in the original work of Bodoff and Li, generalizability theory enables us to estimate, at once, the average topic sample size that is required to yield sufficiently dependable estimates of the population MAPs of a given set of IR systems by means of a Decision study or a D-study, which includes the method called the Analysis of Variance (ANOVA) in statistics.
As a matter of fact, if we were to draw a great many samples from the same population, on average, sample standard deviations ( s ) would not give an unbiased estimate of  , so the standard error . For TREC 6, 7 and 8, Table 3 lists the corresponding model variances. As shown in Table 3 , the calculated MSE for each TREC corresponds to the 2 s 's average given in Table 2 ("Aver. Table 3 ). This is the expected case, because MSE is given by the pooled sample variance under a balanced design with (AP) samples of equal size. This means that the average topic sample size estimates given in Table 2 are actually the figures that would be obtained by conducting a D-study.
According to generalizability theory, given a set of IR systems, one can estimate the sufficient size of a topic sample as given by  denotes the error variance and the subscript "average" in s 2 in square brackets means averaging over all pairs of systems available. In here, n is the sample size that is required to be )% (1 100
confident that the same (relative) systems ranking will be observed across the topic samples of size n . However note that this is valid only for those system pairs which have at least a difference in population MAP of  : for those systems pairs which have a difference less than  , the associated ranks may still vary by chance across systems rankings.
For instance, suppose that the decision maker wants to be 95% confident that the population MAP of a TREC 6 run is with 0.01  of the MAP to be observed, before deciding whether one system is better in MAP than the other on the population of topics, based on the systems ranking to be obtained.  , but this would not be appropriate for the purpose of making a decision based on systems rankings. Table 4 shows, for TREC 6, 7, and 8, the summary statistics of the topic sample size estimates that are yielded from the methods discussed so far, namely Inequality 2, REER, and MSE.
Recall that Voorhees and Buckley [6] conclude, based on the results of original REER algorithm, that an absolute difference in MAP of 0.05-0.06 would be needed between two IR systems measured on 50 topics before concluding, with 95% confidence, that the same systems ranking can be obtained on a different set of 50 topics. As seen in Table 4 , the theoretical REER approximation based on Inequality 2 with 
Conclusion
In this article, the (second) fundamental theorem of probability, central limit theorem, is exploited for the empirical estimation of the sufficient size of a topic sample. To this extent, this article can be considered as the detail and formal explanation of the research methodology that should be followed in the design of IR experiments when the methods of statistical inference are used to give significance to the results of an IR system evaluation that follows Cranfield paradigm.
The results of the statistical analyses performed show that, if the null hypothesis H0 of equal population MAPs is rejected for two IR systems based on a sample of 50 topics, an absolute difference in MAP of 0.03 or more would actually be enough to ensure that the chance of rejecting H0 when it is true is at or below the nominal level of 5%. The previous empirical researches consistently single out a MAP difference that is not less 20 than 0.05 simply because they assume that the AP distributions of IR systems are independent on the population of topics, whereas it depends on the IR systems under consideration. On average, a sample of 25 topics or less can indeed be enough to provide 95% confidence on a declared significance for two IR systems having an observed MAP difference of 0.05 or more, while a sample of 50 topics or more will be necessary to maintain the same level of confidence for those IR systems which have an observed MAP difference of 0.03 or less.
Holding those average figures on one hand, on the other hand, the statistical analyses performed also revealed that the sufficient size of a topic sample highly varies system pair from system pair in practice. In TREC 6, for example, the topic sample size required to provide 95% confidence on a declared significance ranges from a size as small as 10 to a size as large as 722, where the corresponding MAP differences range from 0.1 down to 0.01, respectively. Thus, when system pairs are considered seperately, it can be said that a standard TREC test collection with 50 topics could succeed to provide the necessary but probably not the sufficient empirical basis to detect important population effects among IR systems. It will therefore be better if every pair of IR systems is considered as a separate case with respect to the design of IR experiments, rather than relying on average figures as a rule of thumb.
