We consider a family of non-deterministic fluid models that can be approximated under heavy traffic conditions by a multidimensional reflected fractional Brownian motion (rfBm). Specifically, we prove a heavy traffic limit theorem for multi-station fluid models with feedback and non-deterministic arrival process generated by a large enough number of heavy tailed ON/OFF sources, say N . Scaling in time by a factor r and in state space conveniently, and letting N and r approach infinity (in this order) we prove that the scaled immediate workload process converges in some sense to a rfBm.
Introduction
The presence of long-range dependence in broadband network traffic as well as that of self-similar traffic patterns in modern high-speed network traffic lead naturally to the question of finding adequate traffic models for these situations.
One simple physical explanation for this kind of phenomenon consists on the superposition of many ON/OFF sources with strictly alternating ON-and OFF-periods and whose ON-or OFF-periods lengths have high variability (that is, exhibit the Noah Effect), as can be seen in [7] . There it is proved that in that scenario aggregate network traffic can be self-similar or longrange dependent (exhibits the Joseph Effect): in Theorem 1 of [7] the authors prove that the superposition of N ON/OFF sources generates an aggregate cumulative arrival process that conveniently scaled in time by a factor r and in state space, converges in some sense, as N goes to infinity and after that, as r goes to infinity, to a fractional Brownian motion (fBm) (these limits should be treated with care, because if they are taken in the reverse order, the convergence is to an α−stable Lévy process rather than a fBm). What is more, they relate the parameter that describes the intensity of the Noah Effect (that means, the heaviness of the tail of the distribution of lengths) of the ON-and/or OFF-periods, with the Hurst parameter of the fBm, that is a measure of its degree of self-similarity (or Joseph Effect).
By considering the question of predicting the performance experienced by a superposition of heavy-tailed ON/OFF sources multiplexed at a buffered resource, in Debicki and Mandjes ( [3] ) is considered the following question: does the convergence of the aggregate cumulative arrival process to the fBm given by Theorem 1 of [7] carry over to the stationary buffer content process? They give a positive answer to it in a heavy-traffic environment, by showing that the scaled workload process converges to the fBm, reflected appropriately to be non-negative, for fluid models with only one station. One may ask whether this remains true in a multi-station environment, for a fluid model with feedback, that is the scenario considered in our paper. That is the question that motivates this paper.
To be more specific, we consider non-deterministic fluid models with entries like in the model of Debicki and Mandjes but with a structure similar to that introduced by Harrison in [5] as the deterministic fluid analog of multiclass queueing networks with feedback. We assume that our system has J stations with a single server and an infinite buffer at each one, feedback and FIFO (first-in-first-out) discipline. We suppose (and this gives the difference with the model considered by Harrison) that the process of external arrivals is a non-deterministic aggregated cumulative process generated by a large enough number of heavy tailed ON/OFF sources. We prove in Theorem 1 that after adequate scaling, the immediate workload process converges to a J−dimensional reflected fractional Brownian motion process, that is, we extend the result in [3] to our more general setting. A key ingredient in the proof is the invariant principle given by Williams in [8] for the reflected Brownian motion process, that can also be applied to the reflected fractional Brownian motion process.
We also prove a Functional Weak Law of Large Numbers (FWLLN) (see Theorem 2) for two processes defined as the total amount of fluid arriving to the stations (including both feedback flow and external input), and the total amount of leaving fluid from the stations (to other stations or outside the system), up to any time. This result justifies the interpretation of parameter λ introduced in (6) (the solution of the limiting traffic equation) as the long run fluid rate into and out of stations.
The paper is organized as follows. In Section 2 we set up notation, definitions and some terminology. The fluid model considered in our work is introduced in Section 3.1; associated performance processes are considered in Section 3.2, where it is proved a result that establishes a useful relationship between them (Lemma 1). In Section 3.3 we introduce scaled processes, and Section 4 presents the main result, Theorem 1, that establishes the convergence, under heavy traffic, of the scaled workload process to a rfBm in some sense. Finally, Section 5 is devoted to the Functional Weak Law of Large Numbers (FWLLN), given by Theorem 2.
Preliminaries, notations and definitions
We will denote by I d the d−dimensional identity matrix. Vectors will be column vectors unless indicated otherwise and v T means the transpose of a
, hereafter we will denote 
If X is a constant-valued random element (that is, an element of C d ), the convergence in probability is equivalent to the convergence in the distribution sense. To get an idea, rfBm starts in the interior of S and behaves like a fBm until it touches the boundary of S, formed by faces F j . Therefore, it is instantaneously "reflected", by avoiding the exit of S. For each j, the jth column of the reflection matrix R gives the direction of the reflection on face F j , and component Y j of process Y gives its intensity. Figure 1 shows the connection between the reflection angles on the edges and the reflection matrix R, for the case J = 2.
Remark 1. In the one-dimensional case, the existence of such a process is assured by [4] (see Theorem I.
given a general process X on (Ω, F, P ), starting from x and with continuous paths, and given a J × J matrix R, in order to ensure the existence of a pair (W, Y ) verifying (i), (ii) and (iv) we will impose that matrix R be a
Completely-S matrix. Theorem 2 of [1] shows that the completely-S property of matrix R is sufficient (and in some cases also necessary) for the existence of the R−regularization of X, although in the subsequent remark it is pointed out that if X is adapted to some filtration, the authors can not prove that process Y be also adapted to it. Nevertheless, Proposition 4.2 of [8] shows that under a stronger assumption on R, that we will denote by (HR), this problem overcomes. 
Introducing the model
We consider a network composed by J stations with a single server that processes continuous fluid, and an infinite buffer, at each one.
By following the ideas of [7] for a single station, first of all suppose that for any station j, there is only one external source sending fluid to it, and that the source can be ON or OFF. This source generates a stationary binary time series {U j (t), t ≥ 0} where U j (t) = 1 means that at time t the source is ON (and it is sending fluid to station j, at a traffic rate say α j > 0), and U j (t) = 0 means that it is OFF. We supose that, independently of j, the lengths of the Let f 1 and f 2 be the probability density functions corresponding to the lengths of ON and OFF-periods, respectively, that are non-negatives and heavy-tailed.
Therefore, their expected values and variances (all of them positive) arẽ
Assume that as x → ∞ we have 
The J−dimensional (non-deterministic) aggregated cumulative external fluid Although other disciplines are possible, we assume that fluid at each server is processed in a first-in-first-out (FIFO) basis. When fluid arrives at station j and the server is busy, it must wait for service at its buffer, that we suppose without restriction of capacity. We consider that our service discipline is a non-idling (or work-conserving) policy, that means that a server is never idle when there are fluid waiting to be processed at its station.
Suppose that server at station j (server j for short) processes fluid at a constant rate µ j > 0 (independent of N ) if that station were never idle. Let Let P j be the proportion of fluid that leaving station j goes next to station . We assume that for each j,
P j ≥ 0 is the proportion of fluid that leaving station j goes outside the network. Thus, P = (P j )
is a sub-stochastic matrix. It is called the "flow" or "routing" matrix of the network, and it is assumed to have spectral radius less than one. Hence, Figure 2 shows the flow into and out of the system, and between stations (feedback) for the particular case J = 3. 1 − (P 11 + P 12 + P 13 ) 1 − (P 21 + P 22 + P 23 ) 1 − (P 31 + P 32 + P 33 )
Fig. 2.
We define λ N to be the unique J−dimensional vector solution to the traffic equation
We note that for any j, λ N j can be interpreted as the long run fluid rate into and out of station j. The technical justification for that can be seen in Theorem 2, Section 5.
We also define the fluid traffic intensity for station j as
The main result of this work will be proved under a heavy traffic condition, that establishes that the total load imposed on each service station tends to be equal to its capacity, that is, its traffic intensity tends to be equal to 1, in the following sense:
Note that under the previous condition we deduce the existence of
that is the limiting value for the external arrival rate needed to achieve the maximum capacity of the system. We can also deduce, from the definition of 
Performance processes
Two descriptive (J−dimensional) processes will be used to measure the performance of the queueing network:
The immediate workload process 
Immediate workload process measures the congestion and delay in the network, while idle-time process measures utilization of resources. 
Lemma 1. We have that
where
Note that matrix R is well defined because
, and therefore
Moreover, R verifies condition (HR): by (10) we have that R = I J + Θ with
, and |Θ| has the same spectral radius as P , that is assumed to be less than 1.
Proof of Lemma 1:
First of all note that
Expression (11) that that server has been busy (working) up to time t.
We can write
where 
It is immediate to realize that
that is, the total amount of fluid leaving station j up to time t is the total amount of fluid arriving station j up to time t minus the fluid in queue or being processed at that station at time t, that is µ j W N j (t), by definition of the workload process. By substituting this expression into (12) we have
and taking into account the definition of matrix Q,
and then obtain (8) just by using the definition of matrix R given by (9) .
Scaled processes
In order to define the scaled processes (in space, by a factor √ N and in time by a factor r) associated to the fluid model, we must introduce previously some notation used in [7] . For any j = 1, 2, set a j =
. The normalization factors used below depend on whether b, defined by b In either case, β min ∈ (1, 2). Let we define H
Now we can introduce the scaled processes associated to the fluid model. We will use a hat to denote them:
and we can see that they are related by means of 
Proof of formula (17):
By definition (see (14)) and (8), we can writê
that can be expressed as the sum of the following three factors: 
The main result
Our goal now is to prove that the scaled workload process,Ŵ 
Proof of Theorem 1.
Let us first note thatÊ r,N j (t), defined by (15) and (2), can be written in the following way:
, where ϕ
The convergence ofÊ ) , is proved as in Taqqu et al. ([7] ). This convergence is in the sense that there exist the limit
with {G(t), t ≥ 0} some J−dimensional drift-less gaussian and stationary process, and that 
We proceed now to show the corresponding convergence for processesŴ (5) with (6)), as the long run fluid rate into and out of the system.
Let us first introduce the associated scaled processeŝ 
Proof of Theorem 2:
The proof falls naturally into two parts. We first justify the existence ofÂ (13) and (14), we have that
Then, by Theorem 1, there exists
Now, by using (12) 
and combining (24) with (25) we deduce the existence of We will see that this is the case forÂ r (the same conclusion can be drawn for 
