Spectrally stable defect qubits with no inversion symmetry for robust
  spin-to-photon interface by Udvarhelyi, Péter et al.
Spectrally stable defect qubits with no inversion symmetry for robust spin-to-photon
interface
Pe´ter Udvarhelyi,1, 2 Roland Nagy,3 Florian Kaiser,3 Sang-Yun Lee,4 Jo¨rg Wrachtrup,3 and Adam Gali2, 5
1Department of Biological Physics, Lora´nd Eo¨tvo¨s University,
Pa´zma´ny Pe´ter se´ta´ny 1/A, H-1117 Budapest, Hungary
2Wigner Research Centre for Physics, Hungarian Academy of Sciences, P.O. Box 49, H-1525 Budapest, Hungary
3Institute of Physics, University of Stuttgart and Institute for Quantum Science and Technology IQST, Germany
4Center for Quantum Information, Korea Institute of Science and Technology, Seoul, 02792, Republic of Korea
5Department of Atomic Physics, Budapest University of Technology and Economics, Budafoki u´t 8., H-1111 Budapest, Hungary
(Dated: January 29, 2019)
Scalable spin-to-photon interfaces require quantum emitters with strong optical transition dipole
moment and low coupling to phonons and stray electric fields. It is known that particularly for
coupling to stray electric fields, these conditions can be simultaneously satisfied for emitters that
show inversion symmetry. Here, we show that inversion symmetry is not a prerequisite criterion for
a spectrally stable quantum emitter. We find that identical electron density in ground and excited
states can eliminate the coupling to the stray electric fields. Further, a strong optical transition
dipole moment is achieved in systems with altering sign of the ground and excited wavefunctions. We
use density functional perturbation theory to investigate an optical center that lacks of inversion
symmetry. Our results show that this system close to ideally satisfies the criteria for an ideal
quantum emitter. Our study opens a novel rationale in seeking promising materials and point
defects towards the realization of robust spin-to-photon interfaces.
I. INTRODUCTION
Solid state defect quantum emitters are at the heart
of quantum technologies. Quantum information tech-
nologies1–3 and nanoscale sensor applications4–6 require
defects with long coherence times. Further, a quantum
emitter with good optical properties allows for convenient
optically-assisted spin state initialization and readout7,8.
However, inhomogeneities in the host crystal can lead
to degradation of optical properties. A significant con-
tribution is usually spectral diffusion and inhomogeneous
broadening caused by the Stark shift effect. This spectral
diffusion refers to the broadening of the integrated pho-
toluminenscence zero-phonon-line (ZPL) after repetitive
measurements on a single center as stray electric fields
contribute fluctuating Stark shift to the transition. The
mechanism is that optical excitation induces charge fluc-
tuations of parasitic defects, which influence the optical
properties of the investigated system9,10. Quantum emit-
ters for quantum communication technology should emit
predominantly coherent photons at large rate. However,
especially for solid state emitters, photons are emitted ei-
ther between purely electronic states (zero-phonon emis-
sion) or between states with phonons being excited. Pho-
tons of the latter emission are not coherent. Therefore,
the ratio of the emitted photons with zero-phonon contri-
bution to the total emission, i.e., the Debye-Waller factor
of the quantum emitter also categorizes the quality of the
quantum emitter. Deficiencies in the spin coherence time
can be principally circumvented by dynamical decoupling
schemes, which can extend the coherence times further
at the expense of longer measurement times11, that is
an inevitable technique in such host materials where no
spin-free isotopes are available. The intensity of coher-
ent emission of defects with low Debye-Waller factors
can be significantly improved by designing and building
optical cavities around the quantum emitter which is a
technological challenge but principally doable. On the
other hand, the minimal spectral diffusion criterion is, in
particular, inherently bound to such defect qubit prop-
erty that cannot be efficiently and systematically circum-
vented either by means of materials design or quantum
optical control of the quantum bits.
As the elimination of the parasitic defects near the
quantum bits is a too high challenge for materials sci-
entists, a simple solution to the problem of spectral dif-
fusion is utilizing quantum defects with inversion sym-
metry that ab ovo do not couple to static electric stray
fields12. This condition is intimately connected to the
crystal structure of the host material of the quantum
emitter. This symmetry requirement excludes compound
semiconductors or insulator crystals that per se do not
host defects with inversion symmetry, although advanced
production and processing technologies exist for those
platforms. However, a plethora of compound semicon-
ductors or insulators are potential candidates for host-
ing quantum emitters, e.g., defects in silicon carbide
(SiC) have favorable coherence times in naturally abun-
dant hosts without any dynamical decoupling procedures
such as neutral divacancies13–16 and negatively charged
silicon-vacancies17–22.
In this paper, we show that the inversion symmetry
is not a prerequisite criterion for a spectrally stable de-
fect quantum emitter. We demonstrate this principle by
means of density functional perturbation theory calcu-
lations on the so-called V1 center, i.e., the negatively
charged silicon-vacancy at the so-called hexagonal (h)
site in the compound semiconductor 4H SiC.
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2II. COMPUTATIONAL METHODS
We determined the coupling of optical excitation to
the external electric fields by calculating the permanent
dipole moments in the corresponding 4A2 ground state
and 4A2 excited state of the negatively charged silicon
vacancy (V1) h-site defect in 4H-SiC23,24 and compared
those to the corresponding 3A ground state and 3E ex-
cited state of the negatively charged nitrogen-vacancy
center in diamond25–27 using density functional theory
(DFT). We also determined the radiative lifetime of V1
center in 4H SiC.
A. Electronic structure calculation
We applied DFT for electronic structure calculation
and geometry relaxation, using the plane-wave Vienna
Ab initio Simulation Package (VASP)28–31. The core
electrons were treated in the projector augmented-wave
(PAW) formalism32. The calculations were performed
with 420 eV plane wave cutoff energy and with Γ cen-
tered 2 × 2 × 2 k-point mesh for the 4H SiC supercell,
420 eV plane wave cutoff energy and Γ-point for the di-
amond supercell, respectively. We applied spinpolarized
PBE functional in these calculations33. The model of V1
center in bulk 4H SiC was constructed using a 432-atom
hexagonal supercell whereas we used the 512-atom sim-
ple cubic supercell to model nitrogen-vacancy (NV) cen-
ter in diamond. The excited state electronic structure
and geometry were calculated by constraint occupation
of states, or ∆SCF method34.
B. Permanent dipole moment calculation
We calculated the permanent dipole moments in the
ground and excited state. The difference in the dipole
moments is associated with the coupling parameter of
the electric fields and the optical transition. To calcu-
late the permanent dipole moments of the corresponding
states, we used the VASP implementation of both Born
effective charge calculation using density functional per-
turbation theory35 and the Berry phase theory of polar-
ization36–38. In a DFT calculation, one can define the
change in macroscopic electronic polarization (P) as an
adiabatic change in the Kohn-Sham potential (VKS)
∂P
∂λ
=− ifeh¯
Ωme
∑
k
M∑
n=1
∞∑
m=M+1
(1)〈
ψ
(λ)
kn
∣∣∣ pˆ ∣∣∣ψ(λ)km〉〈ψ(λ)km∣∣∣ ∂VKS∂λ ∣∣∣ψ(λ)kn 〉(

(λ)
kn − (λ)km
)2 + c.c.,
where f is the occupation number, e elemental charge,
me electron mass, Ω cell volume, M number of occu-
pied bands, ~ˆp momentum operator. The total change
of polarization can be calculated by integrating over the
adiabatic parameter λ. In a periodic gauge, where the
wavefunctions (uk) are cell periodic and periodic in the
reciprocal space, the expectation values in (1) can be ex-
pressed as〈
ψ
(λ)
kn
∣∣∣ pˆ ∣∣∣ψ(λ)km〉 = meh¯ 〈u(λ)kn ∣∣∣ [∇k, Hk] ∣∣∣u(λ)km〉 , (2)〈
ψ
(λ)
kn
∣∣∣ ∂VKS
∂λ
∣∣∣ψ(λ)km〉 = 〈u(λ)kn ∣∣∣ [∂VKS∂λ ,Hk
] ∣∣∣u(λ)km〉 , (3)
where Hk =
1
2me
(−ih¯∇ + h¯k)2 + VKS is the periodic
Hamiltonian. Substituting (2) and (3) into (1), the only
contribution is
〈
u
(λ)
kn
∣∣∣∇k ∣∣∣u(λ)kn〉, as 〈u(λ)kn ∣∣∣ ∂∂λ ∣∣∣u(λ)kn〉 is pe-
riodic in the reciprocal space. The permanent dipole mo-
ment takes a form similar to the Berry phase expression
P =
ife
8pi3
M∑
n=1
∫
BZ
dk 〈ukn| ∇k |ukn〉 . (4)
Using density functional perturbation theory (DFPT),
∇k |ukn〉 can be calculated from the Sternheimer equa-
tions with similar self-consistent iterations as in the self-
consistent field DFT
(Hk − kn)∇k |ukn〉 = −∂ (Hk − kn)
∂k
|ukn〉 . (5)
C. Radiative lifetime calculation
We determined the radiative transition rate between
the ground and excited 4A2 states by calculating the en-
ergy dependent dielectric function r(E). The sponta-
neous transition rate is given by the Einstein coefficient
A =
nω3 |µ|2
3pi0h¯c3
, (6)
where n is the refractive index, h¯ω is the transition en-
ergy, µ is the optical transition dipole moment, 0 is the
vacuum permittivity, c is the speed of light. µ is propor-
tional to the integrated imaginary dielectric function (I)
of the given transition
|µ|2 = 0V
pi
∫
Im r(E)dE =
0V I
pi
, (7)
where V is the volume of the supercell. Thus, the radia-
tive lifetime can be given by
τr =
3pi2h¯c3
nω3V I
. (8)
In our particular implementation, we applied the fol-
lowing procedure and parameters. We fit a Lorentzian
function to the first peak of Im r(E). The results are
I = 0.389 eV and h¯ω = 1.387 eV. Using the refrac-
tive index n = 2.6473 of 4H SiC and the cell volume of
V = 4.5346 nm3, the radiative lifetime can be calculated
using Eq. (8).
3III. RESULTS
A. Microscopic model of an ideal defect quantum
emitter
An ideal quantum emitter should show no spectral dif-
fusion. This property can be achieved if the electric
dipole moment remains either be zero or unchanged dur-
ing the optical excitation process between the ground
(|g〉) and excited (|e〉) states
|〈e|~r |e〉 − 〈g|~r |g〉|2 = 0. (9)
On the other hand, the optical transition rate should be
large
|〈e|~r |g〉|2 > 10 Debye2. (10)
The expectation values in Eqs. (10) are generally nonzero
according to the selection rules of quantum mechanics.
As vector operators have P = −1 parity, the wavefunc-
tions in the integral must have different parity, in order
to result in a nonzero scalar.
For color centers with inversion symmetry, Eq. (9)
is satisfied as the individual integrals are zero, where
the wavefunctions have either gerade (even) or unger-
ade (odd) parity. The high optical transition rate can be
achieved by large overlap between a gerade orbital and
an ungerade orbital in these optical centers.
The main point of the present paper is the following
statement: the inversion symmetry is not an ultimate
criterion in simultaneous fulfillment of these requirements
as Eq. (9) may be satisfied without the restriction that
all the individual terms in Eq. (9) should be set to zero.
We show below that other types of optical centers may
satisfy Eq. (9).
Defects usually have axial symmetry in compound
semiconductors. In this case, Eq. (9) can be satisfied
for identical charge densities of the ground and excited
state. In systems with axial symmetry, Eq. (10) can be
separated into two parts,
|〈e|~r⊥ |g〉|2 +
∣∣〈e|~r‖ |g〉∣∣2 , (11)
where the first contribution is typically zero for orbitally
non-degenerate ground state. The second contribution
can be maximized by a large overlap of the wavefunc-
tions (already satisfied by the same density requirement),
if they are well separated in their signs along the sym-
metry axis, i.e., alternating phase of wavefunctions. This
condition restricts the optical polarization to be parallel
to the symmetry axis. A possible realization of the wave-
functions that fulfills the requirements detailed above is
depicted in Fig. 1 for a defect with axial (C3v) symmetry.
The other requirement for an ideal quantum emitter is
a high Debye-Waller factor, in order to achieve emission
of coherent photons at high rate. This can be fulfilled
for those defects that have negligible geometry relaxation
upon optical excitation.
FIG. 1. Wavefunction of ideal defect quantum emitter with
axial symmetry in a binary semiconductor. The different
types of atoms are colored by gray and yellow balls, whereas
the positive (negative) isovalues of the corresponding wave-
functions participating in the optical transition are depicted
as red (blue) lobes.
TABLE I. Macroscopic electric dipole moment of the neg-
atively charged h-site Si-vacancy defect (V1) in 4H SiC and
nitrogen-vacancy (NV) center in diamond as calculated within
Berry phase approximation. ex(gr) notes the excited state
electron configuration calculated with fixed ground state ge-
ometry.
centre transition ∆pion (eA˚) ∆pel (eA˚) ∆ptot (eA˚)
V1 gr → ex 0 0.044 0.044
V1 gr → ex(gr) 0 0.039 0.039
NV gr → ex 0.061 0.842 0.903
B. V1 center as an nearly ideal defect quantum
emitter
In this paper, we identify the h-site silicon-vacancy
defect (V1 center) in 4H SiC as a nearly ideal quan-
tum emitter with no inversion symmetry. Long coher-
ence time was already reported for this defect making it
a promising candidate for spin-based quantum applica-
tions39,40. In order to demonstrate that this defect also
possesses all the optical requirements for quantum com-
munication, we performed DFT calculations and com-
pared this defect to the negatively charged nitrogen-
vacancy (NV) center in diamond, which is known to ex-
hibit a few tenths of GHz spectral diffusion even in high
purity diamond samples41.
The results of Berry phase evaluation for macroscopic
dipole moment calculation for V1 center in 4H SiC and
NV center in diamond are shown in Table I. We find
that the change in the permanent dipole moments upon
optical excitation for V1 center in 4H SiC is nearly 20
times smaller than that for NV center in diamond. This
translates to weak coupling of optical excitation to stray
electric fields for isolated Si-vacancies in 4H SiC, in good
agreement with very recent experimental data42,43.
The geometry relaxation in the excitation transition
of the V1 center is depicted in Fig. 2 which shows that
4FIG. 2. Geometry relaxation of V1 center upon optical ex-
citation. Small gray, large yellow and glass balls represent
carbon, silicon atoms, and the vacant site, respectively. The
movement of the first neighbor C-atoms are shown by arrows
with the corresponding distances.
the ions move outward going from the electronic ground
state to the excited state. This leads to smaller than
unity Debye-Waller factor in the luminescence spectrum.
It is experimentally verified40 to remain ∼0.5, which is
about an order of magnitude larger than that of NV cen-
ter in diamond3,44,45. The second row in Table I shows
the change in the dipole moments without relaxation ef-
fect at fixed ground state geometry. We conclude that
the outward relaxation of ions upon optical excitation
has little effect on the final difference in the dipole mo-
ments, and the change is associated with the nature of
the ground state and excited state wavefunctions.
C. Origin of permanent dipole moments and
strong emission from V1 center in 4H SiC
The results on the microscopic level can be interpreted
by considering the electron density of defect states in the
ground state. The corresponding in-gap defect levels and
labels are shown in Fig. 3. This approximation neglects
relaxation effects of ions and the effect of the delocalized
electron bath. We approximate the origin of total change
of electric dipole moment by studying the difference of
electron density of these in-gap Kohn-Sham states, which
change occupation during optical transition (V1 u and v
levels and NV v and e levels in Fig. 3).
To visualize this scenario, we plot the electron density
in the minority spin channel of the localized Kohn-Sham
orbitals in the ground state (Fig. 4) which represents the
ground state and excited state in the photoexcitation
process. NV in diamond shows a rather large change
in localization and magnitude of the electron densities
going from the excited state to the ground state which
leads to a considerable change of electric dipole moment.
However, V1 center manifests small change in localiza-
tion and magnitude of the electron densities that suggests
small change of electric dipole moment.
Figure 5 (a, b) shows overlap of same phase for the lobe
in axial direction resulting in a positive contribution. The
FIG. 3. Schematic visualization of ground state Kohn-Sham
levels of NV and V1 center in the band gap, respectively.
v and u states have non-degenerate a1 symmetry whereas e
state is double degenerate. The occupation of these levels
shows the ground state electronic configuration. In the spin
minority channel (spin down), the electron is promoted to the
e level in NV center and v level in V1 center, respectively, in
the excited state electronic configuration.
basal lobes overlap with different phase resulting in neg-
ative contribution. These spatially well-separated con-
tributions with opposite sign integrate to a rather large
transition dipole moment. The same argument can be
made for NV center in the perpendicular direction to the
defect axis. The calculated radiative lifetime of V1 cen-
ter is 12 ns which is fairly comparable to the calculated
11 ns46 and measured ∼12 ns47 lifetime of NV center in
diamond.
These lines of the discussion are inspired by Eqs. (9)
and (10) that indeed explain well our ab initio results on
the change of the permanent dipole moments versus the
radiative lifetime.
IV. DISCUSSION
Our findings have important implications in seeking
materials hosting defect quantum emitters for realizing
robust spin-to-photon interfaces. It is a common wisdom
in the present literature that only defects with inversion
symmetry are decoupled from stray electric fields, which
significantly constrains the type of host materials. For
instance, only 84 centrosymmetrical three-dimensional
(3D) crystal structures exist among the total 230 feasible
3D crystal structures. In particular, commercially avail-
able wide band gap semiconductors, such as SiC, ZnO
or GaN are all not centrosymmetrical. In addition, two-
dimensional (2D) transition-metal dichalgonides (TMD)
are also per se not centrosymmetrical, thus they cannot
host single photon defect emitters with inversion sym-
5FIG. 4. Electron density isosurfaces (0.025A˚−3 in purple color) of the ground state in the minority spin channel for the localized
Kohn-Sham states of NV center in diamond (a, b) and V1 center in 4H SiC (d, e). Their positive (negative) difference is shown
in red (blue) colors in (c, f). Gray, yellow and blue balls represent carbon, silicon and nitrogen atoms, respectively. Vacancy is
represented by a glass ball.
metry. We show theoretical arguments that the quest
of inversion can be relaxed and other types of defect
quantum emitters are in contention, such as V1 center
in 4H SiC. In particular, 4H SiC hosts spin-active emit-
ters, e.g., a recent study on molybdenum48,49, that might
have also favorable optical stability against stray electric
fields. Quantum emitters in other semiconductors such
as ZnO50,51 and GaN52,53 should be also revisited in this
regard. Our study also provides a guidance to design
novel defect quantum emitters in 2D compound mate-
rials54–58 for stable spin-to-photon interface at a single
photon level.
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