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REGULARITY RESULTS FOR NONLOCAL EQUATIONS AND APPLICATIONS
MOUHAMED MOUSTAPHA FALL
Abstract. We introduce the concept of Cm,α-nonlocal operators, extending the notion of sec-
ond order elliptic operator in divergence form with Cm,α-coefficients. We then derive the nonlocal
analogue of the key existing results for elliptic equations in divergence form, notably the Ho¨lder
continuity of the gradient of the solutions in the case of C0,α-coefficients and the classical Schauder
estimates for Cm+1,α-coefficients. We further apply the regularity results for Cm,α-nonlocal opera-
tors to derive optimal higher order regularity estimates of Lipschitz graphs with prescribed Nonlocal
Mean Curvature. Applications to nonlocal equation on manifolds are also provided.
1. Introduction
We are concerned with a class of (not necessarily translation invariant) elliptic equations driven by
nonlocal operators of fractional order. We extend in the nonlocal setting some key existing results for
elliptic equations in divergence form with Cm,α-coefficients. For a better description of how far the
results in this paper extend to the fractional setting those available in the classical case, we start by
recalling some main results of the classical local theory. We consider a weak solution u ∈ H1(Ω) to
the equation
N∑
i,j=1
∂i(aij(x)∂ju) = f in Ω, (1.1)
where, Ω is a bounded open subset of RN , f ∈ Lploc(Ω), p > N/2, and the matrix coefficients aij are
measurable functions and satisfy, for every x ∈ Ω, the following properties:
(i) aij(x) = aji(x) for all i, j = 1, . . . , N ,
(ii)κδij ≤ aij(x) ≤
1
κ
δij for all i, j = 1, . . . , N .
(1.2)
In the regularity theory for elliptic equations in divergence form with measurable coefficients, the De
Giorgi-Nash-Moser theory provides a priori C0,α0(Ω) estimates for weak solutions to (1.1), for some
α0 = α0(N, p, κ), see e.g. [38]. The range or value of the largest Ho¨lder exponent α0 is known in
general once the coefficients are sufficiently regular. For instance, if aij ∈ C(Ω) then u ∈ C
0,β
loc (Ω)
for all β < min(2 − N/p, 1). Now Ho¨lder continuous coefficients aij yields Ho¨lder continuity of the
gradient of u. Namely, if aij ∈ C0,α(Ω), for some α ∈ (0, 1), then u ∈ C
1,min(1−Np ,α)(Ω), provided
2 − N/p > 1. Moreover the Schauder theory states that if aij ∈ Cm+1,α(Ω) and f ∈ Cm,α(Ω), then
u ∈ Cm+2,α(Ω) for m ∈ N. We refer the reader to [38, 61]. Notable applications are the smoothness
character of variational solutions, including the regularity of critical points of the integral functional
J (u) :=
∫
Ω
G(∇u(x)) dx, (1.3)
for some twice differentiable function G. As a matter of fact, the above regularity results provides
a systematic proof of the Hilbert’s 19th problem stating that if G ∈ C∞(RN ), then the mini-
mizer of J is of class C∞ as well. This was solved by de Giorgi in [23]. Indeed, given a critical
point u ∈ H1(Ω) to J , we have that u(x+h)−u(x)|h| solves an equation as in (1.1) with coefficients
aij(x) =
∫ 1
0 ∂
2
ijG(̺∇u(x+h)+ (1− ̺)∇u(x))d̺ satisfying (1.2) as soon as D
2G is uniformly bounded
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from above and below on RN . Therefore the fact that aij is as smooth as ∇u immediately implies
that u smooth, thanks to above regularity results for divergence type operators. On the other if
G(ζ) =
√
1 + |ζ|2, then (1.3) becomes the area functional, and in this case D2G is not bounded from
below. However, this gap can be filled by assuming that u Lipschitz.
The aim of this paper is to extend all the above regularity results to equations driven by Cm,α-nonlocal
operators of fractional order which we describe below. Our notion of Cm,α-nonlocal operators can
be seen as nonlocal version of second order partial differential equations in divergence form. On the
other hand, as in the local case, since our notion of Cm,α-nonlocal operators is stable under Cm,1
local change of coordinates, our results apply to nonlocal equations on manifolds nonlocal geometric
problems such as the prescribed nonlocal mean curvature problems.
We start introducing the class of kernels (defining nonlocal operators) we will use in the remaining
of the paper. We consider s ∈ (0, 1), N ≥ 1 and K : RN × RN → [−∞,+∞] such that
(i)K(x, y) = K(y, x) for all (x, y) ∈ RN × RN ,
(ii) |K(x, y)| ≤
1
κ
|x− y|−N−2s for all (x, y) ∈ RN × RN ,
(ii′)κ|x− y|−N−2s ≤ K(x, y) for all (x, y) ∈ Bδ ×Bδ,
(1.4)
for some constants κ, δ > 0. We call Ls(R
N ) the space of function u ∈ L1loc(R
N ) such that
‖u‖Ls(RN ) :=
∫
RN
|u(y)|(1 + |y|)−N−2s dy <∞.
A kernel K satisfying (1.4)(i)-(ii) induces a linear nonlocal operator LK : Hs(Ω) ∩ Ls(RN )→ D′(Ω)
given by
〈LKu, ψ〉 :=
1
2
∫
RN×RN
(u(x) − u(y))(ψ(x) − ψ(y))K(x, y)dxdy for all ψ ∈ C∞c (Ω).
The weight in the definition of the space Ls(R
N ) is determined by (1.4)-(ii) and can be modified
accordingly. Given f ∈ L1loc(R
N ), we say that u ∈ Hs(Ω) ∩ Ls(RN ) is a (weak) solution to the
equation
LKu = f in Ω, (1.5)
if LKu = f in D′(Ω).
The class of operators LK induced by the kernels K satisfying (1.4) are the nonlocal analogue of
second order elliptic operators in divergence form with measurable coefficients on Bδ. In this case the
de Giorgi-Nash-Moser a priori Ho¨lder estimates is well developped, see [13,21,24,27,46,47,49–51]. In
particular, it follows from [27] that, if f ∈ Lp(Bδ), for some p > N/(2s), then u ∈ C
0,α0
loc (Bδ), for some
α0 = α0(N, s, p) > 0.
The study of nonlocal variational equations involving general kernels, satisfying e.g. (1.4), is currently
an intensive research area. In particular several papers deals with existence and, a part in some specific
cases e.g. fractional Lapalcian, anisotropic fractional Lapalcian, regional fractional Laplacian, the
”smoothness” properties of the nonlocal operators leading to higher order regularity of weak solutions
(e.g. C1,α or C2s+α-regularity) remains an open questions. In the case of nonlocal non-translation
invariant operators (say in non-divergence form), different assumptions on the kernels yielding higher
order regularity are present in the litteraure, starting from the work of Caffarelli-Silvestre [16], followed
by many others e.g. [42,48,56]. A first difficulty to address this question in the variational framework
is the singular character of the kernel K (satisfying (1.4)) at the diagonal points x = y which encodes
also the order of regularity of the solution, regardless the behavior of the tail. In [30], we attempted
to answer this question and introduced a notion of nonlocal operators with ”continuous” coefficient,
and we proved some optimal interior and boundary regularities of solutions to (1.5). In that paper,
we also proved that u is a classical solution provided the operator LK is smooth enough together with
C1,α estimates for translation invariant problems. These results will be sharpened and generalized in
the present work.
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Following [30], we now introduce the notion of Cm,α-nonlocal (or fractional order) operators which,
in particular, are the object of study in the present paper.
Definition 1.1. For δ > 0, we define Qδ := Bδ × [0, δ). Let α ∈ [0, 1), m ∈ N and K satisfy (1.4).
• We say that the kernel K defines a Cm,α-nonlocal operator in Qδ, if the function
Bδ × (0, δ)× S
N−1 → R, (x, r, θ) 7→ rN+2sK(x, x+ rθ)
extends to a map AK : Qδ × SN−1 → R satisfying, for some κ > 0, the following properties:
(iii) ‖AK‖Cm,α(Qδ×SN−1) ≤
1
κ
,
(iv)AK(x, 0, θ) = AK(x, 0,−θ) for all (x, θ) ∈ Bδ × S
N−1.
(1.6)
• The class of kernels K satisfying (1.4) and (1.6) is denoted by K s(κ,m+ α,Qδ).
A simple example in the class of kernels in Definition 1.1 is the the one of the fractional Laplacian,
where the kernel is given by K(x, y) = |x− y|−N−2s. We remark that the class of operators induced
by the kernels in Definition 1.1 provides a naturally extension of second order elliptic operators with
Cm,α-coefficients. Indeed, provided AK has a uniform limit as s→ 1, the computations in [8, Section
5] show, for all ψ ∈ C1c (Bδ), that
(1− s)
∫
RN×RN
(ψ(x) − ψ(y))2K(x, y)dxdy →
N∑
i,j=1
∫
RN
aKij (x)∂iψ(x)∂jψ(x) dx as s→ 1, (1.7)
where aKij (x) =
∫
SN−1
lims→1AK(x, 0, θ)θiθj dθ. Hence (1.6)-(iv) implies the symmetry of the matrix
(aKij )1≤i,j≤N .
Remark 1.2. In (1.6)-(iii), we impose the regularity of AK in the angular variable θ. However,
this is typically not necessary to derive the accurate local behavior of solutions to (1.5) which paralells
those solving (1.1) as stated above. In fact, nonlocal operators provide a wider framework than their
local counterpart, since translation invariant nonlocal operators are those given by kernels K of the
form K(x, y) = J(x − y), for some even function J . In addition, only in this translation invariant
setting, regularity theory is already rich enough to inculde fully nonlinear problems, [15–17,42,48,56].
This issue on the possible anisotropic regularity of AK in its variables will be taken into account in
our main results stated in Section 1.3 below.
We now start by stating the main results concerning Cm,α-nonlocal operators. Their generalization
are contained in Section 1.3 below. Our first main result is the following.
Theorem 1.3. Let s ∈ (0, 1), N ≥ 1, κ > 0 and α ∈ (0, 1). Let K ∈ K s(κ, α,Q2), u ∈ Hs(B2) ∩
Ls(R
N ) and V, f ∈ Lp(B2), for some p > N/(2s), satisfy
LKu+ V u = f in B2.
(i) If 2s ≤ 1, then there exists C = C(s,N, κ, α, p, ‖V ‖Lp(B2)) > 0 such that
‖u‖
C
0,2s−N
p (B1)
≤ C(‖u‖L2(B2) + ‖u‖Ls(RN ) + ‖f‖Lp(B2)). (1.8)
(ii) If 2s− 1 > max(Np , α), then there exists C = C(s,N, κ, α, p, ‖V ‖Lp(B2)) > 0 such that
‖u‖
C
1,min(2s−N
p
−1,α)
(B1)
≤ C(‖u‖L2(B2) + ‖u‖Ls(RN ) + ‖f‖Lp(B2)). (1.9)
The Ho¨lder continuity of the gradient in (1.9) is the main novelty in the above result. Theorem
1.3 was only know in the tranlslation invariant case, i.e. K(x, y) = J(x − y), see [30]. We mention
that the regularity estimate in (1.8) remains valid if α = 0, see [30], where it was proven that if
K ∈ K s(κ, 0, Q2) (and for all s ∈ (0, 1)), then u ∈ C
0,β(B1) for all β < min(2s −
N
p , 1). In view of
(1.7), it will be apparent from the proof that the estimate in (1.9) remains stable as s → 1 once we
replace LK by (1− s)LK and provided AK has a unifrom limit as s tends to 1.
We recall that Ho¨lder continuity of the gradient of solutions to fully nonlinear and non translation
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invariant integro-differential equations, in the spirit of Cordes and Nirenberg for elliptic equations in
nondivergence form, has been first established by Caffarelli and Silvestre in [16], see also [42, 48, 56]
for higher order regularity estimates in nonlocal problems corresponding to elliptic equations in non-
divergence form.
Our next results is concerned with Cm+2s+α regularity estimates for solutions to equations driven
by Cm+(2s−1)++α-nonlocal operators, provided 2s + α 6∈ N. Here and in the following, we put ℓ+ =
max(ℓ, 0) for ℓ ∈ R.
Theorem 1.4. Let N ≥ 1, s ∈ (0, 1) and κ > 0. Let m ∈ N and α ∈ (0, 1), with 2s + α 6∈ N. Let
K ∈ K s(κ,m+ α+ (2s− 1)+, Q2), u ∈ Hs(B2) ∩ L∞(RN ) and f ∈ Cm,α(B2) such that
LKu = f in B2.
(i) If 2s+ α < 1, then
‖u‖Cm,2s+α(B1) ≤ C(‖u‖L∞(RN ) + ‖f‖Cm,α(B2)).
(ii) If 1 < 2s+ α < 2 and 2s 6= 1, then
‖u‖Cm+1,2s+α−1(B1) ≤ C(‖u‖L∞(RN ) + ‖f‖Cm,α(B2)).
(iii) If 2 < 2s+ α, then
‖u‖Cm+2,2s+α−2(B1) ≤ C(‖u‖L∞(RN ) + ‖f‖Cm,α(B2)).
(iv) If 2s = 1, then for all β ∈ (0, α),
‖u‖Cm+1,β(B1) ≤ C(‖u‖L∞(RN ) + ‖f‖Cm,β(B2)).
Here C = C(N, s, κ, α, β,m).
It is clear that Theorem 1.4 inculdes the fractional Laplacian LK = (−∆)s, for wich it was proven
in [25, 40, 53, 58].
Theorem 1.3 and Theorem 1.4 provide regularity of minimizers of integral energy functional e.g. of
the form
Js(u) := (1 − s)
∫
R2N\(RN\Ω)2
F
(
u(x)− u(y)
|x− y|
)
|x− y|−N−2s+2 dxdy, (1.10)
for some twice differentiable function F . The case F (t) = t2 is the well known localized (in Ω)
Dirichlet energy for equations involving the fractional Laplacian. The minimization of this energy
should be subject to exterior boundary data on RN \ Ω, and posses a minimizer on Hs(RN ) under
some quadratic and convexity assumption on F . To see how Js is related with (1.3), we assume that
|F (z)| ≤ |z|. Then, for all u ∈ C1c (R
N ),
lim
s→1
Js(u)→
∫
Ω
G(∇u(x)) dx,
where G(ζ) = 12
∫
SN−1 Fe(ζ · θ) dθ and Fe is the even part of F i.e., Fe(t) =
F (t)+F (−t)
2 . The nonlocal
de Giorgi-Nash-Moser provides a priori estimates for minimizers of Js. Indeed, a critical point u ∈
Hs(RN ) to Js satisfies∫
RN×RN
{F ′(pu(x, y))− F
′(−pu(x, y))} (ψ(x)−ψ(y))|x− y|
−N−2s+1dxdy = 0 for all ψ ∈ C∞c (Ω),
(1.11)
where pu(x, y) :=
u(y)−u(x)
|y−x| . Therefore, following the classical de Giorgi’s trick and using the fun-
damental theorem of calculus, we find that the difference quotient uh(x) =
u(x+h)−u(x)
|h| solves the
equation
LKF,u,huh = 0 in Ω,
where
KF,u,h(x, y) = |x− y|
−N−2s
∫ 1
0
F ′′e
(
̺pu(·+h)(x, y) + (1 − ̺)pu(x, y)
)
d̺, (1.12)
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and Fe is the even part of F . We then immediately see that KF,u,h satisfies (1.4) when F
′′ is bounded
from above and below on R. Consequently, the nonlocal de Giorgi-Nash-Moser theory implies that
u ∈ C1,α0(Ω), for some α0 > 0. Now an iterative application of Theorem 1.3 and Theorem 1.4 shows,
as for the solution to the Hilbert’s problem, that if F ∈ C∞(R) then u ∈ C∞(Ω). It is worth to
mention that in the nonlocal mean curvature problem, nonlocal minimal graphs satisfy an equation
as in (1.11), with F (t) =
∫∞
t (1 + τ
2)−
N+2s
2 dτ (see Section 1.1 below for a more precise statement).
Here, F ′′ is not uniformly bounded from below and thus KF,u,h does not satisfy (1.4)-(ii
′). However,
as in the classical case, this lack of ellipticity, is recovered once we know that u is Lipschitz.
Beyond their appearances in the mathematical modeling of real-world phenomenon, Cm,α-nonlocal
operators appear naturally in geometric problems. Indeed, we are naturally confronted with nonlocal
equation resulting from an initial one after a change coordinates. For instance, consider K(x, y) =
|x − y|−N−2s (the kernel of the fractional Laplacian) and KΦ(x, y) = |Φ(x) − Φ(y)|
−N−2s, for some
diffeomorphism Φ ∈ Cm+1,α(RN ;RN ) with DΦ close to the identity matrix, so that (1.4) holds. In
this case, apart in dimension N = 1, we may not have any regularity of z 7→ |z|N+2sKΦ(x, x + z) at
z = 0. However, using polar coordinates, we easily see that the map
(x, r, θ) 7→ rN+2sKΦ(x, x+ rθ) =
∣∣∣∣∫ 1
0
DΦ(x+ trθ)θ dt
∣∣∣∣−N−2s
extends to a Cm,α map on RN×[0,∞)×SN−1 satisfying (1.6)-(ii), so that KΦ defines a Cm,α-nonlocal
operator. This is also the case for the kernel in (1.12) with F ∈ C∞(R) and u ∈ Cm+1,α(Ω). These
facts, among others, motivate the splitting in polar coordinates in our definition of Cm,α-nonlocal
operators. Moreover, it turns out to be useful in the study of prescribed nonlocal mean curvature
problems and nonlocal equations on hypersurfaces, see Section 1.1 and Section 1.2, respectively. On
the other hand, we remark that in some interesting non-translation invariant cases, the map z 7→
|z|N+2sK(x, x + z) can be smooth at z = 0, and a first nontrivial example is given by the censored
fractional Laplacian or the Ω-regional fractional Laplacian, where the kernel is given by K(x, y) =
1Ω(x)1Ω(y)|x − y|−N−2s, see e.g. Mou and Yi [52]. An other example arises in problems from image
processing, see e.g. Gilboa Osher [39] and Caffarelli, Chan and Vasseur [13], where the kernel depends
on the solution u ∈ C1,α0 and, for simplicity, reads as K(x, y) = 1Ω(x)1Ω(y)φ′′(u(x) − u(y))|x −
y|−N−2s, for some even and convex function φ. Here one looks at minimizer u ∈ Hs(Ω) of the energy
functional
Js,Ω(u) := (1 − s)
∫
Ω×Ω
φ (u(x)− u(y)) |x− y|−N−2s dxdy.
This is also the case for (possibly) sign-changing kernels e.g. K(x, y) = |x−y|−N−2s1 ±|x−y|−N−2s2 ,
with s1 ∈ (0, 1) and s2 < s1. However the conditions (1.4) and (1.6) are flexible enough to include
such cases.
The following two paragraphs are devoted to the application of the above regularity estimates in
some nonlocal geometric problems.
1.1. Application I: Graphs with prescribed nonlocal mean curvature. In this section, we
assume that s ∈ (1/2, 1). Recall that for a set E ⊂ RN+1 of class C1,2s−1+α, with α > 0, near a point
X ∈ ∂E, the nonlocal (or fractional) mean curvature of the set E (or the hypersurface ∂E) at the
point X ∈ ∂E is defined as
Hs(∂E;X) := PV
∫
RN+1
1Ec(Y )− 1E(Y )
|Y −X |N+2s
dY, (1.13)
where Ec := RN+1 \ E and 1D denotes the characteristic function of a set D ⊂ RN+1. Recall
that the notion of nonlocal mean curvature appeared first in the work of Caffarelli and Souganidis
in [19] and first studied by Caffarelli, Roquejoffre, and Savin in [14]. As first discovered in [14] (see
also [22,36]), the nonlocal mean curvature arises as the first variation of the fractional perimeter. For
the convergence of fractional curvature to the classical one as s→ 1, see [2, 22].
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Suppose that ∂E is the graph of a function u ∈ C1,2s−1+α(Ω) ∩ C0,1loc (R
N ), then see e.g. [28], by a
change of variable, for all x ∈ Ω, we have
Hs(∂E; (x, u(x))) = PV
∫
RN
Fs(pu(x, y))−Fs(pu(y, x))
|x− y|N+2s−1
dy, (1.14)
where
Fs(p) :=
∫ +∞
p
(1 + τ2)
−(N+2s)
2 dτ (1.15)
and for a measurable function w : RN → R, we put
pw(x, y) =
w(y) − w(x)
|x− y|
. (1.16)
By the fundamental theorem of calculus and (1.14) and noting that Fs(pu(y, x)) = Fs(−pu(x, y)), we
have
Hs(∂E; (x, u(x))) = PV
∫
RN
u(x)− u(y)
|x− y|N+2s
qu(x, y) dy, (1.17)
where for a measurable function w : RN → R,
qw(x, y) := −
∫ 1
−1
F ′s(tpw(x, y)) dt =
∫ 1
−1
(
1 + t2pw(x, y)
2
)−(N+2s)
2 dt.
For the following, we define the the nonlocal mean curvature kernel by
Kw(x, y) :=
1
|x− y|N+2s
qw(x, y) for all x 6= y ∈ R
N .
Letting Ω be an open set of RN and f ∈ L1loc(Ω), we are interested in the regularity of measurable
functions u : RN → R satisfying
LKuu = f in Ω, (1.18)
or equivalently,
1
2
∫
RN×RN
Fs(pu(x, y))−Fs(pu(y, x))
|x− y|N+2s−1
(ψ(x) − ψ(y)) dxdy =
∫
RN
f(x)ψ(x) dx for all ψ ∈ C∞c (Ω).
(1.19)
Note that, since Fs ∈ L∞(R) and 2s > 1, the right hand side in (1.19) is well defined. We observe
that if u ∈ C1,2s−1+α(Ω) ∩ L1loc(R
N ) solves (1.18), then the set Eu := {(x, t) ∈ R
N × R : u(x) < t},
satisfies Hs(∂Eu; (x, u(x))) = f(x), for all x ∈ Ω, provided the (N + 1)-dimension Lebesgue measure
of ∂Eu is equal to zero. This follows by approximating u by a sequence of smooth functions.
We consider next locally Lipschitz graphs with prescribed nonlocal mean curvature in the weak sense of
(1.19), and we prove that they are of class C∞ in Ω as long as f is C∞ in Ω, with quantitative estimates.
In the classical case, this is a consequence of the de Giorgi-Nash theorem and the Schauder theory for
uniformly elliptic equations in divergence form with Cm,α-coefficients. See e.g. Figalli-Valdinoci [35],
it was hardly believed that the same strategy can be carried out in the nonlocal setting. In [35], the
authors used geometric arguments to prove that Lipschitz sets, locally minimizing fractional perimeter
are of class C∞. However there argument does not provide quantitative estimates. Here, we shall
show that it is indeed possible to proceed as in the prescribed mean curvature problem, thanks to our
regularity estimates for Cm,α-nonlocal operators. It is important to note, in the theorem below, that
we do not require any integrability of u in RN \B2. We have the following result.
Theorem 1.5. Let f ∈ L1loc(B2) and u : R
N → R be a measurable function, with ‖u‖C0,1(B2) ≤ c0,
such that
LKuu = f in B2,
in the sense of (1.19). Then the following statements hold.
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(i) If f ∈ C0,1(B2), then
‖u‖C1,α0(B1) ≤ C(1 + ‖f‖C0,1(B2)), (1.20)
for some constants α0, C > 0, only depending on N, s and c0. Moreover, for all β ∈ (0, 2s−1),
‖u‖C2,β(B1) ≤ C,
for some constant C, only depending on N, s, β, c0 and ‖f‖C0,1(B2).
(ii) If f ∈ Cm,α(B2), for some α ∈ (0, 1) and m ≥ 1, then
‖u‖Cm+1,2s+α−1(B1) ≤ C if 2s+ α < 2,
‖u‖Cm+2,2s+α−2(B1) ≤ C if 2s+ α > 2,
for some constant C, only depending on N, s, α,m, c0 and ‖f‖Cm,α(B2).
The first quantitaive estimates for nonlocal minimal graphs was found recently by Cabre´ and Cozzi
in [10]. Indeed, they provide, in [10], quantitative gradient estimates for global graphs that locally
minimize the fractional area functional in a cylinder BR×R, in the spirit of Finn [37] and Bombieri-de
Giorgi-Miranda [7]. In this case f ≡ 0. Therefore combining their result and Theorem 1.5, we get
quantitative estimates of all partial derivatives of such graphs in terms of the oscillation of u in BR.
Recall that the smoothness character for fractional perimeter minimizing sets was known, but without
quantitative bounds. Indeed, the seminal paper [14] established the first existence and C1,γ (except
a closed set of zero (N − 3)-Hausdorff measure) regularity for fractional perimeter minimizing sets.
In [5], Barrios, Figalli and Valdinoci, proved that fractional perimeter minimizing sets which are of
class C1,(2s−1)/2−ε are of class C∞. On the other hand Caffarelli and Valdinoci showed, in [20], that,
for s close to 1, these sets possess the smoothness property of the classical perimeter minimizing
regions. It is proven in [26], by Dipierro, Savin and Valdinoci, that the boundary of a fractional
perimeter minimizing set, in a reference smooth set Ω, which coincide with a continuous graph RN \Ω
is in fact a global graphs that is continuous in Ω.
The fact that we do not require any integrability of u in RN \B2 makes the proof of Theorem 1.5
particularly nontrivial. In view of the decomposition in (1.19), we split further the double integral in
the left hand side to get
〈LKuu, ψ〉 =
1
2
∫
Ω×Ω
(u(x)− u(y))(ψ(x) − ψ(y))Ku(x, y) dxdy
+
∫
Ω
ψ(x)
∫
RN\Ω
Fs(pu(x, y))−Fs(pu(y, x))
|x− y|N+2s−1
dydx. (1.21)
Now the proof of Theorem 1.5 resides on the regularity of the map
Ω′ → R, x 7→
∫
RN\Ω
Fs(pu(x, y))−Fs(pu(y, x))
|x− y|N+2s−1
dy,
for Ω′ ⊂⊂ Ω. Surprisingly, the local behavior of this map is completely determined by the one of u
only in Ω′. In fact we will show, in Lemma 6.2 below, that this function is indeed as smooth as u
in Ω′. Once this is proved, the above function is sent in the right hand side, so that we can use the
argument as in the classical case. Indeed, we apply first the nonlocal de Giorgi-Nash a priori Ho¨lder
estimate to the function u(x+h)−u(x)|h| which satisfies a nonlocal equation of the form (1.5), driven by a
kernel Kuh satisfying (1.4), to deduce that ∇u ∈ C
0,α0 . This will imply that Kuh ∈ K
s(κ, α0, Qδ), for
some κ, δ > 0. Now Theorem 1.3(ii) and Theorem 1.4(ii) kick in and yield the result, since AKuh will
be, locally, as regular as ∇u.
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1.2. Application II: Nonlocal equations on manifolds. Let Σ be a Lipschitz hypersurface of
R
N+1, with 0 ∈ Σ. We define the space Ls(Σ) given by the set of functions u ∈ L1loc(Σ) such that
‖u‖Ls(Σ) :=
∫
Σ
|u(y)|(1 + |y|)−N−2s dσ(y) <∞,
where dσ denote the volume element on Σ. We assume that
‖1‖Ls(Σ) =
∫
Σ
(1 + |y|)−N−2s dσ(y) <∞. (1.22)
We note that this condition always holds when Σ has finite diameter. In this section we are interested
in the regularity estimates of functions u ∈ Hsloc(Σ) ∩ Ls(Σ) satisfying, for all Ψ ∈ C
∞
c (Σ),
1
2
∫
Σ
∫
Σ
(u(x)− u(y))(Ψ(x)− Ψ(y))
|x− y|N+2s
dσ(x)dσ(y) +
∫
Σ
V (x)u(x)Ψ(x) dσ(x) =
∫
Σ
f(x)Ψ(x) dσ(x),
(1.23)
where f, V ∈ L1loc(Σ) and uV ∈ L
1
loc(Σ).
Theorem 1.6. Let s, γ ∈ (0, 1), N ≥ 1 and Σ be a C1,γ-hypersurface of RN+1 as above satisfying
(1.22). Let f, V ∈ Lp(Σ), for some p > N2s and u ∈ H
s
loc(Σ)∩Ls(Σ) satisfy (1.23). Then the following
estimates holds.
(i) If 2s ≤ 1, then
‖u‖C2s−N/p(B̺∩Σ) ≤ C(‖u‖L2(B2̺∩Σ) + ‖u‖Ls(Σ) + ‖f‖Lp(Σ)).
(ii) If 2s− 1 > max(Np , γ), then
‖u‖
C
1,min(2s−N
p
−1,γ)
(B̺∩Σ)
≤ C(‖u‖L2(B2̺∩Σ) + ‖u‖Ls(Σ) + ‖f‖Lp(Σ)),
Here C, ̺ > 0 are constants only depending on N, s, γ, p,‖V ‖Lp(Σ), ‖1‖Ls(Σ) and the bound
of the local geometry of Σ near 0.
In the case of higher order regularity, we obtain the
Theorem 1.7. Let s, α, γ ∈ (0, 1), N ≥ 1 and Σ be a C1,γ-hypersurface of RN+1 as above satisfying
(1.22). Let f, V ∈ C0,α(Σ) and u ∈ Hsloc(Σ) ∩ Ls(Σ) satisfy (1.23).
(i) If 2s > 1 and γ ≥ α+ 2s− 1, then
‖u‖C1,2s−1+α(B̺∩Σ) ≤ C(‖u‖L2(B2̺∩Σ) + ‖u‖Ls(Σ) + ‖f‖C0,α(Σ)).
(ii) If 2s+ α < 1 and γ ≥ α, then
‖u‖C0,2s+α(B̺∩Σ) ≤ C(‖u‖L2(B2̺∩Σ) + ‖u‖Ls(Σ) + ‖f‖C0,α(Σ)).
(iii) If 2s = 1 and γ > α, then
‖u‖C1,α(B̺∩Σ) ≤ C(‖u‖L2(B2̺∩Σ) + ‖u‖Ls(Σ) + ‖f‖C0,α(Σ)).
Here C, ̺ > 0 are constants only depending on N, s, γ, α,‖V ‖C0,α(Σ), ‖1‖Ls(Σ) and the bound
of the local geometry of Σ near 0.
Here, by the bound of the local geometry of Σ near 0, we mean the C1,γ norm of a local parame-
terization of Σ flattening B̺0 ∩Σ, for some ̺0 > 0. If Σ is of class C
m+1,γ and f, V ∈ Cm,αloc (Σ), then
under the same assumptions on γ in Theorem 1.7, we have the estimates of Cm+2s+α-norm of u as
long as 2s+ α 6∈ N, thanks to Theorem 1.4.
Theorem 1.6 and Theorem 1.7 are consequences of Theorem 1.3 and Theorem 1.4, respectively, after
using a local change of variables that locally flattens Σ.
For 2s > 1, Theorem 1.6 and Theorem 1.7 provide regularity estimates for solution to some nonlocal
equation driven by the linearize nonlocal mean curvature operator (i.e. the nonlocal or fractional
Jacobi operator) of a set E with constant nonlocal mean curvature (not necessarily bounded). Indeed,
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consider Σ := ∂E a C2-hypersurface of RN+1 with constant nonlocal mean curvature such that 0 ∈ ∂E
and ‖1‖Ls(Σ) < ∞. See e.g. [22, 36], the second variation of fractional perimeter yields the bilinear
form DΣ : Hs(Σ)×Hs(Σ)→ R, given by
DΣ(u, v) :=
1
2
∫
Σ
∫
Σ
(u(x)− u(y))(v(x)− v(y))
|x− y|N+2s
dσ(y)dσ(x)−
1
2
∫
Σ
VΣ(x)u(x)v(x)dσ(x),
where, letting νΣ be the unit exterior normal vectorfield of Σ := ∂E,
VΣ(x) :=
1
2
∫
Σ
|νΣ(x)− νΣ(y)|2
|x− y|N+2s
dσ(y).
One then defines the fractional Jacobi operator as
JΣ := LΣ − VΣ,
where, for u ∈ C1,2s−1+αloc (Σ) ∩ Ls(Σ),
LΣu(x) := PV
∫
Σ
u(x)− u(y)
|x− y|N+2s
dσ(y).
The fractional Jacobi fields are solutions to JΣu = 0, and they play important role in the study of
stability of constant nonlocal mean curvature surfaces or fractional area estimates of such surfaces.
We observe that if Σ is a C1,γ-hypersurface for some γ > s, then VΣ ∈ C
γ
loc(Σ). Moreover we may
consider weak solutions u ∈ Hsloc(Ω) ∩Ls(Σ) to the equation JΣu = f on open subsets Ω of Σ, in the
sense of (1.23). Hence Theorem 1.6 and Theorem 1.7 can be used to obtain regularity estimates of u.
When Σ = SN−1, then Theorem 1.7(i) was proved in [11], using the regularity theory of the fractional
Laplacian and the Fredholm theory. Recall that besides the nonlocal minimal surfaces, there exist
several nontrivial hypersurfaces with nonzero constant nonlocal mean curvature, see e.g. the survey
paper [28].
1.3. Anisotropic Cm,α-nonlocal operators. As mentioned earlier, in many situations, nonlocal
equations provide a wider framework than their local counterpart, since AK may have anisotropic
regularity in its variables. Namely, the spacial variable x, the singular variable r and the angular
variable might have different qualitative properties. This affects the local behavior of the solutions.
First note that the class of operators LK falls in the class of nonlocal operators generated by a Le´vy
measure νx. In particular, the map z 7→ K(x, x + z) is the density of a Le´vy measure νx and thus
does not necessarily posses any regularity. If the Le´vy measure is symmetric and stable, then see [53],
νx(rE) = r
N−1dra(E) for E ⊂ SN−1. Under fairly general assumptions on the spectral measure a
on SN−1 (not depending on x), optimal interior and boundary regularity were proved by Ros-Oton
and Serra in [53]. The papers [27, 46, 47] obtained also regularity estimates provided a is absolutely
continuous with respect to the Lebesgue measure on SN−1 only on an open set of positive measure.
To capture this possible anisotropic regularity of AK in its variables, we introduce a new class of
fractional order nonlocal operators which are much larger than the class of Cm,α-nonlocal operators
introduced above.
In the following, for δ > 0, we define
Qδ := Bδ × [0, δ) and Q∞ := R
N × [0,∞). (1.24)
We define the space Cm,α1,2 (Qδ) by the set functions A ∈ L
∞(Qδ×S
N−1) such that, for every θ ∈ SN−1,
the map (x, r) 7→ A(x, r, θ) belongs to Cm,α(Qδ) and
‖A‖Cm,α1,2 (Qδ) := sup
θ∈SN−1
‖A(·, ·, θ)‖Cm,α(Qδ) <∞. (1.25)
For τ ≥ 0, the space C0τ (Qδ) is given by the the set of function A ∈ L
∞(Qδ × SN−1) such that
‖A‖L∞τ (Qδ) := sup
θ∈SN−1
sup
x∈Bδ,r∈(0,δ)
|A(x, r, θ)|
rτ
<∞
10 MOUHAMED MOUSTAPHA FALL
and
[A]C0τ (Qδ) := sup
θ∈SN−1
sup
x 6=y∈Bδ,r∈(0,δ)
|A(x, r, θ) −A(y, r, θ)|
min(r, |x− y|)τ
<∞.
The space Cmτ (Qδ) is defined as the set of functions A ∈ C
m,0
1,2 (Qδ) such that
‖A‖Cmτ (Qδ) := sup
γ∈NN ,|γ|≤m
‖∂γxA‖L∞τ (Qδ) + sup
γ∈NN ,|γ|≤m
[∂γxA]C0τ (Qδ) <∞. (1.26)
This section is concerned with optimal Ho¨lder estimates for nonlocal equation driven by the operator
LK with coefficient AK in the spaces defined above.
Definition 1.8. Let α ∈ [0, 1), τ ∈ [0, 1], m ∈ N and κ > 0. For δ ∈ (0,∞], we define K˜ sτ (κ,m +
α,Qδ) by the set of kernels K : R
N × RN → [−∞,+∞] satisfying (1.4) and
(iii)‖AK‖Cm,α1,2 (Qδ) + ‖Ao,K‖Cmτ (Qδ) ≤
1
κ
,
(iv)Ao,K(x, 0, θ) = 0 for all (x, θ) ∈ Bδ × S
N−1,
where
Ao,K(x, r, θ) :=
1
2
{AK(x, r, θ) −AK(x, r,−θ)} (1.27)
and AK(·, ·, θ) is a continuous extension of (x, r) 7→ rN+2sK(x, x+ rθ) on Qδ for all θ ∈ SN−1.
The simple model case for the class of operators in Definition 1.8 is the anisotropic fractional
Laplace operator, with kernel K(x, y) = a((x − y)/|x − y|)|x − y|−N−2s and a ∈ L∞(SN−1) is even
but not necessarily continuous. In this case, AK(x, r, θ) = a(θ), so that K ∈ K sτ (κ,m,Qδ) for all
m ∈ N. As an example, a prototype energy functional can be an anisotropic integral energy functional,
generalizing (1.10), given by
Js(u) := (1− s)
∫
R2N\(RN\Ω)2
F
(
x− y
|x− y|
,
u(x)− u(y)
|x− y|
)
|x− y|−N−2s+2 dxdy, (1.28)
where F : SN−1 × R → R satisfies κ ≤ ∂2zF (θ, z) ≤
1
κ . The results in the present section provide
smoothness of a critical point u ∈ Hs(RN ) to Js defined in (1.28), provided z 7→ F (·, z) is smooth.
Indeed, as above, the difference quotient u(·+h)−u(·)|h| solves an equation like (1.5), with K ∈ K˜
s
α (κ,m+
α,Qδ), provided u ∈ Cm+1,α(Ω).
We observe that K s(κ,m+ α,Qδ) ⊂ K˜
s
τ (κ,m+ α,Qδ) for all τ ≤ α and since Ao,K(x, 0, θ) = 0, we
have that K˜ s0 (κ,m+α,Qδ) = K˜
s
α (κ,m+α,Qδ). Moreover, we have the following interesting property
on the set K˜ sτ (κ,m+α,Q∞) concerning scaling and translations. Indeed, for K ∈ K˜
s
τ (κ,m+α,Q∞),
ρ ∈ (0, 1) and z ∈ RN , letting Kz,ρ(x, y) := ρ
N+2sK(ρx+z, ρy+z), we then have that AKz,ρ(x, r, θ) =
AK(ρx+ z, ρr, θ) and thus Kz,ρ ∈ K˜ sτ (κ,m+ α,Q∞).
The kernels in K˜ sτ (κ,m + α,Qδ) yield, in many cases, similar regularity estimates as those in
K
s(κ,m+ α,Qδ), stated above, provided some global regularity/behavior of u is a priori known.
Our first main result in this section is the following.
Theorem 1.9. Let s ∈ (0, 1), N ≥ 1, κ > 0 and α ∈ (0, 1). Let K ∈ K˜ s0 (κ, α,Q2), u ∈ H
s(B2) ∩
Ls(R
N ) and V, f ∈ Lp(B2), for some p > N/(2s), satisfy
LKu+ V u = f in B2.
(i) If 2s ≤ 1, then there exists C = C(s,N, κ, α, p, ‖V ‖Lp(B2)) > 0 such that
‖u‖
C
0,2s−N
p (B1)
≤ C(‖u‖L2(B2) + ‖u‖Ls(RN ) + ‖f‖Lp(B2)).
(ii) If 2s− 1 > max(Np , α), then there exists C = C(s,N, κ, α, p, ‖V ‖Lp(B2)) > 0 such that
‖u‖
C
1,min(2s−N
p
−1,α)
(B1)
≤ C(‖u‖L2(B2) + ‖u‖Ls(RN ) + ‖f‖Lp(B2)).
Our next result is concerned with Cm+2s+α Schauder estimates.
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Theorem 1.10. Let N ≥ 1 and s ∈ (0, 1). Let κ > 0, α ∈ (0, 1) and m ∈ N. Let K ∈ K˜ sβ (κ,m +
α,Q2), with β = min(α+ (2s− 1)+, 1). Let u ∈ Hs(B2) ∩ Ls(RN ) and f ∈ Cm,α(B2) such that
LKu = f in B2.
(i) If u ∈ Cm,α(RN ) and 2s+ α < 1, then
‖u‖Cm,2s+α(B1) ≤ C(‖u‖Cm,α(RN ) + ‖f‖Cm,α(B2)).
(ii) If u ∈ Cm,α(RN ), 2s 6= 1 and 1 < 2s+ α < 2, then
‖u‖Cm+1,2s+α−1(B1) ≤ C(‖u‖Cm,α(RN ) + ‖f‖Cm,α(B2)).
(iii) If u ∈ Cm,α(RN ), 2 < 2s+ α and K ∈ K˜ s0 (κ,m+ 2s− 1 + α,Q2), then
‖u‖Cm+2,2s+α−2(B1) ≤ C(‖u‖Cm,α(RN ) + ‖f‖Cm,α(B2)).
(iv) If u ∈ Cm,α(RN ), 2s = 1 and K ∈ K˜ sτ (κ,m+ α,Q2), for some τ > α, then
‖u‖Cm+1,α(B1) ≤ C(‖u‖Cm,α(RN ) + ‖f‖Cm,α(B2)).
If moreover ‖AK‖Cm,α(Q2×SN−1) ≤
1
κ , then we can replace ‖u‖Cm,α(RN ) with ‖u‖L∞(RN ). Here C =
C(N, s, κ, α,m, τ).
We point out the remarkable differences between the last assertion in Theorem 1.10 and the re-
sults in Theorem 1.4. Indeed, in the former, AK is only required to be in Cm,α(Q2 × SN−1), when
2s + α < 2, instead of Cm,α+(2s−1)+(Q2 × SN−1) which was assumed in the latter. Moreover, The-
orem 1.10-(iv), for s = 1/2, provides the optimal estimate which covers the case LK = (−∆)sa, the
anisotropic fractional Laplacian i.e. when K(x, y) = a((x−y)/|x−y|)|x−y|−N−2s, while Theorem 1.4
does not if a is not smooth enough. In fact the results in Theorem 1.10 were known for the anisotropic
fractional Laplacian when a is a measure on the unit sphere SN−1, see Ros-Oton and Serra [53] and
when a ∈ C∞(SN−1), see Grubb [41].
Interior regularity and Harnack inequality for linear and fully nonlinear nonlocal equations have been
intensiveley investigated in last decades by many authors, see e.g. [1,3,5,6,15–17,27,32,42,44,45,48,
55, 57, 59] and the references therein.
Next, we observe that Theorem 1.3 and 1.4 are immediate consequences of Theorem 1.9 and 1.10,
respectively. The proof of Theorem 1.9 and 1.10 uses a blow up analysis and compacteness method for
weak and classical solutions, partly inspired by [57] and [30], see also [33,34,53,54,56] for translation
invariant problems. Indeed, we use a fine scaling argument to balance, in an optimal manner, the
norm of the right hand side and the homogeneity of the equation. The scaling parameter is chosen so
that the limit of the rescaled solution, after subtracting a polynomial, satisfies an equation for which
all solutions with such growth are explicitly known, thanks to a Liouville type theorem. To obtain
Ho¨lder, gradient and second order derivative estimates, the subtracted polynomial are, respectively
given by the projection, with respect to the L2(Br) scalar product, of the weak solution u on constant
functions, affine functions and second order polynomials. More precisely, our primary goal is to show
the growth estimates (or Taylor expansion in L2-sense)
‖u− Pr‖L2(Br) ≤ Cr
N
2 +deg(Pr)+γ ,
where Pr is a suitable polynomial and the parameter γ ∈ (0, 1) is determined by the regularity of the
entries V, f and AK the coefficient of the operator. The above expansion leads to u ∈ Cm,γ , with
m = deg(Pr).
To carry over the blow up argument and to use compact Sobolev embedding or the Arzela´-Ascoli
theorem, after subtracting polynomials, rescaling and normalization, it is necessary to derive a priori
Ho¨lder estimate for functions v solving the more general equation
LKv + LK′U = F in Ω. (1.29)
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This is typically essential for the proof of Theorem 1.9-(ii), where U = pr is a first order polynomial
and LK′ is a non-translation invariant operator. Recall here that obtaining gradient estimates for
solutions to equations involving divergence operators is more subtle than those involving operators in
divergence form, since the latter annihilate affine functions, while the former do not. The same diffi-
culty is of course faced here since we are dealing with non-translation invariant variational solutions.
The core of the paper, from which we derive all the results, is Proposition 3.3 below, where we prove
Ho¨lder continuity of the solutions to (1.29), under mild regularity assumptions on K,K ′, U and F ,
and we believe that the argument of proof and the result itself could be of independent interest.
The paper is organize as follows. In Section 2, we collect some preliminary result and notations.
Section 3 contains the regularity estimates for solutions to (1.29). Now Theorem 1.9-(ii) is proved in
Section 4 and Theorem 1.10 in Section 5. Finally the proof of the main results are gathered in Section
6.
2. Notations and preliminary results
2.1. Notations. In this paper, the ball centered at z ∈ RN with radius r > 0 is denoted by B(z, r) and
Br := Br(0). Here and in the following, we let ϕ1 ∈ C∞c (B2) such that ϕ1 ≡ 1 on B1 and 0 ≤ ϕ1 ≤ 1
on RN . We put ϕR(x) := ϕ(x/R). For b ∈ L
∞(SN−1), we define µb(x, y) = |x− y|
−N−2sb
(
x−y
|x−y|
)
.
Given σ > 0, we define the space
Lσ(R
N ) :=
{
u ∈ L1loc(R
N ) : ‖u‖Lσ(RN ) :=
∫
RN
|u(x)|(1 + |x|N+2σ)−1 dx <∞
}
.
Throughout this paper, for the seminorm of the fractional Sobolev spaces, we adopt the notation
[u]Hs(Ω) :=
(∫
Ω×Ω
|u(x)− u(y)|2µ1(x, y) dxdy
)1/2
.
We will, sometimes use the notation
[u]HsK(Ω) :=
(∫
Ω×Ω
|u(x)− u(y)|2|K(x, y)| dxdy
)1/2
,
for a function K : Ω× Ω→ [−∞,+∞]. For the Ho¨lder and Lipschitz seminorm, we write
[u]C0,α(Ω) := sup
x 6=y∈Ω
|u(x)− u(y)|
|x− y|α
,
for α ∈ (0, 1]. If there is no ambiguity, when α ∈ (0, 1), we will write [u]Cα(Ω) instead of [u]C0,α(Ω).
If m ∈ N and α ∈ (0, 1), the Ho¨lder space ‖u‖Cm,α(Ω) is given by the set of functions in C
m(Ω) such
that
‖u‖Cm+α(Ω) := ‖u‖Cm,α(Ω) = sup
γ∈NN ,|γ|≤m
‖∂γu‖L∞(Ω) + sup
γ∈NN ,|γ|=m
‖∂γu‖Cα(Ω) <∞.
Letting u ∈ L1loc(R
N ), the mean value of u in Br(z) is denoted by
uBr(z) = (u)Br(z) :=
1
|Br|
∫
Br(z)
u(x) dx.
For α ∈ [0, 1], h ∈ RN \ {0} and f ∈ C0,αloc (R
N ), we define
fh,α(x) :=
f(x+ h)− f(x)
|h|α
. (2.1)
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2.2. Preliminary results. We gather in this paragraph some results which we will frequently use in
the following of the paper. Let K : RN × RN → [0,∞] satisfy the following properties:
(i)K(x, y) = K(y, x) for all x, y ∈ RN ,
(ii)κµ1(x, y) ≤ K(x, y) ≤
1
κ
µ1(x, y) for all x, y ∈ R
N .
(2.2)
For α′ ≥ 0, we let K ′ : RN × RN → [−∞,+∞] satisfy
(i)K ′(x, y) = K ′(y, x) for all x, y ∈ RN ,
(ii) |K ′(x, y)| ≤
1
κ
(|x|+ |y|+ 1)α
′
µ1(x, y) for all x, y ∈ R
N .
(2.3)
Let U ∈ Hsloc(Ω) ∩ L(α′+2s)/2(R
N ) and f ∈ L1loc(R
N ). We say that u ∈ Hsloc(Ω) ∩ Ls(R
N ) is a (weak)
solution to
LKu+ LK′U = f in Ω, (2.4)
if, for every ψ ∈ C∞c (Ω),∫
R2N
(u(x)− u(y))(ψ(x) − ψ(y))K(x, y) dxdy +
∫
R2N
(U(x)− U(y))(ψ(x) − ψ(y))K ′(x, y) dxdy
=
∫
RN
f(x)ψ(x) dx.
We note that each of the terms in the above identity is finite. For β ∈ [0, 2s), we define the Morrey
space Mβ by the set of functions f ∈ L
1
loc(R
N ) such that
‖f‖Mβ := sup
x∈RN
r∈(0,1)
rβ−N
∫
Br(x)
|f(y)| dy <∞,
with M0 := L∞(RN ), and we note that ‖f‖MN/p ≤ C(N, p)‖f‖Lp(RN ). We have the following
coercivity property, see [30],
‖|f |1/2v‖2L2(RN ) ≤ C(N, s, β)‖f‖Mβ‖v‖
2
Hs(RN ) for all v ∈ H
s(RN ). (2.5)
We prove our a priori estimates for right hand in Mβ. Recall that MN/p contains strictly ‖f‖Lp(RN ).
The following energy estimate can be seen as a nonlocal Caccioppoli inequality.
Lemma 2.1. Let N ≥ 1, s ∈ (0, 1) and κ > 0. We consider K satisfying (2.2) and K ′ satisfying
(2.3), for some α′ ≥ 0. Let v ∈ Hs(RN ) and U ∈ Hsloc(R
N ) ∩ L(α′+2s)/2(R
N ) and f ∈Mβ satisfy
LKv + LK′U = f in B2R. (2.6)
Then for every ε > 0, there exist C = C(s,N, κ,R) and C = C(ε, s,N, κ,R) such that{
κ− εC‖f‖Mβ
}∫
RN×RN
(v(x) − v(y))2ϕ2R(y)µ1(x, y) dxdy
≤ C(‖f‖Mβ + 1)‖v‖
2
L2(RN ) + C‖f‖Mβ‖ϕR‖
2
Hs(RN )
+ C[U ]2Hs
K′
(B4R)
+ C
∫
RN
ϕ2R(y)|v(y)|
(∫
RN\B4R
|U(x)− U(y)||K ′(x, y)| dx
)
dy.
Proof. Applying [30, Lemma 9.1], we get
(κ− ε)
∫
R2N
(v(x) − v(y))2ϕ2R(y)µ1(x, y) dxdy ≤
∫
RN
|f(x)||v(x)|ϕ2R(x) dx
+ C
∫
R2N
(ϕR(x)− ϕR(y))
2v2(y)µ1(x, y) dxdy
+
∫
R2N
|U(x)− U(y)||ϕ2R(x)v(x) − ϕ
2
R(y)v(y)||K
′(x, y)| dxdy. (2.7)
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We now estimate∫
RN×RN
|U(x)− U(y)||ϕ2R(x)v(x) − ϕ
2
R(y)v(y)||K
′(x, y)| dxdy
=
∫
B4R×B4R
|U(x)− U(y)||ϕ2R(x)v(x) − ϕ
2
R(y)v(y)||K
′(x, y)| dxdy
+ 2
∫
RN
ϕ2R(y)|v(y)|
(∫
RN\B4R
|U(x) − U(y)||K ′(x, y)| dx
)
dy
≤ ε/κ(2(4R) + 1)α
′
[ϕ2Rv]
2
Hs(B4R)
+ C[U ]2Hs
K′
(B4R)
+ C
∫
RN
ϕ2R(y)|v(y)|
(∫
RN\B4R
|U(x)− U(y)||K ′(x, y)| dx
)
dy. (2.8)
We recall that∫
RN
(ϕ1(x) − ϕ1(y))
2µ1(x, y) dy ≤ C(N, s)(1 + |x|
−N−2s) for every x ∈ RN . (2.9)
Therefore
[ϕ2Rv]
2
Hs(B4R)
≤ 2
∫
R2N
(v(x) − v(y))2ϕ4R(y)µ1(x, y) dxdy + 2
∫
R2N
(ϕ2R(x) − ϕ
2
R(y))
2v2(y)µ1(x, y) dxdy
≤ 2
∫
R2N
(v(x) − v(y))2ϕ2R(y)µ1(x, y) dxdy + ‖v‖
2
L2(RN ).
Using this in (2.8), we get∫
RN×RN
|U(x) − U(y)||ϕ2R(x)v(x) − ϕ
2
R(y)v(y)||K
′(x, y)| dxdy
≤ εC
∫
R2N
(v(x) − v(y))2ϕ2R(y)µ1(x, y) dxdy + C‖v‖
2
L2(RN )
+ C[U ]2Hs
K′
(B4R)
+ C
∫
RN
ϕ2R(y)|v(y)|
(∫
RN\B4R
|U(x)− U(y)||K ′(x, y)| dx
)
dy. (2.10)
Next, from (2.5), Young’s inequality and (2.9), we deduce that∫
RN
|f(x)||ϕR(x)|
2|v(x)| dx ≤ εC‖f‖Mβ
∫
R2N
(v(x) − v(y))2ϕ2R(y)µ1(x, y) dxdy
+ C‖f‖Mβ‖v‖
2
L2(RN ) + C‖f‖Mβ‖ϕR‖
2
Hs(RN ).
Using this and (2.10) in (2.7), we get the result. 
We state the following result.
Lemma 2.2. Let N ≥ 1, s ∈ (0, 1) and κ > 0. We consider K satisfying (2.2) and K ′ satisfying
(2.3), for some α′ ≥ 0. Let v ∈ Hs(RN ) and U ∈ Hsloc(R
N ) ∩ L(α′+2s)/2(R
N ) and f ∈Mβ satisfy
LKv + LK′U = f in B2R.
Then there exists C = C(N, s, κ, α′, R) such that for every ψ ∈ C∞c (BR), we have∣∣∣∣∫
R2N
(v(x) − v(y))(ψ(x) − ψ(y))K(x, y) dxdy
∣∣∣∣ ≤ C‖f‖Mβ (1 + ‖ψ‖2Hs(RN )) (2.11)
+ C[U ]Hs
K′
(B4R)[ψ]Hs(B4R) + C
∫
RN
|ψ(y)|
(∫
RN\B4R
|U(x)− U(y)||K ′(x, y)| dx
)
dy. (2.12)
Proof. Using the weak formulation of the equation and (2.5), we get the expression on the left hand
side in (2.11). Now expression (2.12) appears after decomposing the domain of integration and using
Ho¨lder’s inequality as in the beginning of the proof of Lemma 2.1. 
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We close this section with the following result.
Lemma 2.3. Let K satisfy (1.4)(i)-(ii). Let v ∈ Hsloc(B2R) ∩ Ls(R
N ) and f ∈ L1loc(R
N ) satisfy
LKv = f in B2R,
for some R > 0. We let vR := ϕRv. Then
LKvR = f +GK,v,R in BR/2, (2.13)
where
GK,v,R(x) =
∫
RN
v(y)(ϕR(x)− ϕR(y))K(x, y) dy. (2.14)
Moreover, GK,v,R satisfies the following properties.
(i) There exists C = C(N, s,R) such that
‖GK,v,R‖L∞(BR/2) ≤ C sup
x∈BR/2
∫
|y|≥R
|v(y)||K(x, y)| dy.
(ii) If v ∈ Ck+α(RN ) and ‖AK‖Ck,α1,2 (Q∞)
≤ c0, then there exists C = C(N, s, α, c0, R, k) such
that
‖GK,v,R‖Ck+α(BR/2) ≤ C‖v‖Ck+α(RN ).
(iii) If ‖AK‖Ck+α(Q∞×SN−1) ≤ c0, then there exists C = C(N, s, α, c0, R, k) such that
‖GK,v,R‖Ck+α(BR/4) ≤ C‖v‖Ls(RN ).
Proof. For (2.13), see [30, Lemma 9.2]. Statement (i) follows easily, thanks to the definition of ϕR.
To prove (ii), we write
GK,v,R(x) =
∫
SN−1
∫ ∞
0
v(x + rθ)(1 − ϕR(x+ rθ))AK (x, r, θ)r
−1−2s drdθ.
Since 1− ϕR(x+ rθ) = 0 for all x ∈ BR/2, r ∈ (0, R/2) and θ ∈ S
N−1, then (ii) follows.
To prove (iii), we note that
GK,v,R(x) :=
∫
RN
v(y)(ϕR(x)− ϕR(y))K(x, y) dy
=
∫
|y|≥R
v(y)(1 − ϕR(y))AK(x, |x− y|, (x− y)/|x− y|)|x− y|
−N−2s dy.
We recall that (see e.g. [31]) for every x1, x2, y ∈ RN , ̺ > 0 and α ∈ (0, 1),
||x1 − y|
−̺ − |x2 − y|
−̺| ≤ C(α, ̺)|x1 − x2|
α{|x1 − y|
−(̺+α) + |x2 − y|
−(̺+α)}.
Hence for all x1, x2 ∈ BR/2, y ∈ R
N \BR, ̺ ≥ N + 2s and α ∈ (0, 1), we get
||x1 − y|
−̺ − |x2 − y|
−̺| ≤ C(α, ̺,R)|x1 − x2|
α|y|−N−2s.
Using this and the Leibniz formula for higher order derivatives of the product of functions, we get
(iii). 
3. A priori estimates
In this section, we prove a priori estimates for solutions to (2.4), provided LK is close to the
translation invariant operator Lµa , with a : S
N−1 → R satisfies
a(−θ) = a(θ) and κ ≤ a(θ) ≤
1
κ
for all θ ∈ SN−1. (3.1)
We now record two results from [30] that will be need in the following of the paper.
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Lemma 3.1. Let b ∈ L∞(SN−1). Suppose that there exists a sequence of functions (an)n satisfying
(3.1) and such that an
∗
⇀ b in L∞(SN−1). Let λn : R
N × RN → [0, κ−1], with λn → 0 pointwise on
R
N × RN . Let (Kn)n be sequence of symmetric kernels satisfying
|Kn(x, y) − µan(x, y)| ≤ λn(x, y)µ1(x, y) for all x 6= y ∈ R
N and for all n ∈ N.
If (vn)n is a bounded sequence in Ls(R
N ) ∩Hsloc(R
N ) such that vn → v in Ls(RN ), then∫
RN
v(x)Lµbψ(x) dx =
1
2
lim
n→∞
∫
R2N
(vn(x)−vn(y))(ψ(x)−ψ(y))Kn(x, y) dxdy for all ψ ∈ C
∞
c (R
N ).
Lemma 3.2. Let b ∈ L∞(SN−1). Suppose that there exists a sequence of functions (an)n satisfying
(3.1) and such that an
∗
⇀ b in L∞(SN−1). Consider u ∈ Hsloc(R
N ) satisfyingLµbu = 0 in R
N ,
‖u‖2L2(BR) ≤ R
N+2γ for some γ < 2s and for every R ≥ 1.
Then u is an affine function.
3.1. A priori estimates and consequences. We now state the main result of the present section.
Proposition 3.3. Let s ∈ (0, 1), β ∈ [0, 2s), σ ∈ (s, 1] and κ > 0. Let α′ ≥ 0, with α′ + σ ∈ (0, 2s).
Pick
γ ∈ (0, 1) ∩ (0, σ] ∩ (0, 2s− β].
Then there exist ε0 > 0 and C > 0 such that if
• a satisfies (3.1), Ka satisfies (2.2) with
|Ka − µa| < ε0µ1(x, y) on B2 ×B2 \ {x = y},
• K ′ satisfies (2.3),
• f ∈Mβ, g ∈ Hs(RN ), U ∈ C
0,σ
loc (R
N ) ∩ L(α′+2s)/2(R
N ) are such that
LKag + LK′U = f in B2,
then
sup
r>0
r−2γ−N‖g − gBr‖
2
L2(Br)
≤ C(‖g‖L2(RN ) + [U ]C0,σ(RN ) + ‖f‖Mβ)
2.
Proof. Assume that the assertion in the proposition does not hold, then for every n ∈ N, there exist:
• an and Kan satisfying (3.1) and (2.2) respectively, with
|Kan − µan | <
1
n
µ1(x, y) on B2 ×B2 \ {x = y}, (3.2)
• K ′n satisfying (2.3), fn ∈ Mβ, Un ∈ C
0,σ
loc (R
N ) ∩ L(α′+2s)/2(R
N ) and gn ∈ Hs(RN ), with
‖gn‖L2(RN ) + ‖fn‖Mβ + ‖Un‖Cσ(RN ) ≤ 1,
LKan gn + LK′nUn = fn in B2, (3.3)
with the property that
sup
r>0
r−N−2γ‖gn − (gn)Br‖
2
L2(Br)
> n.
Consequently, there exists rn > 0 such that
r−N−2γn ‖gn − (gn)Brn ‖
2
L2(Brn )
> n/2. (3.4)
We consider the (well defined, because ‖gn‖L2(RN ) ≤ 1) nonincreasing function Θn : (0,∞)→ [0,∞)
given by
Θn(r) = sup
r≥r
r−N−2γ‖gn − (gn)Br‖
2
L2(Br)
.
Obviously, for n ≥ 2, by (3.4),
Θn(rn) > n/2 ≥ 1. (3.5)
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Hence, provided n ≥ 2, there exists rn ∈ [rn,∞) such that
Θn(rn) ≥ r
−N−2γ
n ‖gn − (gn)Brn ‖
2
L2(Brn )
≥ Θn(rn)− 1/2 ≥ (1− 1/2)Θn(rn) ≥
1
2
Θn(rn),
where we used the monotonicity of Θn for the last inequality, while the first inequality comes from
the definition of Θn. In particular, thanks to (3.5), Θn(rn) ≥ n/4. Now since ‖gn‖L2(RN ) ≤ 1, we
have that r−N−2γn ≥ n/8, so that rn → 0 as n→∞. We now define the sequence of functions
wn(x) = Θn(rn)
−1/2r−γn
{
gn(rnx)−
1
|B1|
∫
B1
gn(rnx) dx
}
,
which, satisfies
‖wn‖
2
L2(B1)
≥
1
2
,
∫
B1
wn(x) dx = 0 for every n ≥ 2. (3.6)
Using that, for every r > 0, ‖gn − (gn)Br‖
2
L2(Br)
≤ rN+2γΘn(r) and the monotonicity of Θn, by [30,
Lemma 3.1], we find that
‖wn‖
2
L2(BR)
≤ CRN+2γ for every R ≥ 1 and n ≥ 2, (3.7)
for some constant C = C(N, γ) > 0.
We define
Kn(x, y) = r
N+2s
n Kan(rnx, rny), K
′
n(x, y) = r
N+2s
n K
′
n(rnx, rny)
and
Un(x) = Un(rnx), fn(x) = r
2s
n fn(rnx).
It is plain that
LKnwn + r
−γ
n Θn(rn)
−1/2LK′n
Un = r
−γ
n Θn(rn)
−1/2fn in B2/rn . (3.8)
We fix M > 1 and let n ≥ 2 large, so that 1 < M < 18rn . Therefore, letting wn,M := ϕ4Mwn ∈
Hs(RN ), we apply Lemma 2.3(i) to get
LKnwn,M + r
−γ
n Θn(rn)
−1/2LK′n
Un = r
−γΘn(rn)
−1/2fn +GKn,wn,M in B2M , (3.9)
with ‖GKn,wn,M‖L∞(BM/2) ≤ C‖wn‖Ls(RN ) ≤ C, by (3.7). We also note that
‖fn‖Mβ ≤ r
2s−β
n . (3.10)
Clearly Kn satisfies (1.4). Applying Lemma 2.1 to the equation (3.9) and using (3.7) together with
(3.10), we find a constant C such that for every ε > 0, there exists C satisfying{
κ− εCΘn(rn)
−1/2r2s−β−γn
}∫
BM/8×BM/8
(wn,M (x)− wn,M (y))
2µ1(x, y) dxdy
≤ C(Θn(rn)
−1/2r2s−β−γn + 1) + Cr
−γ
n Θn(rn)
−1/2[Un]
2
Hs
K′n
(B4M )
+ Cr−γn Θn(rn)
−1/2
∫
RN
ϕ2M (y)|wn(y)|
(∫
RN\B4M
|Un(x) − Un(y)||K
′
n(x, y)| dx
)
dy. (3.11)
We observe that
|K
′
n(x, y)| ≤
1
κ
(rn|x|+ rn|y|+ 1)
α′µ1(x, y).
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From this and the fact that [Un]Cσ(RN ) ≤ r
σ
n , we have the following estimate:
[Un]
2
Hs
K′n
(B4M )
=
∫
B4M×B4M
(Un(x) − Un(y))
2K
′
n(x, y) dxdy
≤ C(M)
∫
B4M×B4M
(Un(x)− Un(y))
2µ1(x, y) dxdy
≤ C(M)r2σn
∫
B4M×B4M
|x− y|−N−2s+2σ dxdy
≤ C(M)r2σn , (3.12)
because σ > s. In addition, since α′ + σ < 2s, we get
sup
y∈BM
∫
RN\B4M
|Un(x)− Un(y)||K
′
n(x, y)| dx ≤ C(M)r
σ
n
∫
|x|≥2M
(1 + |x|α
′
)|x|−N−2s+σdx
≤ C(M)rσn . (3.13)
Now using (3.12) and (3.13) in (3.11) and the fact that γ ≤ min(2s− β, σ), we find that{
κ− εCΘn(rn)
−1/2
}
[wn]
2
Hs(BM/8)
≤ C(Θn(rn)
−1/2 + 1).
Therefore, since Θn(rn)
−1 ≤ 1, then provided ε is small enough, by (3.7), we deduce that wn is
bounded in Hsloc(R
N ). Hence by Sobolev embedding and (3.7), there exists w ∈ Hsloc(R
N ) ∩ Ls(RN )
such that, up to a subsequence, wn → w in L2loc(R
N ) ∩ Ls(RN ). Moreover, by (3.6) we deduce that
‖w‖2L2(B1) ≥
1
2
and wB1 = 0. (3.14)
In addition by (3.7), we have
‖w‖2L2(BR) ≤ CR
N+2γ for every R ≥ 1. (3.15)
Now applying Lemma 2.2 to the equation (3.8) and using (3.12) together with (3.13), we get∣∣∣∣∫
R2N
(wn(x) − wn(y))(ψ(x) − ψ(y))Kn(x, y) dxdy
∣∣∣∣ ≤ CΘn(rn)−1/2 for all ψ ∈ C∞c (BM ).
Since |Kn − µan | ≤
µ1(x,y)
n almost everywhere in B1/rn × B1/rn and Θn(rn) → ∞ as n → ∞, we
can apply Lemma 3.1 to deduce that Lµbw = 0 in R
N , where b is the weak-star limit of an (which
satisfies (3.1) for all n ∈ N). In view of (3.15), by Lemma 3.2, we deduce that w is equivalent to a
constant function, since γ < 1. This is clearly in contradiction with (3.14). 
As a consequence, we get the following result.
Corollary 3.4. Let s ∈ (0, 1), N ≥ 1, β ∈ [0, 2s), σ ∈ (s, 1], α′ ≥ 0, with α′ + σ ∈ (0, 2s),
and κ > 0. Let a satisfy (3.1). Consider K and K ′ satisfying (2.2) and (2.3), respectively. Let
g ∈ Hs(B2) ∩ Ls(RN ), U ∈ C
0,σ
loc (R
N ) ∩ L(α′+2s)/2(R
N ) and f ∈Mβ satisfy
LKg + LK′U = f in B2. (3.16)
Then, for γ ∈ (0, 1) ∩ (0, 2s− β) ∩ (0, σ], there exist ε0, C > 0, such that if |K − µa| < ε0µ1(x, y) in
B2 ×B2 \ {x = y}, we have
‖g‖C0,γ(B1/4) ≤ C(‖g‖L2(B2) + ‖g‖Ls(RN ) + [U ]C0,σ(RN ) + ‖f‖Mβ),
with C, ε0 > 0 depend only on s,N, β, σ, α
′, κ and γ.
Proof. Without loss of generality, we may assume that
‖g‖L2(B2) + ‖g‖Ls(RN ) + [U ]C0,σ(RN ) + ‖f‖Mβ ≤ 1. (3.17)
Let z ∈ B1/2 and define gz := g(x + z), Kz(x, y) = K(x + z, y + z), K
′
z(x, y) = K(x + z, y + z),
fz(x) = f(x+ z), fz(x) = f(x+ z), and Uz(x) = U(x+ z). We then have
LKzgz + LK′zUz = fz in B1.
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On the other hand by Lemma 2.3,
LKz (ϕ1gz) + LK′zUz(ϕ1gz) = f˜z in B1/2, (3.18)
for some function f˜z satisfying
‖f˜z‖Mβ ≤ ‖fz‖Mβ + C‖gz‖Ls(RN ) ≤ C, (3.19)
where we used (3.17) for the last inequality. By (3.18) and Proposition 3.3, there exist ε0, C > 0, only
depending on s,N, β, σ, α′, κ, σ and γ, such that if |Kz − µa| < ε0 in B2 ×B2 \ {x = y}, we get
‖gz − (gz)Br‖L2(Br) = ‖g − (g)Br(z)‖L2(Br(z)) ≤ Cr
N/2+γ for every r > 0.
It then follows, from [30, Lemma 3.1], that
‖g − g(z)‖L2(Br(z)) ≤ Cr
N/2+γ for every z ∈ B1 and r ∈ (0, 1).
This implies that ‖g‖Cγ(B1/4) ≤ C. The proof is thus finished. 
By scaling and covering, we have the
Corollary 3.5. Let s ∈ (0, 1), N ≥ 1, β ∈ [0, 2s), σ ∈ (s, 1], α′ ≥ 0, with α′ + σ ∈ (0, 2s),
κ > 0 and γ ∈ (0, 1) ∩ (0, σ] ∩ (0, 2s − β). Consider K ∈ K˜ s0 (κ, 0, Q∞) and K
′ satisfies (2.3). Let
g ∈ Hs(B2) ∩ Ls(RN ), U ∈ C
0,σ
loc (R
N ) ∩ L(α′+2s)/2(R
N ) and f ∈Mβ satisfy
LKg + LK′U = f in B2. (3.20)
Then there exists C > 0, only depending on N, s, α′, β, κ and γ, such that
‖g‖C0,γ(B1) ≤ C(‖g‖L2(B2) + ‖g‖Ls(RN ) + [U ]C0,σ(RN ) + ‖f‖Mβ).
Proof. Pick x0 ∈ B3/2. By the continuity of AK(·, ·, θ) (uniformly with respect to θ), for every ε > 0
there exists δ = δx0,ε ∈ (0, 1/100) such that, for every x ∈ B4δ(x0), r ∈ (0, 4δ) and θ ∈ S
N−1, we have∣∣K(x, x+ rθ) −AK(x0, 0, θ)r−N−2s∣∣ ≤ εr−N−2s.
Therefore, for every x ∈ B4δ(x0) and 0 < |z| < 4δ,∣∣K(x, x+ z)−AK(x0, 0, z/|z|)|z|−N−2s∣∣ ≤ ε|z|−N−2s
and thus, for every x, y ∈ B2δ(x0), with x 6= y,
|K(x, y)− µa(x, y)| ≤ εµ1(x, y), (3.21)
where a(θ) := AK(x0, 0, θ). By Definition 1.8, Ao,K(x0, 0, θ) = 0 and thus a satisfies (1.2). We now
let Kδ(x, y) = δ
N+2sK(δx+x0, δy+x0) and K
′
δ(x, y) = δ
N+2sK ′(δx+x0, δy+x0), which satisfy (2.2)
and (2.3), respectively.
For x ∈ B2, we define gδ(x) = g(δx + x0), Uδ(x) = U(δx + x0) and fδ(x) = δ2sf(δx + x0). Since
δ ∈ (0, 1/16), by a change of variable in (3.20), we get
LKδgδ + LK′δUδ = fδ in B8. (3.22)
On the other hand (3.21) becomes
|Kδ(x, y)− µa(x, y)| ≤ εµ1(x, y) for x 6= y ∈ B2.
From this and (3.22), then provided ε > 0 small, by Corollary 3.4 and a change of variable, we get
‖g‖Cα(Bδx0,ε (x0))
≤ C(x0)
(
‖g‖L2(B2) + ‖g‖Ls(RN ) + ‖f‖Mβ + [U ]C0,σ(RN )
)
,
where C(x0) is a constant, only depending on N, s, c0, δx0 , κ, τ, α, α
′, σ, γ and x0. Next, we cover B1
by a finite number of balls B 1
2 δxi,ε
(xi), for i = 1, . . . , n, with xi ∈ B1. Put C′ := max1≤i≤n C(xi) and
̺ = 12 min1≤i≤n δxi,ε. Then for every x ∈ B1, there exists i ∈ {1, . . . , n} such that B̺(x) ⊂ B 12 δxi,ε(xi).
It follows that
‖g‖Cα(B̺(x)) ≤ ‖g‖Cα(Bδxi,ε (xi))
≤ C′
(
‖g‖L2(B2) + ‖g‖Ls(RN ) + ‖f‖Mβ + [U ]C0,σ(RN )
)
,
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where ̺ and C′ depend only on N, s, c0, κ, τ, σ, γ and α. Since B1 can be covered by a finite number
of balls B̺(x), with x ∈ B1, we get the result. 
We have the following generalization.
Corollary 3.6. Let s ∈ (0, 1), β ∈ [0, 2s), σi ∈ (s, 1]. Let κ > 0 and
γ ∈ (0, 1) ∩ (0, min
1≤i≤ℓ
σi] ∩ (0, 2s− β).
Consider K ∈ K˜ s0 (κ, 0, Q∞) and K
′
i satisfying (2.3), for i = 1, . . . , ℓ, and for some, α
′
i ≥ 0, with
α′i + σi ∈ (0, 2s). Let g ∈ H
s(B2) ∩ Ls(RN ), Ui ∈ C
0,σi
loc (R
N ) ∩ L(α′+2s)/2(R
N ) and f ∈Mβ satisfy
LKg +
ℓ∑
i=1
LK′iUi = f in B2. (3.23)
Then, there exists C > 0, only depending on s,N, β, αi, σi, κ, ℓ and γ, such that
‖g‖C0,γ(B1) ≤ C(‖g‖L2(B2) + ‖g‖Ls(RN ) +
ℓ∑
i=1
[Ui]C0,σi (RN ) + ‖f‖Mβ).
4. Gradient estimates
In this section, we consider the fractional parameter s ∈ (1/2, 1) and we prove Ho¨lder estimates of
∇u. For g ∈ L2loc(R
N ) and r > 0, we define
Pr,g(x) = gBr + T
r,g · x = gBr +
N∑
i=1
T r,gi xi, (4.1)
where
T r,gi =
〈g, xi〉L2(Br)
‖xi‖2L2(Br)
. (4.2)
Note that Pr,g is the L
2(Br)-projection of g on the space of affine functions.
In view of Corollary 3.5, we know that the solutions u to LKu = f in B2 are of class C1−̺(B1)
for every small ̺ > 0, provided K ∈ K˜ s0 (κ, 0, Q∞) and f ∈ Mβ , with β ∈ [0, 2s). In particular
|T r,u−u(0)| ≤ Cr−̺. The result below improves this to Ho¨lder regularity estimates of the gradient of
u when 2s− β > 1 and K ∈ K˜ s0 (κ, α,Q∞), with α > 0.
Proposition 4.1. Let N ≥ 1, s ∈ (1/2, 1), κ, c0 > 0. Consider α ∈ (0, 2s− 1), β ∈ [0, 2s), ̺ ∈ [0, 1)
such that
γ := min(1 − ̺+ α, 2s− β) > 1.
Then there exists C = C(N, s, α, β, κ, c0, ̺) > 0 such that if:
• K ∈ K˜ s0 (κ, α,Q∞),
• g ∈ Hs(B2) ∩ L∞(RN ) and f ∈ Mβ with
‖g‖L∞(RN ) + ‖f‖Mβ ≤ 1,
|T r,g| ≤ c0r
−̺ for all r > 0
are such that
LKg = f in B2,
then we have
sup
r>0
r−γ ‖g −Pr,g‖L∞(Br) ≤ C.
Proof. Suppose on contrary that the assertion in the propostion does not hold. Then as in the proof
of Proposition 3.3, for all n ≥ 2, there exist
• rn > 0, Kn ∈ K˜ s0 (κ, α,Q∞),
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• gn ∈ Hs(B2) ∩ L∞(RN ) and fn ∈Mβ satisfying
‖gn‖L∞(RN ) + ‖fn‖Mβ ≤ 1, |T
r,gn | ≤ c0r
−̺ for all r ∈ (0,∞), (4.3)
LKngn = fn in B2, (4.4)
• a nonincreasing function Θn : (0,∞)→ [0,∞) satisfying
Θn(r) ≥ r
−γ‖gn −Pr,gn‖L∞(Br) for every r ∈ (0,∞) and n ≥ 2, (4.5)
with the properties that rn → 0 as n→∞ and
r−γn ‖gn −Prn,gn‖L∞(Brn ) ≥
1
2
Θn(rn) ≥
n
4
.
We define
vn(x) = Θn(rn)
−1r−γn [gn(rnx)−Prn,gn(rnx)],
so that
‖vn‖L∞(B1) ≥
1
2
. (4.6)
In addition, by a change of variable, we get∫
B1
vn(x) dx =
∫
B1
vn(x)xi dx = 0 for every i ∈ {1, . . . , N}. (4.7)
Since Θn is nonincreasing and γ > 1 then see e.g. [30, 57], inequality (4.5) always implies that
‖vn‖L∞(BR) ≤ CR
γ for every R ≥ 1, (4.8)
for some constant C = C(N, γ).
From (4.4), we deduce that
LKnvn +Θn(rn)
−1r1−γn T
rn,gn · LKnx = fn in B2/rn , (4.9)
whereKn(x, y) := r
N+2s
n Kn(rnx, rny) and fn(x) = r
2s
n fn(rnx). Then, sinceAKn(x, r, θ) = AKn(rnx, rnr, θ)
and AKn ∈ C
0,α
1,2 (Q∞), we get
|AKn(x, r, θ)−AKn(0, 0, θ)| ≤ Cmin(r
α
n (|x|+ r)
α, 1) for all x ∈ RN , θ ∈ SN−1 and r > 0.
Moreover, recalling Definition 1.8, we have Ao,Kn(0, 0, θ) = 0 for all θ ∈ S
N−1. Letting an(θ) :=
AKn(0, 0, θ) and K
′
n(x, y) := r
−α
n (Kn(x, y)− µan(x, y)), we immediately see that
|Kn(x, y)− µan(x, y)| ≤ Cmin(r
α
n (|x|+ |y|)
α, 1)µ1(x, y) (4.10)
and
|K
′
n(x, y)| ≤ C(|x| + |y|)
αµ1(x, y). (4.11)
Since Lµanxi = 0 on R
N , we can rewrite (4.9) as
LKnvn +Θn(rn)
−1
N∑
i=1
T
i
nLK′n
xi = r
−γ
n Θn(rn)
−1fn in B2/rn , (4.12)
where (recall (4.1)) T
i
n := r
1+α−γ
n T
rn,gn
i . Note that xi ∈ L(α+2s)/2(R
N ), provided α ∈ (0, 2s− 1) and
[xi]C0,1(RN ) ≤ 1. Clearly by (4.3),
‖fn‖Mβ ≤ r
2s−β
n and |T
i
n| ≤ c0r
1+α−γ−̺
n ≤ c0. (4.13)
Since Kn ∈ K˜ s0 (κ, 0, Q∞) and Θn(rn) → ∞ as n → ∞, applying Corollary 3.6 to (4.12) and using
(4.13) together with (4.11), we find that vn is bounded in C
1−δ
loc (R
N ), for all δ ∈ (0, 1). Hence, provided
δ is small, there exists v ∈ Cs+δloc (R
N ) such that, up to a subsequence, vn → v in C
0
loc(R
N ). Hence by
(4.8), up to a subsequence, vn converges strongly, in Ls(R
N ), to v ∈ Hsloc(R
N ) ∩ Ls(RN ). Moreover,
by (4.6), we deduce that
‖v‖L∞(B1) ≥
1
2
and
∫
B1
v(x) dx =
∫
B1
v(x)xi dx = 0 for every i ∈ {1, . . . , N}. (4.14)
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In addition, passing to the limit in (4.8), we have
‖v‖L∞(BR) ≤ R
γ for every R ≥ 1. (4.15)
We observe that an satisfies (3.1) for all n. By (4.10), Lemma 2.2 and Lemma 3.1, we can pass to the
limit in (4.12), to get Lµbv = 0 in R
N , where b is the weak-star limit of an. Now, since v ∈ Hsloc(R
N )
and satisfies (4.15), by Lemma 3.2 we deduce that v is an affine function, because γ < 2s. This is
clearly in contradiction with (4.14).

A first consequence of the previous result is the
Corollary 4.2. Let s ∈ (1/2, 1), β ∈ [0, 2s− 1), N ≥ 1 and κ > 0. Let α ∈ (0, 2s− 1) and ̺ ∈ [0, α).
Let K ∈ K˜ s0 (κ, α,Q∞), g ∈ H
s(B2) ∩ C1−̺(RN ) and f ∈Mβ satisfy
LKg = f in B2. (4.16)
Then, there exists C > 0, only depending on s,N, β, α, κ, ̺, such that
‖g‖C1,min(1+α−̺,2s−β)−1(B1) ≤ C(‖g‖C0,1−̺(RN ) + ‖f‖Mβ).
Proof. Put A := ‖g‖C0,1−̺(RN ) + ‖f‖Mβ . We define Gz(x) := g(x + z) − g(z), for z ∈ B1. Since
Gz(0) = 0, we have |T r,Gz | ≤ C(̺,N)r−̺[g]C0,1−̺(RN ) ≤ CA, for r > 0. Obviously, LKzGz = f(·+ z)
in B1, where Kz(x, y) = K(x+ z, y+ z). We then apply Proposition 4.1 to get a constant C > 0, only
depending on s,N, β, α, κ, ̺, such that
sup
r>0
r−γ ‖Gz −Pr,Gz‖L∞(Br) ≤ CA,
where γ := min(1+α−̺, 2s−β) > 1. By a well known iteration argument (see e.g [57]), we find that
|g(x)− g(z)− T (z) · (x− z)| ≤ CA|x − z|γ for every x, z ∈ B1/2,
for some T , satisfying ‖T ‖L∞(B1) ≤ CA. Since γ > 1, then ∇u(z) = T (z). By a classical extension
theorem (see e.g. [60][Page 177], we deduce that u ∈ C1,γ−1(B1/2). Moreover
‖u‖C1,γ−1(B1/2) ≤ CA.

By a bootstrap argument, we have the following result.
Theorem 4.3. Let s ∈ (1/2, 1), β ∈ [0, 2s− 1), α ∈ (0, 2s− 1) and κ > 0. Let K ∈ K˜ s0 (κ, α,Q∞),
u ∈ Hs(B2) ∩ Ls(RN ) and V, f ∈Mβ such that
LKu+ V u = f in B2.
Then
‖u‖C1,min(α,2s−β−1)(B1) ≤ C(‖u‖L2(B2) + ‖u‖Ls(RN ) + ‖f‖Mβ),
where C > 0 only depends on s,N, κ, α, β and ‖V ‖Mβ .
Proof. Since 2s − β > 1, by [30], for every ̺ ∈ (0, 1), there exists C = C(N, s, β, α, ‖V ‖Mβ , ̺) > 0
such that
‖u‖C1−̺(B1) ≤ C(‖u‖L2(B2) + ‖u‖Ls(RN ) + ‖f‖Mβ).
Using Lemma 2.3(i), we apply first Corollary 4.2 to get
‖ϕ1/2u‖C0,1(B1/8) ≤ C(‖ϕ1/2u‖L2(RN ) + ‖ϕ1/2u‖C1−̺(RN ) + ‖u‖Ls(RN ) + ‖ϕ2V u‖Mβ + ‖f‖Mβ).
Therefore,
‖u‖C0,1(B2−3 ) ≤ C(‖u‖L2(B2) + ‖u‖Ls(RN ) + ‖f‖Mβ).
We then apply once more Corollary 4.2 (with ̺ = 0) and use Lemma 2.3(i) to obtain
‖ϕ2−4u‖C1,min(2s−β−1,α)(B2−8 ) ≤ C(‖ϕ2−4u‖L2(RN )+‖ϕ2−4u‖C0,1(RN )+‖u‖Ls(RN )+‖ϕ2−4V u‖Mβ+‖f‖Mβ),
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so that
‖u‖C1,min(2s−β−1,α)(B2−8) ≤ C(‖u‖L2(B2) + ‖u‖Ls(RN ) + ‖f‖Mβ),
with C as in the statement of the theorem. After a covering argument, we obtain the result. 
5. Schauder estimates
Here and in the following, given u ∈ C2s+αloc (R
N ), with α > 0, we let
δeu(x, r, θ) :=
1
2
(2u(x)− u(x+ rθ) − u(x− rθ)), δou(x, r, θ) :=
1
2
(u(x+ rθ) − u(x− rθ)). (5.1)
For A ∈ Cm,α1,2 (Q∞), we define
EsA,u(x) :=
∫
SN−1
∫ ∞
0
δeu(x, r, θ)A(x, r, θ)r−1−2s drdθ (5.2)
and for B ∈ Cmmin(1,α+(2s−1)+)(Q∞), we define
OsB,u(x) :=
∫
SN−1
∫ ∞
0
δou(x, r, θ)B(x, r, θ)r−1−2s drdθ. (5.3)
We observe that, using the symmetry of K ∈ K˜ smin(1,α+(2s−1)+)(κ, α,Q∞) and a change of variables,
we get
1
2
∫
R2N
(u(x) − u(y))(ψ(x) − ψ(y))K(x, y) dxdy =
∫
RN
ψ(x)EsAe,K ,u(x) dx +
∫
RN
ψ(x)OsAo,K ,u(x) dx,
(5.4)
where
Ae,K(x, r, θ) :=
1
2
(AK(x, r, θ) +AK(x, r,−θ)), Ao,K(x, r, θ) :=
1
2
(AK(x, r, θ) −AK(x, r,−θ)).
We have the following result which will be proved in Section 7.
Lemma 5.1. Let s ∈ (0, 1) and α ∈ (0, 1). Let κ > 0, m ∈ N, A ∈ Cm+α1,2 (Q∞) and B ∈ C
m
τ (Q∞),
with τ := min(α + (2s− 1)+, 1).
• Let u ∈ C2s+α+m(RN ) and 2s 6= 1. If 2s+ α < 1 or 1 < 2s+ α < 2, then
‖EsA,u‖Cm+α(RN ) ≤ C‖A‖Cm+α1,2 (Q∞)
‖u‖C2s+α+m(RN )
and
‖OsB,u‖Cm+α(RN ) ≤ C‖B‖Cmτ (Q∞)‖u‖C2s+α+m(RN ),
with C = C(N, s, α,m).
• Let u ∈ C1+α+m+ε(RN ), for some ε ∈ (0, 1− α). If 2s = 1 and B ∈ Cmα+ε(Q∞), then
‖EsA,u‖Cm+α(RN ) ≤ C‖A‖Cm,α1,2 (Q∞)‖u‖C2s+α+m+ε(RN )
and
‖OsB,u‖Cm+α(RN ) ≤ C‖B‖Cmα+ε(Q∞)‖u‖C2s+α+m+ε(RN ),
with C = C(N,α,m, ε).
• Let u ∈ C2s+α+m(RN ) and 2s+ α > 2. If A,B ∈ Cm+2s−1+α1,2 (Q∞) and B ∈ C
m+1
2s+α−2(Q∞) ,
then
‖EsA,u‖Cm+α(RN ) ≤ C‖A‖Cm+2s−1+α1,2 (Q∞)
‖u‖C2s+α+m(RN )
and
‖OsB,u‖Cm+α(RN ) ≤ C
(
‖B‖Cm+12s+α−2(Q∞)
+ ‖B‖Cm+2s−1+α1,2 (Q∞)
)
‖u‖C2s+α+m(RN ),
with C = C(N, s, α,m).
We remark that under the assumptions on A and B, for 2s = 1, the first assertion of Lemma 5.1
does not in general hold.
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5.1. Schauder estimates. The following result is intended to the C2s+α regularity estimates, for
2s+ α 6∈ N. To deal with the case 2s+ α > 2, we look for optimal growth estimate of the difference
between u a second order polynomial that is close to u in the L2-norm.
For g ∈ L2(Br) and i, j = 1, . . . , N , we define
T r,gij =
1
‖yiyj‖2L2(Br)
∫
Br
yiyjg(y) dy
and
Qr,g(x) =
N∑
i,j=1
T r,gij xixj .
We note that Qr,g is nothing but the L
2(Br)-projection of g on the space of homogeneous quadratic
polynomials. We now state the main result of this section.
Proposition 5.2. Let N ≥ 1, s ∈ (0, 1), κ > 0, α ∈ (0, 1), β ∈ (0, α) and ε > 0. Let K ∈
K˜ sτ (κ, α,Q∞), with τ := min(α+(2s− 1)+, 1). Let f ∈ C
α(RN ) and g ∈ C2s+β(RN ), for 2s+β 6∈ N,
such that
LKg = f in B2,
(i) If 1 < 2s+ α < 2 and 2s 6= 1, then there exists C = C(N, s, κ, α, β) > 0 such that
sup
r>0
r−(2s−1+α−β)[∇g]Cβ(Br) ≤ C(‖g‖C2s+β(RN ) + [f ]Cα(RN )).
(ii) If 2s + α > 2 > 2s+ β ≥ 1 + α, K ∈ K˜ s0 (κ, 2s− 1 + α,Q∞) and g(0) = |∇g(0)| = 0, then
there exists C = C(N, s, κ, α, β) > 0 such that
sup
r>0
r−(2s−1+α−β)[∇g −∇Qr,g]Cβ(Br) ≤ C(‖g‖C2s+β(RN ) + [f ]Cα(RN )).
(iii) If 2s = 1 and K ∈ K˜ sα+ε(κ, α,Q∞), then there exists C = C(N, s, κ, α, β, ε) > 0 such that
sup
r>0
r−(2s−1+α−β)[∇g]Cβ(Br) ≤ C(‖g‖C2s+β(RN ) + [f ]Cα(RN )).
(iv) If 2s+ α < 1, then there exists C = C(N, s, κ, α, β) > 0 such that
sup
r>0
r−(α−β)[g]C2s+β(Br) ≤ C(‖g‖C2s+β(RN ) + [f ]Cα(RN )).
Proof. We start with (i). Assume that the assertion in (i) does not hold, then arguing as in the proof
of Proposition 3.3, we can find sequences
• rn > 0, Kn ∈ K˜ sα+2s−1(κ, α,Q∞) gn ∈ C
2s+β(RN ) and fn ∈ Cα(RN ) with ‖gn‖C2s+β(RN ) +
[fn]Cα(RN ) ≤ 1,
LKngn = fn in B2, (5.5)
• Θn : (0,∞)→ [0,∞), nonincreasing,
with the properties that rn → 0 as n→∞,
Θn(r) ≥ r
−(2s−1+α−β)[∇gn]Cβ(Br) for every r > 0 and n ≥ 2 (5.6)
and
r−(2s−1+α−β)n [∇gn]Cβ(Brn) ≥
1
2
Θn(rn) ≥
n
4
. (5.7)
We define
un(x) :=
1
r2s+αn Θn(rn)
g(rnx).
By (5.6), for R ≥ 1, we have
[∇un]Cβ(BR) =
r1+βn
r2s+αn Θn(rn)
[∇gn]Cβ(BrnR) ≤ R
2s−1+α−βΘn(Rrn)
Θn(rn)
.
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Hence by the monotonicity of Θn, we have
[∇un]Cβ(BR) ≤ R
2s−1+α−β for all R ≥ 1. (5.8)
In addition, by (5.7), we get
[∇un]Cβ(B1) ≥
1
2
.
This then implies that there exists xn, hn ∈ B1, with hn 6= 0, such that
|hn|
−β |∇un(xn + hn)−∇un(xn)| ≥
1
4
. (5.9)
We define the new sequence
vn(x) :=
un(xn + |hn|x)− un(xn)− |hn|∇un(xn) · x
|hn|1+β
.
By construction, we have that
vn(0) = |∇vn(0)| = 0 (5.10)
and by (5.9),
|∇vn(hn/|hn|)| ≥
1
4
. (5.11)
Moreover by (5.8), for R ≥ 1 and x, y ∈ BR,
|∇vn(x)−∇vn(y)| = |hn|
−β |∇un(xn + |hn|x) −∇un(xn + |hn|y)|
≤ |hn|
−β |hn|
β |x− y|β(1 +R)2s−1+α−β ≤ 22s−1+α−β |x− y|βR2s−1+α−β .
Combining this with (5.10), we get, for all R ≥ 1,
‖∇vn‖L∞(BR) ≤ CR
2s−1+α (5.12)
and
‖vn‖C1,β(BR) ≤ CR
2s+α,
for some C = C(s, α, β). This latter estimate implies that there exists v ∈ C1,βloc (R
N ) such that, up to
a subsequence,
vn → v in C
1
loc(R
N ). (5.13)
Moreover by (5.11) and (5.10), there exists e ∈ SN−1 such that
|∇v(e)| ≥
1
4
and ∇v(0) = 0. (5.14)
We shall show that ∇v ≡ 0 on RN , which leads to a contradiction. Indeed, given h ∈ RN , we define
wn(x) = (vn)h,0(x) = vn(x + h) − vn(x). It follows from (5.12) and the fundamental theorem of
calculus that
‖wn‖L∞(BR) ≤ CR
2s−1+α for every R ≥ 1, (5.15)
where here and in the following of the proof, the letter C is a positive constant only depending on
h, κ,N, s, β and α. We put ρn := rn|hn|, zn := rnxn and we define
Kn(x, y) = ρ
N+2s
n Kn(zn + ρnx, zn + ρny),
K
′
n(x, y) := r
−α
n |hn|
−β
[
Kn(x+ h, y + h)−Kn(x, y)
]
,
Un(x) := r
−2s
n |hn|
−1gn(zn + ρnx+ ρnh)
and
fn(x) := r
−α−2s
n |hn|
−β−1ρ2sn [fn(zn + ρnx+ ρnh)− fn(zn + ρnx)] .
For h ∈ RN \ {0}, we let n large so that zn + h ∈ B1/2rn , by changing variables and using (5.5), we
then have that
LKnwn +
1
Θn(rn)
LK′n
Un =
1
Θn(rn)
fn in B1/2rn .
Therefore by (5.4),
LKnwn = Fn in B1/2rn , (5.16)
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where
Fn(x) :=
1
Θn(rn)
fn −
1
Θn(rn)
EsA
e,K′n
,Un −
1
Θn(rn)
OsA
o,K′n
,Un . (5.17)
By a change of variable, we get
EsA
e,K′n
,Un(x) = |hn|
2s−1
∫
SN−1
∫ ∞
0
δegn(zn + ρnx+ ρnh, t, θ)Ae,K′n
(x, t/ρn, θ)t
−1−2s dtdθ
and
OsA
o,K′n
,Un(x) = |hn|
2s−1
∫
SN−1
∫ ∞
0
δogn(zn + ρnx+ ρnh, t, θ)Ao,K′n
(x, t/ρn, θ)t
−1−2s dtdθ.
We recall that
AKn(x, r, θ) := AKn(zn + ρnx, ρnr, θ)
and
AK′n
(x, r, θ) := r−αn |hn|
−β{AKn(zn + ρnx+ ρnh, ρnr, θ)−AKn(zn + ρnx, ρnr, θ)}. (5.18)
Since Kn ∈ K˜ sα+2s−1(κ, α,Q∞) (recall Definition 1.8), for all x, y ∈ R
N , θ ∈ SN−1 and r > 0,
|Ao,Kn(x, r, θ)| ≤
1
κ
min(r, 1)2s−1+α,
|Ao,Kn(x, r, θ) −Ao,Kn(y, r, θ)| ≤
1
κ
min(r, |x − y|)2s−1+α
(5.19)
and
|AKn(x, r, θ) −AKn(y, r, θ)| ≤
1
κ
|x− y|α.
Therefore,
|Ae,K′n
(x, r, θ)| ≤ C|hn|
β ≤ C for all x ∈ RN , r > 0 and θ ∈ SN−1.
Consequently, since ‖gn‖C2s+β ≤ 1 and recalling (5.1), we have that
|δegn(zn + ρnx+ ρnh, t, θ)| ≤ Cmin(1, t
2s+β)
and thus
‖EsA
e,K′n
,Un‖L∞(RN ) ≤ C. (5.20)
Moreover by (5.19), for all x ∈ RN , r > 0 and θ ∈ SN−1, we have
|Ao,K′n
(x, r, θ)| ≤ Cr−αn |hn|
−β min(ρn, ρnr)
2s−1+α.
Since |hn| ≤ 1 and ‖gn‖C0,1(RN ) ≤ 1 (recalling (5.1)), the above estimate implies that
|OsA
o,K′n
,Un(x)| ≤ Cr
−α
n |hn|
−β
∫ ∞
0
min(1, t)min(ρn, t)
2s−1+αt−1−2s dt
≤ Cr−αn |hn|
−β
∫ ρn
0
t2s+αt−1−2s dt
+ Cr−αn |hn|
−βρ2s−1+αn
∫ 1
ρn
t−2s dt+ Cr−αn |hn|
−βρ2s−1+αn
∫ ∞
1
t−1−2s dt.
Using that 2s > 1 and recalling that ρn = rn|hn|, we then conclude that
‖OsA
o,K′n
,Un‖L∞(RN ) ≤ C. (5.21)
Because [fn]Cα(RN ) ≤ 1, it is plain that
‖fn‖L∞(RN ) ≤ C. (5.22)
Recalling (5.17), it follow from (5.20), (5.21) and (5.22) that
‖Fn‖L∞(RN ) ≤
C
Θn(rn)
. (5.23)
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In view of (5.13) and (5.15), for every h ∈ RN , we have that
wn = (vn)h,0 → vh,0 in Ls(R
N ) ∩Hsloc(R
N ). (5.24)
Letting an(θ) := AKn(zn, 0, θ), we have that
|AKn(x, r, θ)− an(θ)| ≤ Cmin(ρ
α
n(|x|+ r)
α, 1) for all x ∈ RN , r > 0 and θ ∈ SN−1,
so that
|Kn(x, y)− µan(x, y)| ≤ Cmin(ρ
α
n(|x|+ |x− y|)
α, 1)µ1(x, y) for all x 6= y ∈ R
N . (5.25)
Moreover an satisfies (3.1) for all n. Therefore in view of Lemma 3.1, Lemma 2.2, (5.24), (5.25) and
(5.23), passing to the limit in (5.16), we deduce that
Lµbvh,0 = 0 in R
N , (5.26)
were b is the weak-star limit of an in L
∞(SN−1). Furthermore by (5.12),
‖vh,0‖L∞(BR) ≤ CR
2s−1+α,
Thanks to (5.26) and since 2s − 1 + α < 1, we can apply Lemma 3.2 to get a constant c =
c(h, α, β,N, s, κ) such that vh,0(x) = v(x + h) − v(x) = c for all x, h ∈ RN . Hence, since ∇v(0) = 0,
we find that ∇v(h) = 0 for all h ∈ RN . This contradicts the first inequality in (5.14). The proof of
(i) is thus finished.
The proof of (ii) is similar to the one of (i), we therefore give a sketch below, emphasizing the main
differences. Indeed, following the proof, we put
un(x) =
1
r2s+αn Θn(rn)
{
gn(rnx)−Qrn,gn(rnx)
}
,
with Θn(r) is a nonincreasing function as above, with gn replaced with gn−Qr,gn . From the definition
of Qr,gn , the monotonicity of Θn and the fact that 2s − 1 + α > 1, we then get ‖∇un‖Cβ(BR) ≤
CR2s−1+α for all R ≥ 1. On the other hand, there are xn ∈ B1 and hn ∈ B1 \ {0} such that
|∇un(xn + hn)−∇un(xn)||hn|−β ≥
1
4 . Similarly as above, we define
vn(x) :=
un(xn + |hn|x) − un(xn)− |hn|∇un(xn) · x
|hn|1+β
,
so that ‖∇vn‖L∞(BR) ≤ CR
2s−1+α for all R ≥ 1. Moreover, vn is bounded in C
1,β
loc (R
N ), so that
vn → v in C1loc(R
N ). In addition,
∇v(0) = 0 and |∇v(e)| ≥
1
4
, for some e ∈ SN−1. (5.27)
and ‖v(·+ h)− v‖L∞(BR) ≤ CR
2s−1+α for all R ≥ 1. Next, letting, wn(x) = (vn)h,0(x) = vn(x+ h)−
vn(x) we find that
LKnwn −
2ρ2n
r2s+αn |hn|1+βΘn(rn)
N∑
i,j=1
T rn,gnij hjLKnxi = Fn in B1/2rn ,
where Fn is given by (5.17). By (5.4) and the fact that EsAe,Kn ,xi
≡ 0 on RN , we then get
LKnwn = Fn +
2ρ2n
r2s+αn |hn|1+βΘn(rn)
N∑
i,j=1
T rn,gnij hjO
s
Ao,Kn ,xi
in B1/2rn . (5.28)
We start by estimating Fn defined in (5.17). Thanks to (5.18), we have
Ao,K′n
(x, r, θ) = r−αn |hn|
−βρn
∫ 1
0
DxAo,Kn(zn + ρnx+ ̺ρnh, ρnr, θ)hd̺
= r−αn |hn|
−βρnr
∫ 1
0
[DrAo,Kn(zn + ρnx+ ρnh, ̺ρnr, θ) −DrAo,Kn(zn + ρnx, ̺ρnr, θ)] d̺.
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Recall that Kn ∈ K˜ s0 (κ, 1 + 2s− 2 + α,Q∞) with 1 > 2s− 2 + α > 0, and so by definition,
‖DrAKn‖C2s+α−21,2 (Q∞)
+ ‖DxAo,Kn‖L∞2s+α−2(Q∞) ≤ C.
It follows that
|Ao,K′n
(x, r, θ)| ≤ Cr−αn |hn|
−βmin(ρnrρ
2s+α−2
n , ρn(ρnr)
2s+α−2).
From this and the fact that |δogn(y, t, θ)| ≤ t, we deduce that
|OsA
o,K′n
,Un(x)| ≤ Cr
−2s−α
n |hn|
−1−β
∫ ∞
0
ρnrmin(ρnrρ
2s+α−2
n , ρn(ρnr)
2s+α−2)r−1−2s dr
= Cr−2s−αn |hn|
−1−βρ2sn
∫ ∞
0
min(tρ2s+α−2n , ρnt
2s+α−2)t−2s dt
≤ Cr−2s−αn |hn|
−1−βρ2sn
∫ ρn
0
ρ2s+α−2n t
1−2s dt+ Cr−2s−αn |hn|
−1−βρ2sn
∫ ∞
ρn
ρnt
α−2 dt.
Therefore, ‖OsA
o,K′n
,Un
‖L∞(RN ) ≤ C. By combining this with (5.20) and (5.22), we get
‖Fn‖L∞(RN ) ≤
C
Θn(rn)
.
Next, we estimate the last term in the right hand in (5.28). From the first inequality in (5.19), we get
|OsAo,Kn ,xi
(x)| ≤ C
∫ ∞
0
min(ρnr, 1)r
−2s dr ≤ Cρ2s−1n . (5.29)
Since gn(0) = |∇gn(0)| = 0 and ‖gn‖C2s+β(RN ) ≤ 1, we then have that |T
rn,gn
ij | ≤ Cr
−2+2s+β
n . Hence,
since 2s+ β ≥ 1 + α, by (5.29), the last term in the right hand in (5.28) is bounded by CΘn(rn) . Since
1
Θn(rn)
tends to zero as n → ∞, thanks to Lemma 2.2, we can pass to the limit in (5.28), to get
Lµbvh,0 = 0 in R
N . Hence, since 2s − 1 + α < 2s, Lemma 3.2 implies that, there exist c ∈ R and
d ∈ RN , only depending on h, α, β,N, s and κ, such that vh,0(x) = v(x+ h)− v(x) = d · x + c for all
x, h ∈ RN . Now, since ∇v(0) = 0, we find ∇v ≡ 0 on RN . This contradicts (5.27) and the proof of
(ii) is finished.
The proof of (iii) follows (in verbatim) the same argument as the one of (i). The fact that
Kn ∈ K˜
1/2
α+ε(κ, α,Q∞) is only needed to deduce the uniform bound ‖O
1/2
A
o,K′n
,Un
‖L∞(RN ) ≤ C from the
uniform estimate |Ao,K′n
(x, r, θ)| ≤ Cr−αn |hn|
−α/2min(ρn, ρnr)
α+ε.
The proof of (iv) does not differ much from the one of (i). We skip the details. 
As a consequence of the previous result, we have the following
Theorem 5.3. Let s ∈ (0, 1), N ≥ 1, κ > 0 and α ∈ (0, 1). Let K ∈ K˜ sτ (κ, α,Q∞) with τ =
min(α+ (2s− 1)+, 1). Let u ∈ Hs(B2) ∩ Cα(RN ) and f ∈ Cα(B2) satisfy
LKu = f in B2.
(i) If 2 > 2s+ α > 1, 2s+ α 6= 2 and 2s 6= 1, then there exists C = C(N, s, κ, α) > 0 such that
‖u‖C2s+α(B1) ≤ C(‖u‖Cα(RN ) + ‖f‖Cα(B2)).
(ii) If 2s+ α > 2 and K ∈ K˜ s0 (κ, 2s− 1 + α,Q∞) then there exists C = C(N, s, κ, α) > 0 such
that
‖u‖C2s+α(B1) ≤ C(‖u‖Cα(RN ) + ‖f‖Cα(B2)).
(iii) If 2s = 1 and K ∈ K˜ sα+ε(κ, α,Q∞), for some ε > 0, then there exists C = C(N, s, κ, α, ε) > 0
such that
‖u‖C1+α(B1) ≤ C(‖u‖Cα(RN ) + ‖f‖Cα(B2)).
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(iv) If 2s+ α < 1, then there exists C = C(N, s, κ, α) > 0 such that
‖u‖C2s+α(B1) ≤ C(‖u‖Cα(RN ) + ‖f‖Cα(B2)).
Proof. From [30], there exists β ∈ (0, α), only depending on N, s, κ and α such that, if 2s+ β 6∈ N,
‖u‖C2s+β(B1) ≤ C(‖u‖Cα(RN ) + ‖f‖Cα(B2)), (5.30)
for some C = C(N, s, α, β, κ).
Case 1: 1 < 2s+ α < 2. For z ∈ B1, we define
gz(x) = u(x+ z)− u(z)− ϕ4(x)∇u(z) · x (5.31)
which satisfies gz(0) = |∇gz(0)| = 0. We introduce the cut-off function ϕ4 only because the functions
x 7→ xi, for i = 1, . . . , N , do not belong to Ls(RN ) when 2s = 1. By construction and (5.30), we have
‖gz‖C2s+β(RN ) ≤ C‖u‖C2s+β(B1) ≤ C(‖u‖Cα(RN ) + ‖f‖Cα(B2)). (5.32)
In addition, by Lemma 2.3(iii),
LKzgz = f(·+ z)− LKzU in B1,
where Kz(x, y) = K(x+ z, y + z), U(x) := ϕ4(x)∇u(z) · x. From Lemma 2.3(iii), we get
LKz(ϕ1/2gz) = f˜ − LKzU in B1/8,
for some function f˜ , satisfying
‖f˜‖Cα(RN ) ≤ C(‖u‖Cα(RN ) + ‖f‖Cα(B2)). (5.33)
Using (5.4), we then have that
LKz (ϕ1/2gz) = F in B1/8, (5.34)
where F := f˜ − EsAe,K ,U − O
s
Ao,K ,U
. Because Kz ∈ K˜ sα+2s−1(κ, α,Q∞) for 2s > 1 and Kz ∈
K˜ sα+ε(κ, α,Q∞) for 2s = 1 and since U ∈ C
2
c (R
N ), we deduce from Lemma 5.1 that
‖EsAe,Kz ,U‖Cα(RN ) + ‖O
s
Ao,Kz ,U
‖Cα(RN ) ≤ C(N, s, α)‖∇u‖L∞(B1).
This with (5.33) and (5.30) imply that
‖F‖Cα(RN ) ≤ C(‖u‖Cα(RN ) + ‖f‖Cα(B2)). (5.35)
Thanks to (5.34), applying Proposition 5.2(i) and (iii) and using (5.35), provided 1 < 2s+α < 2, we
get
‖∇(ϕ1/2gz)‖L∞(Br) ≤ Cr
2s−1+α
(
‖ϕ1/2gz‖C2s+β(RN ) + ‖u‖Cα(RN ) + ‖f‖Cα(B2)
)
.
As a consequence, by (5.32), for all r ∈ (0, 1/2) and all z ∈ B1,
‖∇u−∇u(z)‖L∞(Br(z)) ≤ Cr
2s−1+α
(
‖u‖Cα(RN ) + ‖f‖Cα(B2)
)
,
for some C = C(N, s, α, κ). We then conclude that
‖∇u‖C2s−1+α(B1/8) ≤ C
(
‖u‖Cα(RN ) + ‖f‖Cα(B2)
)
.
Therefore (i) and (iii) follow from a covering and scaling argument.
Case 2: 2s+ α > 2. We know from Case 1 that for all β ∈ (0, 2− 2s),
‖u‖C2s+β(B1) ≤ C(‖u‖Cα(RN ) + ‖f‖Cα(B2)). (5.36)
We then consider the function gz defined in (5.31). Hence, thanks to (5.34), by Proposition 5.2(ii),
(5.36) and (5.35) we get
‖∇(ϕ1/2gz)−∇Qr,ϕ1/2gz‖L∞(Br) ≤ Cr
2s−1+α(‖u‖Cα(RN ) + ‖f‖Cα(B2)), (5.37)
provided 2s + β ≥ 1 + α. In view of (5.37), we can use an iteration argument to obtain, for all
r ∈ (0, 1/2),
‖∇u−∇u(z)−Mz(· − z)‖L∞(Br(z)) ≤ Cr
2s−1+α(‖u‖Cα(RN ) + ‖f‖Cα(B2)).
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for some (N ×N)-matrix Mz satisfying |Mz| ≤ C(‖u‖Cα(RN ) + ‖f‖Cα(B2)). Since 2s− 1 + α > 1, we
deduce that Mz = D
2u(z). Using now an extension theorem, see e.g. [60][Page 177], we conclude that
‖∇u‖C1,2s−2+α(B1/8) ≤ C
(
‖u‖Cα(RN ) + ‖f‖Cα(B2)
)
.
We thus get (iii) after a covering and scaling argument.
Case 3: 2s+ α < 1. Here, we argue as in Case 1, by applying Proposition 5.2(iii) to the function
gz(x) = ϕ1/2(x){u(x+ z)− u(z)}. We skip the details. 
By an induction argument, we have the following result.
Theorem 5.4. Let N ≥ 1, s ∈ (0, 1) and α ∈ (0, 1). Let κ > 0, k ∈ N and K ∈ K˜ sτ (κ, k + α,Q∞),
with τ = min(1, α+ (2s− 1)+). Let u ∈ H
s(B2) ∩ C
k+α(RN ) and f ∈ Ck+α(RN ) such that
LKu = f in B2.
(i) If 2s 6= 1 and 2s+ α < 2, then there exists C = C(N, s, k, κ, α) such that
‖u‖Ck+2s+α(B1) ≤ C(‖u‖Ck+α(RN ) + ‖f‖Ck+α(RN )).
(ii) If 2s = 1 and K ∈ K˜
1/2
α+ε(κ, k+α,Q∞), for some ε > 0, then there exists C = C(N, k, κ, α, ε)
such that
‖u‖Ck+1+α(B1) ≤ C(‖u‖Ck+α(RN ) + ‖f‖Ck+α(RN )).
(iii) If 2s + α > 2 and K ∈ K˜ s0 (κ, k + 2s− 1 + α,Q∞), then there exists C = C(N, s, κ, α) > 0
such that
‖u‖Ck+2s+α(B1) ≤ C(‖u‖Cα(RN ) + ‖f‖Cα(B2)).
Proof. We will prove (i) and (ii), since the one of (iii) will follow the same arguments. The case
k = 0, that u ∈ C2s+α(B1), is proved in Thoerem 5.3. We prove the statement first for k = 1. By
Lemma 2.3(ii), we have that u1 := ϕ1u ∈ C2s+α(RN ) ∩ C1,α(RN ) and
LKu
1 = f1 in B2−2 ,
for some function f1 satisfying
‖f1‖C1+α(B2−2 ) ≤ C(‖u‖C1+α(RN ) + ‖f‖C1+α(RN )). (5.38)
Let h ∈ B2−4 , with h 6= 0. Then (recalling (2.1))
LKu
1
h,1 − LKh,1u
1(·+ h) = f1h,1 in B2−4 .
We note that Kh,1 satisfies (2.3), with α
′ = 0. By Corollary 3.5, we obtain u1h,1 is uniformly bounded
in Cσ(B2−5), for some σ ∈ (s, 2s). Therefore ∇u
1 ∈ C0,σ(B2−5) ⊂ H
s(B2−5). Using (5.4), we then
have that
LKu
1
h,1 − E
s
Ae,Kh,1 ,u
1
h
−OsAo,Kh,1 ,u
1
h
= f1h,1 in B2−4 .
Letting h→ 0, we see that, for all i1 ∈ {1, . . . , N},
LK∂i1u
1 = Es∂i1Ae,K ,u1 +O
s
∂i1Ao,K ,u
1 + ∂i1f
1 =: f1i1 in B2−5 .
By Lemma 5.1 and (5.38), if 2s 6= 1, the right hand-side in the above display belongs to Cα(RN ) and
satisfies
‖f1i1‖Cα(B2−2 ) ≤ C(‖u‖C1+α(RN ) + ‖f‖Cα(B2)).
On the other hand if 2s = 1, then Lemma 5.1 and (5.38) yield
‖f1i1‖Cα−δ(B2−2 ) ≤ C(‖u‖C1+α(RN ) + ‖f‖Cα(B2)),
for all δ ∈ (0, 1− α). It follows from Theorem 5.3 that if 2s 6= 1, then
‖∂i1u
1‖C2s+α(B2−6 ) ≤ C(‖u‖C1+α(RN ) + ‖f‖Cα(B2))
and for 2s = 1,
‖∂i1u
1‖C2s+α−δ(B2−6 ) ≤ C(‖u‖C1+α(RN ) + ‖f‖Cα(B2)).
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We now remove the δ in the above estimate (for 2s = 1). Indeed, we define u1 := ϕ2−7u
1 ∈
C2s+α+(1−δ)(RN ) which, by Lemma 2.3(iii), satisfies
LKu
1 = f
1
in B2−8 ,
with
‖f
1
‖Cα(RN ) ≤ C(‖u‖Cα(RN ) + ‖f‖Cα(RN )).
Therefore proceeding as above, we have
LK∂i1u
1 = Es∂i1Ae,K ,u1
+Os∂i1Ao,K ,u1
+ ∂i1f
1
=: f
1
i1 in B2−9 . (5.39)
Since K ∈ K˜
1/2
α+ε(κ, α,Q∞) and u
1 := ϕ2−7u
1 ∈ C2s+α+1−δ(RN ), Lemma 5.1 yields
‖Es∂i1Ae,K ,u1
‖Cα(RN ) + ‖O
s
∂i1Ao,K ,u
1‖Cα(RN ) ≤ C‖u
1‖C2s+α+(1−δ)(RN ).
Applying Theorem 5.3 to the equation (5.39), we then get
‖∂i1u
1‖C1+α(B2−10 ) ≤ C(‖u
1‖C1+α(RN ) + ‖f
1
i1‖Cα(B2)).
The theorem is thus proved for k = 2.
Let k > 2. We now prove by induction that for every (i1, i2, . . . , ik) ∈ {1, . . . , N}
k there exist a
constant rk, only depending on k, and a constant Ck > 0, only depending on N, s, κ, α and k, such
that
‖∂ki1i2...iku‖C2s+α+k(Brk ) ≤ Ck(‖u‖Ck+α(RN ) + ‖f‖Ck+α(B2)). (5.40)
We assume, as induction hypothesis that, the result is true up order k − 1. That is, there exist
rk−1, Ck−1 > 0, as above, such that
‖u‖C2s+k−1+α(Brk−1) ≤ Ck−1(‖u‖Ck−1+α(RN ) + ‖f‖Ck−1+α(B2)). (5.41)
We then consider
uk := ϕrk−1/2u ∈ C
2s+α+k−1(RN ) ∩ Ck,α(RN ).
By Lemma 2.3(ii), we then have that
LKu
k = fk in Brk−1/4,
for some function
‖fk‖Ck+α(Brk−1/4) ≤ C
′
k(‖u‖Ck+α(RN ) + ‖f‖Ck+α(B2)), (5.42)
where, unless otherwise stated, C′k denotes a positive constant, only depending on N, s, κ, α and k.
Proceeding as above, we can differentiate the equation k times to deduce that for all (i1, i2, . . . , ik) ∈
{1, . . . , N}k,
LK∂
k
i1i2...iku
k = gk + ∂ki1i2...ikf
k in Br′k , (5.43)
for constant r′k < rk, only depending on rk and k, and for some function g
k :=
∑m
j=1 c
e
jE
s
aej ,vj
+∑m
j=1 c
o
jO
s
aoj ,wj
where cej , c
o
j are real numbers, a
e
j , a
o
j , vj and wj are respectively given by the partial
derivatives in x of Ae,K , Ao,K up to order k and vj together with wj are given by partial derivatives
of uk up to order k − 1. Therefore, provided 2s 6= 1, by Lemma 5.1,
‖gk‖Cα(RN ) ≤ C
′
k‖u
k‖C2s+α+k−1(RN ) ≤ C(‖u‖Ck−1+α(RN ) + ‖f
k‖Ck,α(RN )).
Now Theorem 5.3 implies that, for 2s 6= 1,
‖∂ki1i2...iku
k‖C2s+α(Br′
k
/2)
≤ C′k(‖∂
k
i1i2...ik−1
uk‖Cα(RN ) + ‖g
k‖Cα(RN ) + ‖f
k‖Ck,α(RN )).
By (5.42), we get (5.40) in the case 2s 6= 1. Therefore (i) follows by a covering and scaling argument.
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Now when 2s = 1, then we can argue similarly as above, noticing that, under the induction
hypothesis (5.41), by Lemma 5.1, the function gk in the right hand side of (5.46) belongs to Cα−δ(RN ),
for all δ ∈ (0, α). Hence Theorem 5.3 implies that, for all δ ∈ (0, α),
‖∂ki1i2...iku
k‖C2s+α−δ(Br′
k
/2)
≤ C′′k (‖∂
k
i1i2...ik−1
uk‖Cα(RN ) + ‖g
k‖Cα−δ(RN ) + ‖f
k‖Ck,α(RN )),
where, unless otherwise stated, C′′k denotes a positive constant, only depending on N, κ, α, δ, ε and k.
To remove the parameter δ, we consider
uk := ϕr′k/4u ∈ C
k+1+α−δ(RN ),
which satisfies
‖uk‖Ck+α+(1−δ)(RN ) ≤ C
′′
k (‖u‖Ck+α(RN ) + ‖f‖Ck+α(RN )). (5.44)
By Lemma 2.3(ii), we then have that
LKu
k = f
k
in Br′k/8,
for some function
‖f
k
‖Ck+α(Br′
k
/8)
≤ C′′k (‖u‖Ck+α(RN ) + ‖f‖Ck+α(RN )). (5.45)
As above, we then differentiate the equation k times to deduce that for all (i1, i2, . . . , ik) ∈ {1, . . . , N}
k,
LK∂
k
i1i2...iku
k = gk + ∂ki1i2...ikf
k
in Br′′k , (5.46)
for constant r′′k , only depending on k, and for some function g
k(x) :=
∑m
j=1 c
e
jE
1/2
aej ,vj
+
∑m
j=1 c
o
jO
1/2
aoj ,wj
where cej , c
o
j are real numbers and a
e
j , a
o
j (resp. vj and wj) are respectiveley given by the partial
derivatives in x-variable of Ae,K , Ao,K up to order k (resp. vj together with wj are given by partial
derivatives of uk up to order k−1). Therefore by Lemma 5.1, (5.44), and sinceK ∈ K˜
1/2
α+ε(κ, k+α,R
N),
we obtain
‖gk‖Cα(RN ) ≤ C
′′
k ‖u
k‖C1+α+k−δ(RN ) ≤ C
′′
k (‖u‖Ck+α(RN ) + ‖f‖Ck+α(RN )). (5.47)
Applying Theorem 5.3, we conclude that
‖∂ki1i2...iku
k‖C1+α(Br′′
k
/2)
≤ C′′k (‖∂
k−1
i1i2...ik−1
uk‖Cα(RN ) + ‖g
k‖Cα(RN ) + ‖f
k
‖Ck,α(RN )).
Hence, since uk = u on Br′′k /2, by (5.44), (5.45) and (5.47) with then obtain (5.40). Now (ii) follows
by scaling and covering. 
6. Proof of the main results
We start this section with the following result which shows how to pass from a nonlocal equation
with kernels in K˜ sτ (κ,m+ α,Qδ) to a nonlocal equation driven by kernels in K˜
s
τ (κ,m+ α,Q∞).
Lemma 6.1. Let K ∈ K˜ sτ (κ,m + α,Q4R), for some α ∈ [0, 1), τ ∈ [0, 1], m ∈ N and R > 0. Let
v ∈ Hs(B4R) ∩ Ls(RN ) and f ∈ L1loc(B4R) satisfy
LKv = f in B4R.
Let
K(x, y) = ϕ2R(x)ϕ2R(y)K(x, y) + (2− ϕR(x) − ϕR(y))µ1(x, y).
Then
LKv + V v = f + f in BR/4, (6.1)
where, for x ∈ BR/4,
V (x) = G1,K,2R(x) −G1,µ1,R(x), f(x) = Gv,K,2R(x) −Gv,µ1,R(x),
and Gv,K,ρ is given by (2.14). In particular, K ∈ K˜ sτ (κ,m + α,Q∞), for some constant κ =
κ(κ, α,m,R, τ, s,N).
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Proof. The proof of (6.1) is elementary, and we skip it. Next, we observe that
AK(x, r, θ) = ϕ2R(x)ϕ2R(x+ rθ)AK (x, r, θ) + (2− ϕR(x)− ϕR(x+ rθ)).
Recalling the definition of the cut-off function ϕR in the beginning of Section 2, we easily deduce that
min(κ, 1) ≤ AK(x, r, θ) ≤ max(1/k, 4) for all x ∈ R
N , r ≥ 0, θ ∈ SN−1.
This in particular implies that K satisfies (2.2). Moreover, it is also not difficult to check that
‖AK‖Cm,α1,2 (Q∞) + ‖Ao,K‖Cmτ (Q∞) ≤ C(κ,m, α, τ, R).

Proof of Theorem 1.9 . As mentioned in the first section, the case 2s ≤ 1 was already proven in
[30]. Now the case 2s > 1 follows from Theorem 4.3, Lemma 6.1, Lemma 2.3 and the fact that
Lp(RN ) →֒ MN/p. 
Proof of Theorem 1.10. First applying Theorem 5.3 and using Lemma 6.1 together with Lemma 2.3,
we get the estimates. 
Proof of Theorem 1.3 . It follows from Theorem 1.9. 
Proof of Theorem 1.4 . By Lemma 6.1, we have that
LKu = f + f − V u in B1/2, (6.2)
with K ∈ K˜ sτs(κ,m + α + (2s − 1)+, Q∞) with τs := α + (2s − 1)+ for 2s + α < 2 and τs = 0 for
2s+ α > 2. In addition, by Lemma 2.3(iii), we have
‖V ‖Cm+α(B1/2) ≤ C (6.3)
and
‖f‖Cm+α(B1/2) ≤ C‖u‖Ls(RN ). (6.4)
We consider first the case 2s 6= 1. Since u satisfies (6.2), applying Theorem 5.4 and using Lemma
2.3(iii), we get
‖ϕ1/2u‖C2s+m+α(B2−4) ≤ C(‖ϕ1/2u‖Cm+α(RN ) + ‖u‖L∞(RN ) + ‖F‖Cm+α(B1/2)),
where F := f + f − V u. Consequently, by (6.3) and (6.4)
‖u‖C2s+m+α(B2−4 ) ≤ C(‖u‖Cm+α(B1) + ‖u‖L∞(RN ) + ‖f‖Cm+α(B2)).
Using now adimentional Ho¨lder norms and interpolation (see e.g. [5,38]), we can absorb the Cm+α(B1)-
norm of u to deduce that
‖u‖C2s+m+α(B2−5 ) ≤ C(‖u‖L∞(RN ) + ‖f‖Cm+α(B2)).
If now 2s = 1, then since K ∈ K˜
1/2
α (κ,m+ α,Q∞) and in view of Theorem 5.4, the same arguments
as above yield
‖u‖C1+m+α−ε(B2−5) ≤ C(‖u‖L∞(RN ) + ‖f‖Cm+α−ε(B2)),
for all ε ∈ (0, α). Now by scaling and covering, we get the result. 
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6.1. Poof of Theorem 1.5. The following fundamental lemma allows, in particular, to consider
truncation of the nonlocal mean curvature kernel 1Br (x)× 1Br(y)Ku(x, y) without any assumption on
u in the exterior of Br.
Lemma 6.2. Let u : RN → R be a measurable function and Γu,R : BR/2 → R be given by
Γu,R(x) :=
∫
RN
(1− 1BR(y))
Fs(pu(x, y))−Fs(−pu(x, y))
|x− y|N+2s−1
dy. (6.5)
If u ∈ Ck,α(BR/2), for k ≥ 1 and α ∈ [0, 1], then, there exists a constant C = C(N, s, k, α,R) such
that
‖Γu,R‖Ck,α(BR/2) ≤ C(1 + ‖u‖Ck,α(BR/2))
2k. (6.6)
If u ∈ C0,1(BR/2) then, there exists a constant C = C(N, s,R) such that
‖Γu,R‖C0,1(BR/2) ≤ C(1 + ‖u‖C0,1(BR/2)). (6.7)
Proof. For simplicity, we assume that R = 2, and to alleviate the notations, we put Γu := Γu,R. We
first observe, from (1.15), that F ′s(p) = −(1 + p
2)(−N−2s)/2, so that for all j ∈ N,
|p|j|F (j)s (p)| ≤ C(N, s, j) for all p ∈ R. (6.8)
In particular, since 2s > 1,
‖Γu‖L∞(B1) ≤ C(N, s). (6.9)
Next, for all (x, y) ∈ B1 × RN \B2, we have
|∂µxpu(x, y)| ≤ C(k)(|u(y)||y|
−1 + ‖u‖Ck−1,1(B1)) for µ ∈ N
N with |µ| ≤ k. (6.10)
On the other hand, by writing u(y) = (u(y)− u(z)) + u(z), we easily deduce that
|u(y)||y|−1 ≤ C(|pu(z, y)|+ ‖u‖L∞(B1)) for all z ∈ B1 and y ∈ R
N \B2. (6.11)
Using this in (6.10), we see that, for µ ∈ NN with |µ| ≤ k,
|∂µxpu(x, y)| ≤ C(k)(|pu(z, y)|+ ‖u‖Ck−1,1(B1)) for all x, z ∈ B1 and y ∈ R
N \B2 . (6.12)
By the Faa´ de Bruno formula (see e.g. [43]), for |γ| = k and (x, y) ∈ B1 × RN \B2, we get
∂γxFs(pu(x, y)) =
∑
Π∈Pk
F (|Π|)s (pu(x, y))
∏
µ∈Π
∂µxpu(x, y), (6.13)
where Pk denotes the set of all partitions of {1, . . . , k}. Hence, for x ∈ B1 and y ∈ RN \B2, by (6.12),
we have that
|∂γxFs(pu(x, y))| ≤ C
∑
Π∈Pk
2Π−1
(
|pu(x, y)|
|Π|
∣∣∣F (|Π|)s (pu(x, y))∣∣∣ + ‖u‖|Π|Ck−1,1(B1) ∣∣∣F (|Π|)s (pu(x, y))∣∣∣)
≤ C
(
1 + ‖u‖kCk−1,1(B1) +
∑
Π∈Pk
2Π−1|pu(x, y)|
|Π||F (|Π|)s (pu(x, y))|
)
.
From this and (6.8), we deduce that, for all γ ∈ NN with |γ| = k,
sup
(x,y)∈B1×RN\B2
|∂γxFs(pu(x, y))| + sup
(x,y)∈B1×RN\B2
|∂γxFs(−pu(x, y))| ≤ C(1 + ‖u‖Ck−1,1(B1))
k, (6.14)
with C = C(s,N, k). Since 2s > 1, from the above estimate, (6.9) and the dominated convergence
theorem, we can differentiate under the integral sign in (6.5) to deduce that
‖Γu‖Ck−1,1(B1) ≤ C(1 + ‖u‖Ck−1,1(B1))
k. (6.15)
Moreover, to see (6.7), we note that if u ∈ C0,1(B1), then Redemarcher’s theorem implies that u is
equivalent to a differentiable function. Therefore (6.14) holds (with k = 1) and replacing ”sup” with
”essup”. Now by the dominated convergence theorem, we get (6.7).
Let us now fix x1, x2 ∈ B1 and y ∈ RN \B2. Direct computations yield
|∂µxpu(x1, y)− ∂
µ
xpu(x2, y)| ≤ C|x1 − x2|
α(|u(y)||y|−1 + ‖u‖Ck,α(B1)) for µ ∈ N
N with |µ| ≤ k.
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Note that, (6.11) implies that
|u(y)||y|−1 ≤ C{min(|pu(x1, y)|, |pu(x2, y)|) + ‖u‖L∞(B1)}.
Therefore, for all µ ∈ NN with |µ| ≤ k, we get
|∂µxpu(x1, y)− ∂
µ
xpu(x2, y)| ≤ C|x1 − x2|
α{min(|pu(x1, y)|, |pu(x2, y)|) + ‖u‖Ck,α(B1)} (6.16)
and, by (6.12),
|∂µxpu(x1, y)| ≤ C{min(|pu(x1, y)|, |pu(x2, y)|) + ‖u‖Ck(B1)}. (6.17)
Next, we define
gs ∈ C
∞(R+,R), gs(r) = −r
−(N+2s−1)/2,
so that F ′s(p) = gs(1 + p
2) for all p ∈ R. Moreover, for r > 0,
g(j)s (r) = (−1)
j+12−j
j−1∏
i=0
(N + 2s− 1 + 2i)r−
N+2s−1+2j
2 . (6.18)
From this and the generalized chain rule for higher derivatives, we get
F (j+1)s (p) =
∑
(m1,m2)∈Nj
τj(m1,m2)p
m1g(m1+m2)s (1 + p
2), (6.19)
where τj(m1,m2) =
j!2m1
m1!m2!
and Nj := {(m1,m2) ∈ N2 : m1 + 2m2m2 = j}. Hence, for all p1, p2 ∈ R,
|F (j+1)s (p1)−F
(j+1)
s (p2)| ≤
∑
(m1,m2)∈Nj
τj(m1,m2)|p
m1
1 − p
m1
2 ||g
(m1+m2)
s (1 + p
2
1)|
+
∑
(m1,m2)∈Nj
τj(m1,m2)|p
m1
2 ||p
2
1 − p
2
2|
∫ 1
0
|g(m1+m2+1)s (1 + tp
2
1 + (1 − t)p
2
2) |dt.
It then follows from, (6.16) and (6.17), that∣∣∣F (j+1)s (pu(x1, y))−F (j+1)s (pu(x2, y))∣∣∣
≤ C|x1 − x2|
α
∑
(m1,m2)∈Nj
τj(m1,m2)
(
min(|pu(x1, y)|, |pu(x2, y)|) + ‖u‖Ck,α(B1)
)m1
(1 + min(|pu(x1, y)|, |pu(x2, y)|)2)
N+2s−1+2(m1+m2)
2
+ C|x1 − x2|
α
∑
(m1,m2)∈Nj
τj(m1,m2)
(
min(|pu(x1, y)|, |pu(x2, y)|) + ‖u‖Ck,α(B1)
)m1+2
(1 + min(|pu(x1, y)|, |pu(x2, y)|)2)
N+2s−1+2(m1+m2+1)
2
. (6.20)
On the other hand, it is immediate, from (6.18) and (6.19), that
|F (j+1)s (pu(x2, y))| ≤
C
(1 + min(|pu(x1, y)|, |pu(x2, y)|)2)
N+2s−1+2(j+1)
2
. (6.21)
Using (6.17), (6.16) and an induction argument, we get∣∣∣∣∣∣
∏
µ∈Π
∂µxpu(x1, y)−
∏
µ∈Π
∂µxpu(x1, y)
∣∣∣∣∣∣ ≤ C|x1 − x2|α{min(|pu(x1, y)|, |pu(x2, y)|) + ‖u‖Ck,α(B1)}|Π|.
(6.22)
Moreover (6.17) yields∣∣∣∣∣∣
∏
µ∈Π
∂µxpu(x2, y)
∣∣∣∣∣∣ ≤ C(min(|pu(x1, y)|, |pu(x2, y)|) + ‖u‖Ck(B1))|Π|. (6.23)
36 MOUHAMED MOUSTAPHA FALL
We have, from (6.13), that
|∂γxFs(pu(x1, y))− ∂
γ
xFs(pu(x2, y))| ≤
∑
Π∈Pk
∣∣∣F (|Π|)s (pu(x1, y))−F (|Π|)s (pu(x2, y))∣∣∣
∣∣∣∣∣∣
∏
µ∈Π
∂µxpu(x1, y)
∣∣∣∣∣∣
+
∑
Π∈Pk
∣∣∣F (|Π|)s (pu(x2, y))∣∣∣
∣∣∣∣∣∣
∏
µ∈Π
∂µxpu(x1, y)−
∏
µ∈Π
∂µxpu(x2, y)
∣∣∣∣∣∣ . (6.24)
Next, we observe that for (m1,m2) ∈ N|Π|−1, then
|Π|+m1 − 2(m1 +m2)− (N + 2s− 1) < 0.
Now from this, (6.20), (6.21), (6.22), (6.23) and (6.24), we deduce that, for all x1, x2 ∈ B1 and
y ∈ RN \B2,
|∂γxFs(pu(x1, y))− ∂
γ
xFs(pu(x2, y))| ≤ C|x1 − x2|
α(1 + ‖u‖Ck,α(B1))
2k.
Combining this with (6.14), we get supy∈RN\B2 ‖Fs(pu(·, y))‖Ck,α(B1) ≤ C(1 + ‖u‖Ck,α(B1))
2k. Since
the same estimates remains valid when pu is replaced with −pu, then (6.6) follows. 
We will need the following elementary result which follows from the fact that F ′s is even on R and
the fundamental theorem of calculus.
Lemma 6.3. For all a, b ∈ R, we have
[Fs(a)−Fs(b)]− [Fs(−a)−Fs(−b)] = 2(a− b)
∫ 1
0
F ′s (b+ ρ(a− b)) dρ.
We now complete the
Proof of Theorem 1.5. In view of (1.19), we have
LK˜uu = f − Γ
u in B1/2, (6.25)
where
K˜u(x, y) := 1B1(x)1B1(y)Ku(x, y) for all x 6= y ∈ R
N
and, for x ∈ B1/2,
Γu(x) :=
∫
RN
(1− 1B1(y))
Fs(pu(x, y))−Fs(−pu(x, y))
|x− y|N+2s−1
dy.
We recall from the fundamental theorem of calculus that
(u(x) − u(y))Ku(x, y) = [Fs(pu(x, y)) −Fs(−pu(x, y))]|x − y|
−(N+2s−1). (6.26)
Let h ∈ B1/4 with h 6= 0. Then, recalling the notation in (2.1), by Lemma 6.3, (6.26) and (6.25),
LKuhuh,1 = fh,1 + Γ
u
h,1 in B1/4,
where
Kuh (x, y) := 1B1(x)1B1 (y)
1
|x− y|N+2s
quh(x, y) (6.27)
and
quh(x, y) := −2
∫ 1
0
F ′s
(
pu(·+h)(x, y) + ρpu−u(·+h)(x, y)
)
dρ.
Since F ′s is even and pw(x, y) = −pw(y, x), we see that K
u
h (x, y) = K
u
h(y, x). Moreover
Kuh (x, y) ≥ C|x− y|
−N−2s x 6= y ∈ B1, (6.28)
for some constant C > 0, only depending on N, s and ‖u‖C0,1(B1). Letting v := ϕ1/8uh,1 and using
Lemma 2.3(i), we have that
LKu
h
v = fh,1 + Γ
u
h,1 +Gh, in B2−4 , (6.29)
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with Gh := GKu
h
,uh,1,1/4 satisfying (note that K
u
h is supported in B1 ×B1 and |q
u
h | ≤ 2)
‖Gh‖L∞(B2−5 ) ≤ C(N, s)‖uh,1‖L∞(B1) ≤ C‖∇u‖L∞(B2). (6.30)
We would like to apply [21, Theorem 2.4] to get the Cα0 bound of v, but our kernel Kuh , which is
compactly supported might vanish at some diagonal points {x = y}. A way out to such difficulty, is
to use the argument in [30, Remark 2.1] (see also Lemma 6.1) by considering
K
u
h(x, y) = K
u
h (x, y) + (2 − 1B1/2(x)− 1B1/2(y))|x − y|
−N−2s.
We then deduce, from (6.29), that
LKuhv + V v = fh,1 + Γ
u
h,1 +Gh + f, in B2−4 , (6.31)
for some functions ‖V ‖L∞(B2−4 ) ≤ C(N, s) and ‖f‖L∞(B2−4 ) ≤ C(N, s)‖v‖L∞(B1). Since K
u
h (x, y)
satisfies (6.28), we find that K
u
h satisfies (2.2). Therefore, since v ∈ H
s(RN ) ∩ L∞(RN ), by [21,
Theorem 2.4], we have that
‖v‖C0,α0(B2−5 ) ≤ C(‖v‖L∞(RN ) + ‖fh,1‖L∞(RN ) + ‖Γ
u
h,1‖L∞(B2−4 ) + ‖Gh‖L∞(B2−4 )),
for some α0 > 0 and C > 0, only depending on N, s and ‖u‖C0,1(B1). From (6.30) and the fact that
v = uh,1 on B1/8, we get
‖uh,1‖C0,α0(B2−5 ) ≤ C(‖uh,1‖L∞(B1) + ‖fh,1‖L∞(RN ) + ‖Γ
u
h,1‖L∞(B2−4 )).
This and Lemma 6.2 imply that
‖u‖C1,α0(B2−6 ) ≤ C(1 + ‖u‖C0,1(B1) + ‖f‖C0,1(RN )), (6.32)
which proves (1.20).
To obtain the gradient estimate of v from Theorem 1.3, we check that LKuh is a C
0,α0-nonlocal operator.
To this scope, for every w ∈ C0,1(B1), we define Zw : B1/2 × [0, 1/2)× S
N−1 → R by
Zw(x, r, θ) := −
∫ 1
0
∇w(x + rtθ) · θdt for r ∈ [0, 1/2), x ∈ B1/2 and θ ∈ S
N−1.
Clearly Zw is as smooth as ∇w and Zw(x, r, θ) := pw(x, x + rθ) for r > 0. We then define AKuh :
B1/4 × [0, 1/4)× S
N−1 → R by
AKu
h
(x, r, θ) := 1B2(x)1B2 (x+ rθ)
∫ 1
0
2dρ(
1 + (Zu(·+h)(x, r, θ) + ρZu−u(·+h)(x, r, θ))2
)(N+2s)/2 , (6.33)
which by (6.27), satisfies AKu
h
(x, r, θ) = rN+2sKuh (x, x+ rθ) for all (x, r, θ) ∈ B1/4 × (0, 1/4)× S
N−1.
Moreover,
AKu
h
(x, 0, θ)−AKu
h
(x, 0,−θ) = 0 for all (x, θ) ∈ B1/4 × S
N−1.
In addition from, (6.32) together with (6.33), we have that
‖AKu
h
‖Cα0(Q2−7×SN−1) ≤ C,
with C, only depending on N, s, ‖u‖C0,1(B2), α0 and ‖f‖C0,1(B2). We then conclude that K
u
h ∈
K s(κ, α0, Q2−7), for some κ, only depending on N, s, ‖u‖C0,1(B2), α0 and ‖f‖C0,1(B2). Therefore ap-
plying Theorem 1.3(ii) to (6.29), we deduce that
‖∇v‖Cmin(2s−1−ε,α0)(B2−8 ) ≤ C(‖v‖L
∞(B1) + ‖fh,1‖L∞(B2)),
for all ε ∈ (0, 2s − 1) and C a constant, only depending on N, s, ‖u‖C0,1(B2), α0, ε and ‖f‖C0,1(B2).
Hence, recalling that v = uh,1 in B1/8, we get
‖∇u‖C1,α1(B2−9 ) ≤ C,
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with α1 := min(2s − 1 − ε, α0). Hence, for all h ∈ B2−10 , we have K
u
h ∈ K
s(κ, 1, Q2−10), for some
κ, only depending on N, s, ‖u‖C0,1(B2), α1 and ‖f‖C0,1(B2). We apply once more Theorem 1.3(ii) to
(6.29), to get ‖v‖C1,2s−1−ε(B2−11 ) ≤ C, so that
‖u‖C2,2s−1−ε(B2−12 ) ≤ C. (6.34)
This finishes the proof of (i) after a scaling and covering.
For (ii), we consider first the casem = 1. Clearly (6.34) and (6.33) imply that Kuh ∈ K
s(κ, 2s−1+
α,Q2−13), for all h ∈ B2−13 and α ∈ (0, 1). In particular, by Lemma 2.3(iii), we have ‖Gh‖C0,α(B2−13 ) ≤
C‖uh,1‖L∞(B1). Now by (6.34) and Lemma 6.2, for all h ∈ B2−13 , we have ‖Γ
u
h,1‖C1,2s−1−ε(B2−13 ) ≤ C.
Therefore, applying Theorem 1.4 to the equation (6.29), we get ‖v‖C2s+α(B2−15 ) ≤ C, provided
2s+ α 6∈ N. Hence
‖u‖C1+2s+α(B2−16 ) ≤ C.
If now m ≥ 2, then the above estimate implies that Kuh ∈ K
s(κ, 2s + α,Q2−18) for all h ∈ B2−18 .
Hence, Lemma 2.3(iii) implies that ‖Gh‖C1,α(B2−18 ) ≤ C‖uh,1‖L∞(B1). On the other hand, by Lemma
6.2, Γuh,1 ∈ C
2s+α(B2−16) ⊂ C
1,α(B2−16), because 2s > 1. It then follows, from (6.29) and Theorem
1.4, that ‖∂xiv‖C2s+α(B2−18 ) ≤ C. This yields ‖∂xiu‖C1+2s+α(B2−19 ) ≤ C, because v = ϕ1/8uh,1.
Now iterating the above argument, then for all k ∈ {1, . . . ,m} and i = {1, . . . , N}, we can find two
constants rk, only depending on k, and a constant Ck > 0, only depending on N, s, ‖u‖C0,1(B2), k, α
and ‖f‖Cm,α(B2), such that
‖∂kxiuh,1‖C2s+α(Brk ) ≤ Ck
for all h ∈ Brk/2. A covering and scaling arguments yield (iii). 
6.2. Proof of Theorem 1.6 and Theorem 1.7. Up to a change of coordinates and a scaling, we
may assume that a neighborhood of 0 ∈ Σ is parameterized by a C1,γ-diffeomorphism Φ : B2 → Σ,
for some γ ∈ (0, 1), satisfying Φ(0) = 0 and
|DΦ(x)− id| ≤
1
2
for all x ∈ B2. (6.35)
We consider the following open sets in Σ given by
Br := Φ(Br) for r ∈ (0, 2]
and we define ηr(x) = ϕr(Φ
−1(x)). For Ψ ∈ C∞c (B1/2), we then we have∫
B2
∫
B2
(u(x)− u(y))(Ψ(x)−Ψ(y))
|x− y|N+2s
η2(x)η2(y) dσ(x)dσ(y) +
∫
Σ
V1(x)u(x)Ψ(x) dσ(x)
=
∫
Σ
f1(x)Ψ(x) dσ(x), (6.36)
where
V1(x) := V (x) +
∫
Σ
(1− η2(y))|x − y|
−N−2s dσ(y) (6.37)
and
f1(x) := f(x) +
∫
Σ
(1− η2(y))u(y)|x− y|
−N−2s dσ(y). (6.38)
We denote by JacΦ the Jacobian determinant of Φ. Let ψ(x) = Ψ(Φ(x)), v(x) = u(Φ(x)), V˜ (x) =
V1(x)JacΦ(x) and f˜(x) = f1(x)JacΦ(x). Then by the changes of variables x = Φ(x) and y = Φ(y), in
(6.36), we get
1
2
∫
RN
∫
RN
(v(x) − v(y))(ψ(x) − ψ(y))K(x, y) dxdy +
∫
B1
V˜ (x)u(x)ψ(x) dx =
∫
B1
f˜(x)ψ(x) dx,
where
K(x, y) = ϕ2(x)ϕ2(y)JacΦ(x)JacΦ(y)|Φ(x) − Φ(y)|
−N−2s. (6.39)
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We further consider w = ϕ1/4v ∈ H
s(RN ), so that by Lemma 2.3,
LKw + V˜ w = f˜ +G in B1/16, (6.40)
where
G(x) =
∫
B2
(1− ϕ1/4(y))v(y)K(x, y) dy. (6.41)
Next, we observe that the function AK : B1 × [0, 1]× SN−1 → RN , given by
AK(x, r, θ) = ϕ2(x)ϕ2(x+ rθ)JacΦ(x)JacΦ(x + rθ)
∣∣∣∣∫ 1
0
DΦ(x+ rθ)θ dt
∣∣∣∣−N−2s
is an extension of (x, r, θ) 7→ rN+2sK(x, x+ rθ) on B1× [0, 1]×SN−1. Moreover, since Φ ∈ C1,γ(B2),
we see that
‖AK‖Cγ(B1/2×[0,1/2]×SN−1) ≤
1
κ
,
AK(x, 0, θ) = AK(x, 0,−θ) for all (x, θ) ∈ R
N × SN−1,
(6.42)
for some κ > 0, only depending on N, s, γ and ‖Φ‖C1,γ(B2). Consequently by (6.42), (6.35) and (6.39),
decreasing κ if necessary, we see that K ∈ K s(κ, γ,Q1/2). In addition, from (6.37) and (6.38), we
easily deduce that for p > 1,
‖f˜‖Lp(B1/16) + ‖G‖Lp(B1/16) ≤ C(‖u‖Ls(Σ) + ‖f‖Lp(B2)) and ‖V˜ ‖Lp(B1/2) ≤ C, (6.43)
where C is a constant only depending on N, s, p, γ, ‖∇Φ‖C1,γ(B2), ‖V ‖Lp(B2) and ‖1‖Ls(Σ).
Proof of Theorem 1.6 (completed). From the computations above, we have that w = ϕ1/2u ◦ Φ ∈
Hs(RN ) satisfies (6.40) with K ∈ K s(κ, γ,Q1/2). Thanks to (6.43), we can apply Theorem 1.3, to
get the result. 
Proof of Theorem 1.7 (completed). We know from Theorem 1.6 and the above argument that w =
ϕ1/2u◦Φ ∈ H
s(RN )∩Cmin(2s−ε,1)(B1/4), for all ε ∈ (0, 2s) and solves (6.40) with K ∈ K
s(κ, γ,Q1/2).
However, in view of (6.37) and (6.38), we can use similar arguments as in the proof of Lemma 2.3(iv)
to deduce that
‖f˜‖Cα(B1/16) ≤ C(‖u‖Ls(Σ) + ‖f‖Cα(B2)) (6.44)
and, using also (1.22), we get
‖V˜ ‖Cα(B1/16) ≤ C(‖V ‖Cα(B2) + ‖1‖Ls(Σ)) ≤ C, (6.45)
where here and below, the letter C denotes a positive constant which may vary from line to line
but only depends on N, s, α, γ, ‖V ‖Cα(B2), ‖∇Φ‖C1,γ(B2) and ‖1‖Ls(Σ). Moreover, recalling (6.41),
applying Lemma 2.3(iii), we have that
‖G‖Cα(B1/16) ≤ C‖w‖L1(B2) ≤ C‖u‖Ls(Σ). (6.46)
In view of (6.40), (6.44), (6.45) and (6.46), we can apply Theorem 1.4-(i) and use a bootstrap argu-
ment, to deduce that
‖w‖C2s+α(Br0 ) ≤ C(‖w‖L∞(RN ) + ‖f˜‖Cα(B2) + ‖G‖Cα(B1/16))
≤ C(‖u‖L2(B2) + ‖u‖Ls(Σ) + ‖f‖Cα(B2)),
for some r0, C > 0, depends only on N, s, α, γ, c1, c0, ‖V ‖Cα(B2), ‖∇Φ‖C1,γ(B2) and Is,Σ. The proof is
thus completed by scaling, covering and a change of variables. 
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7. Appendix
Proof of Lemma 5.1. Case 2s+ α < 2. For simplicity, recalling (1.25) and (1.26), we assume that
‖A‖Ck+2s+α1,2 (Q∞)
+ ‖B‖Ckτs (Q∞) ≤ 1,
where τs := α+ (2s− 1)+ if 2s 6= 1 and τ1/2 := α+ ε if 2s = 1. We also assume that
‖u‖Ck+2s+α+εs(RN ) ≤ 1,
where εs := 0 if 2s 6= 1 and εs := ε if 2s = 1.
We consider the case m = 0. Since ‖u‖L∞(RN ) ≤ 1, we have
|δeu(x, r, θ)| ≤ Cmin(1, r2s+α). (7.1)
Here, for 2s ≥ 1, we use the fact that 2δeu(x, r) = r
∫ 1
0 (∇u(x + trθ) −∇u(x − trθ)) · θ dt. Moreover
for x1, x2 ∈ RN and r > 0, then for 2s+ α < 1, we have
|δeu(x1, r, θ)− δ
eu(x2, r, θ)| ≤ Cmin(r
2s+α, |x1 − x2|
2s+α) (7.2)
and if 2s ≥ 1, we have
|δeu(x1, r, θ)− δ
eu(x2, r, θ)| ≤ Cmin(r
2s+α, r|x1 − x2|
τs). (7.3)
On the other hand, for all s ∈ (0, 1),
|δou(x, r, θ)| ≤ Cmin(1, r)min(2s+α,1), (7.4)
and
|δou(x1, r, θ)− δ
ou(x2, r, θ)| ≤ Cmin(r, |x1 − x2|)
min(2s+α,1). (7.5)
Using (7.4), for s ∈ (0, 1), we estimate
|OsB,u(x)| ≤ C
∫ ∞
0
min(r, 1)min(2s+α,1)min(r, 1)(2s−1)++αr−1−2s dr
≤ C
∫ 1
0
rmin(2s+α,1)r(2s−1)++αr−1−2s dr + C
∫ ∞
1
r−1−2s dr,
so that,
‖OsB,u‖L∞(RN ) ≤ C. (7.6)
We consider next EsA,u. For all x ∈ R
N and for all s ∈ (0, 1), by (7.1), we have
|EsA,u(x)| ≤ C
∫ ∞
0
min(r2s+α, 1)r−1−2s dr ≤ C
∫ 1
0
rα−1 dr + C
∫ ∞
1
r−1−2s dr,
yielding
‖EsA,u‖L∞(RN ) ≤ C. (7.7)
Let x1, x2 ∈ RN with |x1 − x2| ≤ 1. Using (7.5), for s ∈ (0, 1) we have
|OsB,u(x1)−O
s
B,u(x2)| ≤ C
∫ ∞
0
min(r, |x1 − x2|)
min(2s+α,1)min(r, 1)τsr−1−2s dr
+ C
∫ ∞
0
min(r, 1)min(2s+α,1)min(r, |x1 − x2|)
τsr−1−2s dr
≤ C
∫ |x1−x2|
0
rmin(2s+α,1)+τsr−1−2s dr + C|x1 − x2|
min(2s+α,1)
∫ 1
|x1−x2|
rτs−1−2s dr
+ C|x1 − x2|
τs
∫ 1
|x1−x2|
rmin(2s+α,1)−1−2s dr
+ C|x1 − x2|
min(2s+α,1)
∫ ∞
1
r−1−2s dr + C|x1 − x2|
τs
∫ ∞
1
r−1−2s dr
≤ C|x1 − x2|
α.
REGULARITY RESULTS FOR NONLOCAL EQUATIONS AND APPLICATIONS 41
In the above estimate, it is used that τs = α + ε, for s = 1/2. This together with (7.6) imply that
‖OsB,u‖C0,α(RN ) ≤ C, for all s ∈ (0, 1).
Now for 2s ≥ 1, let x1 6= x2 ∈ RN with |x1 − x2| ≤ 1. Using (7.3) and (7.1) we have
|EsA,u(x1)− E
s
A,u(x2)|
≤ C
∫ ∞
0
min(r2s+α, r|x1 − x2|
τs)r−1−2s dr + C|x1 − x2|
α
∫ ∞
0
min(r2s+α, 1)r−1−2s dr
≤ C
∫ |x1−x2|
0
rα−1 dr + C|x1 − x2|
τs
∫ ∞
|x1−x2|
r−2s dr + C|x1 − x2|
α ≤ C|x1 − x2|
α.
Hence using (7.7), for 2s ≥ 1, we get ‖EsA,u‖C0,α(RN ) ≤ C.
We now consider the case 2s+ α < 1. For x1, x2 ∈ R
N , |x1 − x2| ≤ 1, by (7.2), we estimate
|EsA,u(x1)− E
s
A,u(x2)|
≤ C
∫ ∞
0
min(r, |x1 − x2|)
2s+αr−1−2s dr + C|x1 − x2|
α
∫ ∞
0
min(r2s+α, 1)r−1−2s dr
≤ C
∫ |x1−x2|
0
r−1+α dr + C|x1 − x2|
2s+α
∫ ∞
|x1−x2|
r−1−2s dr + C|x1 − x2|
α ≤ C|x1 − x2|
α.
We then conclude from this and (7.7) that ‖EsA,u‖C0,α(RN ) ≤ C, provided 2s+ α < 1.
If m > 1, we can use the Leibniz formula for the derivatives of the product of two functions. Note
that for all γ ∈ NN with |γ| ≤ m, we have that δe∂γu (resp. δo∂γu) satisfies (7.1) and (7.2) (resp.
(7.4) and (7.5)).
Case 2s+ α > 2. We first observe from the arguments in the previous case that
‖EsA,u‖L∞(RN ) ≤ C‖A‖C01,2(Q∞)‖u‖C2s+α(RN ), ‖O
s
B,u‖L∞(RN ) ≤ C‖A‖C01(Q∞)‖u‖C2s+α(RN ). (7.8)
Since B(y, 0, θ) = 0, we have
B(x1, r, θ)−B(x2, r, θ) = r
∫ 1
0
(DrB(x1, ̺r, θ)−DrB(x2, ̺r, θ)) d̺.
On the other hand
B(x1, r, θ)−B(x2, r, θ) =
∫ 1
0
DxB(̺x1 + (1− ̺)x2, r, θ) · (x1 − x2) d̺.
The above two estimates yield
|B(x1, r, θ)−B(x2 , r, θ)| ≤ (‖B‖C2s+α−11,2 (Q∞)
+‖B‖C12s+α−2(Q∞))min(r|x1−x2|
2s+α−2, r2s+α−2|x1−x2|).
(7.9)
In addition, we have
δou(x1, r, θ)− δ
ou(x2, r, θ) =
∫ 1
0
Dxδ
ou(̺x1 + (1− ̺)x2, r, θ) · (x1 − x2)d̺,
so that
|δou(x1, r, θ)− δ
ou(x2, r, θ))| ≤ C‖u‖C2s+α(RN )min(r, r
2s+α−2|x1 − x2|).
Using this and (7.9), we find that
|OsB,u(x1)−O
s
B,u(x2)| ≤ C(‖B‖C2s+α−11,2 (Q∞)
+ ‖B‖C12s+α−2(Q∞))|x1 − x2|
α for all x1, x2 ∈ R
N .
(7.10)
Next, we write 2δeu(x, r) = r
∫ 1
0
(∇u(x+ trθ) −∇u(x− trθ)) · θ dt from which we deduce that
δeu(x, r) = r2
∫ 1
0
t
∫ 1
0
D2xδ
ou(x, ̺tr, θ)[θ, θ] d̺dt
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and
δeu(x1, r) − δ
eu(x2, r) = r
∫ 1
0
∫ 1
0
D2xδ
ou(̺x1 + (1− ̺)x2, tr, θ)[x1 − x2, θ] dtd̺.
By combining the above two estimates, we get
|δeu(x1, r) − δ
eu(x2, r)| ≤ C‖u‖C2s+α(RN )min(r
2s+α, r2s+α−1|x1 − x2|).
Using now the above estimate and the fact thatA ∈ Cα1,2(Q∞), we immediately deduce that [E
s
A,u]Cα(RN ) ≤
C‖A‖Cα1,2(Q∞)‖u‖C2s+α(RN ). From this, (7.8) and (7.10), we get the statement in the lemma for m = 0
and 2s+ α > 2. In the general case that m ≥ 1, we can use the Leibniz formula for the derivatives of
the product of two functions and argue as above to get the desired estimates. 
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