) and temperature (T, in K). This relationship was re-evaluated by fitting replicated (n = 3,4) SI traceable measurement results obtained for mL size mercurysaturated air samples at temperatures of around 288.4, 293.3, 298.2 and 303.1 K (2.4%, 0.20%, 0.51% and 1.6% relative standard errors of the means, respectively). It gave ɣHg = C/T*10 (−B/T) with B = 3282.92 K and C = 6.73257 × 10 14 K ng cm
Introduction
When released into the atmosphere mercury can be transported over long distances. It is persistent in the environment, has the ability to bioaccumulate in ecosystems and is considered a very hazardous substance for human health and the environment. This is why mercury was eventually recognised as a chemical of global concern [1] .
In Europe the legislation requires that information on concentrations of mercury in ambient air is obtained through quantitative measurements (Directives 2004/107/EC, 2008/50/EC and 2010/75/ EU) but, currently, limit values only exist for emissions to air under 2010/75/EU. This is partly "because there is not yet agreement on a procedure and a set of results allowing SI (international system of units) traceable and sufficiently accurate calibrations of the mercury vapour measurement equipment" [2] . Traceability of these measurement results in air is ultimately to the mass concentration of mercury in air at saturation, which is temperature (T) dependent. The relationship most commonly used at present and historically to calculate reference values is known as the "Dumarey equation". It corresponds to the least squares best fit of results obtained for measurements of the mercury mass concentration in air at saturation between 288 and 298 K. These results were never published; only the measurement procedure was reported, by Dumarey et al. [3] [4] [5] . This presents a problem since, as emphasised elsewhere [6] , the "Dumarey equation" is recommended for use in standard methods, such as ISO 6978-2:2003 [7] and ASTM D6850-03 [8] . Moreover this expression is not in agreement with a second prediction model based on data calculated by Huber et al. [9] from results of mercury vapour pressure measurements in the presence of only liquid mercury, assuming that the ideal gas law applies [9] . The "Dumarey equation" produces data which are approximately 7% lower at room temperature.
A procedure developed recently for the measurement of SI traceable Hg mass concentrations at saturation in air samples [2] was adapted to re-evaluate the relationship to temperature conditions. This procedure is based on isotope dilution (ID) of the natural gaseous mercury trapped in liquid phase by oxidation, and inductively coupled plasma mass spectrometry (ICPMS) for the signal acquisition. The system designed allowed the sampling and the processing of large volumes (several mL) of mercury saturated air under fully closed and automated conditions, thus not requesting manual interventions before the end of the air/liquid mixing sequence for ID purposes. It was originally operated under room temperature conditions, and a first series of five results was obtained over a range of approximately 0.7°C between 20 and 21°C (i.e. around T = 293.8K) [2] . In order to be able to carry out measurements under temperature conditions different than ambient, the experimental setup needed to be transferred to a thermally regulated chamber. This paper describes these new developments, the re-validation of the procedure and the new results obtained between 15 and 30°C. A new model for the prediction of the temperature dependence of the Hg mass concentration at saturation in air from 280 to 305 K (i.e. from 7 to 32°C, approximately) is proposed and discussed.
Experimental
Most aspects of the experimental design, of the materials and reagents used and of the sample preparation steps were already described in detail previously [2] . A summary is provided in the Supplementary material. The instrumentation used and its operation were for the most part (including the ICPMS) the same as previously described [2] . The two modifications introduced are illustrated in Fig. 1 . First, computer controlled valves 1 and 3 were mounted by screwing these onto syringes 1 and 3, respectively. These were 4-way valves (with 38 μL dead volume) from Norgren Kloehn (Las Vegas, USA), similar to valve 2 on syringe 2. Valve 1 replaced the manual valve in the original setup (and there was no valve originally on syringe 3). Second, the experimental setup was enclosed into an ICP 500 incubator from Memmert (Büchenbach, Germany). This apparatus was operated in a standard way and according to the manufacturer's instructions. Air was supplied to bell-jars from outside the incubator through a capillary tube connected to bell jar 1. A feed-through located on the side was used to pass all the necessary tubing and electrical cables. The temperature inside the inner chamber was regulated to within ± 0.1°C.
Air inside this cabinet was at atmospheric pressure, and had to be purified continuously to remove possible traces of Hg vapours. This was done with a "mercury scrubber" (part 30-25260-00) and a "zero air filter" (part 90-25355-00) from Tekran (Toronto, Canada). The air was forced through a plastic funnel connected to the "mercury scrubber", both of which were placed inside this chamber (on top of the body of one of the pumps), and then through the "zero air filter" placed next to the incubator. Suction out of the cabinet and reinjection of the air back inside (at the cabinet bottom) was done using a pump placed outside the incubator. Circulation to and from the outside lasted only a few seconds. Tygon tubing was used (Saint-Gobain, Courbevoie, France; model R-3603, ID 3/16 in, OD 5/16 in). This arrangement did not cause significant fluctuations of the temperature conditions inside the cabinet.
Values of Hg mass concentration in air at saturation were calculated using the set of equations described in Table 1 within our previous publication [2] . Data processing and calculations for uncertainty estimation were done following rules and principles as described elsewhere [2, 10] .
The fitting software that was applied to these concentration results is the version 5.34/18 of ROOT [11].
Results and discussion
From a thermodynamic standpoint, according to Harvey [12] , the prediction of concentration based on vapour pressure alone does not describe the mercury saturation devices exactly, because the devices contact mercury with air while the vapour-pressure equation describes an air-free system. There is enhancement due primarily to the deviation of the vapour from ideal-gas behaviour and to the effect of pressure on the chemical potential of the condensed phase [12] . The enhancement factors found by this author at temperatures from 0°C to 40°C are however too small in magnitude, and in the wrong direction [12] to explain the difference between data from the two prediction models under scrutiny. The current work aimed to provide additional data by revisiting with a novel approach the protocol described by Dumarey et al. [3] [4] [5] . As was described recently [2] , the main differences between this new procedure and the historical protocol include mL (instead of μL) size samples, automated sampling and sample handling (no manual interventions anymore) and on-line isotope dilution in the liquid phase under closed circuit conditions (instead of an external calibration strategy following a quantitative recovery of the mercury captured on gold-coated silica). This measurement procedure required some modifications to enable measurements at different temperatures to be made. These adjustments and the results obtained are discussed below.
Modifications of the original experimental design
Stabilisation of the temperature conditions each time, up until the air sampling stage, was essential and the entire setup had to be moved into the thermo-regulated chamber described in the experimental section. To avoid manual interventions requiring the opening of the incubator during operation, computer controlled valves were installed above syringe 1 and syringe 3. This new feature required the programing of an additional range of specific commands. Syringe 1 remained permanently on pump 1 whereas, obviously, syringes 2 and 3 were replaced for each samplingsample processing cycle. At the beginning of a cycle syringe 2 was installed on pump 2 empty with the plunger fully pushed up, while syringe 1's plunger was pulled to a volume of approximately 1 cm 3 . Syringe 3, pre-filled with the oxidising solution, was installed at the end of the sampling sequence, on pump 3.
Four temperature settings were tested, all in triplicate, at around 288.4, 293.3, 298.2 and 303.1 K (i.e. around 15, 20, 25 and 30°C). Two additional replicates were run at around 298.2 K for validation purposes, as will be discussed later. Procedural blanks were produced in triplicate for each temperature setting. Triplicates were run over a two days period. Replicate 1 on day 1, and replicates 2 and 3 on day 2.
As described in detail in [2] and the associated Table S2 (provided as supporting information to reference [2] ) there were 8 successive analytical sequences. Sequences 1 to 3 were modified with the application of longer times for the system pre-conditioning and the equilibration of the partial Hg vapour pressure before sampling (180 minutes in total, and only for experiments during day 1; not applied for experiments during day 2). A summary description of the 8 analytical sequences as implemented during this study can be found in the Supplementary material.
Validation of the modifications brought to the measurement procedure
Carrying out the validation of a newly developed or modified measurement procedure is essential according to the ISO/IEC 17025 international standard establishing the "general requirements for the competence of testing and calibration laboratories" [13] . In this project validation was done by studying the effect of changing the sample-to-'spike' ratio for the IDMS experiments, by quantifying the level of contamination and correcting for it, by comparing with the results obtained previously at around 20°C under 'open-air' conditions and by estimating the combined uncertainties associated to the results presented.
Variation of the sample/'spike' and ID blend ratios
The n( 200 Hg)/n( 202 Hg) ratio in the ID blends for the successive series of triplicate measurements changed depending on the sampling temperature, i.e. it was approximately 0.10, 0.14, 0.18 and 0.24 for the samples taken at around 15, 20, 25 and 30°C respectively. This is due to the increase of the Hg concentration at saturation while the volume of Hg saturated air sampled (7.4 cm 3 ) and the mass of added 'spike' material (16 g of ERM-AE640, the Hg IRMM isotopic certified reference material enriched in 202 Hg) remained constant. The possibility that a variation of the ID blend ratio values would influence the results was tested by changing the volume of Hg saturated air sampled to 3.7 and 1.5 cm 3 for two additional measurements (replicates 4 and 5) at around 25°C, thus leading to approximately 0.11 and 0.05 for these blend ratios. The RSD after normalisation of the four results available at around this temperature was only 1% (n = 4) (cf. Table 1 ; result from replicate 1 was missing due to a problem during sample preparation). Thus this provided an indication of the absence of any effect from variation in ID blend ratios and/or of sample-to-'spike' ratios.
Assessing contamination -procedural blanks
In our previous work the experimental setup was in the 'openair', from within a fume hood to ensure a permanent renewal of the surrounding atmosphere [2] . Whilst the new chamber provided superior temperature control, the atmosphere surrounding the experimental setup could not be renewed as easily. The solution implemented to minimise the risk of an accumulation of mobile Hg in this enclosure was to recirculate the air on a continuous basis through cartridges of Hg scrubber (see the experimental section for more details).
Procedural blanks were obtained by application of the measurement procedure described above to air sampled into syringe 2 (through a free port on valve 3 and then via valve 2; valve 1 and syringe 1 were not involved) from the atmosphere surrounding the experimental setup within the incubator. After the air sampling step for these blank measurements syringe 3, containing the oxidising agent (11.5 μM KMnO4 in 2% HNO3) but no ERM-AE640, was connected to valve 3. For each temperature tested, waiting times before air sampling for the successive procedural blank replicates were one night, 4.5 hours and 1 hour after introduction of syringe 2. There was no apparent correlation between these durations and the distribution of individual blank results. The average amounts of mercury found for the measurement sessions at around 15, 20, 25 and 30°C were respectively (68 ± 68)·10 −13 , (100 +120, −100)·10 −13 , (28 ± 21)·10 −13 and (32 ± 19)·10 −13 mol, and the Hg mass concentration data reported in Table 1 are corrected for these blanks. The isotopic signature of this contamination mercury was also systematically measured and was found to be mostly natural, thus an indication that contamination was essentially made of natural Hg. This also meant that traces of the 'spike' material (ERM-AE640), and thus of Hg in general, possibly remaining within the various connected components of the setup after valve 1 (i.e. syringes 2 and 3, valves 2 and valves 3 and the respective connections) were being efficiently removed during the cleaning operations each time. Besides, on the basis of previously described considerations [2] the risk of a significant contamination arising from the oxidising solution could be ruled out. The conclusion was that the bulk of the contamination was likely to be due to natural Hg present in the atmosphere surrounding the experimental setup, despite the air purification process at work. But since the combination of syringes, tubing connections and valves could be considered a closed circuit (no leaks of liquids) the question remained as to how Hg available outside this setup would find its way inside. The following explanation was proposed, linked to the precautions taken to ensure saturation with gaseous mercury of the adsorption sites on internal walls within syringe 1. When pushing up the plunger and exposing these internal walls to ambient air within the incubator some Hg could possibly be released by desorption and eventually, even partially and indirectly, be transferred to adsorption sites on internal walls within syringe 2. Thus filling syringe 2 to some extent with the oxidising ID solutions would lead to the mobilisation of this adsorbed Hg and thus to contamination of the project ID blend samples. Results found for this contamination are examined in detail further down.
Uncertainty estimations
The equations required for the calculation of the Hg mass concentration results are described in Table 1 from Quétel et al. [2] . The same equations were applied to propagate together all identified individual standard uncertainty components, for the estimation of combined uncertainties according to the 'model based approach' described in the ISO/GUM guide [14] . As discussed below the increase observed for results at around 20°C between measurements in the 'open-air' and measurements within the incubator was turned into an additional uncertainty component. Propagation was done by attributing a 4.3% (see explanations below) relative standard uncertainty (assuming a rectangular distribution) to a unity factor (noted δdiff) multiplied to each calculated Hg mass concentration result.
Combined standard uncertainties found for all Hg mass concentration results are reported in Table 1 . In relative terms they ranged from 2.7% to 3.0%, and were nearly all identical within each of the four series of measurement results. Simple averaging was thus applied to calculate representative values for 15°C, 20°C, 25°C and 30°C, i.e. 2.9% (n = 3), 3.0% (n = 3), 2.8% (n = 4) and 2.7% (n = 3), respectively. This is consistent with the corresponding relative standard errors of the means (RSE) on the same results, 2.4%, 0.20%, 0.51% and 1.6%, respectively.
As shown in Table 2 u(δdiff) was always playing the most important role in the uncertainty budget, from 70% to 76% of the total uncertainty for data at around 15 and 20°C, to 78% to 83% for data at around 25 and 30°C. The second largest contributor was the set of uncertainties arising from experimental results and corrections (19 to 25% at around 15 and 20°C, and 8 to 16% for data at around 25 and 30°C). As underlined below, uncertainties arising from corrections for procedural blanks accounted for no more than 13% of the total uncertainty for data at around 15 and 20°C and for down to 0% for data at around 25 and 30°C.
Traceability of the results to SI
Studying the traceability of chemical measurement results provides insight into the way these results were obtained. Once described, traceability is a property that clarifies whether comparisons to other values of interest are possible or not, in time, space, across measurement procedures and so on. The calibration step and also the various corrections involved during a chemical measurement all contribute to the traceability of the result, through the set of equations required for calculation of the measurement result.
Since nearly exactly the same measurement equations as previously described [2] were used for the data processing for this project, the results reported are traceable to the SI essentially via the same routes as before [2] . The only difference in the mathematical treatment applied was the multiplication mentioned above of the results by a unity factor carrying a 4.3% uncertainty component. 
Temperature dependent evolution of the Hg mass concentration at saturation in air
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( 1) where T is the temperature of the air, in K, A is a constant equal to −8.134459741, B is a constant equal to 3240.871534 K, D is a constant equal to 3216522.61 K ng mL
. No information is available on the scatter of the experimental points to which this relationship was fitted. It is also not clear why this model was retained instead of a model whereby A and D would be combined together (equation 2). Data reported in Table 1 were fitted according to equation 2, thus bearing only two constants, C and B. , respectively. The outcome between 280 and 305 K (Fig. 2) is a curve overlapping with the data range from Huber et al. [9] on the low side of the temperature range and lying above the data range from Huber et al. [9] on the high temperature side. According to Harvey's observations [12] this enhancement is in the right direction. The difference relative to the Huber et al. [9] dataset is however larger than the predictions made by Harvey [12] and rises linearly with T (i.e. from 1.5% to 5.5% difference between 285.1 and 305.1 K). As will arise from the discussion on uncertainty estimation below, results from this project were in agreement within uncertainties with the data range from Huber et al. [9] .
Besides, as shown in Fig. 3 , data defined by equation 2 were systematically higher than the set of results reported in reference [2] (corresponding to five measurements carried out between 20 and 21°C). On average the difference was 4.3%. This effect was reproducible (0.2% RSE on results for 20-R1, 20-R2 and 20-R3 samples) but the cause of it was unclear.
Whether this shift could be linked to contamination issues was examined. Average procedure blanks measured for the experiments in the 'open-air' [2] were between 3.0·10 −13 and 4.9·10 −13 mol. Under the new working conditions the average procedure blank levels were significantly higher (7 to 25 times), and this increase had therefore to be studied carefully. During the 'open-air' experiments procedural blanks represented on average less than 0.1% of the Hg present in 7.4 cm 3 of Hg saturated air sample at around 20°C. This proportion was higher for the experiments in the current project although never close to this 4.3% value. It was 1.9% at around 15°C, 1.8% at around 20°C and 0.34% at around 30°C. The drop at around 30°C was due both to the increase of the Hg mass concentration at saturation by a factor 3.4 and by blank values that were lower by a factor 2.1 to 3.1 than at around 15 and 20°C. Procedural blanks measured at around 25°C were 2.4 and 3.6 lower than at around 15 and 20°C, and 1.1 lower than at 30°C. They corresponded to about 0.27% of the Hg mass concentration results for samples 25-R2 and 25-R3, while this ratio increased to 0.67% and 1.7% for samples 25-R4 and 25-R5 because of the successive reductions in sample size described above. These contaminations seemed to be rather specific to the measurement conditions at each temperature. In other words these blanks were not interchangeable and, for instance, using the procedural blank measured at around 20°C to correct Hg mass concentrations at saturation at around 25°C leads to a degradation of the RSD on the four normalised replicate values from 1% to 1.5%. Contributions of the corrections for procedural blanks to the combined uncertainty budgets (cf. Table 2 ) were less than 15% at around 15 and 20°C, and only a negligible percentage at around 25 and 30°C (except for sample 25-R5 with 5.5% because of the reduced volume of Hg saturated air sampled).
These observations seem to indicate that the blank corrections applied to the individual Hg mass concentrations reported in Table 1 were appropriate and that the 4.3% difference observed between both sets of data at around 20°C cannot be explained by an underestimation of the corrections for contamination.
The following explanation, related to the lack of temperature control under 'open air' conditions seems more plausible. From equation 2 it is clear that a 4.3% reduction in Hg mass concentration at around 293.3 K corresponds to an (unaccounted) temperature drop of about 0.5 K, as if the actual temperature conditions at sampling during the first series of experiments had been slightly cooler than assumed. As explained earlier, for the first series of experiments the setup was run in the 'open-air' i.e. from within a fume hood submitted to a permanent influx of air from the laboratory. Temperature conditions within bell-jar 2 could be stabilised to about ± 0.1 K, and monitored with the calibrated thermo-probe inserted in it, however, temperature conditions outside bell-jar 2 were not controllable to this level. Thermal inhomogeneity around syringes 1 and 2 and differences by a few tenths of a degree during the sampling stage between the temperature of the mercury saturated air in the sampling syringe and the temperature of the mercury saturated air within the bell-jar cannot therefore be excluded. By comparison, enclosing the setup in an incubator for the second series of experiments ensured more homogeneous temperature conditions both inside and outside bell-jar 2. During sampling operations temperature readings from the thermometer probe and from the built-in inner temperature sensor of the incubator chamber indicated no more than 0.1 K difference. Brown and Brown [15] have underlined the importance of ensuring the lowest possible difference between these temperatures. Considering the procedure applied by Dumarey et al. [3] [4] [5] and using the Dumarey equation (equation 1) as reference, Brown and Brown [15] demonstrated that there is always less mercury sampled than is predicted by equation 1 unless all temperatures in the system are equal. The most pronounced difference was reported to happen when the syringe used to sample the vapour from the bell-jar is cooler than the vapour it is sampling (as the mercury containing air cools down when entering the syringe and assumes the temperature of the syringe, and is unable to hold as much mercury vapour [15] ). According to calculations Orange dots correspond to measurement conditions described in Quétel et al. [2] and green dots correspond to measurement conditions described in the current paper. Vertical bars are expanded (combined) uncertainty estimations (k = 2). The line in green corresponds to the relationship fitted through the 13 results described in the current paper. The range between the dotted lines in red represents data corresponding to the Dumarey equation [5] . The range between the dotted lines in blue represents values of mass concentrations in air calculated by Huber et al. [9] . made by Brown and Brown [15] for experiments at around 293.3 K, a relative difference in Hg mass concentration of 4.3% could be explained by a negative temperature difference of 0.4 to 0.5 K between both locations. This is consistent with the hypothesis made above about what could have happened during experiments under 'openair' conditions. We propose, therefore, that a possible bias during the first series of experiments could have been caused by a small but significant negative temperature difference between the insides of syringe 1 and bell-jar 2. We believe this bias has been eliminated during the second series of experiments. In order to ensure consistency between both series of results, this 4.3% difference was introduced as a source of uncertainty and propagated through with the other uncertainty components (see section on Uncertainty estimations above). Relative expanded (combined) uncertainties (k = 2) were estimated on average at 5.7%, 5.9%, 5.5% and 5.5% for results at around 15, 20, 25 and 30°C, respectively. As a consequence it is proposed that mercury mass concentrations at saturation calculated from the regression obtained should have a relative expanded uncertainty (k = 2) around 5.9%. As illustrated in Fig. 4 with the average Hg mass concentrations calculated for four temperature settings (288.4, 293.3, 298.2 and 303.1 K) representative of the four temperature regions tested, there was agreement with the data range from Huber et al. [9] . Averaging was done each time on replicate results normalised to the value corresponding to the representative temperature setting, using equation 2 for normalisation. Fig. 4 also shows that there was never an overlap between average results from this study and the Dumarey data at the same temperature.
Conclusions and perspectives
A new relationship (equation 2) describing the temperature dependent evolution of the Hg vapour mass concentration at saturation in air was proposed. It is based on results obtained for the temperature range 15 to 30°C using a new experimental procedure. This procedure was designed as an alternative to the procedure described by Dumarey et al. [3] [4] [5] , at the origin of the historically known Dumarey equation (equation 1). Data from the new relationship are in agreement with data from the relationship proposed by Huber et al. [9] and in disagreement with data from the Dumarey equation. Drawing conclusions from these comparisons is difficult. For instance, there is little information available about the results that led to the Dumarey equation. It is known that the procedure was applied to measuring the Hg concentration in 15 candidate certified reference materials [5] . The fact that the range of "relative differences between certified and measured values across all the reference materials measured" [5] was rather large (from −13% to 18%) is an indication that these measurements might have been difficult to perform, even if it is not possible to say why. Huber et al. [9] based their correlation calculations on data from various origins. For the temperature range 285-327K, however, they considered that data from only one source were necessary and the work cited is by Ernsberger and Pitman [16] , with relative expanded uncertainties on the order of 1% (k = 2). This data set was chosen because it "has been adopted in the metrology community for use in precision manometry" [9] . In the T range of interest for the current study, Huber et al. [9] observed that data from their correlation agreed with data from four other published correlations, and suggested reasons as why there was disagreement with data from four other published correlations (from down to −7% to up to 5%).
In the absence of a consensus about what dataset should be used to predict the mass concentration of gaseous Hg at saturation in air, the new relationship described in this paper adds to a debate that needs to be hold in the relevant stakeholder communities. Eventually this relationship could be, for instance, considered for the production of reference values for the range 7 to 32°C or, more simply, taken as evidence reinforcing the mercury vapour pressure correlation data published by Huber et al. [9] . Such a decision must be internationally accepted and a recent proposal was suggesting the creation of an ad-hoc committee under the auspices of IUPAC or the CIPM's CCQM (if it could accept a reference data function) for this task [17] .
