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‘A fool you know, is a man who never tried an experiment in his life’
Erasmus Darwin
3
Abstract
Blood is a complex ﬂuid comprised of predominantly red blood cells (RBCs) suspended
in a continuous, Newtonian phase, the plasma. Blood viscosity is highly dependent on
the RBC concentration (haematocrit) and also displays shear thinning properties, as a
result of RBC deformation and aggregation at high and low shear rates, respectively.
However, these two phenomena also lead to uneven haematocrit distributions, which
are exacerbated in microvascular bifurcations. In the present study, multifaceted exper-
iments of human blood, perfused through bifurcating microchannels, are used to further
elucidate the relationship between haematocrit, velocity and viscosity.
A custom pressure based perfusion system was developed and was coupled with image
acquisition for velocity measurement with µPIV and further processing. The acquired
data was analysed in order to investigate the ﬂow characteristics of human blood in two
different idealised bifurcation geometries. The ‘cell-depleted layer’ (CDL), a region
of reduced haematocrit which occurs near the walls of the channel, and the continuous
haematocrit distribution were experimentally measured. Analytical and numerical ap-
proaches were used to extract further information on the effect of ﬂow rate, ﬂow ratio
and the presence of aggregation on microhaemodynamics.
In the parent branch of the bifurcation, RBC aggregation was observed to increase the
radial migration of RBCs away from the vessel wall. This enhanced the non-uniformity
of the haematocrit downstream of the bifurcation and altered the relative velocity be-
tween the RBCs and the suspending medium.
A skewed distribution of cells was observed downstream of the bifurcation, which re-
sulted in skewed velocity proﬁles, which were also captured in the analytical and com-
putational approaches. The geometry of the bifurcation was observed to inﬂuence the
results and RBC aggregation quite signiﬁcantly modiﬁed the haemodynamic character-
istics even at high ﬂow rates.
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Roman Symbols
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B∗ Velocity bluntness index relative to that for a Newtonian ﬂuid (-)
BN Value of the bluntness index B for a Newtonian ﬂuid (-)
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E,F Empirical parameters in the diameter-viscosity relationship of Pries et al.
(1992b) (-)
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Fd Daughter branch RBC ﬂux (kg s−1)
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Hz z-direction haematocrit distribution (-)
I Pixel intensity (-)
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Imax Maximum pixel intensity (-)
K Bluntness index for ﬂow in a cylindrical conduit (-)
L Length a cylindrical conduit (m)
M Key derived term in two phase model. Equal to τ ∗δ (-)
Mt Total system magniﬁcation (-)
N Number of images in a data set (-)
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S∗ Skewness of the velocity proﬁles as a percentage (%)
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U∗ Velocity normalised by mean value (-)
U0 A given velocity vector component, either u or v (m s−1)
Uc Velocity of top plate in Couette ﬂow (m s−1)
Um Median of vectors surrounding a given vector, U0 (m s−1)
U∗max Velocity magnitude normalised by maximum velocity (-)
Urbc Red blood cell velocity (m s−1)
Urel Difference in velocity between the RBC and SM (m s−1)
Usm Suspending medium velocity (m s−1)
Utot Total blood velocity (m s−1)
U Average velocity (m s−1)
VS Velocity skewness index (-): Chapters 5 and 6
�V Velocity vector (m s−1)
V ∗ Normalised velocity in channel diameters per second (s−1)
a Saturation ﬁtting parameter for haematocrit against normalised image inten-
sity (-) : Chapter 5
b Nonlinearity ﬁtting parameter for haematocrit against normalised image in-
tensity (-) : Chapter 5
dp Seeding particle diameteter (m)
dt The time between two successive images in a PIV image pairs (S)
e Error in mass conservation (%)
e1, e2 Exposure of ﬁrst and second image frames (s)
es Microstrobe pulse width (s)
f Frequency (Hz)
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Nomenclature
f# Focal number (-)
h Height of a Couette or microchannel geometry (m)
h1, h2 Height of the daughter branch reservoir ﬂuid levels (m)
hi Height of the inlet reservoir ﬂuid level (m)
k Intrinsic viscosity for Quemada model (-)
k0 Intrinsic viscosity at zero shear for Quemada model (-)
k∞ Intrinsic viscosity at inﬁnite shear for Quemada model (-)
n Index term in summation (-)
p Pressure (Pa)
r�0 Normalised residual for a given vector, U0 (m s
−1)
rm The median of the difference between U0 and Um for the surrounding vectors
(m s−1)
td Delay between camera trigger and shutter opening (s)
tf Time shutter camera closes between frames (s)
tl1,tl2 Delay between trigger and ﬁring the two laser pulses (s)
u x-component of Cartesian velocity vector or axial component of cylindrical
velocity vector (m s−1)
umax Maximum value in a velocity proﬁle (m s−1)
v y-component of velocity in Cartesian coordinates (m s−1)
w Width of a rectangular channel (m)
x∗ x coordinate normalised by channel width (-)
y∗ y coordinate normalised by channel width (-)
z∗ z coordinate normalised by channel height (-)
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Nomenclature
zcorr µPIV depth of correlation (m)
Greek Symbols
α Constant of proportionality indicating deviation of RBCs from streamlines
(-)
β Constant of proportionality between normalised image intensity and haema-
tocrit (-)
δ Cell-depleted layer width (m)
δ∗ Normalised cell-depleted layer width (-)
Δp Pressure drop over a distance L (Pa)
Δp1,Δp2 Pressure drop between the inlet reservoir and daughter branch reservoirs
(Pa)
Δ∗ Normalised CDL width averaged axially (-)
Δ∗ Normalised CDL width, averaged axially and laterally (-)
� Minimum normalisation in normalised residual test (m s−1)
ε Distance of inﬂuence along optical axis in derivation of zcorr (m)
γ˙ Shear rate (s−1)
γc Critical shear rate for Quemada model (s−1)
γr Shear rate normalised by critical shear rate for Quemada model (s−1)
γa Average shear rate (s−1)
γ Pseudoshear rate (s−1)
λ Wavelength of light (m)
µ Dynamic viscosity (Pa s)
µ0 Plasma or other suspending medium viscosity (Pa s)
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Nomenclature
µa Relative apparent viscosity (-)
µc Viscosity of the RBC core in two-phase model (Pa s)
µh Relative apparent viscosity for for CFDH data (Pa)
µr Relative viscosity (-)
µ�r Modiﬁed relative viscosity in Quemada model (-)
µu Relative apparent viscosity for for CFDU data (Pa)
µδ Viscosity of CDL in two-phase model (Pa s)
µapp Apparent viscosity (Pa s)
ρc Spearman’s correlation coefﬁcient (-)
rc Pearson’s correlation coefﬁcient (-)
σ∗ Temporal standard deviation of the normalised CDL width, averaged axially
(-)
σ∗ Temporal standard deviation of the normalised CDL width (-)
σ∗A Image contrast based aggregation index (-)
σI Standard deviation of pixel intensity (-)
ρ Density (kg m−3)
τ Shear stress (Pa)
τh Wall shear stress for CFDH data (Pa)
τu Wall shear stress for CFDU data (Pa)
τw Wall shear stress (Pa)
τ ∗δ Normalised wall shear stress in the CDL for the two phase model (-)
τ ∗c Normalised wall shear stress in the CRBC core for the two phase model (-)
Abbreviations
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Nomenclature
CCD Charge-coupled device
CDL Cell-depleted layer
CFD Computational ﬂuid dynamics
CFDH Computational ﬂuid dynamics case with non-uniform experimental haemat-
ocrit distribution
CFDU Computational ﬂuid dynamics case with uniform haematocrit distribution
CFL Cell-free layer
CMOS Complementary metal oxide semiconductor
DAQ Data acquisition
EDTA Ethylene-diamine-tetra-acetic acid
ESL Endothelial surface layer
IMAQ Image acquisition
IW PIV interrogation window
µPIV Micro particle image velocimetry
MCFS Microﬂuidic Flow Control System
NA Numerical aperture
PBS Phosphate buffered saline
PDMS Polydimethylsiloxane
PIV Particle Image Velocimetry
PTV Particle tracking velocimetry
RBC Red blood cell
ROI Region of interest
SD Standard deviation
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Nomenclature
SM Suspending medium
VI Virtual instrument (LabVIEW)
WBC White blood cell
WSS Wall shear stress
WSSR Wall shear stress ratio
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Chapter 1
Introduction
1.1 Background
Blood is a fascinating and complex ﬂuid. The human body contains 5-6 litres of blood
which is constantly recycled, with new red blood cells (RBCs ) being created at a rate
of 3 million per second and living for around 120 days before being broken down and
recycled. Blood has three functions: transportation (gases, nutrients, waste products
etc.), regulation (pH, temperature, cell water content) and protection (clotting, immune
responses) (Tortora & Grabowski, 2001). Irregularities in the blood can either be a
cause or a marker of a large number of pathological states and thus detailed under-
standing of its functions and behaviour is of fundamental importance to the ﬁeld of
medicine. Furthermore, due to the unique ﬂow properties of blood, it is of considerable
interest to ﬂuid dynamicists.
Blood is a two-phase ﬂuid, made up of plasma and formed elements. The plasma con-
sists of around 91.5% water and 7% plasma proteins, such as albumins and ﬁbrinogen,
with the remaining 1.5% being made up of nutrients, vitamins and other solutes. The
formed elements consist of red blood cells, white blood cells (WBCs) and platelets. A
single µl of blood contains approximately 5 × 106 RBCs, 1.5 − 4 × 105 platelets and
5 − 10 × 103 WBCs. The main function of the RBCs is to transport oxygen, while
WBCs form a key part of the immune system and platelets are involved in haemostasis
(clotting in response to vessel damage) (Tortora & Grabowski, 2001; Martini, 2004).
The vascular circulation is a closed loop ﬂuid system, with around 1011 vessels in
humans (Schmid-Scho¨nbein, 1999) and pressure provided predominantly by a single
pump: the heart. Deoxygenated blood is pumped from the right side of the heart to
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the lungs, where it absorbs oxygen, returns to the left side of the heart and is pumped
around the body. With the exception of the pulmonary arteries and veins, the large
vessels carrying oxygenated blood away from the heart are termed arteries, while those
returning deoxygenated blood to the heart are termed veins. In between the arteries and
veins lies the microvasculature, where the delivery of oxygen to cells is carried out and
about 80% of the pressure drop in the vasculature occurs (Popel & Johnson, 2005).
Blood ﬂow in the arteries and veins is often considered to be Newtonian (Fung, 1990)†,
thus the viscosity is independent of the shear rate. However, in the microvasculature the
viscosity is affected by a large number of parameters, many of which are interdepen-
dent. The properties of the RBCs and their concentration, as well as the ﬂuid dynamic
environment result in viscosity which can change by orders of magnitude. RBCs de-
form under the inﬂuence of shear forces and align with the ﬂow. Under low shear
conditions, RBCs have a propensity to aggregate, and the non-Newtonian properties of
microvascular blood ﬂow have been largely attributed to these phenomena. RBC aggre-
gation occurs in physiological conditions, but is elevated in pathological ones. How-
ever, it is present in athletic but not sedentary species, implying some potential beneﬁt.
It is still not clear whether aggregation is a positive or negative phenomenon, and thus
further investigation is required to fully elucidate how and why it occurs (Meiselman,
2009).
Another important consideration regarding microvascular blood ﬂow is that the distri-
bution of cells within individuals vessels and across microvascular networks is strongly
heterogeneous, both spatially and temporally, mainly as a result of cell migration and
phase separation at arteriolar bifurcations. The parameters affecting the phase sepa-
ration have been investigated, but more information is still required as current mathe-
matical models are only capable of accurately predicting the distribution of cells on a
network scale (i.e. not on the scale of individual vessels) (Cokelet, 1999). Furthermore,
detailed quantitative descriptions of local cell distributions have not yet been reported.
The local and bulk viscosity characteristics of blood have a great impact on the func-
tion of the body in both health and disease, and hence understanding the parameters
which most affect blood viscosity is of great importance. In vitro experimental mea-
surements in long straight tubes and viscometers over the past century have provided a
†This is not to say that this assumption is valid, but that it is commonly made.
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large amount of data on blood ﬂow characteristics, but the simpliﬁed geometries limit
the application of such results. In vivo data is invaluable in understanding the impor-
tance of relative phenomena, but the lack of control of the parameter space leads to
highly scattered and often contradictory data. In silico models of varying degrees of
complexity can provide highly detailed information, but require accurate experimental
data for veriﬁcation.
Recent advances in technology, particularly the ﬂuid velocity measurement technique
known as Particle Image Velocimetry (PIV) and soft-lithography for microfabrication,
provide the opportunity to acquire increasingly accurate and detailed experimental
data on microscale blood ﬂow phenomena. The present study will make use of these
methodologies, in combination with image processing, mathematical modelling and
computational ﬂuid dynamics (CFD) in order to provide new insight into microscale
blood velocity and viscosity relationships.
It seems prudent to ﬁrst describe the fundamental properties of blood and the system
in which it operates, in order to provide context to the present work. Consequently, the
remainder of this chapter is concerned at ﬁrst with a brief description of the functions
and properties of the components of the circulatory system, before continuing with a
review of the present haemodynamics literature relevant to the present study.
1.2 The circulatory system
This section will describe the biological and mechanical characteristics of the con-
stituent parts of the circulation: the vessels and the blood†. The former will be kept to
a minimum, owing to the fact that the present study is concerned with in vitro models,
which cannot take many of the structural characteristics into account at present.
1.2.1 Vessel structure and topology
Oxygenated blood is ejected from the left ventricle of the heart via the aorta, which
branches into a number of arteries. These bifurcate sequentially with decreasing di-
ameter at each generation. The microvasculature is deﬁned for vessel diameters below
≈ 100µm‡. In the microvasculature, mass transfer functions are carried out, and the
†The lymphatic system is also an important part of the circulatory system, but will not be considered
here.
‡Or up to 300µm, depending on the source.
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blood then ﬂows into the veins, which transport the deoxygenated blood back to the
right ventricle of the heart.
The vessels of the circulatory system are made up of multiple layers comprising col-
lagen and elastic ﬁbres, smooth muscle cells, connective tissue and the endothelial
cells which line the lumen (the space inside the vessel in which blood ﬂows) (Martini,
2004). The relative proportions of each of the layers varies between vessels, depending
on their size, function and the pressure under which they operate. For example, arteries
have a high proportion of elastic membrane due to the high internal pressure conditions
therein. Conversely, the pressure in veins is very low and thus in limbs, ﬂaps of the
intimal layer form valves which present reperfusion into the microvasculature.
The microvasculature essentially consists of three types of vessel: arterioles, capillaries
and venules. The blood from arteries feeds into arterioles, with diameter approximately
10 − 125µm (Fung, 1997), and these vessels bifurcate into sequentially smaller ves-
sels leading to the capillary bed. Arterioles have multiple layers of smooth muscle
cells which allow the diameter of the vessels to contract or expand signiﬁcantly (up to
50% (Johnson, 2008) or 300% in a conjunctival arteriole (Jung, 2010)), which allows
control over capillary perfusion. This control occurs predominantly in the smaller ar-
terioles with diameters less than 40µm (Pries et al., 1996), which is also the region of
the vasculature where the greatest pressure gradient is found. In skeletal muscle, the
pressure drop in the arterioles accounts for 50 − 60% of the total pressure drop across
the vasculature (Fronek & Zweifach, 1975).
The smallest vessels of the microvasculature are capillaries (4− 7µm (Levick, 2009)),
wherein the main goal of the vascular system is carried out; the exchange of oxygen and
nutrients for waste products and carbon dioxide via diffusion, although some molecular
diffusion does occur in the venules and arterioles (Popel & Johnson, 2005). Approxi-
mately 15% of the total pressure drop occurs in the capillary bed (Fronek & Zweifach,
1975). Capillaries are spread throughout organs and muscles, accessing the majority of
cells within the body and cover a surface area of≈ 70m2 in humans (Popel & Johnson,
2005). Structurally they essentially consist of endothelial cells held together by a thin
basal lamina. This allows diffusion of water, small solutes and lipid-soluble materials
but inhibits loss of blood cells and plasma proteins (Martini, 2004). Although the ﬂow
in arterioles and venules is relatively constant, capillary ﬂow oscillates around every 5
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seconds as a result of contraction and dilation of the capillary sphincter, the last smooth
muscle cell present in the arteriolar system: this is known as vasomotion. Thus the
blood ﬂow in the capillary bed can take different paths depending on the phase of the
oscillation. Under a state of rest, only 25% of the vessels in a capillary bed have ﬂow
(Martini, 2004). Capillaries also provide some degree of control of vascular resistance
under increased ﬂow via a narrowing of the glycocalyx, which is located on the luminal
side of the endothelial cells (Pries et al., 1997).
Venules collect the ﬂow from the capillary bed, converging to form sequentially larger
vessels in the range from 8 to 100µm (Fung, 1997). Structurally, they consist of an
endothelial tube with a tunica externa, although the smaller ones closely resemble cap-
illaries. It is within the post-capillary venules of diameter up to approximately 50µm
that the migration of WBCs through the vessel walls occurs (transmigration), which
allows them to access the damaged tissue (Ohashi et al., 1996). The movement of
WBCs towards the vessel wall is known as leukocyte margination and is of consider-
able interest to the medical community. Additionally, the shear rates in venules are the
lowest in the vasculature, and hence it is within these vessels that RBC aggregation
most commonly occurs (Popel & Johnson, 2005).
On the luminal side of the endothelial cells, there exists a layer of glycoproteins, proteo-
glycans and glycosaminoglycans which make up the glycocalyx, which is tens of nm
thick (Pries et al., 2000). However, there is evidence of a thicker layer of 0.5 − 1µm,
known as the endothelial glycocalyx layer or endothelial surface layer (ESL) which
has a considerable hydrodynamic effect (Pries et al., 2000). The properties of this layer
are discussed in depth in a number of reviews (VanTeefelen et al., 2007; Pries et al.,
2000; Weinbaum et al., 2007). As there is almost no plasma velocity observed in the
ESL (Savery & Damiano, 2008; Smith et al., 2003) the shear stress acting on the en-
dothelial cell plasma membrane is very small. Shear stress is instead transmitted to
the endothelial cell by translating the drag force on the ESL ﬁbres into a torque acting
on the endothelial cell cytoskeleton (Weinbaum et al., 2007). Mechanotransduction,
the chemical response to mechanical stimuli, is a key part of the ﬂow regulation in
the microvasculature. For example, nitric oxide, which is a vasodilator, is released by
endothelial cells in response to elevated wall shear stress levels. This causes smooth
muscle cells to relax, increasing the diameter and thus reducing the ﬂow resistance of
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Figure 1.1: Schematic of a section of microvascular network of rat spinotrapezius (Skalak & Schmid-
Scho¨nbein, 1986).
the network. The absence of the endothelial cells in vitro is of concern and may ac-
count for some of the contradictions with in vivo work. The seeding of channels with
endothelial cells shows potential in resolving this (Rosano et al., 2009; Fiddes et al.,
2010), however, there is some doubt as to whether such cell culturing approaches are
able to produce a physiologically relevant ESL (Potter & Damiano, 2008; Potter et al.,
2009).
Although microvascular network topology is specialised within individual organs and
skeletal tissue, some features are generally present. In the arteriolar network, an arcade
arrangement is often found in vessels larger than 25µm, while a sequential branching
structure is more common in smaller vessels (Fung, 1997). A similar structure is found
in venules, although individual sections have larger diameter and shorter length and
the total number of vessels is greater. In skeletal muscle, capillaries are bundled, such
that each terminal arteriole feeds two separate capillary networks, which in turn feed
into two collecting venules, each of which receives the ﬂuid from two such capillary
bundles. Figure 1.1 shows a schematic of a section of microvascular network in the
rat spinotrapezius muscle. The arcade arteriole (AA) feeds into a number of branching
terminal arterioles (TA), which feed the capillary network bundles, separated by the
dashed lines in the ﬁgure. The branched collecting venules (CV) collect the blood from
the capillaries and feed into the arcade venule (Schmid-Scho¨nbein, 1999). It should be
noted that the bifurcations show a wide range of angles.
The general structure as a whole can take different forms. For example, a serial arrange-
ment is sometimes observed, wherein a single artery feeds a network which is collected
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by a single vein. Parallel networks also exist, in which there are multiple points of
connection between the arterial and venous networks. Finally, it should be noted that,
although vascular networks are generally three-dimensional, certain muscles, such as
the spinotrapezius shown in Figure 1.1, have an approximately two-dimensional struc-
ture.
1.2.2 Blood Constituents
Plasma
Blood plasma is a solution of proteins and other solutes in water (90 − 92% (Caro
et al., 2012)). The proteins are large enough so that they do not, under normal condi-
tions, diffuse through the endothelial barrier, and thus remain in the circulatory system.
The main plasma proteins can be split into three categories; albumins, globulins and
ﬁbrinogen, which make up 60, 35 and 4% of the total protein content respectively. Al-
bumins contribute greatly to the osmotic pressure and are important in the transport
of hormones and fatty acids, while globulins have immune and transport properties.
Fibrinogen is important in haemostasis (clotting). Upon damage to a vessel wall, a
complicated cascade of reactions results in the enzyme thrombin, which converts the
dissolved ﬁbrinogen into strands of insoluble ﬁbrin, in which platelets and RBCs are
trapped, causing a clot (Tortora & Grabowski, 2001; Martini, 2004). In addition to the
aforementioned functions, plasma proteins are an important factor in the plasma, and
thus blood, viscosity. Plasma viscosity has long been used as a diagnostic tool: ele-
vated viscosity implies pathology. Additionally, plasma proteins are a key component
in the RBC aggregation process, which will be discussed further later in this section.
From a ﬂuid dynamics point of view, plasma is a Newtonian ﬂuid and has a viscosity of
1.15− 1.35mPas at physiological temperature of 37 degrees centigrade (Lowe, 1988).
Red blood cells
RBCs constitute approximately 45% of the blood by volume and thus they dominate
the mechanical characteristics of the blood. The structure of the RBC is very simple;
they have no nucleus or organelles and are essentially a ﬂexible membrane surrounding
a mixture of cytosol and haemoglobin, to which oxygen binds. The lack of mitochon-
dria means that none of the oxygen bound to the haemoglobin is used by the RBC,
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Figure 1.2: RBC shape. (a) Scanning Electron Micrograph at pH 7.1 (Cicha et al., 2003), (b) RBC shape
in isotonic buffer derived microscopic holography (Evans & Fung, 1972).
thus their form is patently specialised for the purpose of oxygen delivery. However,
their specialisation is not only biochemical; their mechanical properties are unique and
complex.
The RBC membrane consists of three layers: an extracellular glycocalyx layer, a lipid
bilayer plasma membrane and an elastic two dimensional network of skeletal proteins,
the latter of which are connected via transmembrane proteins (Yazdanbakhsh et al.,
2000). This structure results in a highly elastic membrane which can deform easily,
with linear deformations of up to 250%, but is very resistant to changes in surface
area. The elastic, bending and isotropic area dilation moduli have been reported to
be 6µN/m, 1.8 × 10−6µN/m and 0.5N/m respectively (Evans, 1983). If the cell
membrane surface area increases by 3−4%, then cell lysis will ensue, i.e. its membrane
will break and its contents will be released (Mohandas & Gallagher, 2008).
Under stasis in an isotonic suspending medium, RBCs have a biconcave disc shape with
a diameter and thickness of approximately 8 and 2µm respectively, as shown in Figure
1.2, which results in a zero-stress state on the membrane and a zero transmembrane
pressure (Fung, 1993).
Under ﬂow conditions in conﬁned spaces, RBCs deform signiﬁcantly and can ﬁt
through passages signiﬁcantly smaller than their dimensions under static conditions:
as low as 2.8µm (Halpern & Secomb, 1992). The characteristic time for the deforma-
tion has been reported to be 0.06s (Cokelet, 1980). Figure 1.3 shows RBCs deforming
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Figure 1.3: Erythrocytes deforming in 7 µm wide channel. (a) In vitro (glass tube), (b) In vivo (rat
mesentery) (Pries & Secomb, 2008).
in 7µm channels in vitro and in vivo. It can be seen that the cells have a structure which
has been described as ‘bullet-shaped’ or ‘parachute-shaped’.
In larger vessels, their deformability allows the erythrocytes to align with the ﬂow and
the membrane has been observed to rotate around the cell interior, in a process known
as tank treading (Abkarian et al., 2007). This reduces viscous dissipation and thus the
viscosity of the ﬂuid. Any pathological changes in erythrocyte deformability can thus
result in signiﬁcant changes in the ﬂuid dynamics of the vasculature (Lowe, 1988).
Under low ﬂow conditions, RBCs have a propensity to aggregate, forming either
clumps or stacks termed rouleaux (Lipowsky, 2005). The rouleaux can connect to
each other to form a three dimensional network, as shown in Figure 1.4.
There are two contradictory theories describing the mechanism under which aggrega-
tion occurs; bridging and depletion, both of which involve RBC surface charge proper-
ties and either long chain proteins such as ﬁbrinogen or polymers, such as high molec-
ular weight Dextran. Under both proposed mechanisms, the extent of aggregation is
dependent on the relationship between the attractive, electrostatic, mechanical shear
and membrane bending forces acting on the cell (Chien & Jan, 1973).
The bridging model suggests that the macromolecules accumulate on the cell surface
and form a bridge between two aggregating cells, holding them together (Chien &
Jan, 1973; Maeda & Shiga, 1985). However, Armstrong et al. (1999) have provided
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Figure 1.4: RBC aggregate network in a microchannel. Contrast is enhanced for clarity.
evidence to the contrary. In their study, they covalently bonded polyethylene oxide,
which strongly aggregates RBCs, to the surface of the cells. If the bridging theory was
correct, this would result in increased aggregation, but their experiments showed the
opposite.
The alternative depletion model suggests that a lower localised concentration of macro-
molecules occurs near the cell surface (depletion layer). This generates an osmotic
pressure gradient and ﬂuid moves away from the region between the cells, in order
to reduce the free energy of the system, which generates an attractive force (Neu &
Meiselman, 2002; Meiselman, 2009). It should be noted that Bronkhorst et al. (1997)
suggest that perhaps both bridging and depletion mechanisms are active, in that deple-
tion plays a role in bringing aggregates sufﬁciently close for cross-bridging to occur.
Nonetheless, the depletion theory is generally accepted as the best explanation for the
phenomenon of aggregation, particularly for RBC aggregation induced by Dextrans
(Meiselman, 2009).
Disaggregation occurs mainly as a result of shear stress acting on the aggregates (Popel
& Johnson, 2005). The range of magnitudes of the shear stresses and shear rates re-
quired for disaggregation reported in the literature is wide. Snabre et al. (1987) state
critical shear rates ranging from 120s−1 to 13s−1 and critical shear stresses ranging
from 0.219 − 0.281N/m2 in a Couette ﬂow as haematocrit increased from 15 to 75%.
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Chien et al. (1977) found the shear stress required for disaggregating two cells in
a channel to be 0.05 − 0.1N/m2, while Rampling et al. (2004) cite shear rates of
20 − 40s−1 for disaggregation. However, it should be noted that for blood ﬂow in
vessels, the shear rates are not uniform and aggregation has been observed at pseudos-
hear rates† exceeding 70s−1 in venules (Bishop et al., 2004) and 100s−1 in arterioles
(Ong et al., 2010). Pseudoshear rates in humans have been estimated to be < 40s−1
(Bishop et al., 2001a; Whitmore, 1968), indicating that aggregation is likely to be
present throughout a large portion of the human vasculature. Additionally, for shear
rates < 1s−1, the greater the ﬂow, the more frequent the cell-cell interactions, thus
aggregation is increased (Cokelet, 1980).
The extent of aggregation is dependent on extrinsic factors, such as aggregating agents
and shear, and intrinsic factors, such as cell type, deformability, age etc. (Kim et al.,
2009), the latter of which are deﬁned by Baskurt & Meiselman (2008) as ‘aggrega-
bility’. Summaries of the inﬂuence of these factors have been recently reviewed by
Rampling et al. (2004) and Meiselman (2009). Aggregation has been found to in-
crease with decreasing temperature (Schmid-Scho¨nbein et al., 1972), increasing ﬁb-
rinogen concentration up to 4× 10−3kg/L (Falco´ et al., 2005), increasing haematocrit
(Schmid-Scho¨nbein et al., 1972) and increasing Dextran concentration up to a point,
before rapidly decreasing (Chien & Jan, 1973).
Decreasing the deformability of the cells was found to decrease the amount of aggre-
gation (Jovtchev et al., 2000; Maeda et al., 1983). However, the simulations of Bagchi
et al. (2005) suggested that aggregates were more stable if the cytoplasm was more
viscous and the membrane more rigid.
Cokelet (1980) reports aggregation time of the order of 5 − 7 seconds after rapid re-
duction of shear, although this value is increased under pathological conditions and is
dependent on a range of other factors.
Initially, after reduction from a high to a low shear rate, RBC aggregation undergoes
a rapid increase with a time scale of the order of 1 second (Kaliviotis & Yianneskis,
2008). A steady aggregation state has been shown in a parallel plate optical shearing
†Pseudoshear rate is deﬁned as the mean velocity divided by the diameter in round channels/vessels
or the mean velocity divided by the height in ﬂow between two plates. The term will be discussed in
detail later.
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microscope viscometer to reach a steady state in approximately 15 − 20 seconds, al-
though the time was found to be shear rate and haematocrit dependent (Kaliviotis et al.,
2011). A peak in viscosity was observed to occur after 2− 3 seconds, which decreased
as networks formed at low shear rates (≤ 2s−1).
Aggregation measurement is generally carried out separately to ﬂow experiments in
rotational geometries, with the extent of aggregation measured as a function of light
transmission or back scattering of laser light (Baskurt et al., 2009b). Multiple indices
tend to be deﬁned based on transient responses and threshold shear rates. However, as
aggregation is shear and time dependent, the data collected from such systems is not
directly applicable to channel ﬂow, as the shear distribution and characteristic times
in such systems will be signiﬁcantly different. Shin et al. (2006) developed a method
based on laser back-scattering in a disposable microchannel. The effects of aggregation
on blood ﬂow will be described in more detail in §1.4.8.
Finally, it should be mentioned that the density of plasma and RBCs have been reported
to be 1025 and 1125 kg/m3 respectively (Ja¨ggi et al., 2007; Kenner, 1989). As a re-
sult, RBCs sediment in plasma. This effect is enhanced under aggregating conditions
(Alonso et al., 1995) due to the larger mass to surface area ratio of the aggregates com-
pared to individual cells. In horizontal tube ﬂow, the sedimentation rate is proportional
to the fourth power of the haematocrit and the square of the particle diameter (Baskurt
et al., 2012).
White blood cells
Leukocytes, or white blood cells, are part of the immune system and also remove waste
substances, toxins and damaged cells from the body. Unlike red blood cells, they con-
tain a nucleus and organelles. There are ﬁve types of leukocyte: neutrophils, basophils,
eosinophils, monocytes and lymphocytes, each of which carry out different functions.
They are approximately spherical in shape with a diameter of 7 − 8µm and are de-
formable (Lowe, 1988) and exist in very low concentrations compared to the RBCs
(< 1%). Due to inﬂammation or the presence of an antigen, leukocytes become acti-
vated and their physical structure and properties change signiﬁcantly (Popel & John-
son, 2005). Under such conditions, leukocytes have been observed to block capillaries,
signiﬁcantly increasing capillary network resistance (Eppiheimer & Lipowsky, 1996).
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This effect has also been observed in vitro (Thomson et al., 1989), wherein the RBCs
form ‘trains’ behind a relatively larger and less deformable leukocyte. When ﬂowing
through capillaries, leukocytes conform to a cylindrical shape, and tend towards the
vessel centre, ﬂowing with a velocity lower than that of the RBC. In the post-capillary
venules, interactions with the RBCs deﬂect the leukocytes towards the wall, wherein
they start to roll along, and subsequently adhere to, the endothelium. This effect has
been observed to be increased by RBC aggregation (Pearson & Lipowsky, 2004).
Platelets
Platelets have a ﬂattened disc shape of approximately 4µm diameter and 1µm depth.
Functionally, they comprise a signiﬁcant portion of the process of thrombosis. Due to
their low volume concentration (0.2 − 0.5%), they have negligible effect on the me-
chanical ﬂow properties of blood (Lowe, 1988), except when involved in coagulation.
Additionally, they have been used in a number of studies as ﬂow tracers by labelling
them with ﬂuorescent dye (Tangelder et al., 1985; Tangelder et al., 1986).
1.3 Approaches to haemodynamics research
Due to the large number of variables which affect blood ﬂow in the vasculature, in
vivo (lit. in life) experiments provide the most realistic environment for analyses of
the ﬂow characteristics, as it is not possible to account for all such variables in model
experiments. However, the inability to accurately control many of the variables, and
thus to study individual parameters with a high degree of accuracy, requires simpliﬁed
models to be utilised. In vitro (lit. in glass) and in silico (computer simulations) ap-
proaches each provide their own advantages and disadvantages. In this section, a brief
explanation of each of these approaches will be given.
1.3.1 In silico
In silico studies allow for a large number of variables to be considered and can provide
highly detailed data which is not possible to acquire experimentally. Furthermore, if
computational models are able to predict experimental measured results, it indicates
that the understanding of the phenomena of interest is accurate. Arterial and venous
blood ﬂow is often modelled assuming the blood to be a continuous, Newtonian ﬂuid
(Cebral et al., 2005; Fung, 1997; Taylor et al., 1999; Tse et al., 2011); although
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some non-Newtonian models are commonly utilised (Gijsen et al., 1999; Soulis et al.,
2008). Blood ﬂow in large vessels is characterised by high Reynolds and Womersley
numbers† and thus the effects of viscosity are small and the inertial and pulsatile na-
ture of the ﬂow caused by the cardiac cycle are of greatest signiﬁcance (Fung, 1997).
Thus, in such simulations, the unsteady ﬂow (Liu et al., 2001), turbulence (Varghese &
Frankel, 2003), ﬂow separation (Seo et al., 2005), wall shear stress (Migliavacca & Du-
bini, 2005) and other such aspects of classical ﬂuid dynamics are considered. Advances
in medical imaging have allowed for simulations in patient-speciﬁc geometries recon-
structed from magnetic resonance imaging, computed-tomography and ultrasound as
reviewed by Steinman (2002).
Microvascular blood ﬂow is characterised by Reynolds numbers which are much less
than one and thus the ﬂow is dominated by viscous effects (Fung, 1997). Additionally,
as the vessel dimensions approach the scale of the suspended cells, the two phase nature
of the ﬂow becomes increasingly signiﬁcant. If only bulk ﬂow properties are required,
then continuum models can be applicable for some situations. Approaches include
ﬁtting empirical equations based on experimental data (Pries et al., 1994) and modelling
the ﬂow as two regions of Newtonian ﬂuid with different viscosities (Fenton et al.,
1985; Sharan & Popel, 2001). If more detailed information is required, such as on the
cell-cell interaction, cell-wall interaction, RBC aggregation or deformability, then more
complex multi-cell ﬂow methods must be utilised. These include the lattice-Boltzman
(Hyakutake et al., 2006; Zhang et al., 2008) and immersed boundary methods (Bagchi,
2007; Eggleton & Popel, 1998).
Capillary blood ﬂow is generally modelled taking into account the deformation of the
cells, the interaction with the vessel wall and the coupling between the ﬂow in the cell
interior and the ﬂow exterior to the cell (Freund & Orescanin, 2011; Lee & Smith,
2008; Pozridikis, 2005).
In arterioles and venules, the continuum approach is considered a reasonable assump-
tion for vessels larger than 20− 50µm (Cokelet, 1999; Popel & Johnson, 2005). How-
ever, if aggregation or cell deformability is of interest, then such models may not be
†These are dimensionless ﬂuid dynamics parameters. The Reynolds number relates the relative
importance of the inertial to viscous forces. The Womersley number relates the transient inertial force
and its frequency to the viscous forces.
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sufﬁcient. Historically, due to the large number of cells involved, the computational
cost of multi-cell models has precluded them as a feasible methodology in ﬂow on this
scale. However, recent advances have allowed small scale modelling of microvascu-
lar bifurcations (Chesnutt & Marshall, 2009; Hyakutake et al., 2006; Secomb et al.,
2007) and the effects of aggregation (Bagchi et al., 2005; Chesnutt & Marshall, 2010;
Zhang et al., 2008). The most advanced computer models consider individual RBCs to
be comprised of many interconnected springs (Fedosov et al., 2010a; 2010b; Imai et
al., 2010; 2011). These models provide very detailed information on the ﬂow of RBCs
and suspending medium, but have a high computational cost. Such approaches provide
perhaps the best potential for further modelling of microvascular blood ﬂows, but still
require accurate experimental measurements in order to verify the results.
1.3.2 In vitro
In vitro studies have provided a large amount of information on the basic parameters
which affect the ﬂow of blood in the microvasculature. Through these studies, concepts
such as the Fa˚hraeus and Fa˚hraeus-Lindqvist effects and the Zweifach-Fung bifurcation
law have been developed and the importance of geometrical and ﬂuid parameters have
been investigated. Initial studies of blood ﬂow were carried out in glass capillary tubes
by pioneers such as Fa˚hraeus (1929) and have continued to provide useful information
with important studies on sedimentation, aggregation, velocity proﬁles and apparent
viscosity. However, the large length to diameter ratio of these tubes changes the balance
in the complicated interactions between various phenomena, giving results which do
not quantitatively match in vivo results, and in some cases even contradict them.
Viscometric studies of blood ﬂow using Couette (Chien & Jan, 1973), parallel plate
(Kaliviotis & Yianneskis, 2008) and cone and plate viscometry (Schmid-Scho¨nbein
et al., 1968) have provided useful information on blood viscosity and aggregation char-
acteristics by allowing for accurate control of shear forces and thus the response of
RBCs and aggregates to these forces. While these studies have provided invaluable data
on the mechanisms involved in aggregation and its response to certain conditions, the
shear force and RBC concentration distributions which occur in vivo are far more com-
plex, and thus experiments in more realistic geometries and a range of ﬂow conditions
are required to improve understanding of the phenomenon. Individual and sequen-
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tial bifurcating geometries, relative and absolute branch sizes as well as suspending
medium, ﬂow rate, ﬂow proportions, the inﬂuence of the ﬂow pulsations etc. are all
likely to have an impact on the occurrence of RBC aggregation in vivo and should be
investigated.
A number of experimentalists have modelled the ﬂow of blood in bifurcations using
plastic channels (Carr & Wickham, 1990; Chien et al., 1985; Dellimore et al., 1983;
Fenton et al., 1985; Perkkio¨ et al., 1987; Yen & Fung, 1978). These experiments
provided valuable information on the importance of various parameters on phase sep-
aration observed in bifurcations and will be described further in §1.4.9. However, in
these studies the analysis was carried out only on bulk measurements and detailed in-
formation on the ﬂow ﬁeld around such bifurcations is still required. Accurate mod-
elling (in terms of the geometry) of microvascular networks is difﬁcult due to the tech-
nical requirements of constructing microchannels. While straight channels and sim-
ple bifurcations can be achieved by casting using wires (Fenton et al., 1985; Lima
et al., 2009b), more sophisticated methods are required for detailed geometries. With
the rapid increase in microﬂuidic research over the last decade, advanced fabrication
methods have become available. The most common of which for use in biological
studies is soft-lithography using polydimethylsiloxane (PDMS), and a number of re-
views on the subject are available (Sia & Whitesides, 2003; Xia & Whitesides, 1998).
PDMS microchannels have been used to study a bifurcating and then converging junc-
tion (Ishikawa et al., 2011) and a stenosis (Fujiwara et al., 2009) and have also been
used to create a large number of devices for blood analysis (Faivre et al., 2006; Ja¨ggi
et al., 2007; Kersaudy-Kerhoas et al., 2010; Sollier et al., 2009; Zheng et al., 2008).
Recently, a few examples of microchannels representing entire microvascular networks
have been produced (Prabhakarpandian et al., 2008; Rosano et al., 2009; Shevkoplyas
et al., 2003), although the analysis of the ﬂow in these networks was limited. While
synthetic microvascular networks represent a better approximation of the microcircula-
tion, the difﬁculty of creating different depths and the fact that the cross sectional shape
in these devices is rectangular reduce their applicability. The latter issue was overcome
by Fiddes et al. (2010) who converted a channel fabricated using standard methodolo-
gies to have a circular cross section by injecting silicon oligomer into the channel then
infusing nitrogen, and varying the pressure to control the diameter of the ﬁnal channel.
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A further development of these systems was the seeding of endothelial cells inside the
channel (Fiddes et al., 2010; Rosano et al., 2009) which should produce conditions
closer to those found in vivo than has previously been possible.
1.3.3 In vivo
The aim of in vitro and in silico studies is ultimately to be able to understand the ﬂow of
blood in the microvasculature and thus, to be able to predict the ﬂow of blood in vivo.
In addition to the lack of control of variables mentioned previously, in vivo studies are
also made more challenging due to the considerable difﬁculty in accessing appropriate
tissue and acquiring the required data. Nuclear magnetic resonance imaging and ultra-
sound techniques can be used to measure blood ﬂow in vessels deep within the body,
but have limited spatial resolution due to the wavelengths used in the techniques and
are thus not suitable for microvascular measurement (Vennemann et al., 2007). Par-
ticle Tracking Velocimetry (PTV) and Particle Image Velocimetry (PIV) provide high
spatial resolution data, but require optical access, which limits the range of use. In hu-
mans, microvascular networks are generally inaccessible, with the exception of the eye
which has received recent research attention (Makita et al., 2011; Shahidi et al., 2010;
Yu et al., 2010). Additionally, microvascular networks are generally three dimensional,
which makes it very difﬁcult to obtain data with optical methods, although confocal
PTV can be used if optical access is sufﬁcient (Kamoun et al., 2010). Speciﬁc microvas-
cular beds which are approximately two-dimensional such as the mesentery of rabbit
(Tangelder et al., 1986), cat (Lipowsky & Zweifach, 1974) or rat (Sugii et al., 2002),
rat spinotrapezius (Das et al., 2007), cat sartorius (Dodd & Johnson, 1991) and hamster
cremaster (Klitzman et al., 1983) are used in conjunction with intravital microscopy.
Dual-slit and videophotometric methods are commonly used for measurement of the
velocity, often with labelled RBCs. In vivo studies have provided information on all
aspects of the microcirculation including cell-free layer (Kim et al., 2007; Ong et al.,
2010), RBC aggregation (Bishop et al., 2001c; Soutani et al., 1995), vessel and network
ﬂow resistances (Lipowsky et al., 1980; Pries et al., 1994; Pries & Secomb, 2005),
radial migration (Bishop et al., 2001c), cell deformability, haematocrit distribution and
the ESL (Smith et al., 2003). However, the data in such experiments generally has a
relatively large amount of scatter and there are many reported contradictory results.
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1.4 Dynamics of blood ﬂow
Blood ﬂow is dominated by the interaction between the RBCs, suspending medium
and the boundaries of the system. This section will provide an introduction to the most
relevant aspects of haemodynamics for the analysis of the results reported in the present
study.
1.4.1 Fundamental ﬂow models
The fundamental equations of ﬂuid dynamics are the Navier-Stokes equations and the
continuity equation. The former provide a description of the conservation of momen-
tum in each coordinate axis and the continuity equation describes the conservation of
mass.
ρ
∂�V
∂t
+ �V .∇�V
 = −∇p+ µ∇2�V (1.1)
∇.�V = 0 (1.2)
These non-linear, partial differential equations are analytically soluble for only a few
idealised systems. Two of these have particular relevance in haemodynamics, namely
the ﬂow between two parallel plates, which approximately represents that found in
parallel-plate, cone and plate and Couette viscometers, and Poiseuille ﬂow, which de-
scribes the ﬂow in a long straight cylindrical channel. These solutions will be intro-
duced in the following section. For more complex problems, the equations above can
be solved using CFD, by discretising the geometric domain and solving the equations
numerically.
Flow between parallel plates
Plate-plate viscometers have been widely used in rheology, the study of viscosity, and
have provided a large amount of haemorheological data (Chien & Jan, 1973; Dufaux
et al., 1980; Kaliviotis & Yianneskis, 2009; Kaliviotis et al., 2011). The plate-plate
viscometer is based on Couette ﬂow, in which a Newtonian ﬂuid (one for which the
viscosity is independent of shear), ﬂows steadily between two ﬂat, inﬁnite plates. The
lower plate is ﬁxed and the upper plate moves with a velocity U . The no-slip condition
(arising from the fact that ﬂuid particles in direct contact with the wall must have the
same velocity as the wall) implies that the velocity of the ﬂuid at the stationary plate
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will be zero, and at the moving plate will be U . Solving the Navier-stokes equations
under these conditions yields the velocity proﬁle
u (y) =
Uy
h
(1.3)
where the distance between the two plates is given by h. Hence the ﬂuid velocity varies
linearly between the two plates. As a result, the shear rate
γ˙ =
du (y)
dy
=
U
h
(1.4)
is a constant. In plate-plate viscometers, two circular plates are used in order to provide
a continuous region in which to apply this ﬂow. The torque required to rotate the plate
gives a measure of the ﬂuid viscosity for a single shear rate. In this case, the average
shear is γa =
U
h
†.
Poiseuille ﬂow
As a ﬁrst approximation, the ﬂow in a blood vessel can be modelled by assuming ﬂow
of a Newtonian ﬂuid through a long, rigid cylindrical tube of uniform cross section.
Under the assumptions of laminar, incompressible, fully developed ﬂow, Equations 1.1
and 1.2 yield the following equation for the axial velocity at a given radius as
u(r) =
1
4µ
∂p
∂x
�
r2 −R2
�
(1.5)
where u(r) is the axial velocity at radius r, µ is the viscosity, ∂p/∂x is the axial pressure
gradient andR is the tube radius. Assuming that the pressure drop is constant along the
length L (Δp/L = −∂p/∂x), and integrating the velocity proﬁle, Equation 1.5 can be
written as
Δp =
8µLQ
πR4
(1.6)
which is known as the Hagen-Poiseuille equation or law. Although the majority of the
assumptions made in the derivation are inaccurate for the vessels in the vasculature, the
equation nonetheless provides a useful benchmark and indicates certain relationships.
Importantly, it shows that the pressure drop is inversely proportional to the fourth power
†The subscript a is used to as to distinguish between the average shear rate γa and the pseudoshear
rate γ
50
1.4. Dynamics of blood ﬂow
of the vessel diameter. This has a large impact on the ﬂow in the vasculature, partic-
ularly in the arterioles where vasodilation and vasoconstriction are used to maintain a
constant pressure in the capillary bed (Fung, 1997).
Given that Q = πR2U , Equation 1.5 can be written in terms of the mean velocity as
u(r) = 2U
�
1− r
2
R2
�
(1.7)
hence the shear rate is described by
du(r)
dr
=
4Ur
R2
(1.8)
The shear rate in Poiseuille ﬂow is thus linearly related to the radial position. At the
wall, r = R and the shear rate is 4U/R = 8U/D. In the vessel centre the shear rate is
zero.
In the study of the shear-dependent characteristics of blood, a singular representative
value for the shear rate, termed the ‘pseudoshear rate’ is commonly used to describe the
ﬂow environment. In many cases, the Couette deﬁnition is used for blood vessels, and
the pseudoshear rate, (γ) is deﬁned according to γ = U/D (Bishop et al., 2001a; Ong
et al., 2010; Reinke et al., 1987). This is equivalent to a normalised velocity, measuring
the number of channel diameters per second (Cokelet & Goldsmith, 1991). However,
the value should not be used to directly compare shear dependent characteristics with
those acquired in plate-plate viscometers. The mean shear for Poiseuille ﬂow is found
by integrating the shear proﬁle across the channel, yielding
γa =
16
3
U
D
(1.9)
Flow in rectangular channels
In vitro studies in PDMS channels generally have a rectangular cross sectional area. In
this case, the velocity proﬁle is given by Bruus (2008) as
u(y, z) =
4h2Δp
π3µL
∞�
n,odd
1
n3
1− cosh
�
nπ y
h
�
cosh
�
nπ w
2h
�
 sin�nπ z
h
�
(1.10)
where the channel height is in the z direction ranging from 0 and h and the width is in
the y direction between ±0.5w. The ﬂow rate is given by
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Q =
h3wΔp
12µL
1− ∞�
n,odd
1
n5
192
π5
h
w
tanh
�
nπ
w
2h
� (1.11)
For a channel with a square cross section, the hydraulic diameterD = 2hw/ (h+ w) =
h = w. Hence in this case, the average shear is close to that for a cylindrical pipe. For
high aspect ratio channels, the Couette deﬁnition based on the channel height is most
suitable.
1.4.2 Effect of suspended elements
These idealised ﬂow situations provide a frame of reference against which blood ﬂow
characteristics can be compared. However, blood is not a Newtonian ﬂuid as a result
of the high quantity of RBCs suspended in the plasma. To consider how these particles
behave, let us ﬁrst consider Poiseuille ﬂow at low velocities with dilute suspensions of
increasingly complex particles. The following concepts have been reviewed in some
depth by, for example (Caro et al., 2012; Goldsmith et al., 1989; Karnis et al., 1963),
and will be brieﬂy summarised in the following.
The velocity in Poiseuille ﬂow is zero at the wall and at a maximum in the channel
centre, and the shear stress is zero at the channel centre and increases linearly towards
the wall. However, if a rigid spherical particle is within the ﬂow, the ﬂuid velocity at
the surface of the particle will be zero (relative to the particle) and the shear rate, and
hence shear stress acting on the particle will be greater towards the centre of the channel
(wherein the velocity is greatest). As a result the particle will rotate toward the vessel
wall such that the side closest to the wall rotates in the direction opposite to the ﬂow, but
will follow ﬂuid streamlines. The resultant stresses on the rigid particle are compressive
along an axis which approximately aligns with the shear gradient, and extensive in the
orthogonal direction. If the sphere is deformable, such as would be the case for a liquid
drop or an RBC, it will deform according to these forces, but continue to rotate around
its centre. As a result of interactions between the ﬂow ﬁeld of the ﬂuid around the
deformable particle and the channel wall, the particle will migrate towards the centre
of the channel. For RBCs, Cokelet (2011) describes the phenomenon as occurring due
to the distortion of the ﬂow ﬁeld of the suspending medium around the cell, both when it
is near the wall and when it deforms and elongates due to the stresses acting on the cell
membrane. The rate of this migration increases as the droplet deformability increases,
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and as the shear gradient across the droplet increases; either due to increasing ﬂow rate
or decreasing ratio of particle to channel diameter. Rods and disks tend to tumble, as
the forces acting on either side are dependent on the inclination angle of the object
in relation to the ﬂow. Deformable rods or disks will migrate radially, but rigid ones
will not. Finally it should be mentioned that, as the particle concentration increases,
particle-particle interactions will oppose the radial migration to some extent. Red blood
cells are deformable disks, and their aggregates akin to deformable rods. The way in
which they affect ﬂuid ﬂow can be similar to droplets, disks or rods, depending on the
relative size of the channel to the RBC, the deformability of the RBCs and the ﬂow
rate.
In vessels which are large enough for the RBCs to move freely, their behaviour is de-
pendent on ﬂow rate. At low ﬂow rates, they act like disks, tumbling with a periodic ro-
tational velocity. At high ﬂow rates, RBCs deform similarly to liquid droplets, but their
membrane rotates freely about the liquid centre in what is known as a tank-treading
motion (Abkarian et al., 2007). This reduces viscous dissipation and thus the relative
viscosity of the ﬂuid. Hence, if deformability of the RBCs is decreased, the radial
migration will be decreased also. Furthermore, RBC aggregation results in rouleaux
which are equivalent to ﬂexible rods. Aggregation also forms clumps, which act as
large diameter deformable particles. The relative size of both rouleaux and clumps
is larger than that of individual RBCs and hence radial migration is enhanced in the
presence of aggregation (Alonso et al., 1995; Reinke et al., 1987).
1.4.3 The cell-depleted layer
As a result of radial migration, a non-uniform distribution of RBCs, which can be
termed a haematocrit proﬁle, is generated. In a long straight channel/vessel, where the
forces inducing radial migration are in equilibrium with the particle-particle collision
forces, the proﬁle will have a maximum cell concentration in the channel centre and a
minimum concentration at the channel walls. However, the details of this distribution
are often overlooked, and blood is considered as two immiscible ﬂuids: the RBC core
(with constant haematocrit) and the cell-free layer (CFL) at the channel wall (with zero
haematocrit). The cell-free layer has received a lot of research attention and has been
reviewed by Kim et al. (2009). The term ‘cell-free layer’ is often disputed, for the rea-
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Figure 1.5: (a) Image of the CDL in vivo, (b) Approximated binary image for CDL width and roughness
calculation (Kim et al., 2006). Black lines represent vessel wall boundaries. Channel width ≈ 40µm
(not stated explicitly in the reference).
son that the region (if deﬁned spatially) will rarely be entirely cell free (Baskurt et al.,
2012). Instead, the interactions between neighbouring RBCs cause cells to impinge on
the layer. To account for this fact, the term cell-depleted layer (CDL) (Reinke et al.,
1986) is sometimes used. For the present study, the term CDL is preferred, although
CFL is used for regions through which no cells ever pass.
Measurement of the CDL is commonly carried out based on thresholding microscopic
images of the vessel. Figure 1.5a shows a microscopic image of a vessel with the
walls marked by black lines. Figure 1.5b shows a binary approximation calculated by
thresholding using the Otsu method, from which CDL width and roughness can be
calculated (Kim et al., 2006).
It can be seen in Figure 1.5a, that there are regions which are notably lighter near
the edge of the CDL. This is because the local haematocrit is reduced in that location,
supporting the assertion that the CDL is in fact part of a continuous haematocrit proﬁle.
Nonetheless, it is a useful simpliﬁcation which can be analysed with relative ease in
vivo (Kim et al., 2007; Namgung et al., 2010; Ong et al., 2011a; Yalcin et al., 2011).
The width of the CDL is dependent on RBC concentration, aggregation and deforma-
bility, the diameter of the vessel, the ﬂow rate and the presence of the ESL (Alonso
et al., 1995; Kim et al., 2007; Pries et al., 1994). If ﬂow rates in a vessel are sufﬁ-
ciently high so that aggregation is absent, then the CDL width increases with ﬂow rate;
however, the presence of aggregation inverts this relationship, as reducing ﬂow rate in-
creases aggregation (Kim et al., 2009). The aforementioned studies were carried out in
straight vessel sections or capillary tubes; however, Ong et al. (2012) recently reported
details on the CDL distribution in an arteriolar bifurcation and found that the ﬂow ratio
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also had an inﬂuence on the RBC distribution.
1.4.4 Velocity proﬁles
By changing the RBC distribution, radial migration also alters the shape of velocity
proﬁles, as the viscosity distribution is dependent on local RBC concentration. For
a continuum ﬂuid at a given channel location, if the viscosity increases, the velocity
will decrease due to increased resistance between shear layers in the ﬂuid. For blood
ﬂow, the presence of RBCs disrupts local ﬂuid streamlines leading to increased local
viscosity which scales with the RBC concentration. Due to the low haematocrit near
the wall resulting from radial migration of RBCs, the velocity near the channel wall
is increased due to the relative reduction in viscosity. Moreover, in the channel cen-
tre, where the haematocrit concentration is highest, the viscosity is increased and the
velocity decreases. The result is a ‘blunted’ velocity proﬁle and has been observed, in
vivo (Bishop et al., 2001a) and in vitro (Reinke et al., 1987). Given that the maximum
velocity occurs at r = 0, the maximum velocity for Poiseuille ﬂow is given by (see
Equation 1.5)†
umax =
−R2
4µ
∂p
∂x
(1.12)
Noting that umax = 2U , equation 1.7 can thus be written as
u(r) = umax
�
1−
�
r
R
�2�
(1.13)
In the microcirculation, particularly in the presence of aggregation, blunted velocity
proﬁles have been observed. This is often empirically accounted for by applying an
exponent K, such that
u(r) = umax
�
1−
�
r
R
�K�
(1.14)
Bishop et al. (2001a) found K = 1.7 and 2.1 for normal and slow ﬂow respectively in
a venule of a rat spinotrapezius muscle. When they induced RBC aggregation through
infusion of Dextran 500, these values changed to 2.3 and 3.8 respectively.
†note that the minus sign is present because the ﬂuid will ﬂow in the direction opposite to the pressure
gradient.
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1.4.5 Viscosity
Blood viscosity, or haemorheology, is very complex due to the two-phase nature of
the blood, as described above. The viscosity of blood is mainly dependent on the
haematocrit and shear rate.
Blood plasma is Newtonian (Lowe, 1988), and hence behaves very much like water, al-
beit with a higher viscosity resulting from the suspended plasma proteins. The presence
of RBCs results in an increase in viscosity, by disrupting streamlines and increasing vis-
cous dissipation. However, as the majority of the ﬂow resistance in any pressure driven
ﬂow through a channel is a result of the friction at the wall, the low viscosity CDL re-
sults in a decrease in the ﬂow resistance of the vessel compared to that which would be
observed for a uniform distribution of RBCs. This reduction in ﬂow resistance becomes
more pronounced for larger CDL widths.
A common way of describing the ﬂow resistance is the ‘apparent viscosity’. Also
termed the effective viscosity, the apparent viscosity µapp, is used to describe the bulk
viscosity based on the ﬂow rate generated by a given pressure drop (or the pressure drop
for a given ﬂow rate) if the ﬂuid was Newtonian. For blood ﬂow, the Poiseuille ﬂow
assumption is often adopted, for which the apparent viscosity is calculated according
to
µapp =
πR4
8L
Δp
Q
(1.15)
where the ﬁrst term is related to the geometry of the system and the second is related
to the ﬂow (Cokelet, 1999). For blood ﬂow, it is common to normalise the viscosity
with that of the of the Newtonian phase (the plasma or other suspending medium), so
as to clearly indicate the inﬂuence of the suspended elements on the viscosity, giving
the relative viscosity
µr =
µ
µ0
(1.16)
This apparent viscosity can be normalised similarly to give the relative apparent vis-
cosity
µa =
µr
µ0
(1.17)
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Figure 1.6: Relative apparent viscosity dependence on haematocrit in two different diameter capillary
tubes (Pries et al., 1992b).
where µ0 is the viscosity of the plasma (or other suspending medium for in vitro exper-
iments).
For a Newtonian ﬂuid, the shear stress a shear rate are related according to τ = µγ˙.
However, suspensions of RBCs are non-Newtonian, in that the viscosity of blood is a
function of the applied shear rate: as the shear increases, the viscosity decreases. Hence
blood is a shear thinning ﬂuid. Furthermore, RBC aggregation results in blood having
a yield-stress: in ﬂuid dynamics terminology, it acts as a Bingham plastic. In order to
account for both properties, a number of constitutive models for blood viscosity have
been developed. In the present study, the Carreau-Yasuda and Quemada models will be
considered, but a detailed review of the derivation of these models is beyond the scope
of this thesis.
The majority of these models have been considered using Couette viscometry, in which
the shear rate and haematocrit are (relatively) constant, allowing for experiments to
consider individual parameters. However, due to the additional complexities of the
RBC suspension introduced by geometric constraints and transient characteristics of
RBC radial migration and aggregation, an alternative approach is to acquire empiri-
cal data in, for example capillary tubes, and ﬁt curves to the data, as done by Pries
et al. (1992b). They made their own measurements and compiled data on the apparent
viscosity of blood in capillary tubes of various diameters at a range of haematocrits.
As can be seen in Figure 1.6, the relationship between the apparent viscosity and the
haematocrit is relatively linear below systemic haematocrit (≈ 45%) and increases ex-
ponentially thereafter. In their paper, Pries et al. (1992b) deﬁned an equation with
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empirically derived parameters:
µr = 1 + E
�
(1−HD)F + 1
�
(1.18)
where HD is the discharge haematocrit. The E parameter deﬁnes the slope of the
viscosity-haematocrit relationship and the F parameter deﬁnes the non-linearity for a
given tube diameter. Values of E and F were compiled for various studies and used to
deﬁne an equation for relative viscosity in tube ﬂow based on a bulk haematocrit and
the diameter of the tube.
Pries et al. (1992b) showed the strong dependence of blood viscosity on haematocrit
in tubes, which has also been shown for Couette viscometers (Chien, 1970) and in
the rat mesentery (Lipowsky et al., 1980). However, the effect of local haematocrit
distributions on both the local viscosity proﬁle and the apparent viscosity in geometries
such as a bifurcation is not understood and requires further investigation.
1.4.6 Wall shear stress
The wall shear stress (WSS) plays an important role in physiological regulation of
blood ﬂow. Endothelial and vascular smooth muscle cells are capable of sensing dif-
ferent levels of WSS (and pressure), and are responsible for controling vascular physi-
ology (Hahn & Schwartz, 2009). Furthermore, changes in wall shear stress have been
associated with altered gene expression in atherosclerosis (Reneman et al., 2006; Ka-
tritsis et al., 2007). Wall shear stress also regulates the production of nitric oxide,
a vasodilator, from endothelial cells which dynamically reduces ﬂow resistance (Ong
et al., 2011c).
The wall shear stress is deﬁned according to
τw = µγ˙ (1.19)
Where µ is the ﬂuid viscosity at the wall and γ˙ is the wall shear rate, i.e. du/dr in
Poiseuille ﬂow. For Poiseuille ﬂow, differentiating Equation 1.13 with respect to r
yields
γ˙ =
du
dr
= umax
�
2r
R2
�
(1.20)
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which evaluated at r = R, gives 2umax/R ( equivalent to 4U/R). However, as de-
scribed previously, blood velocity proﬁles tend to be blunted. For a velocity proﬁle
described by Equation 1.14, the shear rate is given by
γ˙ =
du
dr
= umaxK
�
rK−1
RK
�
(1.21)
which at at r = R yields Kumax/R. Hence, as the bluntness increases, so does the
wall shear rate. Indeed, at low ﬂow rates, the average values ofK calculated by Bishop
et al. (2001a) suggest wall shear rates of 3.8umax/R and 2.3umax/R for aggregating and
non-aggregating cases respectively; an increase of 65% as a result of RBC aggregation.
Further complexity is added to the calculation of τw for blood due to the difﬁculty in
accurately deﬁning the viscosity of the ﬂuid at the wall. For a uniform haematocrit dis-
tribution, the viscosity is still dependent on shear rate, although this could be accounted
for using an empirical non-Newtonian viscosity model.
In large vessels, the whole-blood viscosity is commonly used, on the assumption that
the haematocrit distribution is uniform (Liu et al., 2011; Katritsis et al., 2007; Poelma
et al., 2009). For arteriolar scale ﬂow, the ostensible presence of the cell-free layer
allows the assumption that the viscosity at the wall is equal to that of the plasma (Rene-
man et al., 2006). Namgung et al. (2011) estimated wall shear stresses by assuming that
the the CDL viscosity was that of the suspending medium and that the velocity between
the wall and the CDL edge varied linearly, as in Couette ﬂow. They found that this re-
sulted in an underestimation of the wall shear stress and proposed a multiplication by
a factor of 1.22 to account for additional viscous dissipation caused by the roughness
of the interface. Sharan & Popel (2001) numerically modelled blood ﬂow in a similar
manner and their results suggested that the effective viscosity of the CDL was higher
than that of the plasma (or other suspending medium) as the roughness of the interface
between the CDL and the RBC dense core increases energy dissipation. However, such
results are also consistent with the idea that the CDL is part of a continuous haematocrit
distribution, hence the cell concentration and thus viscosity would be greater than that
of the suspending medium.
Damiano et al. (2004) developed a microviscometry approach which enabled them to
estimate viscosity proﬁles from velocity proﬁles measured with micro particle image
velocimetry (µPIV) in round vessels for shear rates > 50s−1. This allows a more
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accurate estimation of wall shear stress, but only in fully developed symmetric ﬂow
at high ﬂow rates. Further work is required to understand how wall shear varies in
complex geometries.
1.4.7 Fa˚hraeus and Fa˚hraeus-Lindqvist effects
As a result of radial migration, the average RBC velocity, Urbc is higher than the ve-
locity of the blood as a whole, or total blood velocity, Utot. Thus the transit time of
an RBC through a particular segment will be smaller than the blood as a whole and, in
order for the discharge haematocrit,HD, to equal the feed haematocritHF , the channel
haematocrit, HC , must be reduced (Goldsmith et al., 1989; Lipowsky, 2005). The
discharge haematocrit must be equal to the ratio of the ﬂow rate of the RBCs (Qrbc) to
the whole blood (Qtot) (Pries & Secomb, 2008), thus
HD =
Qrbc
Qtot
=
HTUrbcA
UtotA
(1.22)
where A is the cross sectional area of the cylindrical conduit and therefore
HR =
HT
HD
=
Urbc
Utot
(1.23)
Ultimately, this results in a reduction in haematocrit as a function of vessel diameter
and is known as the Fa˚hraeus effect. Figure 1.7a shows the relative haematocrit, HR,
against the feed haematocrit for a range of tube diameters. It can be seen that as the tube
diameter decreases, the inﬂuence of feed haematocrit increases. Figure 1.7b shows data
collected from a cat mesentery, which shows the dependence of haematocrit on vessel
diameter in vivo.
It can be seen that the minimum haematocrit occurs in the post-capillary venules, but
the haematocrit is reduced throughout the microvasculature. In general, as the haemat-
ocrit increases, the apparent viscosity increases as more viscous dissipation arises from
elevated ﬂuid stresses and more frequent cell-cell and cell-wall interactions. Con-
versely, as the haematocrit decreases as a result of the Fa˚hraeus effect, the apparent
viscosity decreases (due the the increased CDL width). In addition, at higher velocities
(generally correlating with larger vessels), RBCs deform to a greater extent and align
with the ﬂow, which further reduces viscosity. This reduction in viscosity with vessel
diameter is known as the Fa˚hraeus-Lindqvist effect. Figure 1.8 shows data from a num-
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Figure 1.7: (a) Fa˚hraeus effect in vitro (Barbee & Cokelet, 1971), (b) Haematocrit measurements in the
cat mesentery (Lipowsky et al., 1980).
Figure 1.8: Compilation of data showing the Fa˚hraeus-Lindqvist effect (Pries et al., 1992a).
ber of sources compiled by Pries et al. (1992b) (in which the ﬂow rates were too high
for RBC aggregation).
As the tube diameter decreases from 1000 to 7µm, the relative apparent viscosity of the
blood decreases. Below 7µm, the effect is inverted as the RBC deformation required
in order for the cell to ﬁt through vessels smaller than their equilibrium shape requires
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Figure 1.9: Relative importance of deformability and aggregation (Chien, 1970).
energy, and thus increases the apparent viscosity. Cokelet (1999) examined the avail-
able data and concluded, tentatively, that the Fa˚hraeus effect explains the Fa˚hraeus-
Lindqvist for tube diameters down to about 20µm, where a continuum model will suit-
ably predict the ﬂow characteristics.
1.4.8 Effects of aggregation on ﬂow
RBC aggregation is a multifaceted phenomenon, both in its mechanisms and its effect
on the ﬂow of the blood. An interesting in vitro study by Chien (1970) highlighted the
importance of aggregation on the shear-thinning behaviour of blood, with 75% of the
decrease in viscosity at high shear resulting from aggregation, while 25% was a result
of the RBC deformation, as indicated in Figure 1.9. It can be seen that the viscosity
of the blood with hardened cells shows almost no shear dependence, while aggrega-
tion signiﬁcantly increases the viscosity at low shear rates (< 5s−1) and deformability
decreases it at higher shear rates (> 5s−1).
As described in §1.2.2, RBC aggregation has a signiﬁcant effect on the viscosity of
blood. However, the overall effect depends largely on the system in which aggregation
is analysed. Viscometric studies show increased relative viscosity with increased ag-
gregation (Chien & Jan, 1973; Kaliviotis & Yianneskis, 2008), due to the increased
viscous dissipation, although at very high aggregation levels, network formation can
reduce viscosity.
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However, in vitro experiments in vertical glass capillaries show either an independence
of viscosity on aggregation (Reinke et al., 1986) or a decrease in relative viscosity
(Reinke et al., 1987). Cokelet & Goldsmith (1991) found that the ﬂow resistance (com-
parable to relative viscosity) increased with pseudoshear rates decreasing from 50 to
2s−1, and then decreased as the pseudoshear rate was lowered further. This has been
attributed to the enhanced radial migration under aggregating conditions at low shear
rates (Reinke et al., 1987; Cokelet & Goldsmith, 1991), with CDL widths as large as
40% of the tube diameter (Reinke et al., 1987).
The literature on the effect of RBC aggregation on in vivo vascular network resistance
shows conﬂicting results. A number of studies (Baskurt et al., 1999; Charansonney
et al., 1993) found that ﬂow resistance decreased with aggregation, while Gustafsson
et al. (1981) found viscosity to be independent of aggregation. Conversely, some re-
searchers have found aggregation to increase ﬂow resistance (Bishop et al., 2001a;
Cabel et al., 1997; Soutani et al., 1995). Vicaut (1995) suggested that this was a re-
sult of the relationship between the viscosity reducing CDL formation, and the added
ﬂow resistance resulting from aggregates entering capillaries. Furthermore, the CDL
formation, and hence ﬂow resistance, is dependent on vascular conditions, particularly
geometry and ﬂow rate (Bishop et al., 2001c).
Within the venules, where the majority of aggregation is reported to occur due to the
lower shear rates, the topology consists of converging vessels. When two vessels meet,
the converging ﬂow streams deﬂect each other towards the vessel walls, counteracting
the effects of radial migration and attenuating the CDL (Bishop et al., 2001b). It has
been reported that aggregation will only decrease viscosity if there is sufﬁcient time
for aggregates to form, increase radial migration and generate a signiﬁcant CDL be-
tween junctions. A number of studies have suggested that, as the characteristic time
for radial migration to occur is considerably longer than that of aggregation and the
residence times of vessels in individual sections, under physiological ﬂow rates, signif-
icant CDL layers will not have time to form and will thus not affect the ﬂow (Alonso
et al., 1995; Bishop et al., 2001b)†. However, under pathological conditions such as
ischemia/reperfusion or sepsis, the inﬂuence of aggregation may be increased (Bishop
†Although it is likely that the haematocrit gradients are present, and hence aggregation may still
have an effect.
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et al., 2001b). Ong et al. (2010) found that the CDL width in arterioles increased with
aggregation, although only at reduced ﬂow rates, while Kim et al. (2006) found a sim-
ilar response in venules. Bishop et al. (2001b) identiﬁed a degree of radial migration,
but did not observe a CDL, although the aggregation tendency of the blood in their
study was below that of normal human blood.
Bishop et al. (2001c) measured radial migration of cells under aggregating and non-
aggregating conditions in a venule and found that the radial movement per unit length
increased slightly with increased aggregation, although in the vicinity of the converging
vessel a large radial movement occurred due to infusion of the additional ﬂow stream.
The increasing viscous dissipation which offsets the reduction in ﬂow resistance due
to CDL formation has a number of causes. Generally, this results from the modiﬁed
shape of the RBC aggregates, which deﬂect the streamlines from those which would
occur if the blood was in a dispersed state, particularly as they tumble along the wall
(Kim et al., 2005). Further viscous dissipation occurs as a result of the blunting of the
velocity proﬁle which has been reported for aggregating ﬂows (Bishop et al., 2001a;
Gaehtgens et al., 1970; Reinke et al., 1986; Tangelder et al., 1986; Zhang et al.,
2009).
Bishop et al. (2002) have also studied the effect of aggregation on temporal variations
in velocity and radial position for labelled RBCs in rat venules. They found that aggre-
gation had no discernible effect on deviations in radial positions, but that it attenuated
velocity ﬂuctuations. However, it should be noted that their data had a considerable
amount of scatter and the differences between the aggregating and non-aggregating
cases was small.
Leukocyte margination, which is an important part of the body’s immunological re-
sponse has been found to be signiﬁcantly increased by RBC aggregation (Goldsmith
et al., 1999; Pearson & Lipowsky, 2000; Pearson & Lipowsky, 2004). Platelet distri-
bution has been found to be characterised by an increased density near the wall under
non-aggregating conditions (Aarts et al., 1988), with a more extreme distribution in
the presence of RBC aggregation (Goldsmith et al., 1999; Perkkio¨ et al., 1987). Both
of these effects occur as a result of the RBC dense core forcing the platelets towards
the vessel wall, and thus the effects also increase with increasing haematocrit. Platelet
aggregation, a part of the haemostasis process, was found to be independent of RBC
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Figure 1.10: Plasma skimming in a rat mesentery (Pries et al., 1989). (a) Bifurcation under normal
conditions, arrows indicate ﬂow direction, (b) shows the same vessel after the side branch has been
occluded to reduce the ﬂow down that branch. A non-uniform haematocrit distribution can be observed.
aggregation (Ott et al., 2010).
1.4.9 Bifurcations and plasma skimming
The bulk distribution of cells (the average haematocrit in each vessel) in the microvas-
culature is strongly heterogeneous. This is largely a result of phase separation at arte-
riolar bifurcations (Pries et al., 1996). For the general case of a parent branch bifur-
cating into two daughter branches with different ﬂow rates, the higher ﬂow rate branch
receives disproportionately more cells. This is known as the Zweifach-Fung or Bifur-
cation law. A signiﬁcant factor in this phenomenon is the presence of a CDL in the
parent vessel. An example of the occurence of this phenomenon in vivo is shown in
Figure 1.10.
This effect has been termed ‘plasma skimming’ and in extremis, can result in entirely
plasmatic vessels (Popel & Johnson, 2005). In general, cell and suspending medium
streamlines coincide, so that a separating surface, or ﬂow divider, can be deﬁned, for
which cells on either side will always enter one of the daughter branches. If the ﬂuid
entering one of the daughter branches has a lower ﬂow rate, the separating surface will
be positioned such that a larger proportion of the ﬂuid entering this branch will have
been part of the CDL in the parent branch and the daughter branch haematocrit thus
will be lower than that in the parent branch. The high ﬂow rate daughter branch will
thus have increased haematocrit for the same reason (Fenton et al., 1985).
Cells which lie on the separating surface will be drawn down one of the branches as
a result of the hydrodynamic forces acting upon them. This effect will become rela-
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Figure 1.11: Classic theory of plasma skimming - An attraction towards the high ﬂow branch (Fung,
1973).
tively more important with decreasing vessel diameter, as a larger proportion of cells
will lie on the separating surface. An attraction towards the high-ﬂow rate branch has
been described (Fung, 1973; Yang et al., 2006; Kersaudy-Kerhoas et al., 2010). The
reasoning behind this was provided by Fung (1973) and is illustrated in Figure 1.11.
Fung (1973) explains the mechanism behind the attraction towards the high-ﬂow rate
branch in terms of the resultant forces from the pressure and shear acting on a particle
entering a bifurcation. Assuming that the ﬂow rate into the left hand branch is higher
than that into the right, the pressure will thus be lower in the left branch. This will
generate a greater pressure gradient between the parent vessel and the higher ﬂow rate
right branch, leading to a resultant force directing the particle into the left hand branch.
Similarly, the shear forces acting on the left hand side of the particle will be greater than
those on the right as a result of the higher velocity and thus the resultant force will also
point towards the left branch. Thus, the attraction is always towards the higher ﬂow
rate branch. Although Fung’s description is for a vessel with of similar length scale to
the red cells, Yang et al. (2006) provide a similar argument for larger vessels.
However, recently Barber et al. (2008) and subsequently Doyeux et al. (2011) have pro-
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vided an opposing conclusion, suggesting that there is in fact an attraction towards the
lower ﬂow rate branch under certain conditions. Doyeux et al. (2011) compared a num-
ber of results reported in the literature with predicted values based on the assumption
of no attraction and carried out simulations and experiments with rigid spheres. They
concluded that, while in most cases in the literature the higher ﬂow-rate branch does
receive disproportionately more particles/cells, this is due solely to the distribution of
particles/cells in the parent branch as a result of radial migration or the depletion effect
(particles cannot be closer to the vessel wall than their radius). Figure 1.12a shows a
schematic of the attraction towards the low ﬂow branch, while Figure 1.12b shows the
attraction towards the high ﬂow branch. Both occur as a result of a lower pressure on
one side of the particle, but the magnitude of these pressures is different at different
points in the bifurcation. At the entrance to the bifurcation, the pressure drop is in-
versely proportional to ﬂow rate, and thus the attraction is towards the low ﬂow rate
branch. Within the bifurcation but closer to the far wall, the particle will be attracted
towards the high ﬂow rate branch, along similar lines of reasoning to Fung (1973), in
that the pressure in the high ﬂow branch is lower than the low ﬂow branch. However,
in the context of blood ﬂow on the scale of arterioles, the deformability of the cells
and resulting radial migration will limit the attraction towards the low ﬂow rate branch,
as will the small size of the RBCs relative to the channel compared to capillary size
bifurcations.
Plasma skimming is generally described in terms of the ﬂow ratio, Q∗ = Qd/Qp and
the RBC ﬂux ratio, F ∗ = Fd/Fp, where the subscripts d and p refer to the daughter
and parent branches respectively. In the absence of plasma skimming the relationship
between Q∗ and F ∗ would be linear, but it has been shown in many studies to devi-
ate signiﬁcantly from the linear response (Audet & Olbricht, 1987; Carr & Wickham,
1990; Chesnutt & Marshall, 2009; Chien et al., 1985; Dellimore et al., 1983; El-
Kareh & Secomb, 2000; Fenton et al., 1985; Yen & Fung, 1978). These studies
have provided valuable information on the important parameters, such as vessel diam-
eter, velocities, ﬂow ratio, bifurcation angle/conﬁguration, parent vessel haematocrit,
haematocrit distribution and RBC deformability and aggregation. Fenton et al. (1985)
concluded that the most important parameters were the parent vessel haematocrit, the
tube diameter and the ﬂow ratio, and subsequent studies have not contradicted this.
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Figure 1.12: Alternative theory of plasma skimming - an attraction towards the low ﬂow branch (Doyeux
et al., 2011). Schematic shows a bifurcation (daughter branches on the right hand side). Light blue ﬂuid
enters the low ﬂow branch (p1, Q1). Proﬁles show velocity of the suspending medium. (a) Flow ﬁeld
characteristics at the entrance to the bifurcation. p1 < p2 indicating an attraction towards the low ﬂow
branch, (b) The ﬂow characteristics at the far wall of the bifurcation. Here, p1 > p2, resulting in an
attraction towards the high ﬂow branch.
As the feed haematocrit increases, the amount of plasma skimming decreases, i.e. the
F ∗ vs. Q∗ plot becomes more linear; additionally, the scatter increases (Dellimore
et al., 1983; Fenton et al., 1985; Yen & Fung, 1978). In general, it has been found
that decreasing vessel diameter increases plasma skimming (Fenton et al., 1985; Yen
& Fung, 1978). Pries et al. (1989) found the same trend in vivo, with little plasma
skimming occurring for vessel diameters greater than 40µm, although Dellimore et al.
(1983) identiﬁed plasma skimming in relatively large channel (180µm) in vitro. Rela-
tive parent to daughter branch diameters were found by Carr & Wickham (1990) to be
of little importance in vitro, although it was found that, for different daughter branch
sizes, the smaller branch receives more cells in silico (Barber et al., 2008) and in vivo
(Pries et al., 1989).
It is generally accepted that, due to the low Reynolds numbers found in microvascular
ﬂows, local geometry has only minor inﬂuence on the plasma skimming. Fenton et al.
(1985) investigated the ﬁlleting angle in a T-junction bifurcation and found that this
parameter did not have a signiﬁcant effect, and it has been reported that the angle of
bifurcation is relatively unimportant (Barber et al., 2008; Fenton et al., 1985; Pries
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et al., 1989). Fenton et al. (1985) also found that changes in parent vessel ﬂow rate and
cell distensibility had little effect on plasma skimming.
The low radial dispersivity of RBCs (≈ 10−7mm2/s (Cokelet, 1999)) means that be-
tween bifurcations the haematocrit proﬁle may not have sufﬁcient time to become sym-
metric. A few studies have investigated the effect of serial bifurcations, due to the
importance of the upstream haematocrit distribution in vitro using particles (Roberts
& Olbricht, 2006) or RBCs (Carr & Wickham, 1991) and in vivo (Pries et al., 1989).
Pries et al. (1989) reported that if the distance between bifurcations was more than
10D, then the haematocrit distribution would have recovered symmetry and thus the
upstream bifurcation would not inﬂuence the downstream one. Bishop et al. (2001c)
identiﬁed an average ratio of 3.5:1 (vessel length to diameter) between bifurcations in
venules, although larger values between 8:1 and 30:1 have been reported elsewhere
(House & Johnson, 1986). Carr & Wickham (1991) reported that the key parameter
is the ratio of the distance between bifurcations to the ﬂow rate. For 25 and 50µm
tubes, they found that the critical value of this parameter for which symmetry would be
achieved were 50 and 200s/mm2 respectively, indicating that both distance between
bifurcations and the local ﬂow rates are of importance. However, more experimental
data is required in order to better understand how microhaemodynamic phenomena,
particularly RBC aggregation, affect the recovery of symmetry in both haematocrit and
velocity distributions.
In a recent in silico study, Chesnutt & Marshall (2009) modelled blood ﬂow through a
bifurcation, including cell interactions and aggregation. They concluded that aggrega-
tion had little effect on plasma skimming. However, their study used a low haematocrit
(0.05 − 0.15) and they only analysed results for a single Q∗ value (0.1). Perkkio¨ et al.
(1987) studied plasma and platelet skimming in channels of 200µm with a 100µm side
branch. They found that for non-aggregating blood, there was no discernible plasma
skimming, but for aggregating blood, the plasma skimming effect was considerable.
Furthermore, Gelin (1963) and Gaehtgens et al. (1978) also found that aggregation
increased the extent of plasma skimming. This might be expected, as aggregation in-
creases CDL width, and thus the main factor in the phenomenon of plasma skimming,
as described above. However, the relationship between plasma skimming and RBC
aggregation requires more in depth analysis. It should be noted that while the working
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ﬂuids in the studies of Fenton et al. (1985) and Dellimore et al. (1983) would have al-
lowed for aggregation to occur, the ﬂow rates in these studies were sufﬁciently high that
disaggregative forces would dominate, and thus no effect of aggregation was observed.
It is worth noting that the experimental studies reported above generally reported bulk
effects, such as average velocities, vessel haematocrit and mean cell free layer width.
In order to fully understand why each of the above effects is important, more detailed
information is required on local velocity, haematocrit and aggregation. This is part of
the focus of the present research.
1.5 Practical aspects of microscale blood ﬂow analysis
This section will provide some information on the importance of understanding the
characteristics of microvascular blood ﬂow. First the role of microvascular blood vis-
cosity in pathology will be outlined. A description of some diagnostic devices based
on hydrodynamic phenomena will follow.
1.5.1 Importance of blood ﬂow in pathology
Microvascular blood viscosity and its associated phenomena have great signiﬁcance in
a large number of diseases. Pries et al. (2008) identiﬁed the coronary microcirculation
as complicit in myocardial ischemia (restriction of blood supply to the heart). Barabino
et al. (2010) reported that, in sickle cell disease, increased plasma protein concentra-
tion leads to increased aggregation, which increases viscosity. Additionally, reduced
RBC deformability enhances the effect. Jain (1988) reported signiﬁcantly increased
aggregation in cancer patients compared to healthy controls, with higher levels in the
deceased than in survivors. Diabetic patients have increased levels of RBC aggregation
and decreased cell deformability (Babu & Singh, 2004). Hypoxia (deprivation of oxy-
gen to a tissue) can be caused by RBC aggregation (Dintenfass, 1985). In malaria and
sickle cell disease, adhesion of infected/damaged RBC to the endothelium can increase
ﬂow resistance and, in the extreme, result in complete occlusion of vessels (Rogerson
et al., 2004; Yedgar et al., 2008).
It is evident that there is some connection between increased blood viscosity and patho-
logical states, but the details of the relationship remain unclear. It has generally been
assumed that increased blood viscosity necessarily has negative implications. However,
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recent reports have suggested that this may not be the case and that increased blood
viscosity may be a compensatory mechanism to regulate peripheral resistance and per-
fusion in pathological states (Forconi & Gori, 2009; Intaglietta, 2009). Furthermore,
some athletes deliberately increase their haematocrit (and thus viscosity) through ery-
thropoietin doping, and their performance is improved while many long-distance run-
ners are carriers of sickle cell trait and thus have an associated hyperviscosity syndrome
(Forconi & Gori, 2009). The corollary is that increased viscosity must not necessarily
be causing signiﬁcant deleterious consequences.
1.5.2 Applications to biomedical microdevices
Blood plasma contains a large number of proteins and other solutes and is widely used
in diagnostic medicine to derive information on a patient’s condition. In order to per-
form these analyses, the plasma needs to be separated from the cells due to chemical
and optical properties of the cells which can affect results (Ja¨ggi et al., 2007). Typ-
ically, this has been done via centrifugation of a sample of blood, but this requires a
large sample size and has considerable labour, time and cost implications (Ja¨ggi et al.,
2007). In some surgical procedures, it is beneﬁcial to be able to continuously analyse
the contents of the blood, which cannot be achieved via centrifugation (Yang et al.,
2006). Microﬂuidics offer a new approach which can be utilised to carry out blood
analyses in ‘lab on a chip’ or ‘micro total analysis systems’.
Faivre et al. (2006) used a rapid contraction then expansion geometry to enhance the
CDL width, taking advantage of the low dispersivity of RBC. They reported extraction
of 24% of the plasma (plasma yield) for a haematocrit of 16% at 200µl/hr, with a pu-
rity of 100%, (i.e. the extracted plasma contained no cells). Sollier et al. (2009) used
a similar approach but achieved a higher throughput of 6ml/hr, although they used a
lower haematocrit of 5% and only achieved 10.7% plasma yield with 99% purity. Yang
et al. (2006) designed a device for continuous separation based on plasma skimming
and found that plasma yield improved from 10 − 35% as they increased haematocrit
from 2 − 10% at 180 − 240µl/hr with a purity of almost 100%. Zheng et al. (2008)
achieved 97% efﬁciency of leukocyte extraction in their device utilising plasma skim-
ming in multiple branches but at a low haematocrit of 1% and a throughput rate of
60µl/hr. Kersaudy-Kerhoas et al. (2010) used the combination of CDL enhancement
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and plasma skimming to achieve 40% plasma yield, although with a purity of only 53%
at 10ml/hr.
This list of devices is by no means exhaustive, but is provided to give the reader a
brief introduction to the range of designs which have been reported in the ﬁeld, and
also to highlight that the haematocrit used in the testing of these devices was generally
very low and that the ﬂow inside these devices was not rigorously examined, as could
be done using µPIV approaches, described in §2.4. The inﬂuence of aggregation is
not mentioned in any of these studies, but in practical use may signiﬁcantly affect the
device if used with untreated human blood due to the low ﬂow rates involved.
1.6 Image-based blood ﬂow measurement
There have been a large number of reports on the use of µPIV to measure blood ﬂow,
which are summarised in this section. The details of the technique will be described in
§2.4. µPIV has been used in vivo with intravital microscopy or in vitro with glass tubes
or PDMS microchannels. The latter allow for more complex and realistic geometries to
be constructed, signiﬁcantly improving the scope and applicability of in vitro studies.
The following is a brief review of the literature on application of the particle image-
based velocity measurement approaches, µPIV and µPTV, to blood ﬂow measurement.
A number of studies have reported the use of PIV and PTV methods in the context of
blood ﬂow. In some of these studies, the ﬂow is seeded with ﬂuorescent particles which
yields velocity ﬁelds for the suspending medium. However, in some cases, the RBC
themselves can be used as tracer particles.
Using ﬂuorescent liposomes, which are bio-inert, as tracers, Vennemann et al. (2006)
measured the velocity of blood in the outﬂow tract of an embryonic chicken heart.
Other in vivo studies using ﬂuorescent particles include the ﬂow in a mosquito pro-
boscis (Lee et al., 2009) and a hamster cremaster muscle arteriole (Savery & Damiano,
2008). In the latter, the high resolution of the data allowed them to identify the effect
of the ESL throughout the cardiac cycle, which, by effectively retarding plasma ﬂow,
reduced the shear stress acting on the endothelial cells to almost zero. The same group
have also analysed the effect of haemodilution on shear distribution in microvessels,
using their ‘microviscometric’ approach (Long et al., 2004) in which they calculate
local viscosity proﬁles from µPIV data (Damiano et al., 2004).
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A number of in vitro studies have been carried out, using tracer particles seeded in
blood, providing information on viscosity (Ji & Lee, 2008) and the effect of bulk
haematocrit on velocity proﬁles (Lima et al., 2007). The latter study found that increas-
ing haematocrit up to 17% did not change the shape of the time averaged proﬁle, but
increased velocity ﬂuctuations. Their data implied an importance of instantaneous mea-
surements in order to capture velocity ﬂuctuations due to the two phase nature of the
ﬂow, despite the steady, laminar ﬂow commonly found in microﬂuidic environments.
The same group used their confocal system to attain three dimensional velocity proﬁles
in square microchannels (Lima et al., 2006; 2008b). Saadatmand et al. (2011) studied
the dispersion of tracer particles in tube ﬂow and showed that increasing haematocrit
up to 20% linearly enhanced particle dispersion (above the levels of Brownian motion).
Lima et al. (2008a; 2009b) used their confocal setup with labelled RBC, using PTV
methodologies to quantify the radial dispersion of RBC in channel ﬂow. They found
that there was little dispersion in the regions next to the wall and in the channel centre,
with signiﬁcant dispersion in the region between. The amount of dispersion increased
with increasing diameter and haematocrit, up to about 25%. Ishikawa et al. (2011)
used particle tracking of both tracer particles (for water) or labelled cells to analyse
the ﬂow of RBCs and cancer cells in a bifurcating and converging microchannel. They
found that the CDL was absent at the junction point in the bifurcation, at which point
cancer cells were found to adhere to the wall, but was enhanced on the outer walls of
the daughter branches, although only qualitatively. It was pointed out that this could
inﬂuence dispersion of large molecules and platelets in the ﬂow in the vicinity of bifur-
cations. Dusting et al. (2009) used RBC as tracers in aggregating blood in a Couette
ﬂow and found that the aggregated cells gave more accurate PIV data.
Using RBCs as tracers for PIV evaluation, Nakano et al. (2003) measured cell velocities
in an arteriolar bifurcation in vivo and found that the velocity proﬁles in the daughter
branches were skewed towards the outer walls. Additionally, they captured the proﬁles
at different stages in the cardiac cycle and found that the bluntness parameter K (see
Equation 1.14) ranged between 2.6 and 3.2, with maximum values occurring at the
phases of both the minimum and maximum average ensemble velocities. Other in vivo
studies using RBC as tracers include the rat mesentery, accounting for movement of
the tissue (Sugii et al., 2002), a chicken embryo (Lee et al., 2007) and the important
73
1. Introduction
study by Hove et al. (2003) who highlighted the importance of haemodynamic forces
on embryonic cardiogenesis (growth of the heart) in a zebraﬁsh embryo.
All of the aforementioned studies considered the velocity by measuring either the RBCs
or the suspending medium (using ﬂuorescent tracer particles). Poelma et al. (2012) in-
vestigated the difference between the two measurement approaches and concluded that
they were equivalent for low magniﬁcation lenses (10×), whereas for high magniﬁca-
tions, the RBC data would be underestimated to a greater extent than the ﬂuorescent
tracer data. However, this analysis was based on the tacit assumption that both data
acquisition approaches should provide the same information: for a two-phase ﬂuid this
is not necessarily the case.
Sugii et al. (2005) used ﬂuorescent particles and labelled cells with a different emis-
sion wavelength to capture both suspending medium and cell velocities. However, they
reported that both displayed Poiseuillean proﬁles, which they attributed to relatively
high velocities and low haematocrits. A quantitative experimental description of the
difference between RBC and suspending medium velocities is yet to be reported, per-
haps due to the additional requirement of describing the local concentrations in order
to properly discriminate between the two phases.
1.7 Main Findings
It is clear from the preceding review of the literature that, while a considerable amount
of research has been done in the ﬁeld of microvascular blood ﬂow, the literature is rife
with contradictory reports on the effects of various parameters. Recent advances in
experimental techniques have provided researchers with hitherto unachievable levels
of accuracy and resolution. Nonetheless, the application of these techniques in the
literature is still relatively limited and there is more that needs to be done in order to
improve the state of understanding and ultimately, clinical approaches to diagnostics
and care in a large number of pathological states.
The microvascular environment is highly complicated and even the most advanced ex-
perimental models cannot recreate in vivo conditions. Computational models are mak-
ing signiﬁcant advances, but still require experimental data for purposes of veriﬁcation.
There are many parameters which in vitro models cannot account for, such as the ﬂex-
ibility and active control of the vessel wall, the biochemical interactions between the
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cells, the endothelium and other chemicals in the blood and the network nature of the
system. Nevertheless, they are able to provide detailed information on speciﬁc pa-
rameters which cannot be acquired in vivo due to technical difﬁculties. Furthermore,
there are ethical considerations regarding the use of animals for in vivo experimental
research.
RBC aggregation has been studied in depth using the different approaches described in
§1.3. However, results between the different methods, and even between in vivo studies,
are often contradictory. This is largely a result of the different environments affecting
the complex biochemical, geometric, ﬂuid dynamic and temporal relationships which
deﬁne the overall effect of aggregation on blood ﬂow. The in vitro environment has
the advantage of being able to provide repeatable conditions, in which aggregation
can be studied in a repeatable manner. Additionally, the many parameters involved in
the phenomenon of plasma skimming have been studied in depth, but the ﬂow ﬁeld
around the bifurcation regions still lacks in-depth characterisation and the inﬂuence of
aggregation and local haematocrit distribution have not been rigorously examined.
1.8 Objectives of the present research
The aim of the present study is to improve the understanding of microscale haemody-
namics, with a particular focus on RBC aggregation, which is often overlooked.
The present work will take advantage of advances in µPIV and fabrication techniques
in SU8 and PDMS to acquire high resolution data on human blood samples in vitro.
In order to achieve this aim, the following objectives can be deﬁned:
1. Develop experimental tools to study microscale blood ﬂows in the presence of
aggregation.
2. Resolve the ﬂow ﬁeld in idealised bifurcating geometries using µPIV. Analyse
the velocity proﬁles and their characteristics parametrically.
3. Investigate the cell-depleted layer and its relationship to the velocity proﬁles. Use
an analytical model to infer data on viscosity and wall shear stress.
4. Study the RBC distribution as continuous one-dimensional proﬁles. Analyse the
effect of the haematocrit distribution on velocity and viscosity.
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5. Discriminate between RBC and suspending medium velocity with simultaneous
measurements in order to gain insight on the multiphase nature of the blood.
6. Utilise experimental data to develop hybrid numerical approaches to investigate
the effect of haematocrit distribution on velocity, wall shear stress and apparent
viscosity.
The parameter space will include ﬂow ratio, parent branch ﬂow rate, the geometrical
conﬁguration and the presence or absence of RBC aggregation.
1.9 Outline of the thesis
In Chapter 2 the details of the experimental setups used in the present study, which were
custom built for the purpose will be described. Information on hardware, software and
processing methodologies will be provided. In the subsequent four chapters, the results
of the following four experimental investigations shall be described.
In Chapter 3, the region of low RBC concentration which occurs close to channel
(and microvessel) walls, the cell-depleted layer, are analysed. Aggregating and non-
aggregating samples are considered at a range of ﬂow ratios. A new CDL identiﬁcation
technique is developed to provide detailed spatio-temporal data on its distribution. A
simple mathematical model based on two constant viscosity phases is derived and used
to assist in analysis of the results.
In Chapter 4, a methodology for extracting continuous haematocrit proﬁles is described.
The proﬁles are combined with an empirical model for blood viscosity and used in con-
junction with CFD to predict velocity proﬁles, which are compared to the experimental
data. The independent parameters in this study are the ﬂow ratio and presence or ab-
sence of RBC aggregation.
Chapter 5 uses a further development of the acquisition system which allows velocity
measurements of both phases of the blood quasi-simultaneously. Combining this with
a reﬁnement of the methodology described in Chapter 4, based on planar symmetry
and an aspect ratio of one, phase discrimination is possible. This chapter discusses the
haematocrit and velocity distributions of blood as a multiphase ﬂuid. Furthermore, in
addition to the independent parameters considered in the previous chapters, data are
reported for a range of parent branch ﬂow rates.
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In Chapter 6, the data from Chapter 5 are combined with a haematocrit and shear de-
pendent viscosity model to provide full three-dimensional simulations of the blood ﬂow
using a hybrid approach. The model is validated against the experimental velocity data
and used to analyse the inﬂuence of various parameters on the wall shear stress and
apparent viscosity.
The thesis is concluded with an outline of the main ﬁndings of the research and recom-
mendations for further work.
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Chapter 2
Experimental Methods †
The present research requires sophisticated measurement techniques in order to account
for the many experimental obstacles which arise from the scales to be investigated and
the multiphase nature of blood ﬂow on the microscale. A signiﬁcant effort was ex-
pended on developing such tools and these are described in this chapter. The details
of the working ﬂuids will be given, followed by descriptions of the two different mi-
crochannels used. Accurate control of blood ﬂow on the microscale is non-trivial, and
further complicated by RBC aggregation, and therefore a custom perfusion system was
developed and is described in detail. A description of the imaging system and data ac-
quisition approaches will follow. An explanation of the image preprocessing method-
ologies used for the acquired images will the given, followed by a discussion of the
errors in the measurements. The chapter concludes with an initial investigation into the
aggregation time of blood in a microchannel.
2.1 Blood sample preparation
The experiments were carried out using human blood acquired from healthy volunteers,
under ethics approval granted by the South East London Research Ethics Committee
(ref:10/H0804/21). Blood was extracted from volunteers by venepuncture and col-
lected into vacutainers (Beckton Dickinson, UK) preloaded with 1.8mg/ml ethylene-
diaminetetraacetic acid (EDTA) to prevent coagulation. The samples were centrifuged
at 3, 600rpm in order to separate the constituent parts of the blood. The plasma and
buffy coat (containing leukocytes and platelets) were aspirated and discarded and the
†The data presented in §2.8 was presented at ‘British Microcirculation Society 61st Annual confer-
ence’, April 18th − 19th 2011, London, UK.
2.2. Microchannels
RBCs were washed twice via centrifugation in phosphate buffered saline (PBS). To
achieve the required haematocrit for the experiments, RBCs were then suspended in
PBS at ﬁxed volumes. For Chapters 3 and 4, a volume fraction (haematocrit) of 0.25
was used. For Chapter 5, calibration experiments using haematocrits in the range of
0.05 − 0.3 were carried out. The main experiments for Chapters 5 and 6 was carried
out with feed haematocrit of 0.2. Although systemic haematocrit in humans is ≈ 0.45,
due to the Fa˚hraeus effect, in vessels on the scale of the channels used for these exper-
iments, a haematocrit of 0.15− 0.25 is within the physiological range.
For aggregating cases, Dextran 2000 was added at a concentration of 5g/L. This value
was selected to give as little change as possible to the viscosity of the suspending
medium (SM) while inducing moderate aggregation (Chien & Jan, 1973). For the rest
of the thesis, the terms Dextran case and PBS case will be considered synonymous with
aggregating and non-aggregating conditions.
Using a Couette rheometer, the viscosity of the PBS was measured to be 1mPa s, while
for the Dextran solution, it was found to be 1.3mPa s at room temperature. However,
the densities of both ﬂuids were found to be negligibly different from water (at room
temperature).
For ﬂuorescent PIV data, 1µm diameter rhodamine dyed polystyrene microspheres (In-
vitrogen, UK), were washed via centrifugation and resuspended in PBS. The peak ab-
sorption and emission wavelengths for these particles are 535nm and 575nm respec-
tively, and are hence ideal for illumination with an Nd:YAG laser (wavelength 532nm).
The particles were than added to the SM at a volume concentration of 0.1%.
All experiments were carried out at room temperature. After extraction, all samples
were used within four hours, or refrigerated. Refrigerated samples were allowed to
reach room temperature before use and used within the same time constraints, following
the haemorheological guidelines (Baskurt et al., 2009a).
2.2 Microchannels
The microchannels used in Chapters 3 and 4 were purchased from Epigem (UK) and
were made with soft lithography using SU8 photoresist. Both upper and lower sec-
tions of the channel were made from SU8 and were irreversibly bonded. The channels
featured a long straight section of approximately 40mm followed by a bifurcation, as
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Figure 2.1: The two microchannels used. (a) Epigem SU8 microchannel with aspect ratio of 5:2 and
a ‘straight-T’ conﬁguration. Inset shows the ﬂow conﬁguration: thicker arrows indicate parent branch,
(b) Custom made PDMS microchannel mounted on a glass slide. Aspect ratio is 1:1 and the ‘Side-T’
conﬁguration is used.
shown in Figure 2.1a.
The cross section was 100 × 40µm in all branches, giving an aspect ratio of 5:2. Al-
though this geometry is not physiological, the large width and small depth provide
optimum conditions for the data considered in Chapter 3 and 4. In these experiments,
the ﬂow conﬁguration is that of the ‘straight-T’ bifurcation’, as shown in the dashed
box in Figure 2.1a. The tubing was connected to the channel using standard HPLC
ﬁttings via the connector blocks.
The channel used for Chapters 5 and 6 was made from polydimethylsiloxane (PDMS)
via photolithography using standard methods at the cleanroom facilities of London
Centre for Nanotechnology. Brieﬂy, the photoresist S1818 was spin coated onto a sili-
con wafer and exposed to UV light through a quartz photomask (JD photo tools, UK).
The mask was developed and then etched with deep-resistive ion etching to generate a
master with a depth of 50µm. PDMS prepolymer was mixed with the curing agent at a
ratio of 10 : 1 and poured onto the master. After baking overnight at 65◦C, the PDMS
was removed and cut to the required size. Inlet and outlet ports were created using
a biopsy punch. The channel was rinsed with isopropyl alcohol and its surface was
plasma treated using a handheld corona. The channel was then bonded to an untreated
glass microscope slide and baked overnight at 65◦C. Connections to the channel were
achieved using ≈ 20mm lengths of hypodermic needle, which were connected to the
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tubing with a push ﬁt.
The channels consisted of a long straight inlet section (≈ 2mm) followed by a T bifur-
cation at a 90 degree angle, in the ‘side-T’ conﬁguration, as shown in Figure 2.1b. The
outlet branch (downstream of the bifurcation) was also ≈ 2mm. All branches were
50µm× 50µm , giving an aspect ratio of 1:1.
2.3 Perfusion system
2.3.1 Design Requirements
In the present study the aim was to measure aggregating blood on a microvascular scale.
This presents two main challenges: the effect of aggregation on the ﬂow system and
achieving rapid and accurate ﬂow control at sufﬁciently low ﬂow rates for aggregation
to occur.
In the literature, the most common method of ﬂow control is with a syringe pump
(Dellimore et al., 1983; Fujiwara et al., 2009; Lima et al., 2009b) or a peristaltic pump
with a bypass circuit (Fenton et al., 1985). Syringe pumps operate using stepper motors
to guide the syringe shaft along a linear rail, by rotating a lead screw, thus infusing
or withdrawing ﬂuid. However, the use of stepper motors generates two unwanted
frequency responses, one at the stepping rate of the motor and the other at the rate
of rotation of the lead screw due to inevitable deviations from perfect axial motion.
The speciﬁc frequencies at which the noise sources occur is dependent on the syringe
internal diameter and the selected ﬂow rate. The ﬂow oscillations induced by these
changes can be as much as ±50% of the mean ﬂow rate. Even more problematic for
the current application is that when using ﬂow control, the compliance of the system,
predominantly in the tubing, introduces a long time constant which tends to be of the
order of minutes. Thus, in the present study, where the presence of RBC aggregation
greatly constrains acquisition times, ﬂow control by means of a syringe pump was not
suitable.
Instead, a pressure control system was required. An advantage of pressure control
is that the compliance in the system becomes unimportant as equilibrium is reached
almost instantaneously under an applied pressure. However, controlling the perfusion
using pressure rather than ﬂow rate is more unpredictable, as the ﬂow generated by the
applied pressure gradient is dependent on the ﬂuid viscosity, the length and diameter of
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each section of tubing and the channel itself. Furthermore, when using blood, the shear-
thinning, thixotropic and multiphase aspects of the ﬂuid further add to the complexity
of the system. A number of recent studies have reported the use of measurements
using pressure control. Doyeux et al. (2011) used gravity driven ﬂow, i.e. by setting
reservoir heights accurately one can use the hydrostatic pressure to accurately prescribe
a given systemic pressure drop. However, two drawbacks of this method are that it is
not practical to change the pressure signiﬁcantly with high temporal resolution† and
that the applied pressure is limited by the height of the reservoirs (e.g. 1metre of water
is required to perfuse a 50µm capillary tube of 100mm length at 1µL/min).
An alternative approach is to seal the inlet reservoir, and regulate the pressure of the
gas above the ﬂuid. Quinn et al. (2010) used sealed reservoirs and pneumatic solenoid
valves to control their ﬂow in experiments on RBC deformation. A commercial system
based on a similar principle is available from Fluigent (France).
The system must contain an inlet reservoir, two outlet reservoirs, the microchannel and
a certain amount of tubing to provide connections. It should be noted that the mi-
crochannel is necessarily the narrowest part of the system, i.e. it has the smallest cross
sectional area. Thus, due to continuity, for a given velocity in the microchannel, the
velocities and thus shear rates in the connecting tubes and reservoirs (herein termed
the external ﬂow system) will be considerably lower. Given that aggregation is a shear
dependent phenomenon, the degree of aggregation in the external ﬂow system will thus
always be greater than that within the channel. Furthermore, as described in the intro-
duction, due to their larger density compared to the SM, RBCs sediment. This results
in an uneven haematocrit distribution, which will in turn result in an uneven (tempo-
rally and spatially) viscosity distribution throughout the system and hence ﬂuctuating
ﬂow. Through preliminary experiments, it was deemed that the system needed to be
run at very high ﬂow rate until the time of acquisition. After reducing the ﬂow to the
desired level, uniform ﬂow rate and haematocrit were observed for around 60 seconds
after which the system became unpredictable.
†If the working ﬂuid was, for example, water, then a switching T-junction could be used to rapidly
change between high and low pressures. For blood ﬂow, however, there would be static ﬂuid in the dead
space in the switch and the tube that was not in use. This would introduce further problems as a result of
sedimentation and aggregation.
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Figure 2.2: Pneumatic ﬂow diagram of the control system. 1: Compressed nitrogen cylinder, White
arrow indicates direction of gas ﬂow. 2: Pressure regulator. 3: Pressure gauge. 4: Low pressure regulator.
5: Stepper motor controlled needle valve. 6: Manual needle valve. 7: Ball valve, Triangle indicates
vent to atmosphere. Open under normal operating conditions. 8: Ball valve, Triangle indicates vent
to atmosphere. Closed under normal operating conditions. 9: Pressure transducer. 10: Inlet reservoir.
Black arrow indicates direction of liquid ﬂow. Inset shows the liquid system.
2.3.2 System Description
The system developed for these experiments and used in Chapters 3 and 4 involved
using a compressed nitrogen cylinder connected via a series of valves to the inlet reser-
voir. A block diagram of the ﬂow path is shown in Figure 2.2
The pressure source is a compressed nitrogen cylinder. A standard pressure regulator
and gauge (BOC, UK) are used in series with a low pressure regulator (Norgren, UK:
Maximum output pressure 50kPa). This is connected to a Swagelok (UK) SS-SS2,
high precision needle valve. The needle valve was coupled to a stepper motor (Nanotec,
Germany: ST2818S) via a custom coupling as shown in Figure 2.3. The coupling con-
sists of two hollow cylinders, the largest of which is rigidly ﬁxed to the stepper motor
shaft with a grub screw. Inside this cylinder ﬁts a smaller one, with a peg perpendicular
to the axis which can slide along slots in the large cylinder. The needle stem attaches
rigidly to a hole in the base of the small cylinder. This setup allows for the travel of
the needle stem as the valve rotates (up to 10 times, travelling approximately 1mm per
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rotation). By controlling the stepper motor, the position of the needle changes, modify-
ing the resistance to ﬂow of the nitrogen and hence modifying the pressure applied to
the working ﬂuid. Downstream of the actuated needle valve, a T-junction (Swagelok,
UK) splits the ﬂow pathway, with one branch connected to a manual needle valve fol-
lowed by a ball valve. With the ball valve open, the manual needle valve serves as a
leak valve, allowing rapid reduction of pressure in the system which would otherwise
not be possible. Closing the ball valve greatly increases the system pressure without
the need to modify either needle valve, which is useful for purging the microchannel.
The other branch of the T-junction is connected to a second T-junction, which is in turn
connected to a ball valve, open at one end to atmospheric pressure. When this valve
is open, the system pressure will rapidly drop to atmospheric pressure, which is useful
when adjusting the hydrostatic pressures, as will be discussed later. The other branch
of the second T-junction is connected to a sealed reservoir which contains the working
ﬂuid and the pressure of the gas above the working ﬂuid is monitored with a pressure
transducer (Omega,UK: PX243A, Range ±20kPa). The stepper motor is controlled
via a stepper motor control board (Nanotec, Germany: SMC11) connected to the data
acquisition (DAQ) card and controlled using LabVIEW (National Instruments, UK).
The pressure transducer is used as an input to the control system.
Setting up the system requires the following steps: with the actuated valve fully open
and the ball valves closed, the low pressure regulator is set to a given pressure, e.g.
40kPa. The ball valve connected to the manual needle valve is then opened, and the
manual needle valve is adjusted so that the pressure reaches a lower value, such as
15kPa. Then via control of the actuated needle valve, the system can regulate the
pressure between 0 and 15kPa, at a stable level with a resolution of around 10Pa†.
The system provides a temporal response of the order of seconds (i.e. the pressure
reaches equilibrium in this time),‡ and excellent stability: an RMS variation of only
1% was observed for ﬂow rates of 5µl/hr (data not shown for brevity).
Figure 2.4 shows the custom setup used for Chapter 3 (which is also shown schemati-
†This limit is only imposed by the choice pressure transducer, and a larger range or higher resolution
could be achieved as required by using different transducers.
‡This value is quoted for a Newtonian ﬂuid, such as water. For aggregating blood, the change in
ﬂuid viscosity as aggregation increases alters the pressure as described in §2.8.
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Figure 2.3: Computer-aided design model of the coupling used to connect the stepper motor to the
needle valve.
cally in the inset of Figure 2.2). The same ﬂuid control system, but a different optical
conﬁguration, was used in Chapter 4. The microchannel is placed on an inverted mi-
croscope (Leica, Germany: DM ILM). It can be seen that the outlet of each of the
daughter branches of the bifurcation is connected to a large diameter syringe (Beckton
Dickinson, UK: 60ml Plastic syringe, diameter 26.7mm), which is cut at the top to act
as a water ﬁlled reservoir, open to atmospheric pressure. Each reservoir is mounted on
a micrometer stage, allowing very accurate control of the height of each reservoir, and
hence hydrostatic pressure, which controls the proportion of ﬂow entering each branch.
Considering the inset in Figure 2.2, it can be seen that the pressure drop for each branch
is given by
Δp1 = p+ ρg (hi − h1) (2.1)
and
Δp2 = p+ ρg (hi − h2) (2.2)
For a given inlet pressure, altering the two outlet reservoirs by the same amount in
opposing directions modiﬁes the ﬂow split without signiﬁcantly affecting the parent
branch ﬂow rate. The large diameter syringes are used for the outlet reservoirs in order
to reduce the effect of changing volume (from perfused ﬂuid) on the hydrostatic pres-
sure relative to the inlet reservoir (i.e. h1, h2 do not change with time signiﬁcantly).
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Figure 2.4: Schematic of the experimental setup used for Chapter 3. Regulated pressure provided by
system described in Figure 2.2. Halogen illumination with high-speed CMOS camera. See text for
details.
The use of water in the outlet reservoirs removes the pressure pulse induced by droplets
forming at the end of the tubing and causes lysis of the RBCs, which prevents block-
age. In the inlet reservoir, the limited sample size precluded using a large reservoir, so a
smaller diameter syringe was used (Beckton Dickinson, UK: 5ml plastic syringe, diam-
eter 12.06mm). The reduction in hi and hence the applied pressure drop was accounted
for by adjusting the applied pressure P or reducing both h1 and h2.
A magnetic stirrer was used to mix the ﬂuid in the inlet reservoir, in order to allay
the effects of sedimentation and aggregation. Additionally, the length of the tubing
connecting the inlet reservoir to the microchannel was kept to a minimum (a total of
less than 300mm). However, these changes alone are not sufﬁcient to ensure uniform
haematocrit distribution in the channel for a long period of time. Even with these
considerations, only around 60 seconds was available for acquisition before the ﬂow
became unstable. In order to account for this, a high ﬂow rate is applied between
acquisitions, which disaggregates and redistributes the RBCs. In order to acquire data,
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Figure 2.5: Schematic of the experimental setup used for Chapter 5. Pressure control provided by
Fluigent MCFS. Alternating microstrobe and laser illumination are utilised in conjunction with a dual-
frame CCD camera. See text for details.
the pressure is then dropped from the high pressure to a target pressure over a ﬁxed
period (5−10s) and acquisition is triggered an appropriate time after the target pressure
has been reached (to allow aggregation to reach a steady state). In order to quantify
this time, a simple aggregation index was developed based on brightﬁeld image of the
RBCs, and will be described in §2.8. Twenty seconds was found to be a sufﬁcient time
for aggregation to reach a steady state under a range of ﬂow rates.
For the measurements in Chapter 5, an alternative system was used for the control of
pressure. A Fluigent MCFS (Microﬂuidic Flow Control System: Fluigent, UK) was
utilised, as shown in Figure 2.5. Instead of using hydrostatic pressure to control the
proportion of ﬂow entering each branch, all reservoirs were sealed and controlled using
the Fluigent system.
A ﬁnal consideration is that using pressure control requires that the ﬂow rates be mea-
sured. Flow rates in the present system cannot be measured via the travel of a meniscus
in a glass tube, as described in the literature (Dellimore et al., 1983; Fenton et al.,
1985), as the RBC aggregation would change the resistance (potentially blocking the
tube) and thus produce unreproducible results. Use of micro ﬂow meters may be pos-
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sible, but the requirement for short tubing lengths makes this option less feasible, in
addition to the large cost of these items. However, by using average velocities calcu-
lated with Particle Image Velocimetry (PIV) and comparing to the analytical proﬁle
(see Equation 1.11), ﬂow rates can be approximated.
2.4 Particle Image Velocimetry Setup
2.4.1 Description of the technique
PIV is a commonly used technique in ﬂuid dynamics for gathering high spatial resolu-
tion Eulerian velocity information. In essence, a ﬂow is seeded with neutrally buoyant
particles which are small enough to follow the streamlines and not affect the ﬂow sig-
niﬁcantly. A laser sheet is passed through the ﬂow and two images of the light reﬂected
by the particles are acquired in quick succession. These two images are separated into
interrogation windows (IW) and processed using image correlation to provide the most
probable distance travelled by particles within the IW between the two images. By
dividing this distance by the time between the images, dt, it is possible to generate a
velocity ﬁeld for the ﬂow. Through the use of specialised cameras, allowing a small
value for dt, and processing iteratively using progressively smaller windows and over-
lapping, it is possible to obtain high temporal and spatial resolution data, respectively.
In order to resolve microscale ﬂows, the technique was ﬁrst extended by Santiago et al.
(1998) into what is known as micro PIV (µPIV). Shortly after, Meinhart et al. (1999)
reported near-wall velocity calculations with a spatial resolution of 0.45µm. The main
differences between ‘macro-PIV’ and µPIV are that in µPIV; (1) the sample is placed
on a microscope, since the scales are signiﬁcantly smaller; (2) volume illumination is
used, as the characteristic scales of the ﬂow are often comparable to that of a light sheet
(Williams et al., 2010); (3) for the standard µPIV approach (herein termed ﬂuorescent
µPIV), instead of using reﬂected light, ﬂuorescent microparticles are seeded in the
ﬂow, which are excited by the laser; (4) for particles of diameter less than 0.5µm,
the effect of Brownian motion becomes signiﬁcant; and (5) particle density is often
very low, and Brownian motion precludes particle tracking methods, thus ensemble or
correlation averaging (Adrian &Westerweel, 2011) or image overlapping (Raffel et al.,
1998) are used. An alternative to ﬂuorescent µPIV is using images of RBCs which act
as tracers for the correlation algorithm. These two approaches will be discussed further
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in §2.4.2.
The volume illumination method means that the image plane is deﬁned by the depth
of focus of the objective as well as a number of other parameters. Olsen & Adrian
(2000) deﬁne the depth of correlation for an air immersion lens using a small angle
approximation as
zcorr =
�
(1−√ε)√
ε
�
f#2d2p +
5.95 (Mt + 1)
2 λ2f#4
M2t
��1/2
(2.3)
Where Mt is the total magniﬁcation of the system, dp is the particle diameter, λ is the
wavelength of the light emitted by the particle and f# is the focal number of the lens
(NA = 1/2f#). ε is a parameter which deﬁnes the distance of inﬂuence along the
optical axis, beyond which a particle will not contribute to the correlation function and
is generally chosen to be 0.1. As an example, for a 10× objective with NA = 0.25
and 1µm seeding particles, the depth of correlation is 2zcorr = 38.0µm. Equation 2.3
will not give an accurate prediction of the depth of correlation in blood ﬂows, due to
the diffractive and absorbant properties of the RBCs, but can be used to provide an
estimate.
The effect of having a ﬁnite depth of correlation is that out-of plane particles inﬂuence
the measured velocity. If one considers the central plane of a microchannel, the result is
an underestimation of the ﬂuid velocity, as the maximum velocity occurs in the channel
centre. Poelma et al. (2012), provided the ﬁrst direct comparison of µPIV using RBCs
or ﬂuorescent particles as tracers. They found that, for low magniﬁcation lenses in
microchannels/microvessels of depth around 50µm, the depth of correlation is similar
to the channel depth. Hence, the system is ‘depth-saturated’ and both ﬂuorescent µPIV
and RBC µPIVmethods underestimate the velocity by approximately the same amount.
For higher magniﬁcation lenses, RBC images have a larger depth of correlation, due
mainly to the larger particle size (see Equation 2.3).
2.4.2 Alternative µPIV approaches
Figure 2.5 is a schematic of the system used for the measurements in Chapter 5, and
shows the light path followed for the ﬂuorescent µPIV approach (as well as the strobe
illumination). This imaging approach was also used in Chapter 4, but with the ﬂow
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components shown in Figure 2.4.
The microchannel is placed on an inverted microscope and the sample is volume il-
luminated with a dual cavity Nd:YAG laser (ESI, Germany: New Wave Solo). The
ﬂuorescent rhodamine particles used to seed the ﬂow are excited at 532nm (close to
their peak absorbance of 535nm) and emit light at 575nm. The emitted light passes
through the microscope objective and through a dichroic mirror which ﬁlters the light
at 610nm with a 75nm bandwidth. The light passing through the dichroic mirror is
collected on a high sensitivity CCD (charge-coupled device) camera (Hamamatsu, UK:
C8484-05C).
An alternative approach, often used with blood ﬂows is to use images of the RBCs
instead of ﬂuorescent particles, i.e. the RBCs act as a surrogate for the tracer particles†.
Figure 2.4 shows this system, as used in the experiments in Chapter 3. The sample is
illuminated with a halogen light source and the transmitted light is collected through the
objective into a high speed CMOS (complementary metal oxide semiconductor) camera
(IDT, USA: X3). Alternatively, illumination can be achieved with a microstrobe, as
shown in Figure 2.5 and used in Chapter 5.
Each of these experimental approaches has advantages and disadvantages. In general,
use of microparticles provides a smaller depth of correlation and higher spatial reso-
lution, particularly near the wall (Vennemann et al., 2007). However, the method also
requires either a very sensitive CCD camera, which tend to be slow, or a fast CMOS
camera with an intensiﬁer. Intensiﬁers are very expensive and add considerable noise to
the acquired images. Using brightﬁeld illumination, however, a fast CMOS camera can
be used to capture very high temporal resolution images of the RBCs. An advantage of
brightﬁeld illumination is that the RBC images can be processed to provide additional
information on the ﬂow, such as aggregation quantiﬁcation (Dusting et al., 2009) (also
see §2.8) or RBC distribution (Chapters 3-5).
For the experiments in Chapters 4 and 5, the two approaches were combined. As shown
†Although images of the RBCs provide the data on which the correlation algorithm acts, they do not
have the same characteristics as the Gaussian particles images acquired with ﬂuorescent µPIV. When
using PIV processing on RBC images, the approach acts as a well-reﬁned image correlation algorithm,
but its characteristics are different from those of ﬂuorescent µPIV. However, given that the approach is
commonly still termed PIV, this convention will be used herein.
2.5. Data acquisition
in Figure 2.5, a microstrobe was mounted above the sample and focused using plano-
convex lenses. The location of the focal point was positioned using X , Y , Z stages
so as to be collocated with the imaging region and achieve a maximum intensity, min-
imising the required ‘exposure time’. By alternately using laser or strobe illumination,
both brightﬁeld and ﬂuorescent images could be acquired quasi-simultaneously. This
system was used in Chapter 4 to acquire RBC images for evaluation of the haematocrit
distribution along with ﬂuorescent µPIV data. For Chapter 5, reﬁnement of the tech-
nique allowed for double frame brightﬁeld images, allowing for simultaneous use of
both RBC and ﬂuorescent µPIV methods. These provided information on both phases
of the blood, which in conjunction with haematocrit distribution estimations via image
processing of the RBC images, allowed for phase discrimination analysis, as will be
shown in Chapter 5.
2.5 Data acquisition
Due to the complex nature of the ﬂuid and associated control and acquisition require-
ments, a customised system was required, which was built in LabVIEW. The system
provided ﬂexibility in control, synchronisation and acquisition. This section will out-
line the hardware and software components of this system.
2.5.1 Hardware
The hardware for the control and acquisition system is shown schematically in Figure
2.6. Two PCI-cards were inserted into a PC running LabVIEW. A National Instruments
(UK) PCIe-6353 multifunction DAQ card was used for synchronisation and control
purposes. The strobe illumination, CCD camera triggering, stepper motor control and
laser ﬂashlamps and Q-switches were all controlled via 5 Volt pulses generated on the
digital output port of the DAQ card. The pressure measurements were acquired using
the built-in analog-to-digital converter in the PCIe-6353. Two National Instruments
BNC2110 connector boxes were used for easy interfacing between the hardware and
the DAQ card. Control of the settings and acquisition of the images was carried out via
a National Instruments PCI-1426 card, using the LabVIEW IMAQ (image acquisition)
library.
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Figure 2.6: Flow diagram of the hardware used in the current setup.
2.5.2 Software
LabVIEW is a visual programming language which is specialised for control purposes.
The main concept of the software is the use of VIs (virtual instruments), which are
equivalent to functions for standard text based coding. LabVIEW code has two parts,
a block diagram in which the program is coded, and an automatic GUI which can be
customised by the user. All of the control in the present study, as well as some of
the image processing, was carried out in LabVIEW using standard libraries as well as
DAQmx (data acquisition) for input/output control, IMAQ for the camera control and
Vision for image processing.
As mentioned previously, the µPIV setup was designed in such a way that alternate im-
age pairs would contain ﬂuorescent particle and brightﬁeld images. A timing diagram
is shown in Figure 2.7 which describes the synchronisation requirements of the system.
The acquisition frequency of the Hamamatsu C8484-05C cooled CCD camera in nor-
mal mode is 12Hz. However, the camera is speciﬁcally designed for µPIV, and can
acquire image pairs 100ns apart, with a total frequency of 6Hz using double-frame
mode. In this mode, the camera shutter opens twice in response to a single trigger, with
exposure times of e1 and e2 respectively. The default values for e1 and e2 are provided
in table 2.1. However, e1 can be modiﬁed by altering the pulse width of the camera trig-
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Figure 2.7: Timing diagram for the alternating laser and strobe illumination. Dashed lines separate
image acquisition pairs. Timing details provided in Table 2.1.
ger pulse. The camera shutter opens at a time interval td = 1.61µs after the falling edge
of the camera trigger pulse. The timing between the two exposures is tf = 0.26µs. For
each laser pulse, the ﬂashlamp must be ﬁred, followed by the Q-switch with a delay of
tl, as listed in Table 2.1 for each of the cavities in the dual-cavity laser. The time inter-
val between the two Q-switch pulses gives the time between the two images dt, which
is used in the PIV processing. During the ﬁrst phase of the acquisition, the strobe is
not ﬁred. After the image acquisition, the system must wait for the camera for the next
acquisition. At the maximum speed of the camera (6Hz), the time between the dashed
lines is 167ms. In the second phase of the acquisition, the camera is ﬁred in the same
way, but instead of the laser, the strobe is triggered, with the illumination active for
the pulse duration, es. The two pulses are timed such that the time between the two
frames is the same as for the laser illumination. The pulse width, and hence the camera
exposure time are deﬁned so that sufﬁcient light is collected during the strobe pulse
to get a good contrast in the acquired image. The parameter dt is deﬁned in order to
achieve the optimum displacement of particles between images for the PIV algorithm.
As alternating image pairs are used for each type of illumination, the frequency for the
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Table 2.1: Typical parameters for the alternating laser and strobe illumination method.
Controllable Fixed
f(Hz) dt(ms) es(ms) e1(µs) e2(µs) td(µs) tf (µs) tl1(µs) tl2(µs)
6 2 0.2 4.5 81.7 1.61 0.26 0.25 0.19
Table 2.2: Summary of the parameters and experimental setups used for each Chapter. Chapter 6 is
purely computational but uses data from Chapter 5. AR - aspect ratio. Hct - haematocrit. Flow rate in
µl/hr. Two ranges in ﬂow ratio for Chapter 5 refer to daughter and outlet branches.
Chapter µPIV Channel Feed Hct. Flow rate Flow ratio
3 Brightﬁeld ‘Straight-T’,
AR 5:2
0.25 2.5 0.1-1
4 Fluorescent ‘Straight-T’,
AR 5:2
0.25 2.5 0.1-1
5 Microstrobe,
Fluorescent
‘Side-T’,
AR 1:1
0.20 5.4-72 0.1-0.5,
0.5-0.95
individual data sets is thus f/2.
The pressure control system and timing image acquisition are operated in parallel but
not directly synchronised. Instead, at a speciﬁed time after the target pressure has been
reached, an internal trigger starts the acquisition.
The control algorithm used for the valve is a basic incremental non-linear proportional
control, wherein the rate and total angle turned by the stepper motor for each increment
are proportional to the difference between the current and target pressures. After selec-
tion of optimal parameters, this has been shown to give a quick response to a pressure
change with very little overshoot (the exact time depends on the speciﬁc settings and
the pressure difference, but steady state is generally reached in approximately 2 − 10
seconds).
The experimental parameters and setups used in the present study are summarised
in Table 2.2. All experiments considered aggregating (Dextran) and non-aggregating
(PBS) cases.
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Figure 2.8: Image showing standard deviation at each pixel location, σI over a stack of images. Intensity
is inverted for clarity. Overlaid lines show steps in the processing algorithm described in the text and
colours correspond to the lines shown in the graph.
2.6 Data Processing
2.6.1 Image Pre-processing
In order to get velocity vectors evenly spaced within the channel, the images must be
cropped and rescaled so that the width is a multiple of the ﬁnal PIV IW. This process
requires identifying the parent and daughter branch locations and scaling and cropping
accordingly. The ﬁrst stage is to identify the location of the channel in the images.
This is non-trivial due to the diffraction observed next to the channel walls. Different
approaches were used for the data in Chapters 3 and 4, and those in Chapter 5, which
will be described separately. All image processing algorithms were developed and
carried out using LabVIEW (National Instruments, UK) or Matlab (Mathworks, USA).
Figure 2.8 shows the approach used for Chapter 3†. The standard deviation of the
intensity at each pixel location, σI , was acquired for a set of images, fromwhich regions
in the images which are static, i.e. where there is no ﬂow, can be identiﬁed (as the
standard deviation will be very low, indicated by light areas in the ﬁgure). A vertical
†This is similar to the approach used in Chapter 4. However, the approach used in that Chapter is
described therein.
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strip of the standard deviation image which passes through one of the daughter branches
was selected (black lines) and the average of each row was calculated to give a proﬁle
line of the standard deviation (blue line). This proﬁle was smoothed using a moving
average to remove noise (red line) and a minimum threshold was selected to account
for any remaining noise (green line). The channel width and location on the image
can be identiﬁed from the proﬁle, as shown by the orange lines, from which the exact
vertical channel position relative to the image can be calculated. The same process is
carried out with a horizontal strip of the image to correctly locate the parent branch in
the horizontal coordinate.
The channel width was used to calculate a rescaling factor, such that the modiﬁed chan-
nel width,D, will be a multiple of 8 (the ﬁnal IW size used in the PIV processing). The
image was then stretched using cubic spline interpolation and cropped so that only three
3.5 channel widths upstream of the bifurcation, and downstream along each daughter
branch, are considered in subsequent processing.
For Chapter 5, a more advanced approach was utilised. In order to achieve sufﬁcient
illumination on the ﬁrst frame, the strobe had to be focussed more strongly in order
to maximise intensity and minimise the strobe pulse width. However, this resulted in
uneven illumination of the image. Furthermore, with the custom built microchannels,
it was not possible to easily align the channel accurately, and so correction for this was
also required. The block diagram in Figure 2.9 shows the preprocessing steps used to
prepare the images and correct for errors. After the steps described have been carried
out, each instantaneous image is corrected for uneven illumination and rotation and
cropped and scaled according to the values found for the mean image.
For the ﬂuorescent particle images analysed in Chapters 4 and 5, the minimum intensity
value of each pixel in a set of images is subtracted from each image, which removes
background artefacts (Raffel et al., 1998). This approach is not suitable for the bright-
ﬁeld µPIV images, as it results in a loss of information, and therefore was not utilised.
2.6.2 Particle Image Velocimetry Processing
Processing of the images for velocity data was carried out using standard PIV process-
ing methods (Raffel et al., 1998; Adrian & Westerweel, 2011) with freeware provided
by Peter Vennemann, JPIV (www.vennemann-online.de/jpiv).
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Figure 2.9: Block diagram showing the image preprocessing approach used in Chapter 5.
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For ﬂuorescent µPIV, a relatively low seeding density is required, as at high seeding
densities, the ﬂuorescence can saturate. However, using a low seeding density leads to
IWs in each image pair which have insufﬁcient number of particles to get a correct vec-
tor. Hence, it is generally necessary to perform time-averaging in order to get accurate
ﬂow ﬁelds. This can be done by processing each image pair separately and averaging
the ﬁnal vector ﬁelds. However, such an approach would give equal importance to er-
roneous vectors. Filtering the ﬁelds for erroneous vectors and omitting such data from
the averaging process could improve the accuracy. When using multi-pass algorithms,
which generally improve accuracy, this approach would be further limited to averaging
the ﬁnal pass and hence errors from preceding passes would propagate. An alternative
approach is ‘ensemble’ or ‘correlation’ averaging. In this method, for each pass, the
average correlation peak at each location is calculated, and this is used to deﬁne the
vector for each IW. This method signiﬁcantly reduces the number of erroneous vectors.
Vennemann et al. (2006) found that for their data, the number of erroneous vectors re-
duced from just over 40% for a single image pair, to 10% for 5 image pairs and 0% for
50 image pairs.
For the present data, multi-pass (4 passes) ensemble averaging was used for all cases,
with ﬁnal IW sizes of 8× 8 pixels and vector spacing of 4 pixels. The resolution of the
images was 0.65µm/pixel, hence the interrogation windows were approximately 50%
larger than the largest diameter of an RBC.
Final vector ﬁelds were analysed with the normalised median test (Westerweel &
Scarano, 2005) and invalid vectors were replaced with the median of the surrounding
vectors. In all cases, less than 0.1% of the vectors were replaced.
Due to diffraction, there were around 4 pixels at the channel walls which could not be
used. Thus, for the ﬁnal IW parameters utilised, the closest two vectors to the wall (at
4 and 8 pixels) were not valid. In order to estimate the whole velocity proﬁle (for the
purpose of calculating ﬂow rates), spline interpolation is used to interpolate between
the valid vectors and an assumed no-slip condition at the channel wall.
In Chapters 3 and 4, ﬂow rates were estimated using the mean velocity scaled by a
factor calculated according to Equation 1.10 relating the mean ﬂow velocity in the
middle plane compared to that mean velocity for the total proﬁle (the scaling factor for
a 5:2 aspect ratio is 0.6683). In Chapter 5, a more complicated approach is used, which
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is described therein.
For Chapter 5, the acquired data was scaled based on the work of Poelma et al. (2012)
(see §2.4). For a channel of depth 50µm, their data suggests that the measured velocity
will be 0.66 times the true velocity. Hence the PIV velocities were scaled by a factor
of 1.5. This modiﬁcation was not applied to the data in Chapters 3 and 4, as the work
was performed and published prior to the publication of the aforementioned paper.
However, as the ﬂow rate in those cases was a ﬁxed parameter, this should not effect
the conclusions drawn.
2.7 Error estimation
The data acquired in the present study is based on processing images (including PIV
processing), thus it is inherently difﬁcult to estimate errors. This section comprises a
discussion of error estimation approaches and corrections used for various parts of the
data analysis.
2.7.1 Errors in PIV analysis
Particle image velocimetry processing is mathematically complex, and theoretical anal-
yses of error estimation are based on the assumption of Gaussian particle images. For
the analysis of vector ﬁelds from RBC images using PIV algorithms, such analyses are
not suitable.
Ensemble averaging is used for all of the PIV data reported in Chapters 3-5. By using
the averaged correlation at each location from a stack of 60 or more images, the number
of invalid vectors, an indication of the accuracy of the processing is greatly reduced
(Vennemann et al., 2006).
Post-processing of the vector ﬁelds using the normalised median test (Westerweel &
Scarano, 2005) was used to identify spurious vectors. For a given vector U0, the nor-
malised residual r�0 (indicating the difference between a given vector and those sur-
rounding it), is given by
r�0 =
|U0 − Um|
rm + �
(2.4)
where Um is the median of the surrounding vectors and rm is the median of each of
the surrounding vectors minus Um. � is an additional term representing a minimum
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normalisation level which prevents a zero denominator. r�0 is calculated for both u and
v velocity components and the magnitude of the two components of r�0 is calculated.
If the result exceeds a predeﬁned threshold, then the vector is considered to be invalid.
The recommended values of � = 0.1 and a threshold of 2 are utilised (Westerweel &
Scarano, 2005). For all data sets reported in Chapters 3-5, the number of invalid vectors
was calculated to be less than 0.1%. Invalid vectors were replaced with the median of
the surrounding vectors.
For the ﬂuorescent µPIV data, subtraction of the minimum image from a stack of im-
ages was used to remove background noise. However, further preprocessing methods
were not found to reduce the number of spurious vectors. Given the high percentage
of valid vectors calculated by the normalised median test, and the desire to keep the
processing algorithms as similar as possible between the RBC and ﬂuorescent µPIV
data sets, no further error reduction techniques were adopted.
The use of bifurcating geometries, however, provided a very simple test of the accuracy
of the measurements, as the conservation of mass (Equation 1.2 ) requires that
ρpQp = ρdQd + ρoQo (2.5)
where the subscript p represents the parent branch and d and o refer to the two daughter
branches (after the terminology used in Chapters 5 and 6). Q is the volumetric ﬂow rate
and ρ is the density. In the absence of full three-dimensional data sets, as in Chapters 3
and 4, it is assumed that the density is constant (for the densities of the SM and RBCs
described in Chapter 1, the density of blood is expected to increase from 1025 to 1055
kg/m3, for haematocrits of 0 to 0.3: a difference of less than 3%). Thus, an estimate of
the error is given by
e =
Qp −Qd −Qo
Qp
× 100% (2.6)
This gives a percentage error deviation from ideal mass conservation and the values
are reported in each chapter. For the brightﬁeld PIV data reported in Chapter 3, e
was found to be 3.8 and 6.4% for the Dextran and PBS cases respectively. For the
ﬂuorescent µPIV data in Chapter 4, e was just 1.3 and 1.4% for the Dextran and PBS
cases. For Chapter 5, a full three-dimensional haematocrit distribution is available, and
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the approach is adapted accordingly. Details are reported therein.
In µPIV, the volume illumination leads to out of plane particles inﬂuencing the pro-
cessing, and hence underestimating the measured velocity. As discussed in §2.4, the
inﬂuence of out-of-plane particles is similar for RBC and ﬂuorescent µPIV approaches
at low magniﬁcation (10×) but becomes signiﬁcant for 25× objectives (Poelma et al.,
2012). All data in the present study, with the exception of the brightﬁeld illuminated
images in Chapters 3 and 4, are acquired with a 10× objective. In Chapter 3, the RBC
velocity is not directly compared to that of the SM, so the difference will only affect
estimation of the absolute ﬂow rate, which may be overestimated for all cases, but was
not a control parameter. In Chapter 4, RBC velocity proﬁles are only compared to SM
proﬁles in normalised form.
2.7.2 Errors in image processing
Image processing methods are very hard to verify. For Chapter 3, the CDL identiﬁca-
tion algorithm developed is tested by user veriﬁcation, as reported in previous methods
(Kim et al., 2007). Despite being slightly subjective, this approach is utilised in the
absence of superior alternatives.
For the haematocrit distribution technique reported in Chapter 5, it was not possible
to conﬁrm the data by user veriﬁcation. Analysis of the total ﬂux of each component
involved the haematocrit estimation technique, and hence low values of the percentage
error in mass conservation indicated accurate velocity and haematocrit estimations. The
ideal solution for verifying the bulk haematocrit would be to measure the haematocrit
discharged from each branch. However, due to the inﬂuence of aggregating RBC and
thus short acquisition times, the volumes of ﬂuid collected for each experiment were
too small to practically collect and assess for the present study.
2.7.3 Wall shear stress
As discussed in Chapter 1, estimation of wall shear stress commonly requires a number
of assumptions to be made regarding the local shear rates and viscosities. In the present
microchannel ﬂows, RBC distributions and velocities vary greatly. Considering Chap-
ter 3, wherein the CDL distribution is calculated, perhaps the most suitable approach
to estimate the wall shear stress from the experimental data would be to extrapolate the
measured velocity proﬁles to the wall and assume either SM viscosity in the CDL or a
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bulk viscosity based on haematocrit in the absence of a CDL. For Chapters 4-6, given
the calculated viscosity distribution, only extrapolation of the velocity vectors would
be required.
However, the no-slip condition is not valid for RBCs, and hence such extrapolation
would introduce signiﬁcant errors (as measurement close to the wall was not possible
as discussed above). Instead, in the present study, calculations of the wall shear stress
were made from the numerical data generated for each set of measurements. In Chapter
3, an analytical model was used in conjunction with an empirical viscosity model (Pries
et al., 1992b) to estimate wall shear stresses. In Chapters 4 and 6 (the latter presents
numerical data based on Chapter 5), wall shear stresses were extracted directly from
the computational models of the ﬂow which were developed using experimental data
as an input.
Using this approach, the estimated wall shear stresses are self-consistent, in that sources
of error will be equivalent for all parameters (parent branch ﬂow rate, ﬂow split etc.),
as may not be the case when trying to extract such data from the experimental measure-
ments. This approach was preferred as the presence of observed trends is expected to
be more reliable.
2.7.4 Statistical analysis
For some of the parametric investigation reported in Chapters 3, 5 and 6, statistical
analysis was necessary in order to conﬁrm whether observed trends were statistically
signiﬁcant.
In Chapter 3, the Pearson’s correlation coefﬁcient provided a simple measure of the
linear correlation between two data sets. The accompanying P -value describes the
likelihood that the observed trend is observed by chance. P -values were reported for
each case, but the commonly adopted threshold value of P = 0.05 was used as a
benchmark to verify signiﬁcance or otherwise.
In Chapters 5 and 6, due to the larger parameter space and non-linear relationships, the
Spearman’s rank correlation coefﬁcient was more appropriate. For this parameter, the
data are ‘ranked’, i.e. put in numerical order and the Pearson’s correlation coefﬁcient
is then calculated for the ranked variables. This provides a better estimation of signif-
icance in the absence of a linear relationship. However, the approach requires that the
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relationship is monotonic. Where this was not the case, the data was split in two, based
on prior knowledge, and the Pearson’s rank correlation coefﬁcient was calculated on
each side of the supposed threshold value between the two data sets, as Spearman’s
rank correlation is less effective for smaller sample sizes.
2.8 Time-dependent state of the aggregation in a mi-
crochannel
Chapters 3, 4 and 5 contain descriptions of image processing methodologies for iden-
tifying the location of the CDL, and for developing one dimensional and three dimen-
sional haematocrit distributions respectively. The details of these approaches will thus
not be discussed here. However, in order to deﬁne how long it is necessary to leave the
system at low ﬂow rate before starting the acquisition, i.e. in order to understand what
the aggregation time is in the microchannel, a simple approach to analyse the extent of
aggregation in a microchannel was developed. A set of simple experiments was carried
out in order to ascertain the time response of aggregation in microchannel ﬂow at the
haematocrits used in the present study.
Kaliviotis & Yianneskis (2008) described a method of quantifying aggregation based
on ‘plasma gaps’ in images acquired using an optical shearing microscope. The area
of such gaps is identiﬁed by thresholding the image at an appropriate level, and used
to calculate an aggregation index using the known haematocrit (in Couette systems
the haematocrit is uniform and the Fa˚hraeus effect is absent) . However, this method
required that there was only a single layer of cells in the channel. In microchannels of
depth 40 or 50µm (as used in this study), this would not be the case. Furthermore, the
haematocrit varies spatially within the microchannel, as will be described in subsequent
chapters. Hence, a different approach was required. It was proposed that, under equal
feed haematocrit conditions, the image contrast gives an indication of the extent of
aggregation. Figure 2.10 shows two images with different levels of aggregation and
their corresponding histograms.
In Figure 2.10a, the RBCs are relatively uniformly distributed. It can be seen that the
histogram of the image is a normal distribution, skewed towards lower pixel values.
However, in Figure 2.10b, wherein the RBCs are clearly aggregated, the histogram is
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Figure 2.10: Images of Dextran samples with different levels of aggregation. Histograms of pixel inten-
sity are shown underneath the images. f is frequency and I is pixel intensity. (a) Non-aggregated cells
at high ﬂow rate (average velocity 2.44mm/s), (b) At very low ﬂow rate (average velocity 0.03mm/s),
strong aggregation can be observed, with both linear rouleaux and clumps of RBCs.
bimodal in character, with a second peak at high intensity levels. The image contrast,
as quantiﬁed using the standard deviation of the pixel intensities can thus provide a
measure of the extent of aggregation present (although standard deviation is not an
accurate statistical measure for the bimodal distribution, it nonetheless captures the
range of values observed and is thus suitable for this usage).
In order to analyse this approach, a long straight section of a microchannel with di-
mensions 250 × 50µm was used (Epigem, UK: other than the different cross section,
the channel was the same as that described for use in Chapters 3 and 4). The ﬂow
rate was droped from a very high value to a low value, after which acquisition was
triggered. Image acquisition was carried out in bursts of 200 images every two sec-
onds for 60 seconds using the IDT X3 CMOS camera and halogen lamp illumination.
The acquisition frequency was chosen depending on the velocity of the ﬂow. Dextran
(aggregating) and PBS (non-aggregating) cases were analysed at a range of average
velocities (0−2.5mm/s), and 3-pass ensemble averaged PIV with a ﬁnal interrogation
window of 16 pixels was used to analyse the velocity ﬁeld.
The proposed aggregation index, σ∗A, is deﬁned as the standard deviation of all of the
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Figure 2.11: Image contrast based aggregation index against average velocity for aggregating and non-
aggregating cases.
pixels in an image stack, normalised by the average value calculated for a PBS case, in
which aggregation was absent.
Figure 2.11 shows the average value of σ∗A over the last 10 seconds of acquisition
against the mean channel velocity (estimated from the PIV based on equation 1.10).
It can be seen that σ∗A is approximately constant for the non-aggregating cases, varying
between 1 and 1.05, which can be considered as an estimate of the sensitivity of the
approach. For the aggregating cases, σ∗A is 1.43 for almost static ﬂow, and decreases
with increasing ﬂow rates. This trend is to be expected, as disaggregation occurs due to
ﬂuid shear stresses. For average velocities above 1.25mm/s (pseudoshear rate based
on channel height of 25s−1), there is negligible aggregation indicated by σ∗A, and the
PBS and Dextran cases have the same value.
In Figure 2.12, σ∗A is plotted over a period of 60 seconds after the pressure had been
dropped to a low level. The black line shows the change in the standard deviation for
a low velocity PBS case. It can be seen that there was no systematic change in the
contrast during the acquisition, which justiﬁes its choice as a normalisation parameter.
The value for all PBS cases was approximately the same, and none showed a system-
atic change in time; hence only one case is shown on the ﬁgure. Conversely, for the
aggregating cases, after the low ﬂow rate is reached (t = 0), σ∗A increases rapidly and
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Figure 2.12: Image contrast based aggregation index against time for aggregating cases at different
average velocities. Solid black line represents typical non-aggregating case.
reaches a steady state after 15 seconds. It can be seen that the lower the average veloc-
ity, the higher the steady state value of σ∗A. Furthermore, even at almost zero ﬂow (red
dots, average velocity 0.03mm/s), the time to reach steady state was similar to that at
higher velocities.
The proposed method for quantifying aggregation is very simple, but from the evidence
presented in Figures 2.11 and 2.12, it seems to be capable of estimating the state of ag-
gregation. That is to say, the time response and response to shear which are expected
are apparent in the data. The technique does not require any prior knowledge of the
haematocrit, but provides a value which only has relevance relative to equivalent data
sets in the absence of aggregation. By comparing Dextran cases with equivalent PBS
cases, Figure 2.11 showed that the observed trends are not a result of the velocity of the
blood. The major limitation of the approach, is that it assumes an approximately uni-
form haematocrit distribution. In the very high aspect ratio (5:1) channel used for these
tests, this is a reasonable assumption, although there is a slight reduction in haemat-
ocrit near the upper channel walls visible in Figure 2.10. However, in the lower aspect
ratio channels used in Chapters 3 and 4 (5:2) and Chapters 5 and 6 (1:1), a larger ef-
fect of haematocrit distribution would be expected. Furthermore, in the bifurcation
region, RBC distributions will be highly heterogeneous as will be shown in subsequent
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chapters. Hence, this approach will not be suitable for estimating aggregation states
in the bifurcated microchannels. Instead, when considering aggregation in the follow-
ing chapters, its inﬂuence will be inferred from measurements of RBC distribution and
velocities, rather than trying to quantify it directly. Nonetheless, this brief experiment
provides conﬁdence that having reduced the ﬂow from a high value (at which the RBCs
are uniformly distributed and non-aggregated), to a low value, a steady aggregation
state will be reached within 20 seconds and that it will remain so for at least 40 seconds
afterwards.
2.9 Closure
In this Chapter the details of the experimental acquisition and image preprocessing
stages have been described. The design requirements for the perfusion system were
stated and a description of the system developed for the purpose was given. The sys-
tem comprised a high pressure source connected via a series of valves, one of which
was coupled to a stepper motor. This pressure control system was found to be very eas-
ily controlled and was very accurate. Multiple imaging approaches were utilised and
these were described, along with the hardware and software requirements for the acqui-
sition. The image preprocessing approaches that were used in the present study were
described and errors were discussed. Finally, an initial investigation into aggregation
characteristics and time response in a microchannel was carried out.
The next chapter presents the development of a technique for estimating the temporal
and spatial characteristics of the CDL for blood ﬂow in a bifurcating microchannel.
The effects of RBC aggregation and ﬂow ratio on the CDL distribution are considered
and a simple mathematical model is derived to estimate the inﬂuence of the CDL on
the observed velocity proﬁles, wall shear stress and apparent viscosity.
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Cell-depleted layer characteristics †
In this Chapter, a new technique for measuring the cell-depleted layer (CDL) is devel-
oped and used to analyse blood ﬂow in a straight-T bifurcating microchannel. Velocity
proﬁles of the RBCs are measured and skewed velocity proﬁles are observed. A simple
two-ﬂuid mathematical model is derived and used to investigate whether the CDL is
sufﬁcient to generate the observed skewness.
3.1 Introduction
As discussed in Chapter 1, in long straight channels/vessels there tends to be a region
near the vessel wall where the local haematocrit is reduced, due to radial migration and,
in the presence of aggregation, synaeresis. A large amount of research has aimed to
understand what factors inﬂuence the size and distribution of this region and the effect
that it has on ﬂow characteristics, such as plasma skimming (Doyeux et al., 2011) and
apparent viscosity (Reinke et al., 1986). Terminology regarding the layer varies, with
cell-depleted layer (CDL) (Reinke et al., 1986) and cell-free layer (CFL) (Kim et al.,
2009; Yalcin et al., 2011) being used interchangeably, although the latter seems to be
the most common. In an instantaneous sense, there are regions which are ‘cell-free’, but
over a ﬁnite length of time cells will inevitably impinge on the layer. Hence, there will
†The data presented in this Chapter has been published in ‘Sherwood et al (2012) The effect of
red blood cell aggregation on velocity and cell-depleted layer characteristics of blood in a bifurcating
microchannel’, Biomicroﬂuidics (Sherwood et al., 2012a). The work was also presented at ‘Physiological
Fluid Mechanics’, July 14th − 15th 2011, London, UK (Poster), ‘Micro and Nano Flows’, August
22nd − 24th 2011, Thessaloniki, Greece and ‘Bioengineering 2011’, September 12th − 13th 2011,
London, UK.
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be very few regions in microvessels which are permanently cell-free. In this chapter,
CDL will be used to describe a geometrical region, while CFL will apply to a region
which is instantaneously devoid of cells.
The majority of quantitative CDL studies have been in straight vessel sections or
straight capillary tubes, wherein the CDL is relatively symmetric. That is to say that the
instantaneous shape may vary, but the average width of the layer is equal on either side
of the conduit. RBC aggregation has been shown, in such circumstances, to enhance
CDL formation by inducing synaeresis and increasing radial migration. However, it re-
mains unclear how these parameters will affect local haemodynamics in geometries in
which symmetry is not present. A recent paper by Ong et al. (2012) reported cell-free
layer characteristics downstream of a bifurcation in vivo. They showed an increase in
CDL width with decreasing ﬂow ratio and a correlation between parent and daughter
branch CDL widths. However, the effect of aggregation was not considered separately
to non-aggregating samples and hence its inﬂuence could not be inferred from the data.
What is more, in vitro data could provide a wider parametric analysis with a higher
resolution. It has been reported that plasma skimming occurs due to the CDL (Doyeux
et al., 2011), and is enhanced by aggregation (Gaehtgens et al., 1978; Gelin, 1963), but
details of the local ﬂow characteristics and their inﬂuence on each other require further
elucidation.
One approach to investigating the effect of the CDL on ﬂuid dynamics is to model the
ﬂuid as two-immiscible phases: the RBC core and a CFL (modelled as pure plasma).
While simplistic, this approach has yielded some useful insight into the relationships
between various parameters. However, this approach has not hitherto been reported for
asymmetric CDL distributions.
The aim of this chapter is to investigate how microhaemodynamic parameters affect the
CDL characteristics in bifurcating geometries. To this end, the ﬂow of human blood
in a microchannel with a simple T-bifurcation, as discussed in Chapter 2, is utilised.
Images are acquired with brightﬁeld illumination and a high speed CMOS camera. The
reservoir haematocrit is ﬁxed at 0.25, and the parent branch ﬂow rate is regulated at
around 3.6µl/hr, which corresponds to an average velocity of 0.25mm/s in a channel
with a cross sectional area of 100µm× 40µm.
Figure 3.1 shows the terminology relating to channel location superimposed on a sam-
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Figure 3.1: Sample image with terminology and ROI superimposed. Velocity proﬁles are also shown
for a ﬂow split of 25:75.
ple image. Experimental velocity proﬁles for a ﬂow split of 25 : 75 are also shown.
The regions of interest (ROI), in which the velocity proﬁles considered later in the
chapter are averaged, are indicated by the red boxes. The ‘inner wall’ and ‘outer wall’
of the daughter branches are indicated on the ﬁgure. The coordinate system is (x∗, y∗),
deﬁned as the (x,y) coordinate normalised by the channel width.
The effects of ﬂow ﬂow ratio (Q∗) are investigated by altering the pressure in the daugh-
ter branches. RBC aggregation is considered by the addition of Dextran 2000 at 5g/l.
The acquired images are processed using PIV algorithms in order to derive full ﬂow
ﬁeld velocity information. The same images are then further processed using a newly
developed technique to estimate the spatial and temporal CDL characteristics. In or-
der to further understand the inﬂuence of the CDL under conditions of asymmetry, a
two-ﬂuid mathematical model is derived and utilised with experimentally derived pa-
rameters. The results are compared and inferences are made about the importance of
RBC aggregation, the CDL and the limitations of considering blood ﬂow in this man-
ner.
3.2 Cell-Depleted Layer
Sample images of the RBCs in the bifurcation, illuminated with a 100 Watt halogen
lamp, are shown for a PBS case in Figure 3.2a and a Dextran case in Figure 3.2b; the
ﬂow split for both cases is 80:20. In Figure 3.2a, the cells suspended in PBS are not
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Figure 3.2: Sample brightﬁeld illuminated images of RBCs in a microchannel bifurcation. Flow enters
through the vertical branch. (a) PBS case, (b) Dextran case.
aggregated and are distributed fairly homogeneously throughout the channel. However,
it can be seen that there are fewer cells at the inner wall compared to the outer wall,
particularly in the low ﬂow rate branch. Figure 3.2b shows an equivalent image for
the Dextran case. There are clumps and linear rouleaux at various orientations visible
throughout the domain. Through the analysis of videos of the Dextran samples travel-
ling through the bifurcation, it was observed that aggregates exist in a range of sizes,
from around 2 - 10 cells per aggregate. It can be seen that in addition to the increased
size of the region without cells at the inner wall of the low ﬂow rate branch, there are
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similar regions in the parent branch and high ﬂow daughter branch. Furthermore, there
are a number of gaps - cell-free areas, within the channel, particularly in the low ﬂow
daughter branch. As discussed previously this represents a cell-free layer (CFL) in the
temporal dimension, or a cell-depleted layer in the spatial dimension. The following
section describes the development of an approach to quantify this layer and its variation
in space and time.
3.2.1 Technique development
Considering Figure 3.2, it can be seen that the way in which the illumination affects the
cells is not straightforward. Although in general the cells appear darker than the back-
ground, there are many regions of high intensity where cells are present. Furthermore,
the diffraction at the walls of the channel forms a relatively large area (≈ 4 pixels) near
the wall, where the intensity is low, whether there are cells in the vicinity or not. Com-
paring these images with the in vivo images of Kim et al. (2005) (Figure 1.5), it can be
seen that the quality of the present images is much higher, a result of the easier experi-
mental acquisition in in vitro conditions. The disadvantage of the use of microchannels
with vertical channel walls parallel to the light transmission direction, is that they result
in large areas of diffraction near the wall, which would be relatively less pronounced
in a round channel or vessel. However, they also avoid the problems associated with
different refractive indices inside and outside the channel. Given the speciﬁc qualities
of the images shown in Figure 3.2, it is clear that a simple thresholding approach as
used by other researchers (Kim et al., 2006; Namgung et al., 2010; Ong et al., 2011b)
will not be sufﬁcient. An example of this approach is shown in Figure 3.3a, where the
Otsu thresholding method (Otsu, 1979) is applied to a sample RBC image. While the
technique works in some regions, the near wall areas (which are clearly important) are
unusable and there are regions where cell-edges are ﬁltered out.
An alternative approach, termed the ‘grayscale’ method, has been used by some groups
(Ong et al., 2011b; Yalcin et al., 2011) and uses the intensity gradient along the radial
direction at a given axial position. However, this requires that the image is consistently
darker in regions where there are cells than in those where there are not, which is not the
case for the present data. It should be noted that in the aforementioned papers, this is not
exactly how the approach was carried out. In those studies, an analysis line was set up to
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Figure 3.3: (a) Sample image thresholded using the Otsu approach. (b-d) Standard deviation images of
a stack of different numbers of images. Grayscale values have been inverted for clarity, scale shows full
8-bit range (0-255). (b) 3, (c) 7, (d) 11. The case shown is a Dextran sample with an 80:20 ﬂow split.
form an artiﬁcial image with a temporal axis at a given one dimensional location (line).
The location of this line is chosen in an area where the vessel wall is clearly deﬁned
and the image contrast is high. While multiple lines can be set up, this is a limitation of
these approaches, as it requires manual selection of such regions and limits the spatial
resolution. Furthermore, this approach would not signiﬁcantly improve the response
shown in Figure 3.3a and for the present study a full ﬁeld distribution is desired.
For the present data, a new technique was required. The proposed approach is based on
the concept of motion detection. The basis of this idea is that in the regions where there
are no cells, nothing will move between frames, including the channel walls. Hence,
an image which shows motion rather than intensity could provide an alternate approach
to CDL/CFL detection. One way in which this could be carried out is by ﬁnding the
arithmetic difference between two images. This approach is limited to the use of two
images, and is hence mono-directional in time (i.e. it can work either forwards or
backwards). An alternative option is to use the standard deviation (SD) at each pixel
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location across a stack of images. This can be applied in both directions, and over
a number of images. The importance of the latter point is made clear by comparing
Figure 3.3b, c and d, which show the SD images for three different size image stacks.
Firstly, it can be seen that the channel walls are absent, which means that the CDL can
be measured close to the wall in a way which would not be possible using a standard
thresholding approach (the wall location could still be identiﬁed from the original im-
ages). However, it can also be seen that the different image stack sizes are more or less
effective in identifying the CDL in different branches. In the parent branch, wherein the
cell velocity is greatest, Figure 3.3b shows the best result, as Figures 3.3c and d exhibit
signiﬁcant blurring in the parent branch due to the large displacement of individual
cells across the increased image stack length. In the high ﬂow daughter branch (left)
the best result is observed in either Figures 3.3b or c. For the low ﬂow daughter branch,
Figures 3.3b and c have low contrast and poorly deﬁned cell boundaries and Figure 3.3d
seems to be most suitable. Considering these differences, it is clear that the technique
will be optimal when the RBCs have a speciﬁc amount of motion between frames. Too
much motion will induce blurring, while too little doesn’t provide signiﬁcant contrast
in the SD image (this is analogous to PIV processing, where the time between frames
is selected to optimise the displacement in terms of pixels). To account for this, the
data in each branch are processed separately, and the image stack size in each branch is
scaled to be inversely proportional to the ﬂow ratio in that branch. In the parent branch
a stack of 3 images (one image before and one image after the time step of interest) are
used. For the daughter branches, the number of images scales with 1/Q∗. In the case
of Figures 3.2 and 3.3 where the ﬂow split is 80:20, the low ﬂow branch has 20 % of
the ﬂow from the parent branch. Hence the velocity is approximately 0.2 times that in
the parent branch (due to the same cross sectional area). In this case 1/Q∗ = 5, so for
an equivalent average RBC displacement (necessary for comparison of SD), 5 images
each side of the time step of interest are used. In the high ﬂow branch, the velocity
is 0.8 times that in the parent branch, which gives 1/Q∗ = 1.25. It is not possible to
use a fractional index of image, so the value is rounded to the nearest value. Hence,
for Q∗ = 0.4 − 0.66, 2 images on either side of the timestep of interest are used, for
Q∗ = 0.28− 0.4, 3 images on each side are used etc.
The SD images are then thresholded to give a boundary for the CDL. Each histogram
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Figure 3.4: Stages in CDL identiﬁcation. Details can be found in the text.
will have two peaks, one for the background (no cell movement) and one for the main
image (where there is movement). It is necessary that the same threshold is applied to
each case in order that the ‘sensing’ of the CDL edge is the same. The value was chosen
by taking a histogram of 256 bins (8-bit images), and smoothing with a minimum ﬁlter
of width three pixels. The location of the valley between the two peaks was noted.
This was carried out for a large number of data sets and the modal value was chosen
as the threshold. For the present data, the value was 5, but this is dependent on frame
rate, illumination levels etc., and therefore it would need to be calibrated for other
experiments.
Having applied the threshold, a number of morphological (binary) operations are ap-
plied to the image. The stages are summarised in Figure 3.4. A sample of the original
image and the SD image are shown in panels 1 and 2. For features which are parallel
to the ﬂow direction (i.e. the edge of a cell), the SD may be low, forming a gap, as can
be seen in Figure 3.4 panel 3. Basic morphological operations were used in order to
resolve this problem. The SD image was dilated in the direction of the ﬂow to ‘bridge’
the gap. Dilation is an operation in which each pixel which has a value of 1 is extended
to adjacent pixels according to the structuring element, which is a 3× 3 matrix, in this
case 
0 0 0
1 1 1
0 0 0

assuming that the ﬂow direction for the image is horizontal. The dilation operation
was carried out twice to ensure all gaps were bridged (Figure 3.4, panel 4). A hole
ﬁlling operation is then carried out using a LabVIEW VI (Figure 3.4, panel 5). The
image is then eroded to counteract the dilation. This operation is identical to dilation
but inverted, and operates on the pixels of value 0. Hence, carrying out two successive
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Figure 3.5: Sample images of the CDL at multiple moments in time. The top row is an aggregating case
in the parent branch, the time between frames is 12ms, ﬂow from top to bottom. The bottom row is a
PBS case for Q∗ = 0.1, the time between frames is 28ms, ﬂow from left to right.
erosion operations reverses the dilation stages, but having ﬁlled the holes, the gaps are
no longer present. A third iteration of erosion serves to counteract some of the blurring
in the SD image due to the motion of the cells (Figure 3.4, panel 6). Finally, an opening
function is applied. This is basically an erosion followed by a dilation and is used to
remove noise in the image, such as the lone pixel visible at the top left corner of Figure
3.4, panel 6. The structuring element for the opening function was
0 1 0
1 1 1
0 1 0

so has no preferential direction.
The distance between the channel wall and the CDL at each location perpendicular to
the channel wall was then deﬁned as the CDL width, as indicated by the blue line in
Figure 3.4, panel 8.
In order to demonstrate the technique, a number of sample images with the estimated
CDL superimposed are shown in Figure 3.5. The top row shows a Dextran case on one
side of the parent branch. It can be seen that the CDL width varies along the channel
wall. There are large cell-free regions and others where the RBCs are adjacent to the
wall. A rouleaux can be observed in the centre of the image, made up of cells oriented
in a range of directions. As the time passes from frame to frame the boundary of the
cell-free region translates downstream and changes shape slightly. The rouleaux in the
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middle of the image does not move signiﬁcantly across the images. This shows how
different cells move relative to each other and the way in which the CDL develops in
time and space visually.
A PBS case for a low ﬂow ratio in the daughter branch is shown in the bottom row
of Figure 3.5. In this case, it can be seen that the cells are more evenly distributed.
The CDL shape is smoother than in the presence of aggregation and the approximate
pattern is convected downstream with subtle changes in the shape. It is worth noting
that, particularly in the aggregating case in Figure 3.5 (this is because it is the parent
branch as opposed to the low ﬂow daughter branch, not because of the presence of
aggregation), there are times when the CDL is measured within the diffraction region
at the channel edge. This is possible as cells passing through this area still have the
effect of changing the SD image, even though the image intensity is different from that
away from the channel edge. There exists no better way of verifying a methodology for
CDL estimation than comparing with a manual measurement, similarly to Kim et al.
(2006). Therefore, to validate the method, manual measurements at 40 locations were
compared to those calculated by the algorithm. The absolute residual differences had a
mean and SD of ≈ 1 pixel which is equivalent to 0.65µm.
Finally it should be mentioned that, as a result of the straight T conﬁguration, the CDL
at the outer wall was generally negligible, except at very low ﬂow ratios in the Dextran
case. Further specialisation of the processing algorithm would be required in order to
reliably measure this region due to the very low velocities at the outer wall; therefore,
only the CDL at the inner wall of the bifurcation was considered for this data. This is
also a key feature of the mathematical model developed in §3.4.
The CDL characteristics can be considered more extensively by comparing them graph-
ically in both time and space. The CDL width (δ) was normalised by the channel width,
w, such that δ∗ = δ/w. Figure 3.6a shows the instantaneous proﬁle of δ∗ along the in-
ner wall of the daughter branch for the Dextran case for Q∗ = 0.25 at three moments
in time. It can be observed that the proﬁle at t� changes very little for t� + 16ms and
is simply convected downstream. For t� + 80ms, the proﬁle is similar but has altered
slightly and advanced further downstream, although by different amounts at different
locations. Figure 3.6b shows the temporal distribution of CDL width at three points in
space for the same case. It can be seen that at each location, δ∗ exhibits roughly the
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Figure 3.6: CDL width in space and time for the Dextran case with Q∗ = 0.25. (a) Instantaneous CDL
along the daughter branch at three points in time, relative to t� = 2s, (b) variation in CDL in time at three
locations, relative to x� = 3.5x∗.
same ﬂuctuations, with a phase shift dependent on the position in the channel. Hence,
despite the fact that at a given moment in time there is a large variability in the CDL
width, its overall distribution will be relatively consistent in time.
For each experimental data set acquired, there are 2000 images, with the CDL described
at ≈ 2000 pixel locations, giving 4 million data points for each set. In the acquisition
process, 35 Dextran and 35 PBS cases were acquired. Thus, to analyse the character-
istics of the CDL, statistical averaging must be used. In the following section, this is
carried out successively reducing the dimensions, through two- then one-dimensional
probability distributions, to mean and standard deviations.
3.2.2 Statistical analysis
Probability distributions in time of δ∗ at each location in space along a daughter branch
are considered in Figure 3.7 for selected ﬂow ratios. For the Dextran case (Figure
3.7a), δ∗ is signiﬁcantly increased in comparison to the PBS case (Figure 3.7b), and
a wide distribution is observed. For Q∗ = 0.5, the probability of δ∗ is greatest along
the channel wall and decreases towards the centre of the channel. At Q∗ = 0.25, the
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Figure 3.7: Probability distributions for normalised mean CDL width in the daughter branch at a selec-
tion of ﬂow ratios for (a) Dextran case, (b) PBS case. The horizontal axis is normalised distance from
the bifurcation and the vertical axis is the normalised CDL width. Contours indicate probability that the
edge of the cell-depleted layer will be of a certain width for each axial location. White regions indicate
no occurrences of CDL edge at that width and location.
modal width is observed at a position offset from the channel wall and the spread of
the distribution is greatly increased. At Q∗ = 0.1, these trends are exaggerated further,
with maximum CDLwidths as great as 25% of the channel width. Furthermore, regions
of white (zero probability) can be observed between the wall and the CDL distribution.
This region was truly a cell-free-layer.
For the PBS case (Figure 3.7b), the CDL distributions are signiﬁcantly narrower. For
Q∗ = 0.5, the modal CDL width is at, or very close to, the wall. AtQ∗ = 0.1, the modal
width moves away from the wall immediately after the bifurcation, then approaches the
119
3. Cell-depleted layer characteristics
Figure 3.8: Probability distributions for spatially averaged (in the ROI), normalised mean CDL width,
Δ∗. The stacks are ordered in terms of decreasing ﬂow ratio, with blue representing high Q∗ and red
representing low Q∗. 0.1 < Q∗ < 1. (a) Dextran, (b) PBS case.
wall at around x∗ > 2.0. For Q∗ = 0.25, this movement away from the wall is also
present, but is less pronounced, and the mode returns to the wall when x∗ = 2. It is
worth reiterating that the shape is not a result of inertial ﬂow separation, and thus must
be due to the interactions of the RBCs with local hydrodynamic forces or other cells.
The distribution of the CDL is considered further in Figure 3.8, which shows stacks of
probability distribution functions of the normalised CDL width (δ∗) averaged along the
ROI (1.5 < x∗ < 3.5), Δ∗, for both the Dextran and PBS cases. At high ﬂow ratios
(blue), the modal CDL width is at, or close to zero for both Dextran and PBS cases. For
the latter, the position of the modal CDL width does not move signiﬁcantly away from
the channel wall, but the distribution becomes slightly more spread out asQ∗ decreases.
For the Dextran case, the position of modal CDL width moves away from zero as Q∗
decreases from 0.5, and the distribution becomes steadily ﬂatter and broader as the ﬂow
ratio decreases, with a modal value of around 10% of the channel width for very low
ﬂow ratios.
This data is presented in an alternative manner in Figure 3.9, by considering cumulative
frequency plots against the normalised radial location. These can be interpreted as the
probability that a cell will pass between a given normalised radial channel location,
y∗, and the wall (note y∗ = 0.5 is coincident with the wall). As the CDL width is the
position in the channel for which there are no cells closer to the wall, the cumulative
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Figure 3.9: Cumulative frequency distributions corresponding to Figure 3.8.
Figure 3.10: CDL roughness indicated by comparing normalised SD of CDL width against Δ∗. The
inset shows parent branch only, for comparison with straight channel/vessel studies.
frequency plot is perhaps more intuitive. For example, at the lowest ﬂow ratio for
the Dextran case there is a probability of approximately 0.5 that a cell will be present
between y∗ = 0.4 and 0.5 (δ∗ < 0.1). However, for the highest ﬂow ratio, there
will always be cells in that region. The shape of the distribution for the Dextran case
shows the inﬂuence aggregation has on the CDL compared to the PBS case in which
aggregation is absent. In the latter case, there are always cells present for y∗ < 0.45
(i.e. δ∗ < 0.05) and this does not change signiﬁcantly as the ﬂow ratio changes.
The roughness of the CDL is an important parameter as it will affect the temporal
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Figure 3.11: Effect of ﬂow ratio on CDL characteristics. Solid lines represent mean values in parent
branch. (a) Δ∗, dashed lines show ﬁts to 3.1. Solid lines show average value in parent branch. (b) σ∗,
solid lines show average value in parent branch.
characteristics and magnitude of the shear stress developed at the wall, therefore it is
prudent to consider how the width of the CDL affects its roughness; this was quantiﬁed
using the axially (x) averaged (in the ROI) temporal SD of the CDL, normalised with
respect to the channel width such that σ∗ = σ/w as shown in Figure 3.10 for the
daughter and parent branches. The bar symbols on Δ∗ and σ∗ are used to indicate
values averaged in the lateral (y) direction to give a mean value for each Q∗. Although
the distributions are strongly non-normal, the SD and mean CDL are commonly used
to consider the characteristics of the CDL and so are utilised here. The inset in Figure
3.10 shows the values in the parent branch, considered to be the steady state results. As
Δ∗ increases, the roughness, σ∗, in the PBS case increases only slightly in contrast to
the Dextran case, in which the roughness increases steadily with the mean width. This
trend continues further in the daughter branches as can be seen in Figure 3.10. The
spatial SD showed very similar trends (omitted here for brevity), since the temporal
and spatial signals are strongly coupled, as can be seen in Figure 3.6.
The impact of the ﬂow ratio on the average width of the CDL is considered in Figure
3.11a. The solid lines show the mean Δ∗ in the parent branch. In the Dextran case,
Δ∗ was roughly doubled in the parent branch from 0.8% to 1.8% of the channel width,
although as can be seen in the inset of Figure 3.10, Δ∗ was broadly distributed. In
the PBS cases, the mean Δ∗ increased slightly as the proportion of ﬂow entering the
daughter branch decreased. However, for the Dextran case, the mean Δ∗ increased
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signiﬁcantly with decreasing Q∗, reaching approximately 10% for low ﬂow ratios. It
should be noted that the maximum instantaneous CDL width (or CFL width) was as
large as 45% for Q∗ = 0.1 in the Dextran case. For a given CDL width in the par-
ent branch, Δ∗p, if the cells exactly followed their streamlines, the CDL width in the
daughter branch,Δ∗d would increase in proportion to 1/Q∗ (assuming two dimensional
ﬂow). Deviations from this idealised situation, indicating movement of the cells away
from their streamlines, can be accounted for by using a constant of proportionality α.
Thus, the data are ﬁt to the equation
Δ∗d =
αΔ∗p
Q∗
(3.1)
by minimising the mean square error. The coefﬁcient α then indicates the extent of
deviation from the idealised situation and was found to be 0.80 and 0.51 for the Dextran
and PBS cases respectively. The ﬁts are shown as dashed lines on Figure 3.11a.
Finally, Figure 3.11b shows how the roughness (SD) of the CDL was affected by aggre-
gation and Q∗. It can be seen that the roughness increased as the ﬂow ratio decreased,
and that aggregation enhanced this effect signiﬁcantly.
Having considered these trends in the distribution of the CDL, the corresponding ve-
locity characteristics are analysed in the following section.
3.3 Velocity ﬁeld
The time-averaged ﬂow ﬁelds for 50:50 and 80:20 ﬂow splits are shown in Figure
3.12 for the PBS case. At this scale, the Dextran cases were not qualitatively different
and are hence not shown here for brevity. The velocity magnitude at each location is
normalised relative to the maximum velocity for each case, to give U∗max. Figures 3.12a
and 3.12c show velocity magnitude contour plots for the whole domain. For both ﬂow
splits, a blunted parabolic shape can be observed in the parent branch, as would be
expected in a high aspect ratio rectangular channel. As the ﬂow enters the bifurcation
region, the velocity rapidly decreases toward the stagnation point, which is centrally
located for the 50:50 ﬂow split, but offset towards the low ﬂow branch for the 80:20
split. This can be seen more clearly in the vector plots in Figures 3.12b and 3.12d.
No ﬂow separation at the vertices of the bifurcation is observed, since the Reynolds
number is low (< 10−2) and the ﬂow is dominated by viscous effects.
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Figure 3.12: (a) and (c) RBC velocity magnitude contour plots obtained from PIV data for 50:50 and
80:20 ﬂow splits, respectively. The dashed lines indicate region shown in (b) and (d): Vector ﬁelds in the
region immediately around the bifurcation. Every other vector is omitted for clarity.
In the daughter branches, it can be seen that the lateral velocity component rapidly
diminishes and a relatively constant velocity distribution is established by around x∗±1.
Finally, it should be noted that this proﬁle can be observed to be slightly skewed towards
the inner wall of the channel for all Q∗.
3.3.1 Velocity Proﬁles
To consider these distributions more closely, proﬁles in the parent branch and at low,
medium and high ﬂow ratios in the daughter branch are compared in Figure 3.13. Fig-
ure 3.13a shows velocity proﬁles in the parent branch for Dextran (blue) and PBS (red)
cases, and compares these to the analytical solution for a Newtonian ﬂuid (grey line,
from Equation 1.10). The proﬁles are deﬁned by averaging along the ROI and are
normalised by their mean value (U ), which is calculated using trapezoidal integration
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assuming zero velocity at the wall and a spline ﬁt to interpolate the missing vectors
near the wall. Hence, U∗ = U/U (U∗ is also used in the parent branch for simplicity,
even though it is technically the v component of the velocity).
The circles in Figure 3.13 show the magnitude of the average velocity vectors and the
error bars (which in this case are so small as to be covered by the circles in Figure
3.13a) represent one SD. The solid lines which coincide with the dots are fourth order
polynomial ﬁts to the data, added for clarity. It can be seen that the Dextran case is
blunter than the PBS case. That is to say, U∗ in the middle of the channel is reduced,
while U∗ close to the edges of the channel is increased. However, it should be noted that
neither of the experimental proﬁles are as blunt as the analytical solution. The obser-
vation that aggregation blunts the velocity proﬁle, is in line with those made by many
other researchers (Bishop et al., 2001a; Reinke et al., 1987). However, it is expected
that the proﬁle would be more blunt than for the analytical solution, which is not the
case. It should be noted that normalising by the average velocity requires assumptions
about the RBC velocity at the walls, i.e. it is assumed that the no-slip condition exists.
In reality this is not the case. Consider the argument made regarding the location of an
RBC barycentre compared to the vessel wall. Except in the case where an RBC was
adhered to the vessel wall (which was not observed in the present data), an RBC cannot
have a zero velocity at the wall and a non-zero velocity elsewhere. As the RBCs are
ﬁnite in size, and have a diameter comparable to the channel width (around one order
of magnitude lower) one would not expect to observe a zero velocity at the wall. For a
smaller channel, one would expect this effect to be enhanced. Unfortunately, due to the
design of the system requiring pressure, rather than ﬂow, control a direct measurement
of the ﬂow rate, which could be used to analyse the near wall velocity assumption,
was not possible. This will be considered further in Chapter 5 (which uses a smaller
diameter channel).
Figure 3.13b compares the velocity proﬁles for the daughter branch at a high ﬂow ratio.
It can be seen that both velocity proﬁles are skewed towards positive y∗, i.e. the inner
wall of the daughter branch. In order to quantify the extent of skewing, a skewness pa-
rameter is deﬁned. This is taken as the normalised distance from the channel centreline
that the maximum velocity is located as a percentage. Mathematically,
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Figure 3.13: Sample normalised RBC velocity proﬁles. Grey line shows analytical solution for a New-
tonian ﬂuid according to Equation 1.10. Blue is Dextran case, Red is PBS case. (a) Parent branch (b)
Q∗ = 0.80, (c) Q∗ = 0.47, (d) Q∗ = 0.22.
S∗ = y∗|umax × 100% (3.2)
The velocity proﬁle is ﬁrst interpolated (using spline interpolation) to give 1000 points
in the y coordinate across the channel, which increases the resolution of the skewness
parameter. The value of y∗|umax for each proﬁle is indicated on the ﬁgures by the
dashed vertical lines. In Figure 3.13b, the skewness for the Dextran and PBS cases are
4.2 and 5.7 % respectively. In this case, the PBS proﬁle is slightly more skewed than
the Dextran one. However, caution should be exercised in drawing conclusions from
individual cases due to the inherent scatter in the data. It can also be seen that, as in
the parent branch, the Dextran proﬁle is signiﬁcantly blunter than the PBS one. At an
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almost equal ﬂow ratio, as shown in Figure 3.13c, the proﬁles are skewed further. In
this case, the Dextran case is more skewed at 8.7% than the PBS case at 6.2%. The
proﬁles are also slightly less blunt, that is to say that their maximum U∗ is slightly
greater. Figure 3.13d shows proﬁles for low ﬂow ratios. It can be seen that the velocity
proﬁle for the Dextran case is considerably more skewed than both the PBS case and
for Dextran cases at higher ﬂow ratios. Additionally, the proﬁles are blunter than they
were for Q∗ = 0.47.
In order to better understand the overall effect of aggregation and ﬂow ratio parametri-
cally, the bluntess and skewness of the proﬁles are considered in the next section.
3.3.2 Effects of ﬂow ratio
Before discussing how the skewness changes as a function of the ﬂow ratio, the pres-
ence of the skewness in itself should ﬁrst be considered. For a Newtonian ﬂuid, in a
planar geometry there would be two velocity components in the immediate vicinity of
a bifurcation which are non-zero, but one would expect the velocity proﬁle to recover
rapidly. For a non-Newtonian ﬂuid the situation is less intuitive, but one could still
expect a relatively rapid recovery of symmetry for the velocity proﬁle. Indeed, some
authors quote an expected distance of approximately one channel diameter for symme-
try of the velocity proﬁle to recover in blood ﬂow (Cokelet, 1999). This value would
be geometry dependent. In order to quantify this, some simple CFD simulations were
carried out.
A model of the imaging area of the microchannel was created and meshed with ele-
ments of 4 × 4 × 4µm. The branch lengths were extended to 10w in order to avoid
boundary effects. The commercially available CFD package ANSYS CFX 13.0 (AN-
SYS, UK) was used to solve the Navier-Stokes equations for a laminar, continuous
ﬂuid in the geometry. Convergence was considered when all residuals were below
10−5. Constant velocity input and a number of different constant pressure outputs were
applied such that a range of ﬂow ratios were considered for a single parent branch
pressure. Both Newtonian (µ = 3.5mPa s) and non-Newtonian ﬂuid models were
utilised. For the non-Newtonian model, a Carreau-Yasuda ﬂuid was utilised, wherein
the viscosity is deﬁned according to
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µ− µ∞
µz − µ∞ = [1 + (λγ˙)
a]
(n−1)/a (3.3)
where µ∞ is the inﬁnity shear viscosity, µz is the zero shear viscosity, λ is a time
constant, n is a power law index and a is the ‘Yasuda exponent’. The values of the
parameters used here are those applied by Gijsen et al. (1999).
In order to conﬁrm that the mesh was sufﬁciently ﬁne, the proﬁle in the centre plane of
the parent branch prior to the bifurcation was compared to the analytical solutions. The
mean difference was found to be 0.88 %, implying that the mesh was suitable.
These simulations showed that for both ﬂuids, symmetry and one-dimensional ﬂow
(i.e. v = w = 0) were recovered within around one to one and a half channel widths.
While the velocity proﬁle reached a relatively steady shape in a similar distance in the
experimental data, the skewness persisted downstream. Thus, it is clear that the skew-
ness observed in the velocity proﬁles of the RBCs in Figures 3.13b-d is predominantly
a result of the two-phase nature of the ﬂow and not the shear-dependent characteristics
of blood. This will be considered further in Chapter 4.
Figure 3.14 shows how the skewness parameter varies with ﬂow ratio for both the ag-
gregating and non-aggregating cases. Note only the daughter branches are considered
here as the parent branch velocity proﬁles were not skewed. Hypothetically, atQ∗ = 1,
wherein all of the ﬂow enters a single daughter branch, the geometry acts as a simple
corner, and the skewness should be small. This can be observed in both the Dextran and
PBS cases in Figure 3.14. As the ﬂow ratio decreases towards Q∗ = 0.5, the skewness
increases. The valueQ∗ = 0.5 is a signiﬁcant point, as it separates the ‘high ﬂow’ from
the ‘low ﬂow’ daughter branch. In the high ﬂow branch, this trend of increasing skew-
ness with ﬂow ratio is highly signiﬁcant (P < 10−6). In the low ﬂow daughter branch,
the data is signiﬁcantly more scattered, and there is no signiﬁcant trend (P > 0.5),
although the skewness is clearly greater for the Dextran than the PBS case. By obser-
vation, it could be proposed that the Dextran trend continues to increase while the PBS
case decreases slightly as the ﬂow ratio decreases belowQ∗ = 0.5, but more data points
would be required to prove statistical signiﬁcance in this relationship. This trend will
be considered in further detail later in this chapter and in Chapter 4.
Also observed in Figure 3.13 is the fact that the bluntness varied as a result of both
Dextran-induced RBC aggregation and ﬂow ratio. A simple bluntness parameter can
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Figure 3.14: S∗ against Q∗ for Dextran and PBS cases.
be deﬁned as the ratio of the mean to the maximum velocity:
B =
U¯
Umax
(3.4)
For Poiseuille ﬂow, the bluntness would be B = 0.5, as the maximum velocity is
twice the mean, while at B = 1, the maximum and mean velocities would be equal,
indicating plug ﬂow. As can be seen in Figure 3.13a, the maximum U∗ (relative to the
mean) is lower for the Dextran case than for the PBS case. Hence, the ratio of the mean
to the maximum would be larger in this case. As mentioned previously, in order to
calculate the mean velocity, the no-slip condition must be assumed at the walls. Such
an assumption may introduce errors, but is necessary for this analysis to be applied. In
order to provide a slightly more intuitive description of the bluntness, the values are
normalised relative to the ratio of mean to maximum velocity in the centre plane for the
analytical solution. Hence,
B∗ =
B
BN
(3.5)
Where BN is the bluntness for the analytical solution for a Newtonian ﬂuid (and is
hence geometry dependent). The bluntness, B∗, of the velocity proﬁles measured for
different ﬂow ratios is considered in Figure 3.15.
Data for Q∗ < 0.1 are omitted, as the ﬂux was not sufﬁcient to obtain representative
time averaged data. Additionally, outliers, considered as values more than two standard
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Figure 3.15: B∗ against Q∗ for Dextran and PBS cases. Dashed lines show mean values in parent
branch.
deviations from the mean, were removed. The average bluntness in the parent branch
for each case is indicated by a dashed line. For the Dextran case, the bluntness is not
signiﬁcantly different from the one for a Newtonian ﬂuid (i.e. B∗ ≈ 1); however, for
the PBS case the proﬁles are sharper (less blunt B∗ < 1). Overall, it can be seen that
the bluntness in the daughter branches is greater in the Dextran case.
Considering the bluntness in the daughter branch, at Q∗ = 1, one would expect B∗
to be equivalent to the parent branch, as the effective geometry becomes a simple 90◦
corner and, in the absence of inertia, the proﬁle in the high ﬂow daughter branch should
therefore be close to that of the parent branch. This seems to be the case for both Dex-
tran and PBS cases. Figure 3.15 illustrates that in the low ﬂow branch (Q∗ < 0.5), the
bluntness decreased with increasing Q∗, while in the high ﬂow branch (Q∗ > 0.5) the
bluntness increased with increasing Q∗, i.e. the opposite relationship was observed in
the two branches. As Q∗ = 0.5 indicates the transition from high to low ﬂow branch,
and due to the symmetry and clear trends observed in Figure 3.15, the data will be
henceforth analysed in terms of whether they are greater or less than Q∗ = 0.5. Using
this approach, the signiﬁcance of the observed trends can be considered using the prob-
ability that the correlation coefﬁcient is insigniﬁcant, P , as summarised in table 3.1.
For the PBS case, the trends are very signiﬁcant. For the Dextran case, the P -value is
just slightly above the often used signiﬁcance value of 0.05, but is close enough to be
considered signiﬁcant.
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Table 3.1: Probability that the correlation coefﬁcient is insigniﬁcant, P , for bluntness, B∗, correspond-
ing to Figure 3.15 and skewness, S∗, corresponding to Figure 3.14.
B∗, Q∗ < 0.5 B∗, Q∗ > 0.5 S∗, Q∗ < 0.5 S∗, Q∗ > 0.5
Dextran case 0.0546 0.0524 0.7395 < 10−6
PBS case 0.0003 0.0001 0.6533 < 10−6
3.4 Mathematical Modelling
In this section a mathematical model is derived to investigate the hypothesis that the
presence of the CDL on one side of the channel creates a region of low viscosity near
the wall which is responsible for the skewed proﬁles discussed above. The model is
also used to investigate the impact on wall shear stress (WSS) and resistance to ﬂow.
A simple two-ﬂuid mathematical model is employed, assuming two dimensional ﬂow
of two immiscible ﬂuids running parallel to one another between two ﬁxed walls, as
indicated in Figure 3.16. The ﬂuid between y = 0 and δ∗ represents the CDL, in which
the viscosity will be that of the suspending medium, i.e. µδ = µ0. The second phase,
the RBC core, lies in the region δ ≤ y ≤ w. The viscosity of the RBC core can be
deﬁned in terms of the relative viscosity µc = µrµ0 = µrµδ.
Full derivation of the model can be found in the appendix. After normalising and
solving the Navier-Stokes equations, the non-dimensional velocities of the ﬂuid in the
CDL and RBC core are described by:
uδ
∗ = 6
�
My∗ − y∗2
�
(3.6)
uc
∗ =
6
µr
�
My∗ − y∗2 + 1−M
�
(3.7)
where
M =
δ∗2 (µr − 1) + 1
δ∗ (µr − 1) + 1 (3.8)
The skewness S∗, as deﬁned in equation 3.2 for the experimental data is given by
S∗ =
1
2
(1−M) (3.9)
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Figure 3.16: Schematic of the model to be solved analytically.
As the relative viscosity must always be greater than or equal to one, and the CDL
width must be positive, M will be equal to one if δ = 0, or µr = 1, and less than
one otherwise (see Equation 3.8). As a result, the velocity proﬁle would always be
skewed in the direction of the CDL. It should be noted that this analysis is based on the
assumption of a one sided CDL. In the presence of a CDL on either side, the proﬁle
would be skewed towards the widest CDL. The skewness is plotted as a function of
CDL width for three different core viscosities in Figure 3.17.
It can be seen that the skewness increases in response to the relative viscosity of the
core increasing. As this would happen with increasing haematocrit, the ﬁgure implies
that the effect of the CDL on the skewness of the velocity proﬁle would be increased
as the haematocrit increased. However, it has been noted that the CDL width tends to
be decreased in the presence of high haematocrit (Kim et al., 2009). For all relative
viscosities compared in Figure 3.17, the maximum skewness occurs for δ∗ between
0.3 and 0.4, and the value of maximum skewness decreases as the relative viscosity
increases.
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Figure 3.17: Skewness predicted by the mathematical model as a function of CDL width for three
different core viscosities.
3.4.1 Wall shear stress
It is also interesting to consider how the skewing of the velocity proﬁle would affect
the WSS on each of the walls. The WSS is given by the product of the viscosity and
the shear rate acting at the wall:
τ = µ
du
dy
(3.10)
For the present model, the WSS acting on the wall coincident with the CDL is given by
(see appendix)
τ ∗δ = M (3.11)
where the WSS for the suspending medium only case is used for the purposes of nor-
malisation. On the opposite wall, the normalised WSS is given by
τ ∗c = 2−M (3.12)
As discussed earlier, δ∗ < 1, so δ∗2 < δ∗, and hence M ≤ 1. This means that the
shear stress on the wall with highest viscosity will always be lower than for that of the
suspending medium. However, the shear stress on the opposite wall will increase by the
same proportion. This is a necessary condition given that the normalisation procedure
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Figure 3.18: Normalised WSS predicted by the mathematical model as a function of CDL width for
three different core viscosities.
deﬁnes a constant pressure drop. Thus, the net effect of the skewing on the WSS is
zero, but certain regions are elevated while others are reduced.
Figure 3.18 shows how the WSS changes as a function of the CDL width for a range of
different values of relative viscosity, which could be considered to scale with haema-
tocrit. The WSS on the wall coincident with the CDL (τ ∗δ ) is decreased in all cases,
but is increased on the opposite wall (τ ∗c ) for all core viscosities. The conclusion is
that in the CDL, the increase in shear always has a smaller effect on the WSS than
the reduction in viscosity (relative to the core). Conversely, on the opposite wall, the
higher viscosity overrides the reduction in shear rate, resulting in an increased WSS,
by as much as 30% for a relative core viscosity of 4. The shape of the curves is similar
to that observed in Figure 3.17.
3.4.2 Apparent viscosity
The apparent viscosity of a ﬂuid represents the viscosity of a Newtonian ﬂuid that
would give the same ﬂow rate for a given pressure drop. Commonly in haemodynamics,
the assumptions of fully developed, steady ﬂow in a long straight tube of circular cross
section are made, and hence the Hagen-Poiseuille equation can be used to calculate a
viscosity which can be compared with an average for the more complex system. For
the ﬂow between two plates a width w apart, the apparent viscosity for a non-uniform
viscosity ﬂuid is given by
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Figure 3.19: Apparent viscosity predicted by the mathematical model as a function of CDL width for
three different core viscosities.
µa =
w2
12u
Δp
L
(3.13)
For the present model, the non-dimensional relative apparent viscosity is given by
µ∗a = µr
�
M2 (δ∗ (µr − 1) + 1)− 4M (1− δ∗) + 4 (1− δ∗)
�−1
(3.14)
If µr = 1, M = 1, and thus µ∗a = 1. If there is no CDL, δ
∗ = 0, so M = 1 and µ∗a =
µr. Figure 3.19 shows how the cell-depleted layer width affects the relative apparent
viscosity for a range of relative core viscosities. It can be seen that the relative viscosity
is rapidly reduced as the CDL width increases from 0 to 0.2, changes relatively little as
the CDL width increases from 0.2 to 0.6, then reduces to 1 as the CDL approaches the
entire channel width. The overall magnitude of the relative apparent viscosity increases
with the relative viscosity of the core.
3.4.3 Link to experimental data
The preceding mathematical analysis has considered the effect of core viscosity and
CDL width on various parameters describing the ﬂow. However, in doing so, the re-
lationships have assumed that µr and δ∗ are independent parameters. However, for a
given tube/channel haematocrit, as the CDL width increases, the haematocrit in the
core, and hence the viscosity, must increase. Analytically, it is not possible to directly
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convert the haematocrit into the viscosity, but a number of empirical relationships have
been reported. Here, the model deﬁned by Pries et al. (1992b) is utilised (see Equation
1.18). In their paper, values of E and F were tabulated for various haematocrit ranges
and tube diameters. For the present study, data corresponding to the hydraulic diameter
of the channel (57µm) was selected, which were acquired by Bayliss (1952). The data
were acquired for haematocrits between 0.05 and 0.9 in a cylindrical tube of diameter
55µm and E and F were found to be 3.54 and −0.743 respectively. The R2 for this
particular set was 1.000 (Pries et al., 1992b). Thus
µr = 1 + 3.54
�
(1−H)−0.743 + 1
�
(3.15)
Now, given that the channel haematocrit, HC must be constant, it can be stated that
HC = H (1− δ∗) (3.16)
Hence, equation 3.15 can be written in terms of HC and δ∗ as
µr = 1 + 3.54
��
1− HC
1− δ∗
�−0.743
+ 1
�
(3.17)
One can consider the results in terms of the ﬂow ratio using equation 3.17, with δ∗
deﬁned based on equation 3.1, noting that δ∗ is considered to be constant in this model,
hence δ∗ = Δ∗. Figure 3.20 shows sample velocity proﬁles calculated for ﬂow ratios
of 0.1 and 0.5, for Dextran and PBS cases (deﬁned according to the parameters ﬁt to
equation 3.1 and 3.17). It should be noted that the effect of aggregation is considered
here to only through the CDL width.
Note that the coordinate system is inverted in order to aid comparison with Figure 3.13.
At both ﬂow ratios considered, the proﬁles are skewed towards the CDL. The light
vertical lines indicate the skewness, similarly to Figures 3.13b-d, while the vertical
dashed lines show the CDL boundary. It can be seen that in the CDL region, the velocity
is almost linear, and at the interface, there is a sudden increase in the velocity gradient in
the CDL. The proﬁles are skewed towards the CDL in both cases. Comparing Figures
3.20a and b with Figures 3.13d and c respectively, it seems that the mathematical model
predicts the skewness of the proﬁles qualitatively. It should be noted that since the
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Figure 3.20: Velocity proﬁles calculated from the mathematical model. (a) Q∗ = 0.1, (b) Q∗ = 0.5.
Figure 3.21: (a) Skewness and (b) normalised WSS, as a function ofQ∗ with δ deﬁned from experimen-
tal data and core viscosity predicted from empirical data.
model assumed an inﬁnite z distance, it was not capable of reproducing the bluntness
which occurs in high-aspect ratio rectangular channels.
Figure 3.21 shows how the model predicts the skewness of the velocity proﬁles as
a function of the ﬂow ratio. It can be seen that for both the aggregating and non-
aggregating cases the general observation that the skewness increases with decreasing
ﬂow ratio can be made. However, it is clear that the skewness is under-predicted com-
pared with Figure 3.14. This suggests that the two-ﬂuid model, while describing the
general characteristics, is not sufﬁcient to fully capture the observed trends.
Nonetheless, it is interesting to observe how the model predicts the changes in WSS
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Figure 3.22: Apparent viscosity as a function of Q∗ with δ deﬁned from experimental data and core
viscosity predicted from empirical data. Dashed black line indicates the case for which the CDL width
is zero.
compared to the ﬂow ratio. This is shown in Figure 3.21b. It can be seen that the WSS
in the CDL decreases at lower ﬂow ratio, and that the magnitude of the change in WSS
is more than doubled in the presence of aggregation. The inverse is observed on the
opposite wall.
Finally, the effect of the CDL on apparent viscosity is considered in Figure 3.22. The
dashed black line shows the apparent viscosity for the case of no CDL. It can be seen
that despite the zero net change in WSS, the apparent viscosity is signiﬁcantly reduced
by the presence of the CDL. Whereas this relationship may be intuitive for the standard
consideration of axisymmetric ﬂow, it was not previously clear how a single sided CDL
would affect the apparent viscosity. It is worth noting that plasma skimming has not
been considered in this analysis. If it were, the apparent viscosity would be decreased
for Q∗ < 0.5 and increased for Q∗ > 0.5. This will be discussed further in Chapter 4.
3.5 Discussion
3.5.1 Velocity Proﬁles
Two key results reported above are the effect of ﬂow ratio on the velocity proﬁles and
CDL characteristics, and the amplifying effect of aggregation. From the images shown
in Figure 3.2, it is clear that there is aggregation present in the Dextran case and that
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the cells are not aggregated in the PBS case. Therefore the following discussion will
treat the Dextran case and the presence of aggregation as synonymous. In the CFD
simulations, for both Newtonian and Carreau-Yasuda viscosity models, the skewness
was zero within one and a half channel widths of the bifurcation region for all ﬂow
ratios. While the velocity proﬁle reached a steady shape in a similar distance in the
experimental data, the skewness persisted downstream. Thus it is clear that the skew-
ness observed in the velocity proﬁles of the RBCs in Figures 3.13b-d and summarised
in Figure 3.14 is predominantly a result of the two-phase nature of the ﬂow and not the
shear-dependent characteristics of blood. The presence of the CDL results in reduced
viscosity near the inner wall of the daughter branch, which skews the velocity proﬁles
towards the CDL. The proﬁles shown in Figure 3.20 conﬁrmed this assertion. This
suggests that the existence of the CDL may be responsible for the observed skewness.
This assertion was supported by the mathematical modelling, but the extent of skewing
predicted by the model was not as extensive as those observed experimentally.
Das et al. (1998) showed that skewed viscosity proﬁles can result in skewed velocity
proﬁles. Leble et al. (2011) recently reported a comparison of simulated Newtonian
ﬂow through a Y-bifurcation with particle tracking velocimetry (PTV) data from la-
belled RBCs. They observed similar proﬁles in both cases and the skewness appeared
to diminish rapidly after the bifurcation. However, the ﬂow rate was higher ( 12µl/hr)
and the haematocrit was lower (0.14) in their study compared to the data reported here.
It is also not clear whether the resolution in their velocity measurements was sufﬁcient
to pick up the subtle skewing observed here, which would likely be reduced in their
Y-bifurcation geometry.
It is also apparent from the results in Figures 3.14 and 3.15 that aggregation had an
inﬂuence on both the bluntness and skewness in the daughter branches. Aggregation
increased the bluntness of the velocity proﬁle by approximately 2.5% in the parent
branch compared to the PBS case (P < 0.0001 from two-tailed t-test), and this trend
continued for all ﬂow ratios in the daughter branches. The skewness was also increased
by a larger proportion in the Dextran samples for the lowest ﬂow ratios (Figure 3.14).
Nevertheless, the difference between PBS and Dextran samples appears not to be as
large as might be expected, which can be attributed to speciﬁc characteristics of the
ﬂow studied here. All experiments were conducted at steady state and intermediate
139
3. Cell-depleted layer characteristics
ﬂow rates, resulting at moderate pseudoshear rates, γ, where aggregation dynamics are
expected to be relatively suppressed. The pseudoshear rates in the parent branch for the
present study were ≈ 6.25s−1 and decreased to ≈ 0.625s−1 in the daughter branch at
the lowestQ∗ studied. As the velocity ﬁelds in Figure 3.12 and the bluntness and skew-
ness results in Figures 3.14 and 3.15 imply, the in-plane shear rate distribution in the
ﬂow would have been altered in the daughter branches. Effective shear distribution was
not quantiﬁed in the present study as important information on the out of plane shear-
ing ﬁeld was not available; it is expected however, that the out of plane shear would be
greater than the in-plane shear throughout the majority of the ﬂow ﬁeld. Additionally,
the regions of highest in-plane shear would be at the channel walls, where the local
haematocrit is generally low. Hence, the pseudoshear rates are probably sufﬁcient to
characterise the effective shear. These low pseudoshear rates would suggest that there
would be signiﬁcant aggregation occurring in the domain. However, the transit time of
the RBCs/aggregates ﬂowing from the parent to the daughter branches was relatively
small. Aggregation is a time dependent phenomenon, with a half time of the order of
5 seconds for normal blood samples (Cokelet, 1980; Kaliviotis & Yianneskis, 2008).
The distance travelled along the daughter branches was approximately 0.35mm and
the average velocity in the parent branch was around 0.25mm/s. Thus, as the ﬂow
ratio decreases, the transit time in the daughter branches increases from roughly 1.5 to
15 seconds. For low Q∗, and hence at the upper extreme of the transition times, it is
expected that some aggregation may have occurred during data acquisition. However,
from the present results it seems that, if present, this aggregation did not have sufﬁcient
time to signiﬁcantly inﬂuence the velocity ﬁeld.
3.5.2 Cell-Depleted Layer
The increase in mean CDL thickness observed in the parent branch in the presence of
aggregation is in agreement with previous studies (Bishop et al., 2001a; Cokelet, 1980;
Reinke et al., 1987; Alonso et al., 1995; Kim et al., 2007; Ong et al., 2010). Addi-
tionally, a number of studies have reported that at low ﬂow rates there was a greater
degree of CDL roughness in the presence of aggregation (Alonso et al., 1995; Ong
et al., 2010; Namgung et al., 2011). The results shown in Figures 3.10 and 3.11b are
in agreement with this result, in that the roughness was signiﬁcantly greater for the
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Dextran case. Considering Figure 3.2, it can be seen why this might be the case, as
deviations in the edge of the CDL are much greater for aggregates than for individual
cells. This signiﬁcantly increased roughness would result in increased viscous dissipa-
tion, offsetting the reduction in ﬂow resistance which the CDL might provide (Sharan
& Popel, 2001). Furthermore, the increased CDL roughness may increase the WSS
by intermittently increasing the velocity gradient at the wall (Namgung et al., 2011).
Considering the skewed CDL distributions shown in Figures 3.8 and 3.9, the deviations
from the mean value would be more frequent towards the wall and hence there would
be a net increase in WSS. This effect may be somewhat attenuated, however, for the
largest CDL widths observed for the Dextran case at low Q∗, as increased symmetry
was observed in the distribution of Δ∗ for these cases.
It was observed in Figure 3.7 that the probability distributions of δ∗ were generally
skewed towards the wall and the modal value only moved away from the wall in the
presence of aggregation in the low ﬂow branch. The positive skewness and the wider
distributions caused by aggregation are in agreement with Ong et al. (2010) although
in their study, the modal width was always away from the wall. This skewed distribu-
tion was also observed in the simulations of Fedosov et al. (2010b). Previous studies
have only considered this distribution in straight vessel sections and the effect of ﬂow
ratio has not been investigated (with the exception of the recent paper by (Ong et al.,
2012) who reported CFL distribution in a bifurcationin vivo.). The signiﬁcant change
in the shape of the distribution for low ﬂow ratios when aggregation is present, shown
in Figure 3.11, highlights the effect aggregation can have on the ﬂow ﬁeld. A simple
ﬁt based on the expected distribution of cells on either side of the separating streamline
was applied to Figure 3.11a. The calculated values of the scaling parameter α were
found to be 0.80 and 0.51 for aggregating and non-aggregating cases respectively. If
α was equal to one, it would suggest that the CDL in the parent branch was uniformly
stretched across the daughter branch, whilst values smaller than one would suggest that
the cells deviate from their streamlines and impinge upon the layer. The α values re-
ported above suggest that in the aggregating cases the cells followed their streamlines
fairly well, whereas for non-aggregating cases interactions between the cells resulted
in a CDL width of approximately half that which would exist in the absence of cell-cell
collisions. The development of larger structures in the aggregating ﬂow reduces their
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freedom to move. This explanation is in agreement with Bishop et al. (2002), who
found a slight decrease in the RMS deviation of cells in the presence of aggregation in
vivo. The shape of the CDL probability distributions shown in Figure 3.7 for low ﬂow
ratios further supports this hypothesis. ForQ∗ = 0.1, as the ﬂow exited the bifurcation,
the CDL width rapidly increased, as it would if α = 1. In the absence of aggregation,
the distribution tends rapidly towards the vessel wall, as cell-cell interactions result in
increasing impingement upon the CDL and thus depletion of its width. In the case of
aggregation, the width remains relatively constant as the aggregates have less freedom
of movement than individual cells. These data suggest that in the absence of aggrega-
tion, within complex geometries, CDL formation is attenuated by interactions between
cells, but when the cells are aggregated, the restricted movement allows a large CDL of
varying width to form. This phenomenon could potentially be used to enhance phase
separation in microﬂuidic devices designed to extract plasma from whole blood.
3.5.3 Two-ﬂuid analytical model
In order to investigate the skewed proﬁles and the effect of the CDL, a simple mathe-
matical model was derived, based on two phases: the plasma and a RBC core of con-
stant viscosity. Such an approach has been used for a range of different applications
(Cokelet & Goldsmith, 1991; Doddi & Bagchi, 2009; Fenton et al., 1985; Sharan
& Popel, 2001) but to the authors knowledge, there has been no published report of
what happens when the distribution is not axisymmetric. The model provided analyti-
cal equations for the skewness, wall shear and apparent viscosity. Combining the model
with experimental data for the CDL width and an empirical model for the viscosity of
the core allowed for consideration of the skewness, wall shear and apparent viscosity
with respect to the ﬂow ratio or CDL width.
The skewness was under-predicted by the model by approximately 50%. However,
the general trends of increasing skewness with decreasing ﬂow ratio, and enhanced
skewness as a result of aggregation (indirectly via the CDL width), were observed. The
results suggested that the WSS could be described by the parameterM (Equation 3.8),
which also deﬁned the skewness. In simple terms, as the skewness increased, the WSS
increased on the wall adjacent to the RBC core (i.e. opposite the CDL), as a result of
the increased viscosity in that location.
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For the present data, the CDL was only present (to a signiﬁcant level) along the inner
wall of the daughter branches. A similar asymmetry was observed by Ishikawa et al.
(2011) in a Y-bifurcation. Alonso et al. (1995) found that the signiﬁcant asymmetry in
CDL width, which occurred in their study as a result of sedimentation, increased the
effective viscosity. The results of the mathematical model, however, suggested that the
presence of the CDL decreased the apparent viscosity of the ﬂuid, despite the increased
viscosity of the RBC core. As mentioned before, the distribution shown in Figure 3.19
would be more extreme if plasma skimming was considered. The effect of non-uniform
haematocrit distribution on viscosity will be considered further in subsequent chapters.
Unsurprisingly, it seems that a two phase model is not suitable for capturing all of the
characteristics of the ﬂow. A similar conclusion was drawn for axisymmetric ﬂow in
previous studies (Das et al., 2007; Doddi & Bagchi, 2009). However, the analysis
was useful in verifying how the spatial viscosity distribution could strongly inﬂuence
velocity, shear stress and apparent viscosity.
3.5.4 Inferences to in vivo haemodynamics
Although the present study was carried out in a rectangular channel of relatively high
aspect ratio, the results can be used to infer how aggregation would affect the velocities
and CDL width in vivo in a qualitative sense. This study has shown that aggregation
not only increases the CDL width in the steady state, but also further enhances it as the
ﬂow splits between two branches. In arterioles, such branching occurs regularly and
thus aggregation will further accentuate the inherent heterogeneity of the distribution
of RBCs throughout the microvasculature. The constant branching of vessels in the ar-
terioles also leads to a non-uniform velocity distribution. It has been suggested that the
velocity distribution returns to uniformity after a few diameters, but that haematocrit re-
distribution takes around 10 diameters (Cokelet, 1999; Pries et al., 1989). The present
study has shown that the velocity proﬁle can remain skewed further downstream than
this. It is proposed that the CDL which forms along the inner wall of the bifurcation
is responsible for the observed skewness. Due to the skewness, the velocity and hence
volumetric ﬂow of the CDL will be relatively increased and may enhance plasma skim-
ming, should the subsequent branch happen to appear at the same location as the CDL.
If a subsequent branch occurred on the opposing side to the original branch, the haema-
143
3. Cell-depleted layer characteristics
tocrit in the daughter branch would be increased. Furthermore, the ﬂow in this branch
would also be decreased due to the skewed velocity proﬁle.
Across a whole microvascular bed, the speciﬁcs of the adjacent branch orientations
could have a drastic impact upon the localised distributions, although regulatory mech-
anisms may act to maintain a relatively uniform pressure drop across the system. Cur-
rent mathematical models are capable of predicting whole organ distributions of ﬂow
parameters, but are less successful on the scale of individual vessels (Cokelet, 1999).
The current study supports the hypothesis that this may be a result of the haematocrit
distribution, including the CDL, in adjacent bifurcations. The ampliﬁcation of the CDL
width in the presence of aggregation could therefore have a signiﬁcant impact, which
may be a factor in the contradictory results reported in the literature on the effect of
aggregation in vivo.
3.6 Closure
In the present chapter, it has been shown that blood velocity proﬁles downstream of a
microscale bifurcation tend to be skewed. The degree of skewing varies with ﬂow ratio
and RBC aggregation. The presence of a cell-depleted layer was observed to correlate
with the skewing to some extent, and so a mathematical model was derived to investi-
gate the relationship. Basic trends were reproduced by the model fairly accurately but
the extent of skewing was less than that observed in the experimental data. The model
considered that the ﬂuid consisted of two parts, a CDL and a RBC core, each with a
single viscosity. Given that viscosity is proportional to local haematocrit, this model
overlooks the fact that there may be non-uniform haematocrit distribution within the
RBC core, and that the CDL is in itself a distributed parameter.
In the next chapter, the haematocrit distribution is considered as a continuous parame-
ter. A technique for inferring this distribution from images is developed and, with the
use of computational ﬂuid dynamics, the efﬁcacy of the approach is analysed.
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Chapter 4
Continuous viscosity and haematocrit
proﬁles †
This chapter is concerned with establishing a new optical methodology for determin-
ing haematocrit concentration proﬁles within a straight-T bifurcating microchannel.
This information is used to estimate a viscosity ﬁeld within the channel that depends
on haematocrit concentration. Experimentally determined velocity proﬁles are then
subsequently compared those calculated from simulations that incorporate the spatial
variation of viscosity.
4.1 Introduction
As discussed in the previous chapter, it is clear that the redistribution of haematocrit in
bifurcating channels has a signiﬁcant impact on local velocity and viscosity characteris-
tics. The basic characteristics of the shapes of haematocrit distributions are commonly
discussed, but there have not been to date, any parametric experimental quantitative
descriptions of the shape of the proﬁles. Manjunatha & Singh (2002) measured haema-
tocrit distributions in vivo using image processing methodologies, but only in a single
vessel and with relatively low resolution, which precluded detailed analysis of the inﬂu-
ence of the haematocrit and viscosity on the velocity. As such, it is not known how the
†The data presented in this Chapter has been published in ‘Hematocrit, viscosity and velocity dis-
tributions of aggregating and non-aggregating blood in a bifurcating microchannel’, Biomechanics and
Modelling in Mechanobiology (Sherwood et al., 2012b). The work was also presented at the 14th In-
ternational Congress of Biorheology and 7th International Conference on Clinical Hemorheology, July
4th − 7th 2012, Istanbul, Turkey.
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characteristics of haematocrit proﬁles downstream of a bifurcation will depend on the
various parameters involved (e.g. parent branch haematocrit, ﬂow rate, ﬂow ratio and
geometric factors) and importantly, how the shape will affect local and bulk properties,
such as wall shear stress and apparent viscosity.
These factors were considered in Chapter 3, using a model wherein the haematocrit
was either a given value, or 0:
for 0 < y∗ < δ∗, H = 0 (4.1)
for δ∗ < y∗ < 1, H =
HT
1− δ∗ (4.2)
However, this approach is limited in two ways. Firstly, plasma skimming is not con-
sidered. In the presence of plasma skimming, the haematocrit would be reduced in
the low ﬂow branch and increased in the high ﬂow branch, which would inﬂuence the
relationships observed, by decreasing the viscosity for low ﬂow ratios and increasing
the viscosity for high ﬂow ratios. Additionally, considering the ﬂuid as two separate,
but constant viscosity, phases is an over-simpliﬁcation which is unlikely to be able to
completely capture the behaviour of such a complex system.
In this chapter, the haematocrit distribution will be considered as a continuous one
dimensional distribution, H (y∗)† for which
HT =
� 0.5
−0.5
H (y∗) dy∗ (4.3)
Firstly, a newly developed methodology for describing the haematocrit distribution will
be described. The method is based on analysis of strobe illuminated images of RBCs
ﬂowing in a bifurcating microchannel. The results of this analysis will be brieﬂy dis-
cussed, before moving on to conversion of the haematocrit distribution to viscosity
distributions using an empirical model. The resulting viscosity distributions will be
used in conjunction with CFD simulations in order to infer the effect of viscosity on
velocity, wall shear and apparent viscosity.
In this chapter, the velocity data from the previous chapter will be combined with an
additional data set, acquired under the same channel and ﬂuid conditions, but using
†The coordinate y∗ in the daughter branches would be replaced with x∗ in the parent branch. How-
ever, for the sake of brevity and clarity, equations are stated in terms of y∗.
146
4.2. Haematocrit distribution technique
an additional imaging methodology. Alternate strobe and laser illumination were used
in order to quasi-simultaneously acquire images of both the RBCs and ﬂuorescent mi-
croparticles (1µm) suspended in the ﬂuid at a concentration 0.1% by volume. Regions
of interest are deﬁned as in Chapter 3 (see Figure 3.1).
It should be noted that at the time of acquisition, it was not possible to acquire images
of the RBCs using this technique which would allow for velocity measurement. Upon
further development, this became possible and is used in Chapter 5. However, for this
chapter, the RBC velocity data acquired with the halogen lamp are used for comparison
purposes.
4.2 Haematocrit distribution technique
In this chapter, the relative viscosity of the ﬂuid will be considered, i.e. the true vis-
cosity normalised by that of the suspending medium. In order to further investigate
the relationship between the velocity characteristics and the local gradients of RBC
concentration, a methodology was developed for estimating time averaged relative vis-
cosity proﬁles from the strobe illuminated images of RBCs.
Figures 4.1a and b show images of the RBCs in the microchannel, illuminated with
the microstrobe for Dextran and PBS ﬂuid samples, respectively. In the presence of
Dextran, RBC aggregation can be observed, with linear rouleaux and other aggregates
clearly visible, as highlighted in the inset. An irregular cell-free region adjacent to
the inner wall can be seen in the Q∗ = 0.25 branch, which in an instantaneous sense
could be considered a cell-free layer. Spatially, as RBCs pass through this region, it
could be considered to be a cell-depleted layer, as discussed in Chapter 3. However,
for the present chapter this layer is considered to be part of the continuous haematocrit
gradient. In the absence of Dextran (Figure 4.1b) the RBCs are dispersed and there are
no visible aggregates, but a small cell free region can again be observed in the same
location. Slight systematic intensity gradients can be observed in the instantaneous
images of Figure 4.1a and b, but they are not distinct. However, when the images are
time averaged, the intensity gradients become much clearer, as shown in Figure 4.1c
and d. The normalised intensity of the time-averaged image is given by
I∗ (x, y) =
1
NImax
N�
i=1
I (x, y)i (4.4)
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Figure 4.1: Top panels: sample instantaneous microstrobe illuminated images of the bifurcation. Bottom
panels: time-averaged intensity images. (a, c). Dextran, (b, d) PBS.
where Imax is the maximum intensity of the image, corresponding to the regions of the
channel where cells are absent (4096 for the present 12-bit images). N is the number
of images in each data set and I (x, y) is the image intensity at a given pixel location.
In Figure 4.1, the colourbar is only shown from I∗ = 0.25 as this was the minimum
intensity observed in any of the data sets. In the parent branch, the intensity is lowest in
the middle of the channel and regions of high intensity can be observed adjacent to the
channel walls. In the Dextran case (Figure 4.1c) these high intensity regions near the
wall are signiﬁcantly larger than for the PBS case (Fig. 4.1d). Additionally, the region
of low intensity in the centre of the parent branch is much broader for the PBS case.
Assuming that intensity is inversely related to the local time-average haematocrit, these
results are consistent with reports of increased radial migration (Bishop et al., 2001c;
Reinke et al., 1987) and CDL width (Ong et al., 2010) in the presence of aggregation.
In the daughter branches a gradient in intensity can be observed, decreasing from a
maximum at the inner wall to a minimum at the outer wall. For the Q∗ = 0.25 branch
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in the Dextran case, a region of very high intensity can be observed at the inner wall
corresponding to the cell-depleted region which is visible in Figure 4.1a. This is also
present in the PBS case, but its width is signiﬁcantly smaller. In the Dextran case, there
is a small region of very low intensity around the stagnation point in the ﬂow, which
implies some degree of cell adhesion at this location. For the PBS case low intensity is
observed all along the outer wall of the bifurcation.
This analysis requires the assumption that the intensity of the time averaged image at
each location is proportional to the average haematocrit at that location. This assump-
tion is based on the fact that due to the relatively small channel height used in the
study (40µm), saturation and non-linear effects on the image intensity/cell concentra-
tion relationship are largely minimised. This is due to the relatively small number of
overlaying cells in the direction of light transmission, which prevents high levels of
light absorption and scattering when cell concentration increases. Figure 4.1 shows a
minimum I∗ of 0.25, which is 25% larger from the near-zero intensity expected at sat-
uration and minimum light transmittance levels. Furthermore, it should be pointed out
that for these measurements, although the centre of the focal plane is aligned with the
middle of the channel, the depth of the channel and low numerical aperture are such
that all cells within the channel will contribute to the intensity of the image, and hence
the calculated haematocrit. This is a necessary condition to derive the total haematocrit
in the channel.
Additionally, it is assumed that the RBC aggregation only affects the relative viscosity
at a given location implicitly via its inﬂuence on the local haematocrit. That is to say
that the extent of aggregation does not change signiﬁcantly in the bifurcation. This
assumption is reasonable since all measurements were taken at a steady state at which
aggregate formation is expected to have reached equilibrium in the parent branch and
transit times through the bifurcation region are too small to permit signiﬁcant aggre-
gation to occur. Furthermore, the ﬂow rates and hence shear forces in the present data
were sufﬁciently low that disaggregation would be unlikely to occur in the bifurcation
within the acquisition period.
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Figure 4.2: Time-averaged images in the regions of interest (ROI) with mean intensity proﬁles super-
imposed. (a) Parent branch, Dextran, (b) parent branch, PBS, (c) daughter branch , Q∗ = 0.50, Dextran,
(d) daughter branch, Q∗ = 0.50, PBS.
4.2.1 Intensity Proﬁles
The intensity gradients are fairly uniform in the ROI in each branch. This can be
seen more clearly in Figure 4.2, which shows the ROI in the parent branch and for
Q∗ = 0.5. The overlaid lines represent the average intensity value for each radial
position within the region. It should be noted that the shape of the proﬁle in proximity
to the walls of the channel is different for the two suspending media; this was accounted
for as described in the following paragraph. For the parent branch, in the presence
of aggregation (Figure 4.2a), a parabolic distribution of intensity in the centre of the
channel with linear gradients close to the wall is evident. The same distribution can
be observed in the PBS case (Figure 4.2b), but the proﬁle appears to be more blunted.
In the daughter branches (Figures 4.2c and d), the linear gradients near the wall can
still be observed, but the proﬁle in the centre of the channel is skewed towards lower
intensity values at the outer wall. In order to utilise these proﬁles for further analysis,
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Figure 4.3: Depiction of the stages in locating, smoothing and ﬁtting of the intensity proﬁles for Dextran
case in the parent branch.
a certain amount of pre-processing is required, the methodology of which is shown in
Figures 4.3 and 4.4.
Firstly, the relative location of the channel on the image should be accurately deﬁned.
To this end, the magnitude of the spatial intensity derivative, (
���dI∗
dy∗
��� or ��� dI∗
dx∗
���), was cal-
culated and smoothed using a moving average method (top panel in Figure 4.3), and
the maxima were identiﬁed, as indicated by the arrows. These indicate the location of
the outer edge of the channel wall, and hence this approach rectiﬁes the artiﬁcial peaks
observed in the Dextran cases in Figure 4.2. The centre of the channel is then assumed
to be equidistant between the two maxima, indicated with a dashed grey line in Figure
4.3, from which the coordinate system is deﬁned. By adjusting the focus of the micro-
scope, it was observed that the true width of the channel was 152 pixels for the present
data. However, this width would include the blurred regions of approximately 4 − 6
pixels at the channel wall. Thus 70 pixels either side of the centre point were selected
(solid red line) and the remaining 6 pixels closest to the wall were estimated using lin-
ear extrapolation, as indicated by the red crosses in the middle panels of Figures 4.3
and 4.4.
The experimentally determined intensity proﬁles exhibit some ﬂuctuations which are
considered to be experimental artefacts resulting from the ﬁnite number of images used
in the averaging process. The curves should be smooth, both to provide a more general
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Figure 4.4: Depiction of the stages in locating, smoothing and ﬁtting of the intensity proﬁles for Dextran
case in the daughter branch for Q∗ = 0.5.
description of the characteristics of the distribution and in order to reduce errors upon
further analysis using the proﬁles. As described above, linear gradients in the intensity
near the wall and a parabolic gradient in the channel centre can be observed. There-
fore, a piece-wise linear-quadratic-linear polynomial was ﬁtted to the data. The best ﬁt
to the data was calculated by testing each possible location of the intersection points
between the separate pieces and minimising the maximum error between the ﬁt and the
experimental data. In order to avoid the inevitable discontinuities, spline interpolation
was used to smooth the two points on either side of the intersection of the polynomial
pieces. The resulting curves are indicated by the solid green line in Figure 4.3. Figure
4.4 shows the equivalent process for a daughter branch at a ﬂow ratio of Q∗ = 0.5.
It can be seen that for both the parent and daughter branches, the ﬁtted curve accurately
follows the experimentally determined intensity proﬁles. Many previous studies have
considered the ﬂow of blood on the microscale in terms of multiple separate phases
(Das et al., 2007; Fenton et al., 1985; Sharan & Popel, 2001) (see also Chapter 3) rep-
resenting the cell-free layer and the core ﬂow. This analysis is inspired by this concept,
but considers a continuous distribution of haematocrit to represent a time average state.
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4.2.2 Haematocrit Proﬁles
If it is assumed that the haematocrit proﬁle scales linearly with the image intensity,
a conversion factor is required to relate the two. In order to derive such a conver-
sion factor, the haematocrit in the parent branch in the PBS case was considered to be
close to that of the reservoir haematocrit. Although a non-uniform haematocrit dis-
tribution is observed in the parent branch, at the ﬂow rates studied, it is not expected
that the Fa˚hraeus effect would have a signiﬁcant impact. When aggregation is present,
increased radial migration of RBCs is observed and so the Fa˚hraeus effect is liable to
have a greater inﬂuence, making estimation of the haematocrit for calibration purposes
unviable. Hence, the tube haematocrit, HC is assumed to be equal to the feed haemat-
ocrit which was 0.25 for the PBS case. The average parent branch intensity distribution
from the PBS cases is used to deﬁne a single calibration factor to convert from inten-
sity to haematocrit. The calibration factor is then calculated according to the following
relationship:
β =
1
HC
� −0.5w
0.5w
(1− I∗ (y)) dy (4.5)
The correction (1− I∗ (y)) is used so that high image intensity corresponds to in-
creased transmission of light and hence lower haematocrit. The haematocrit proﬁles
are thus described by
H (y) = β (1− I∗ (y)) (4.6)
4.3 Viscosity modelling
Having established the haematocrit proﬁles, the viscosity proﬁles need to be deter-
mined. The second assumption on which the present analysis is based, i.e. that the
viscosity at a given location is only a function of the local haematocrit, is ordinarily not
considered applicable as it is well known that blood is a shear thinning ﬂuid due to the
deformation, alignment and tank treading characteristics of RBCs at high shear rates
and their propensity to aggregate under low shear conditions. In the present study how-
ever, the pseudoshear rates range from ≈ 6.25s−1 in the parent branch to ≈ 0.625s−1
in the daughter branch at the lowest Q∗ studied. As mentioned earlier, given that ag-
gregate formation has reached equilibrium and that the highest shear rates occur in the
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parent branch, it is expected that aggregation will not signiﬁcantly affect the ﬂow char-
acteristics within the region of analysis. Aggregation is a time dependent phenomenon,
with a time constant reported to be on the order of 5 seconds (Kaliviotis & Yianneskis,
2008; Cokelet, 1980). The daughter branches in the imaging region in this study are
0.35mm long and the average velocity in the parent branch was ≈ 0.25mm/s. Thus,
as the ﬂow ratio decreases, the transit time in the daughter branches within the imaging
region will increase from around 1.5 to 15 seconds. At this upper end it is expected
that some aggregation may occur. However, no systematic variations in the intensity
distributions in the images were observed in the ROI, implying that the change in ag-
gregation state is minimal. This is not to say that aggregation will not affect the ﬂow,
but suggests that its impact is to modify the redistribution of cells in the bifurcation.
4.3.1 Empirical Viscosity Model
In order to relate the haematocrit to the viscosity, an empirical relationship can be
utilised. The most relevant to this study is that described for tube ﬂow by Pries et al.
(1992b), as used in Chapter 3. To recapitulate Equation 3.15
µr = 1 + 3.54
�
(1−H)−0.743 + 1
�
(4.7)
The addition of Dextran to the suspending medium increased the viscosity by 30%, but
as the equation above is posed in terms of relative viscosity and the following analysis
utilises normalised proﬁles, this difference should not inﬂuence the results.
A further assumption needs to be made here regarding the distribution of haematocrit
and its effect on viscosity. It is assumed that minimal sedimentation occurs in the exper-
iments, and that the ﬂow can be considered to be parallel to the upper and lower walls
of the channel. Hence equation 1.18 describes a local (intrinsic) haematocrit-viscosity
relationship, but the values of E and F are speciﬁc to the channel dimensions (extrin-
sic), which takes into account the inﬂuence of the out-of-plane haematocrit gradients.
To summarise, the viscosity is predicted from the acquired images according to
µr = 1 + 3.54
�
(1− β + βI∗ (y))−0.743 − 1
�
(4.8)
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4.3.2 Viscosity-Velocity Relationship
In order to investigate the inﬂuence of the estimated viscosity proﬁles on the veloc-
ity ﬁeld, and thus conﬁrm the original hypothesis or otherwise, a relationship between
the velocity and viscosity must be derived. An analytical solution is provided for a
constant viscosity ﬂuid in a rectangular channel (Bruus, 2008); however, the inclu-
sion of a spatially variant viscosity term µ (y) renders this solution inapplicable to
the present data. Therefore, in order to calculate the effect of viscosity on velocity,
a numerical approach was adopted, utilising the ﬁnite volume computational ﬂuid dy-
namics (CFD) package ANSYS CFX 13.0 (ANSYS, UK). A rectangular channel of
dimensions 100 × 40 × 2000µm was discretised with a structured grid of 1.6 million
elements. Inﬂation layers were added near the wall in order to minimise errors in the
estimation of wall shear stress (WSS).
Constant 0.25mm/s velocity input and zero pressure outlet boundary conditions were
applied. Converting relative viscosity values to dimensional dynamic viscosity was
achieved by multiplying by the suspending medium viscosity, µ0. This was found to be
1mPa s and 1.3mPa s for the PBS and Dextran cases respectively using a cone and
plate viscometer, but the former value was used for both cases in order to aid compar-
ison. Convergence was considered when the root mean square residuals became less
than 10−5. It should be noted that, as normalised results will be considered, the abso-
lute values of viscosity, velocity and pressure selected here are not important. From the
results of each simulation, a velocity proﬁle was extracted half way along the channel
in the middle plane. A simulation with a constant viscosity distribution was calcu-
lated and the result matched the analytical solution with a mean difference of 0.88%,
verifying the accuracy of the simulations.
Additional simulations were carried out to establish whether the skewed velocity pro-
ﬁles could occur as a result of non-Newtonian viscosity. For this purpose, a model of
the whole bifurcation region was created with branch lengths extended to 10 channel
widths, and was meshed approximately 2 million elements with inﬂation layers added
at the walls. Simulations were carried out with an inlet velocity of 0.25mm/s and the
ﬂow ratio was deﬁned by forcing a certain proportion of the inlet ﬂow through each
boundary. Both constant viscosity and Carreau-Yasuda ﬂuids were considered (with
parameters from Gijsen et al. (1999)).
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4.4 Results and Discussion
The results presented in this section will be separated into six sections. Firstly, the
characteristics of the bulk haematocrit distribution are discussed in order to verify the
technique and draw comparisons with previous studies. Subsequently, the bifurcation
CFD studies will be discussed in order to provide a frame of reference for the pro-
ceeding discussion. The viscosity and velocity distributions as predicted using the new
methodology will be considered, followed by analysis of the wall shear and apparent
viscosity.
4.4.1 Bulk Haematocrit Distribution
Having estimated the haematocrit proﬁles, the average haematocrit in each branch can
be calculated by integrating across the channel. Based on the assumption that the tube
haematocrit in the parent branch wasHp = 0.25 for the PBS case, the tube haematocrit
for the parent branch in the Dextran case was calculated to be Hp = 0.23, as a result
of the constant scaling factor β. This slight reduction is explicable, as the presence
of aggregation would enhance the Fa˚hraeus effect. The effect of aggregation on the
haematocrit in the daughter branches, Hd, is considered in Figure 4.5 in terms of the
haematocrit ratio H∗ = Hd
Hp
.
Due to mass conservation, plasma skimming cannot occur when an equal proportion of
the ﬂow enters branches of equal diameter and this condition should be satisﬁed by the
results presented in Figure 4.5. It can be seen that for both the Dextran and PBS blood
samples, H∗ = 1 for Q∗ = 0.5. For Q∗ > 0.5, H∗ is slightly greater than one, but
approaches unity for Q∗ = 1, at which point all of the RBCs from the parent branch
would enter the daughter branch. The distribution shown in Figure 4.5 is similar to
those shown in a number of previous studies (Carr &Wickham, 1990; Dellimore et al.,
1983; Fenton et al., 1985; Perkkio¨ et al., 1987; Pries et al., 1989) although the differ-
ence in geometry and ﬂow rate between studies precludes direct comparison. Perkkio¨
et al. (1987) compared the haematocrit ratio for aggregating and non-aggregating blood
and found that while the aggregating blood showed a trend similar to the one observed
here, the non-aggregating blood haematocrit ratio remained constant. However, their
study was carried out in much larger channels, at which one would not expect a signif-
icant redistribution of RBCs in the absence of aggregation. The relationship between
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Figure 4.5: Haematocrit ratio against ﬂow ratio for Dextran and PBS cases.
the RBC ﬂux ratio, F ∗ = Fd
Fp
, and the ﬂow ratio, Q∗, provides a useful means to anal-
yse plasma skimming. The F ∗ = Q∗ line would be followed by a continuous ﬂuid
and deviations from this line indicate the presence of plasma skimming. This analysis
is carried out on bulk measurements of ﬂow rate and discharge haematocrits. In the
present study, the ﬂux, F ∗, is estimated using the average haematocrit and ﬂow rate in
each branch, F ∗ = Q∗H∗. The data is ﬁt in the same manner as Pries et al. (1989)
according to the equation
logit (F ∗) = G+ J logit (Q∗) (4.9)
Where G is an asymmetry parameter which should equal zero for daughter branches of
equal proportions. J is a parameter allowing for the deviation from the F ∗ = Q∗ line.
Thus, as J becomes greater than 1, the extent of plasma skimming increases. It should
be noted that Pries et al. (1989) also allowed for the critical ﬂow ratio, beyond which
cells only enter one branch, by modifyingQ∗ with an additional term. However, for the
present data, upon ﬁtting the curve, the critical ﬂow ratio was found to be Q∗ = 0, so
the extra term is not included in the equation here for simplicity.
Figure 4.6 shows the ﬂux-ﬂow curve for the present data. It can be seen that for the
157
4. Continuous viscosity and haematocrit proﬁles
Figure 4.6: Flux ﬂow curve with ﬁts to Equation 4.9. Fitting parameters: Dextran: G = 0.05, J =
1.16, R2 = 0.9955. PBS: G = 0.02, J = 1.04, R2 = 0.9993.
PBS case, the curve is slightly displaced from the F ∗ = Q∗ line, indicating a very
small amount of plasma skimming. For the Dextran case, the curve shows signiﬁcant
deviation from the F ∗ = Q∗ line, as expected. This implies that aggregation enhances
plasma skimming which is in agreement with the literature (Gaehtgens et al., 1978;
Gelin, 1963; Perkkio¨ et al., 1987). In order to test whether the ﬁts are valid, the sum
of the squared errors between the data and the lines described by 4.9 were compared to
those for the F ∗ = Q∗ line. The sum of the square errors was reduced by 70% and 61%
for the Dextran and PBS cases respectively, which suggests that the ﬁts are appropriate.
4.4.2 Computational Fluid Dynamics in a Bifurcation
Before further discussing the characteristics of the experimental and computational pro-
ﬁles, some more detail will ﬁrst be provided on the ﬂow ﬁeld in a bifurcating geometry
for Newtonian and Carreau-Yasuda ﬂuids†. In Chapter 3, it was discussed that the ve-
locity proﬁles were observed to be skewed when averaged over a region 2-4 channel
widths downstream of the bifurcation. To show that this is not the response one would
†A brief description of similar data was provided in Chapter 3, but is analysed in greater depth in
this chapter.
158
4.4. Results and Discussion
Figure 4.7: Proportion of velocity component acting in the y direction, v/
����V ��� in the middle plane of the
channel. Results from Newtonian and non-Newtonian bifurcation CFD. Left column: Newtonian ﬂuid,
ﬂow split (a) 90:10, (c) 75:25, (e) 50:50 . Right column: Carreau-Yasuda ﬂuid, ﬂow split (b) 90:10, (d)
75:25, (f) 50:50. Black lines show separating streamlines.
expect from a Newtonian ﬂuid, some CFD results are shown in Figure 4.7 for three
different ﬂow splits. In addition, the results for a non-Newtonian ﬂuid are presented for
the same ﬂow splits. There is no consensus on which non-Newtonian model can most
accurately represent blood, indeed whether any can (due to the heterogeneous haemat-
ocrit distribution). The model selected for this analysis is that used by one of the most
cited non-Newtonian blood modelling studies (Gijsen et al., 1999).
Contours of the ratio of the y component of the velocity vector, v, to the total velocity
magnitude, v/
����V ��� at each location are shown in Figure 4.7. For the Newtonian ﬂuid,
given the very low Reynolds number, once v becomes very small, the proﬁle will very
rapidly attain symmetry due to the symmetric geometry (parallel walls). It can be seen
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Figure 4.8: Velocity proﬁle recovery for different ﬂow ratios from CFD simulations. Dashed lines are
Newtonian ﬂuid (N), solid lines are Carreau-Yasuda ﬂuid (CY).
that in all cases, the transverse velocity component reaches zero within less than one
channel width from the bifurcation vertices. In general, the ﬂow becomes parallel more
quickly for higher ﬂow ratios. The same is observed for the Carreau-Yasuda ﬂuid.
If there was a transverse velocity component, a single component axial velocity proﬁle
would not provide all of the relevant information, hence this analysis provides conﬁr-
mation that it is reasonable to use single velocity component proﬁles to consider the
ﬂow ﬁeld for x∗ > 2. The solid black lines on the ﬁgure show the separating stream-
lines, which separate the ﬂuid entering each of the daughter branches. It can be seen
that there is not a signiﬁcant difference between the Newtonian and non-Newtonian
cases, and that as the ﬂow split increases, the separating streamline moves further from
the centreline (x∗ = 0) and becomes increasingly curved. To further consider how
continuous Newtonian and non-Newtonian ﬂuids behave, the recovery length is con-
sidered in Figure 4.8 for a range of ﬂow ratios. Axial velocity proﬁles (u) were taken
at 5 locations along the daughter branch from the bifurcation vertex along a length of
one channel width, from which the skewness was calculated. It can be seen that for
all cases, the skewness in the axial velocity proﬁles decreases exponentially, reaching
a value which is negligibly small for x∗ > 1.5. Although these proﬁles omit the trans-
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verse velocity component shown in Figure 4.7, this was equal to zero for x∗ > 1.5 for
all cases. The use of a shear thinning Carreau-Yasuda ﬂuid for the simulations acted to
slightly increase the skewness for 0.5 ≤ x∗ ≤ 1, but the Newtonian ﬂuid had a slightly
longer recovery length.
These results show that the ROI used for averaging the velocity proﬁles is deﬁned ap-
propriately. Furthermore, it is clear that skewness would not be expected to be observed
in velocity proﬁles further downstream than x∗ > 1.5 for a Newtonian ﬂuid. Further-
more, the non-Newtonian properties described by the Carreau-Yasuda model do not
impose any signiﬁcant difference in this region, i.e. the shear thinning properties can-
not account for skewed velocity proﬁles. Hence, any skewness observed in velocity
proﬁles must be a result of spatial viscosity gradients occurring as a result of the local
haematocrit distribution. In the next section, the effect of ﬂow ratio and aggregation on
this viscosity distribution will be discussed.
4.4.3 Viscosity distribution
Figure 4.9 shows viscosity proﬁles in the parent branch (Figure 4.9a) and for a range
of ﬂow ratios in the daughter branch. The most striking feature is that the viscosity is
higher for the PBS samples in all cases. However, it should be noted that as mentioned
earlier, the tube haematocrit in the PBS case was greater than in the Dextran case,
probably due to RBC aggregation inducing radial migration and hence increasing the
Fa˚hraeus effect. Nonetheless, the differences in the shapes of the proﬁles are striking.
Considering the parent branch (Figure 4.9a), it can be seen that in the PBS case, the
distribution in viscosity is signiﬁcantly more uniform than for the Dextran case. That
is to say, in the Dextran case, the viscosity at the walls is relatively much lower than in
the centre, and hence the gradients in viscosity are steeper. At Q∗ = 0.9 (Figure 4.9b),
the viscosity proﬁle for the PBS case is almost ﬂat at the outer wall of the daughter
branch (y∗ = −0.5), and the gradient at the inner wall is increased compared to the
parent branch. For the Dextran case, a slight skewness in the proﬁle is observed, but is
less pronounced. However, conversely to the PBS case, there is still a steep viscosity
gradient at the outer wall. As Q∗ decreases through 0.7, 0.5 and 0.3, similar charac-
teristics are observed, with increasingly linear distributions in the channel centre and
increasing viscosity gradients at the walls. In all cases, the gradients are much greater
161
4. Continuous viscosity and haematocrit proﬁles
Figure 4.9: Viscosity proﬁles. Blue line - Dextran, red line - PBS. Parent branch (a) and daughter branch
for, (b) Q∗ = 0.9, (c) Q∗ = 0.7, (d) Q∗ = 0.5, (e) Q∗ = 0.3, (f) Q∗ = 0.1.
in the Dextran cases. At the lowest ﬂow ratio for the Dextran case, Q∗ = 0.1 shown in
Figure 4.9f, the linear core region decreases to around half of the channel width, with
wide regions of high viscosity gradient close to each wall.
Figure 4.10 shows the viscosity proﬁles for each of the ﬂow ratios and ﬂuids considered
in the present study, as a continuous distribution in Q∗. The average parent branch dis-
tribution was appended to represent Q∗ = 1, and the distributions were then smoothed
in two dimensions using smoothing splines to give a continuous plot of the viscosity
distribution across the daughter branches against Q∗. For both the Dextran and PBS
cases, the proﬁle is symmetric at Q∗ = 1, corresponding to the parent branch. As the
ﬂow ratio decreases, the location of maximum viscosity moves towards the outer wall,
reaching a maximum at a ﬂow ratio slightly greater thanQ∗ = 0.5. This might be due to
the complex interaction between the distributions of RBCs which collide with the static
RBCs around the stagnation point. The maximum relative viscosities were µr = 1.91
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Figure 4.10: Continuous viscosity distribution as a function of Q∗.
for the Dextran case and µr = 1.99 for the PBS case. As the ﬂow ratio decreases from
0.5, a region of low viscosity near the inner wall becomes increasingly present, par-
ticularly for the Dextran case. This region corresponds with the ‘cell-depleted layer’,
which RBCs pass through rarely.
4.4.4 Velocity proﬁles
Computational ﬂuid dynamics was used to infer the effect of the previously discussed
viscosity distributions on the velocity. Figure 4.11 shows two-dimensional cross sec-
tional velocity contours from the CFD data for Q∗ = 0.1, 0.5 and 0.9 for the Dextran
and PBS cases. The out of plane coordinate is normalised relative to the channel height,
z∗ = z/h. It can be that all of the proﬁles are skewed towards the inner wall (y∗ = 0.5),
as was observed for the experimentally measured velocity proﬁles presented in Chapter
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Figure 4.11: Cross-sectional (y, z plane) velocity contours for Dextran (left column) and PBS (right
column) cases. (a,b) Q∗ = 0.1, (c,d) Q∗ = 0.5, (e,f) Q∗ = 0.9.
3. In the out-of-plane direction (z∗), the velocity is not signiﬁcantly different to that
for a Newtonian ﬂuid (as the viscosity was considered to be only a function of radial
channel position). For the highest ﬂow ratio, (Figures 4.11e and f) both Dextran and
PBS cases are almost symmetric, but the central high velocity region is broader in the
Dextran case, i.e. the velocity proﬁle is more blunt. At Q∗ = 0.5, the velocity proﬁles
are skewed towards the inner wall with a marginally broader distribution again for the
Detran case. At Q∗ = 0.1, the PBS case is similar to that for Q∗ = 0.5, but the Dex-
tran case shows strong skewing towards the inner wall, with a signiﬁcantly different,
tear-drop shaped region of high velocity in the channel centre.
The PIV data is only available in the mid plane, so the velocity proﬁles for each ex-
perimental methodology are compared with those from the midplane of the CFD data
and the viscosity proﬁles for three selected ﬂow ratios. Figure 4.12 compares sample
normalised velocity proﬁles, U∗max = U/Umax acquired from RBC µPIV, ﬂuorescent
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Figure 4.12: PBS case - Top panel: RBC µPIV velocity proﬁles and polynomial ﬁts. Middle panel:
Velocity proﬁles simulated using CFD, and ﬁtted data from ﬂuorescent µPIV for comparison. Insets
highlight dependency of the shape of the proﬁles on Q∗. Bottom panel: Viscosity proﬁles.
µPIV and CFD along with the corresponding viscosity proﬁles for the PBS case. Figure
4.12a shows the RBC µPIV velocity proﬁles for ﬂow ratios of Q∗ = 0.25, 0.5 and 0.75
for the PBS case. These proﬁles are averaged along the ROI. The average coefﬁcient
of variation of the averaging process was less than 1% for all cases. The lines are
fourth order polynomial approximates to the data, used to smooth out irregularities in
the proﬁles and allow for a continuous description of the time-average velocity. Fig-
ure 4.12b shows the velocity proﬁles from the CFD analysis for the same ﬂow ratios.
On the same plot, the ﬁtted values from the suspending medium data are shown as
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dashed lines. It can be seen that the velocity proﬁles are skewed towards the inner wall
(y∗ = 0.5) for all cases, whereas the viscosity proﬁles (Figure 4.12c) are skewed in the
opposite direction. This would be expected as increased friction between ﬂuid layers
in a region of higher viscosity would lead to reduced velocities in that region, skewing
the proﬁle towards the region of lowest viscosity. Although the bluntness of the CFD
velocity proﬁles (solid lines) is notably greater than those of the suspending medium
(dashed lines), the shape of the proﬁles is otherwise similar. The insets in Figure 4.12b
highlight the order in which the curves appear for different ﬂow ratios.
For positive y∗, the normalised velocity near the inner wall increases with decreas-
ing ﬂow ratio. For negative y∗, the opposite relationship is observed. This suggests a
simple skewing of the proﬁle, which would be expected as the viscosity proﬁle is ap-
proximately linear for y∗ < 0.4. The equivalent graphs for the Dextran case are shown
in Figure 4.13.
Considering the insets in Figure 4.13b, the Dextran data follows the same trend as the
PBS data at the inner wall, but the differences between cases are greater, particularly
between the Q∗ = 0.25 and Q∗ = 0.5 cases. For negative y∗, the viscosity proﬁles for
the Dextran case show a signiﬁcant decrease near the outer wall, and this modiﬁes the
shape of the velocity proﬁles, with the Q∗ = 0.25 and Q∗ = 0.5 proﬁles exchanging
relative positions. It is worth noting that the CFD data matches these trends in all cases
considered here.
The full ﬂow ﬁeld CFD simulations for Newtonian and Carreau-Yasuda ﬂuids showed
that for all Q∗, the recovery length of the velocity proﬁles was less than 1.5x∗. That
is to say, the velocity proﬁles in the ROI were symmetric. Thus, it can be stated that
the skewness observed in Figure 4.14 occurs as result of the non-uniform haematocrit
distribution. To further test this hypothesis, the skewness parameter, S∗, deﬁned as
the normalised distance between the position of maximum velocity and the centre of
the channel, was calculated. The skewness of the RBC µPIV and CFD proﬁles are
compared in Figure 4.14. For each case, nineteen CFD simulations were run with
viscosity proﬁles extracted from Figure 4.10 for Q∗ = 0.15 to Q∗ = 0.95. The ﬂow
ratio for these cases was deﬁned based on the ﬂuorescent-µPIV data. It can be seen that
the skewness is greater for the Dextran case than the PBS case, particularly at low ﬂow
ratios, and that there is a good match between the experimental and simulated skewness
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Figure 4.13: Dextran case - Top panel: RBC µPIV velocity proﬁles and polynomial ﬁts. Middle panel:
Velocity proﬁles simulated using CFD, and ﬁtted data from ﬂuorescent µPIV for comparison. Insets
highlight dependency of the shape of the proﬁles on Q∗. Bottom panel: Viscosity proﬁles.
for both cases. Considering the experimental error in both the PIV processing and the
subsequent analysis and smoothing procedures, the good agreement between the CFD
proﬁles and velocity provides conﬁdence that the viscosity modelling carried out in the
present study is valid.
The bluntness of the velocity proﬁles is another important aspect of the ﬂow that should
be considered, as it is well established that blood velocity proﬁles tend to be blunted
in the presence of aggregation (Bishop et al., 2001a; Reinke et al., 1987). Thus, given
that the viscosity modelling approach has been shown to be valid for the particular cases
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Figure 4.14: Comparison of skewness, S∗, calculated from RBC µPIV data (points) and CFD simula-
tions (lines).
analysed in the present study, an increase in bluntness for the Dextran case should be
visible in the results of the simulations. Figure 4.15a compares the velocity proﬁles
generated using the average viscosity proﬁles in the parent branch for Dextran and
PBS cases along with that generated using a constant viscosity (assuming a uniform
haematocrit distribution).
The proﬁle is slightly blunted in the PBS case, and more so in the Dextran case. This
trend is also followed by the present experimental data as shown in Figure 4.15b. It
should be noted that the experimentally derived velocity proﬁles are slightly less blunt
than those obtained assuming constant viscosity, or equivalently, the analytical solution
to the ﬂow. This requires further investigation. Nonetheless, the current approach
is capable of predicting the increased bluntness caused by RBC aggregation in the
presence of Dextran.
4.4.5 WSS and apparent viscosity
It is interesting to consider the effect of the viscosity distribution on WSS and apparent
viscosity, as was done in Chapter 3 for the mathematical model. Figure 4.16 shows
how the WSS varies as a function of ﬂow ratio. The solid circles indicate the inner wall
(termed τδ for comparison with Chapter 3) and the hollow circles represent the outer
wall (τc). There is a very clear correspondence between Figure 4.16 and Figure 4.5.
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Figure 4.15: Velocity proﬁles in the parent branch. (a) CFD proﬁles from mean viscosity proﬁles in
parent branch comparing Dextran, PBS and constant viscosity cases, (b) RBC µPIV data comparing
Dextran and PBS cases.
This is a result of the dependence of WSS on viscosity, and the dependence of viscosity
on haematocrit. Aside from the issue of the shape of the viscosity proﬁle, it is clear from
Equation 1.18 that the overall viscosity is highly dependent on overall haematocrit.
Hence, the plasma skimming shown in Figure 4.5 is likely to reduce the overall WSS
for a given ﬂow rate. It should be noted that the average parent branch haematocrit was
8% lower for the aggregating case, hence the WSS and apparent viscosity would be
expected to be lower.
It can be seen in Figure 4.16 that the WSS is lower at the inner wall than the outer
wall for all cases, as was also predicted by the mathematical model in Chapter 3. For
the PBS case and Q∗ > 0.5 (high ﬂow branch), the WSS at the inner wall decreases
slightly, and the WSS at the outer wall increases slightly, as the ﬂow ratio decreases.
For the Dextran case, the shear stress at the inner wall remains almost constant while
the WSS increases at the outer wall. In the low ﬂow branch, for the Dextran case, the
WSS decreases rapidly, probably as a result of the reduced overall channel haematocrit.
The same trend is observed for the PBS case, but with a shallower slope. It is worth
noting that the absolute magnitude of the WSS is not important in the present plot, as
the velocity was constant. In practice, as the ﬂow ratio decreases, the velocity in that
branch will decrease proportionally, and so the shear rate and WSS will scale similarly;
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Figure 4.16: Average WSS on the channel walls from CFD as a function of ﬂow ratio. Hollow circles
y∗ = −0.5 (subscript c) , ﬁlled circles y∗ = 0.5 (subscript δ).
hence there would be a superimposed slope on the WSS data. Overall, it can be seen
that aggregation decreases the WSS in the branches, as would be expected due the the
enhanced radial migration observed in aggregating blood.
In Chapter 3 it was shown that based on the two-ﬂuid approximation, the apparent
viscosity decreased with increasing CDL width, and hence with decreasing ﬂow ratio.
The apparent viscosity for a rectangular channel can be derived from the equation for
the ﬂow rate
Q =
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Hence, for a given ﬂow rate and pressure drop, the apparent viscosity is given by
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Which, for h/w = 0.4, and given Q = Uhw, can be simpliﬁed to
µa = 0.2519
h2Δp
12UL
(4.12)
Figure 4.17 shows how the apparent viscosity changed for the technique utilised in this
chapter. Comparing Figure 4.17 with Figure 3.22, it can be seen that the same overall
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Figure 4.17: Apparent viscosity as predicted from the CFD data as a function of ﬂow ratio.
trend is observed, with generally lower apparent viscosity in the daughter branch with
a lower proportion of the overall ﬂow. However, the shape of the curves based on the
continuous model is less uniform, in that there is a clear difference between the high and
low ﬂow branches. It should be noted that the trends in Figure 4.17 are dependent on
plasma skimming and the Fa˚hraeus effect, as well as the viscosity proﬁles. Separating
these effects from one another shall be considered in greater depth in Chapter 5.
4.4.6 Limitations of the present approach
There is a certain degree of error inherent in µPIV analysis as a result of the ﬁnite
volume, deﬁned by the depth of focus of the imaging objective. For the ﬂuorescent-
µPIV data, the depth of ﬁeld can be approximated using the method described by Olsen
&Adrian (2000) (see Equation 2.3). For a 10×,NA = 0.25 objective, particle diameter
of 1µm and an emission wavelength of 575nm, it was found that particles across the
entire depth of the channel contribute to the PIV measurement. For the RBC µPIV
data, it is hard to predict zcorr as the aforementioned equation is deﬁned assuming
Gaussian particle distributions and coherent light. However, due to the signiﬁcantly
greater diameter of the RBC compared to the ﬂuorescent tracer particles, zcorr could
be expected to be larger for RBC µPIV than for the ﬂuorescent µPIV, and hence also
take the entire channel into account. It should be noted, however, that the inﬂuence of
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particles on the correlation decreases with distance from the centre plane.
This ﬁnite depth of correlation would lead to an underestimation of the velocity mag-
nitude. However, the normalised proﬁle for the analytical solution for fully developed
laminar ﬂow in a rectangular channel does not change shape signiﬁcantly at different
depths. Hence, as normalised values are considered in the present study, this should
not have a signiﬁcant impact on the results. A commonly observed phenomenon in
blood ﬂow in horizontal channels is that, as the RBC density is greater than the plasma,
RBCs tend to sediment. However, comparing the time scales (less than 1 minute) and
ﬂow rates used in the present study to the data of Alonso et al. (1995), it is expected
that the effect of sedimentation will be minor in the present experiments. Moreover, no
systematic change was observed in velocity or intensity results across the measurement
period.
A further consideration in analysis of the present data is the relatively high aspect ratio
of the channel. While this allowed for high resolution and ideal imaging properties,
it is liable to inﬂuence the behaviour of the blood relative to round channels or ones
with an aspect ratio closer to unity. This should be further investigated, but the fact that
application of the model of Pries et al. (1992b), which was based on measurements in
round channels, through use of the hydraulic diameter produced good agreement be-
tween methods is reassuring. The results of the present study showed that there is a
strong qualitative agreement between velocity data obtained from RBC µPIV and CFD
analyses of spatially variant viscosity ﬁelds. The CFD results were obtained based on
the assumption that the viscosity of the ﬂuid, for the particular system under consid-
eration, is inﬂuenced predominantly by the haematocrit distribution. Nevertheless, a
careful inspection of the graphs presented in Figures 4.12, 4.13 and 4.15 suggest that
there are certain aspects of the ﬂow that cannot be fully captured using the approach
utilised in this study. This is to be expected to a certain degree as the ﬂuid under study
is complex in many aspects.
The technique used in this chapter is based on the assumption that the viscosity varies
spatially such that it is dependent on a continuous, time-averaged haematocrit distribu-
tion. This quasi-continuum approach is unlikely to be valid for channels of diameters
more comparable to the size of the cells. It seems reasonable to suggest that the assump-
tion would break down for diameters less than 20µm, as this is a critical dimension
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observed in such phenomena as the Fa˚hraeus and Fa˚hraeus-Lindqvist effect (Cokelet,
1999). For signiﬁcantly deeper channels, this analysis would become impractical ex-
perimentally as increased depth makes both PIV and haematocrit distribution difﬁcult
to analyse due to increased light absorption. For the present setup, such experiments
become unfeasible for channels deeper than 60µm. The assumption of the inﬂuence of
haematocrit on viscosity has no rational upper limit; indeed Pries et al. (1992b) report
their data for tube sizes up to 1mm.
4.5 Closure
In the present chapter, a new technique has been described which provides a continuous
one-dimensional viscosity proﬁle. This approach was intended as a development of
the two constant-viscosity phase analytical model considered in the previous chapter.
The results indicated the presence of plasma skimming, which was enhanced by RBC
aggregation. In the daughter branches, it was found that the haematocrit distribution
displayed skewed proﬁles and the shape of the proﬁle was dominated by ﬂow ratio and
the presence of aggregation. In order to examine the efﬁcacy of the approach, the results
were combined with CFD and an empirical viscosity model to predict velocity proﬁles.
The simulations accurately predicted the observed skewness in the velocity proﬁles,
supporting the importance of considering a continuous haematocrit distribution, rather
than a CDL and RBC core. However, the velocity proﬁle bluntness was overpredicted
by the computational model and the high aspect ratio channel precluded further analysis
due to lack of information in the out of plane direction.
In the next chapter, the present approach will be further developed using a channel
with an aspect ratio of unity. This allows for certain assumptions to be made which
lead to predicted three dimensional haematocrit distributions. Moreover, a calibration
stage is carried out to improve the accuracy of the technique and the image acquisition
technique is improved, allowing quasi-simultaneous measurements of both RBC and
SM velocities. In addition to varying ﬂow ratio, a range of parent branch ﬂow rates are
considered. The data comprises the ﬁrst experimental parametric study of microscale
blood ﬂow analysed as a continuous multiphase ﬂuid.
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Phase discrimination measurements †
This chapter describes a technique with which the velocities of both the RBCs and the
suspending medium can be measured simultaneously. In combination with an extension
of the haematocrit estimation technique developed in the previous chapter, this provides
a full experimental description of blood as a multiphase ﬂuid.
5.1 Introduction
In the previous chapter, a methodology for acquiring one-dimensional haematocrit pro-
ﬁles was developed and tested. In the present chapter, this approach will be further
developed to provide three-dimensional haematocrit distributions throughout the en-
tire bifurcation domain. Additionally, a technique which enables both phases of the
blood to be measured quasi-simultaneously will be used, providing a measurement of
the multiphase nature of blood. An additional parameter, the parent branch ﬂow rate, is
also investigated. The ﬂow conﬁguration utilised for this chapter is that of the ‘side-T’
bifurcation, wherein the ‘daughter’ branch is at 90 degrees to the ‘parent’ and ‘outlet’
branches (which are colinear). Figure 5.1 shows the geometry and relevant terminology
to be used in this chapter. This geometry provides a better approximation of a blood
vessel than the high aspect ratio channel used in Chapters 3 and 4. The width and height
of all branches isD = 50µm ‡. The aspect ratio of unity allows for certain assumptions
to be made about out of plane velocity and haematocrit distributions that would not be
†The data presented in this Chapter was presented at the IMA Conference on Mathematics of Medical
Devices and Surgical Procedures, September 17th − 19th 2012, London, UK.
‡For simplicity D is used, as for an aspect ratio of unity, the hydraulic diameter is equal to the
diameter of a cylindrical tube, more commonly associated with the geometry of a microvessel.
5.1. Introduction
Figure 5.1: Terminology and coordinate system for the geometry used in the present chapter. Contours
show sample velocity magnitude for Q∗ = 0.2. Flow directions are indicated by the arrows. The region
shown is the imaging region considered for the present data, but branches extend in all directions.
as viable for aspect ratios other than unity.
The system was modiﬁed so that double frame images could be acquired with strobe
illumination, as described in Chapter 2. This allows quasi-simultaneous acquisition of
images of the RBCs and ﬂuorescent microparticles in the suspending medium (SM).
The images are processed using ensemble average PIV algorithms to provide data on
both phases of the ﬂuid. Additionally, the RBC images are used to estimate the haema-
tocrit distribution in a reﬁnement of the technique used in the previous chapter.
The independent parameters analysed in the present chapter are the ﬂow ratio and
parent branch ﬂow rate. The former ranges from Q∗d ≈ 0.05 − 0.5 in the daugh-
ter branch and Q∗o ≈ 0.5 − 0.95 in the outlet branch. The parent branch ﬂow rate
is presented as normalised average velocities (in channel ‘diameters’ per second),
V ∗ = U/D ≈ 12− 160s−1. As with previous chapters, samples suspended in PBS and
Dextran solutions are utilised in order to consider the effects of RBC aggregation. A
feed haematocrit of H = 0.20 was utilised and a total of 77 data sets were acquired.
In this chapter, a description of the haematocrit measurement technique is provided,
followed by a discussion of the results for various ﬂow rates and ﬂow ratios. Subse-
quently, the experimental velocity measurements for each phase will be analysed and
their relationship to the haematocrit distributions will be examined.
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5.2 Development of the haematocrit distribution tech-
nique
In Chapter 4, a new technique was described which converted average image intensi-
ties into one-dimensional haematocrit distributions based on the assumption of a linear
intensity - haematocrit curve. In the present chapter, a calibration is performed in or-
der to obtain a more accurate relationship. Subsequently, instead of simply deﬁning
haematocrit proﬁles, full two-dimensional (x, y plane) distributions are acquired, made
possible due to a larger number of acquired images and reﬁnements to the technique.
Further processing provides estimations of full three-dimensional haematocrit distribu-
tions. This section describes these stages in detail.
5.2.1 Calibration for image intensity vs. haematocrit curve
As in the previous chapter, the approach for estimating the haematocrit distribution is
based on the averaging of a large number of instantaneous strobe-illuminated images,
from which a time average intensity distribution can be calculated. As each cell absorbs
a certain amount of the light provided by the strobe, the greater the number of cells that
pass through a given pixel location, the less light will be transmitted and the intensity of
the pixel I (x, y) will decrease. To show the basis of the assumption and to familiarise
the reader with the new geometry, Figure 5.2 shows sample images of the bifurcation
region at low and high ﬂow ratios for Dextran and PBS cases.
In Figure 5.2a and c, the proportion of ﬂow entering the daughter branch is low and
as a result there is a large cell-free region near the inner wall. This result should be
considered in comparison with Figure 1.10, which shows a similar occurrence in vivo.
For the Dextran case (Figure 5.2a), the cell-free region is greater than for the PBS
case (Figure 5.2c), and persists downstream, whereas for the PBS case it can be seen
that the RBCs rapidly impinge upon the layer, as was described in Chapter 3. At a
higher ﬂow ratio (Figure 5.2b and d), the cell-free region is smaller, but it can be seen
that the local haematocrit is still reduced near the inner wall. However, the intensity
distribution from a single image is not sufﬁcient for the present purposes as it would
have considerable scatter. Hence, as in the previous chapter, the average image from
a stack of 120 images (2 for each of the 60 image pairs acquired for each data set)
was calculated to give the intensity distribution of I (x, y) in order to provide a smooth
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Figure 5.2: Sample images in bifurcation, enhanced for clarity. Flow enters from the left. (a) Dextran -
Q∗d = 0.16, (b) Dextran - Q
∗
d = 0.41, (c) PBS - Q
∗
d = 0.14, (d) PBS - Q
∗
d = 0.44.
proﬁle which would better represent the time averaged distribution of RBCs. This value
was calculated as in Equation 4.4.
The relationship between the haematocrit and the normalised intensity then needs to be
established. In order to do this, a number of images were acquired in a long straight
section of the microchannel at a range of feed haematocrits from 0.05 to 0.3. Figure
5.3 shows sample images over 100µm long sections for the calibration data.
For each feed haematocrit, data at low, medium and high ﬂow rates were acquired for
both aggregating and non-aggregating cases. For each case, the average image was
calculated and the intensity proﬁle was averaged along the length of the channel. As
can be seen in Figure 5.3, there are regions of around 4 pixels which are unusable at
each channel wall due to diffraction at the channel edge (as discussed in Chapter 2).
This region was cropped and a sixth order polynomial was ﬁt through the remaining
data points to extrapolate the data at the wall. The proﬁle was then integrated to give
an average intensity for each feed haematocrit,HF . However, the feed haematocrit will
not be equal to the haematocrit in the channel,HC as a result of red cell screening at the
entrance to the channel and the Fa˚hraeus effect. Gaehtgens et al. (1978) described cell
screening relationships for aggregating (Equation 5.1) and non-aggregating (Equation
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Figure 5.3: Calibration data. (a) Sample images at various haematocrits. Left column shows Dextran
cases, Right column shows PBS cases. (b) Calibration curve comparing average intensity to channel
haematocrit. Fit is of the form 1− I∗ = a �1− ebHc�.
5.2) samples in capillary tubes based on the normalised velocity:
HD = HF
�
0.901 + 0.029log
�
U/D
��
(5.1)
HD = HF
�
0.878 + 0.042log
�
U/D
��
(5.2)
whereHD is the discharge haematocrit. To account for the Fa˚hraeus effect, the empiri-
cal equation deﬁned by Pries et al. (1990) was utilised
HC = HD
�
HD + (1−HD)
�
1 + 1.7e−0.415D − 0.6e−0.011D
��
(5.3)
The estimated channel haematocrit can then be plotted against the average value of
1−I∗ (so that low values correspond to low haematocrit) for each of the cases acquired
for the calibration (three ﬂow rates, Dextran and PBS for each feed haematocrit) as
shown in Figure 5.3. Non-linear regression, using an iterative least squares regression
in Matlab, is then used to ﬁt the data to an equation of the form
178
5.2. Development of the haematocrit distribution technique
1− I∗ = a
�
1− ebHc
�
(5.4)
The parameter a represents the saturation point for 1− I∗ and b provides an indication
of the non-linearity. Combining the data for Dextran and PBS cases at all ﬂow rates the
regression yields a = 0.7219 and b = −9.079 and the line is plotted in Figure 5.3. The
R2 value for this ﬁt is 0.94.
5.2.2 Estimation of two-dimensional haematocrit distribution
Equation 5.4 was used to deﬁne the haematocrit distribution in the bifurcation as fol-
lows. As discussed with regards to the calibration images, the regions near the wall
are not usable due to refraction at the wall/ﬂuid interface, and the near wall data points
were extrapolated as before.
This approach was carried out by sweeping along each branch: at each axial location,
x (or y in the daughter branch) an average proﬁle was calculated over a region of
x± 0.125D (x± 6.25µm) in order to reduce errors due to the ﬁnite number of images
in the averaging process. The ﬁnal distribution was then smoothed with a disk ﬁlter †
with a radius of 3.
Figure 5.4 shows sample time average haematocrit distributions in the bifurcation for
various ﬂow rates and ﬂow ratios. Considering Figure 5.4a, a Dextran case with a
daughter branch ﬂow ratio of Q∗d = 0.14, it can be seen that in the parent branch, the
haematocrit distribution is approximately symmetrical, with the highest values in the
centre and very low values at the channel wall, due to the cell-depleted layer which
occurs as a result of radial migration (and synaeresis in the presence of aggregation).
At the far corner of the bifurcation, the haematocrit is greatly increased and along the
outer wall (refer to Figure 5.1 for channel location terminology) of the daughter branch
there is a region of elevated haematocrit. A corresponding enhanced cell-depleted layer
can be observed at the inner wall. In the outlet branch, the haematocrit is signiﬁcantly
increased along the inner wall, and very slightly decreased on the outer wall compared
to the parent branch. Figure 5.4c shows the haematocrit distribution at a higher ﬂow
ratio of 0.35 but with a lower parent branch velocity. In the parent branch, it can be seen
†Disk ﬁlters, also known as pillbox ﬁlters, are similar to Gaussian ﬁlters, but with a broader distri-
bution.
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Figure 5.4: Selected average x, y haematocrit distributions. (a) Dextran - V ∗ = 50.4s−1, Q∗d = 0.14,
(b) PBS Up = 32.4s−1, Q∗d = 0.14, (c) Dextran - Up = 23.2s
−1, Q∗d = 0.35, (d) PBS - Up = 12.4s
−1,
Q∗d = 0.35. Flow enters from the left.
that the haematocrit distribution is narrower, i.e. the RBCs are more concentrated in the
centre of the channel, compared with the high velocity case shown in Figure 5.4a. The
width of the cell-depleted region at the inner wall of the daughter branch is decreased
compared to the lower ﬂow ratio case (Figure 5.4a) and the high haematocrit region at
the inner wall of the outlet branch is less intense. For the PBS cases, Figure 5.4b and d,
the haematocrit distributions for the same ﬂow ratios, show some similar characteristics
to those in the Dextran cases, except that there are thin (≈ 10µm) bands of signiﬁcantly
increased haematocrit in both the daughter and outlet branches. Additionally, the cell-
depleted region near the inner wall of the daughter branch is signiﬁcantly smaller in the
absence of aggregation.
5.2.3 Three-dimensional haematocrit distributions
In this chapter, three dimensional haematocrit distributions are derived in order to allow
for phase discrimination and, in the subsequent chapter, to allow three dimensional sim-
ulations with haematocrit dependent viscosity. In order to derive a three-dimensional
haematocrit distribution, the following assumption is made: given that the system is at
a steady state and there is negligible sedimentation during the acquisition period, it is
reasonable to assume that the (x, z) plane haematocrit distribution in the parent branch
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is equivalent to that in the (x, y) plane. The parent branch haematocrit proﬁle, Hp, is
deﬁned as the average proﬁle in the averaging region indicated in Figure 5.1. Let the
x location be termed xp. As the data was acquired in the central plane, z = 0, hence
Hp = Hp (xp, y, 0). The described assumption can be written as
Hp (xp, 0, z) = Hp (xp, y, 0) (5.5)
In the case that Hp (xp, y, 0) is not perfectly symmetric, an asymmetry would be intro-
duced in the (x, z) or (y, z) planes which would have no theoretical basis and would be
an experimental artefact. Hence Hp (xp, y, 0) is forced to be symmetric by averaging
the proﬁle on each side of the centreline, creating a symmetric one dimensional proﬁle,
Hs, where the s indicates symmetry (note that the coordinate system shown in Figure
5.1 is such that in the centre of the parent branch is at y = 0).
Hs (xp, y, 0) = Hs (xp,−y, 0) = Hp (xp, y, 0) +Hp (xp,−y, 0)
2
(5.6)
The root mean square of the difference the raw (Hp) and symmetric (Hs) proﬁles was
calculated for all cases and had a mean of 0.004 and a max of 0.009 (in units of haema-
tocrit). Based on Equation 5.5, one can then write
Hz (xp, 0, z) = Hs (xp,±y, 0) (5.7)
The technique assumes that all cells in the channel inﬂuence the absorption of light, and
hence the estimated haematocrit a given (x, y) location represents the average haema-
tocrit throughout the channel depth. Moreover, it is reasonable to assume that the rel-
ative distribution does not change throughout the channel in the out of plane direction,
due to the planar geometry, unity aspect ratio and the absence of signiﬁcant forces in
the (x, z) or (y, z) planes. Hence, the symmetric proﬁle Hz (xp, 0, z) is normalised
with its mean, Hz = 1D
�
Hzdz, and used to deﬁne the haematocrit at a given location
in the channel according to
H (x, y, z) = H (x, y)
Hz (xp, 0, z)
Hz
(5.8)
Sample haematocrit distributions in the z-plane are shown in Figure 5.5 for a Dextran
case at a low ﬂow ratio. Figure 5.5a shows the parent branch haematocrit distribution. It
181
5. Phase discrimination measurements
Figure 5.5: Sample z-plane haematocrit distributions for Dextran case - Up = 27.4s−1, Q∗d = 0.14.
(a) Parent branch (with enforced symmetry for clarity), (b) Daughter branch, (c) Outlet branch - note y∗
axis is inverted to account for the ﬂow direction.
can be seen that the haematocrit increases from zero at the channel edges to a maximum
at the channel centre. In the daughter branch (Figure 5.5b), the distribution is strongly
skewed towards the outer wall (x∗ = 0.5), but the z plane distribution is equivalent
to that in the parent branch, as a result of Equation 5.8. For the outlet branch (Figure
5.5c), there is a region of elevated haematocrit around z∗ = 0, close to the inner wall
(y∗ = 0.5) and the distribution is signiﬁcantly less skewed than for the daughter branch.
It should be noted that even close to the high haematocrit region in the daughter branch,
the haematocrit tends to zero at the walls, a necessary condition for the data to be
realistic.
5.3 Multiphase ﬂow analysis
In this chapter, the velocity of both phases of the blood (the RBCs and SM) were mea-
sured experimentally, in addition to the concentration of RBCs, from which the SM
concentration can be derived. Using the velocities and concentrations of each phase,
the total ﬂuid ﬂux can be calculated. In order to do this, the three dimensional velocity
distribution needs to be deﬁned. This is carried out by making the same assumption
as for the haematocrit proﬁles, i.e. that due to the system being at a steady state and
the planar geometry, in the absence of sedimentation, the (x, z) and (y, z) plane veloc-
ity should not be signiﬁcantly different to that in the (x, y) plane in the parent branch.
Hence a one dimensional proﬁle Uz (z) is deﬁned from the parent branch velocity pro-
ﬁle Up (x, y) at location xp
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Uz (xp, 0, z) = Up (xp, y, 0) (5.9)
This can be applied to the whole domain similarly to Equation 5.8 for the haematocrit
distribution:
U (x, y, z) = U (x, y, 0)
Uz (xp, 0, z)
Uz,max
(5.10)
It should be noted that the normalisation of the velocity is carried out relative to the
maximum velocity, Uz,max, as measurements in the midplane of the channel (z = 0)
will provide maximum velocities. For the haematocrit, the technique assumes inﬂuence
of all cells on the absorption of light, and hence the estimated value at a given (x, y)
location represents the average haematocrit at that location.
The volumetric ﬂow rate for the RBCs can be calculated according to
Qrbc =
� �
H (y, z)Urbc (y, z) dy dz (5.11)
Where Urbc is the RBC velocity data calculated from the PIV processing. Similarly, for
the SM velocity data, Usm, the volumetric ﬂow rate is given by
Qsm =
� �
(1−H (y, z))Usm (y, z) dy dz (5.12)
The total ﬂux is then deﬁned as the sum of the two phases
Qtot = Qrbc +Qsm (5.13)
As in previous chapters, the ﬂow ratio is the proportion of ﬂow entering a branch from
the parent branch, deﬁned asQ∗d = Qd/Qp andQ
∗
o = Qo/Qp for the daughter and outlet
branches respectively, noting that ideally Q∗o = 1−Q∗d. As increasing Q∗d corresponds
to decreasing Q∗o, referring to ‘low’ or ‘high’ ﬂow ratio could be ambiguous. Herein,
such terms will refer to the daughter branch. In this chapter, the effect of the ﬂow rate
in the parent branch will be analysed relative to the normalised velocity, deﬁned as
V ∗ = Qtot/D3, giving units of channel ‘diameters’ per second (s−1). In the daughter
and outlet branches, both the normalised velocity and the ﬂow ratio will be considered.
The latter will also be deﬁned based on the total ﬂux, hence Q∗d = Qd,tot/Qp,tot and
Q∗o = Qo,tot/Qp,tot.
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Table 5.1: Mean percentage errors in ﬂux conservation for the total ﬂow and the two phases.
Dex (%) PBS (%)
etot 2.49 6.12
erbc 1.67 4.21
esm 2.99 6.68
As discussed in §2.7.1, the bifurcation provides a means by which to test the accuracy
of the assumptions made in this chapter via evaluating the conservation of mass. For
the individual phases, the error in conservation of mass can be calculated for each phase
according to Equation 2.6:
e =
Qp −Qo −Qd
Qp
× 100% (5.14)
as the density is a constant and can thus be removed. For the total conservation of mass,
the densities of the RBCs and SM (values provided in Chapter 1) are also taken into
account. Each Q term is replaced by ρsmQsm + ρrbcQrbc.
Table 5.1 summarises these errors for each phase of the blood and the calculated total
volumetric ﬂux. It can be seen that in general, the Dextran cases were more accu-
rate than the PBS cases for both phases. This may be due to the fact that the reduced
freedom of motion of the cells results in more repeatable patterns between frames, im-
proving the accuracy of the PIV algorithm. Aggregation has previously been reported
to improve the accuracy of PIV processing algorithms (Dusting et al., 2009).
All values are relatively low, implying good accuracy in the results and providing some
conﬁdence that the extension of the two-dimensional data to three dimensions is valid.
Any cases for which etot, erbc or esm were greater than 10% were omitted from the
analysis (this was only the case for two PBS cases out of a total of 77 data sets).
5.4 Haematocrit distribution results
In this section the results of the haematocrit distribution measurements will be dis-
cussed, ﬁrst in the form of bulk distribution (i.e. plasma skimming) then in terms of the
individual proﬁles and their characteristics under different experimental conditions.
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Figure 5.6: (a) Haematocrit ratio H∗ = H/Hp against ﬂow ratio for the daughter and outlet branches,
(b) Daughter branch haematocrit ratio H∗d = Hd/Hp against normalised parent branch velocity.
5.4.1 Bulk haematocrit distribution
Figure 5.6a shows the plot of the haematocrit ratio H∗ = H/Hp against Q∗ (using
Q∗tot for the present data). It can be seen that in both the Dextran and PBS cases, the
haematocrit ratio is increased in the outlet branch and decreased in the daughter branch.
This is evidence of plasma skimming. The data shown in Figure 5.6 is comparable to
Figure 4.5. However, in this case the plasma skimming effect is stronger (as can be
seen from the relatively lower H∗ values for Q∗ < 0.5 and greater H∗ for Q∗ > 0.5),
particularly for the PBS case, which contrary to the previous chapter shows almost as
much plasma skimming as the Dextran case. The overall increase in plasma skimming
relative to the previous chapter could be expected as the phenomenon has been reported
to have a larger effect with decreasing channel dimensions (Fenton et al., 1985).
A further parameter which may affect plasma skimming is the parent branch ﬂow rate,
presented as a normalised velocity in Figure 5.6b. Although the data shows a certain
amount of scatter, there are statistically signiﬁcant trends in both the Dextran and PBS
cases. For the PBS case, as the ﬂow rate increases, the extent of plasma skimming also
increases (decreasing H∗d ), whilst for the Dextran case the opposite trend is observed:
the effect of plasma skimming decreases (increasingH∗d ) as the parent branch ﬂow rate
increases. These opposing trends will be discussed later in the chapter.
The ﬂux/ﬂow ratio curve is shown in Figure 5.7. The data is ﬁt to the sigmoidal curve
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deﬁned by Pries et al. (1989), with F ∗ = Qrbc and Q∗ = Q∗tot:
F ∗ =
�
1 + e−(G+Jlogit(0.5−T (0.5−Q
∗)))
�−1
(5.15)
In this case, although the branches are of equal size, one would not expect a symmetric
curve due to the geometric difference between the daughter and outlet branches (as
opposed to the symmetrical ‘straight-T’ conﬁguration considered in Chapters 3 and 4),
hence G would not be expected to be 0. Furthermore, in this form of the equation, T
is included, as the critical ﬂow ratio (below which a haematocrit of zero is observed)
was found to be non-zero. The parameters G, J and T are found to three decimal
places using a brute force method † with the sum of the root mean square error for both
branches as the ﬁt quality criterion.
In both Dextran and PBS cases, it can be seen that plasma skimming is occurring, as
the curves deviate from the F ∗ = Q∗ line, indicated in grey on the ﬁgure. Converting
T into a critical ﬂow ratio Q∗0 according to Q
∗
0 = 0.5− 0.5/T (Pries et al., 1989) gives
Q∗d = 0.024 and 0.014 for the Dextran and PBS cases respectively. The values found
for the two cases are very similar and indicate the presence of a daughter branch ﬂow
ratio of around 2% at which no cells would enter the side branch. The J parameter,
indicating the sigmoidal nature of the curve, is slightly greater for the PBS case while
the asymmetry parameter G is greater for the Dextran case. Thus, for a ﬂow ratio of
0.5, there would be more plasma skimming in the Dextran case.
5.4.2 Local haematocrit distribution
It was observed that the parent branch ﬂow rate affected the degree of plasma skimming
in the daughter branch. The reasons for this can be explained by considering the effect
of parent branch ﬂow rate on the parent branch haematocrit proﬁles. Figure 5.8 shows
the haematocrit proﬁle at low, medium and high normalised velocities for Dextran and
PBS cases. The proﬁles shown are those which were used to deﬁne the out of plane
distributions (Hs), and are therefore perfectly symmetrical.
For the Dextran case, at low V ∗ (Figure 5.8, light blue line) there is a very clear increase
of RBC concentration in the channel centre. At higher velocities, wherein the extent
†A ﬁt is calculated for each combination of parameters and the corresponding error is recorded. The
parameter set which gives the minimum error is assumed to provide the best ﬁt.
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Figure 5.7: Flux-ﬂow ratio curves for the daughter and outlet branches and ﬁts according to Equation
5.15. (a) Dextran case: G = ±0.140, J = 1.066, T = 1.050, (b) PBS case: G = ±0.073, J = 1.139,
T = 1.029.
Figure 5.8: Sample haematocrit proﬁles in the parent branch (symmetric) for low medium and high
normalised velocities. (a) Dextran case, (b) PBS case. Dashed line shows mean haematocrit (0.14).
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Figure 5.9: Haematocrit proﬁle bluntness, HB against normalised velocity V ∗ in the parent branch.
of aggregation would be reduced, the proﬁles are much blunter. For the PBS case, the
observed trend is opposite, in that the proﬁles are blunter at low ﬂow ratios than at
higher ones, although the differences between cases are less than for the Dextran case.
In the absence of aggregation, this is likely a result of increased radial migration at
higher ﬂow rates (Caro et al., 2012).
In order to analyse these trends in more detail, a simple bluntness parameter, HB, is
deﬁned as the average haematocrit divided by the maximum haematocrit, similarly to
that used by previous investigators for velocity proﬁles (Tangelder et al., 1986; Bishop
et al., 2001a) and in Chapter 3 of the present study. This is plotted against normalised
parent branch velocity in Figure 5.9. Note that HB = 1 would represent a uniform
haematocrit distribution. It can be seen that at low velocities, the Dextran samples are
signiﬁcantly less blunt than the PBS cases, but at around V ∗ = 50s−1 this relationship
is inverted and the Dextran cases are marginally more blunt than the PBS ones. These
trends arise from the interplay between radial migration, RBC deformation and RBC
aggregation and will be discussed in more detail later in the chapter.
Comparisons of the haematocrit proﬁles are provided for the daughter and outlet
branches in Figure 5.10. Figure 5.10a shows sample haematocrit proﬁles in the daugh-
ter branch at three ﬂow ratios for the Dextran case. It can be seen that the proﬁles are
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Figure 5.10: Sample haematocrit proﬁles for low medium and high ﬂow ratios. (a) Dextran - Daughter,
(b) Dextran - Outlet, (c) PBS - Daughter, (d) PBS - Outlet. Haematocrits are normalised such that the
parent branch haematocrit for that case would be equal to 0.14.
all strongly skewed towards the outer wall (x∗ = 0.5). In all cases, there is a peak in
the region x∗ = 0.25 − 0.3, which is closer to the wall and more pronounced, as Q∗d
increases.
There is a region of almost zero haematocrit at the inner wall (x∗ = −0.5), and the
haematocrit gradually increases with distance from the wall for all cases, although the
region of low haematocrit is larger for the lower ﬂow ratios. At the outer wall how-
ever, (x∗ = 0.5), the minimum haematocrit is around 0.03 for the lowest ﬂow ratio,
increasing to more than 0.07 at the highest ﬂow ratio, which is greater than it was for
the parent branch in all cases. For the same ﬂow ratio cases in the outlet branch (Figure
5.10b), the distributions are quite different. At the outer wall (y∗ = −0.5) the gradient
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of the haematocrit distribution is similar in all cases and comparable to those observed
in Figure 5.8 for the parent branch. At the inner wall (y∗ = 0.5), the haematocrit has a
minimum of 0.06−0.08, increasing asQ∗o decreases. Notably, for the lowestQ∗o, which
is closest to an even distribution of ﬂow between the two branches, there is a signiﬁcant
peak in haematocrit at around y∗ = 0.3, which is not as pronounced in the cases where
a greater proportion of ﬂow enters the outlet branch (Q∗o = 0.77 and 0.87). It should be
noted that at Q∗d = 0, Q
∗
o = 1, the characteristics in the outlet branch should be very
similar to the parent branch.
For the PBS case, at high Q∗d, the proﬁle in the daughter branch (Figure 5.10c) is sim-
ilar to the Dextran case (Figure 5.10a), although the peak around x∗ = 0.3 is more
pronounced. At lower Q∗d, the proﬁles are distinctly bimodal, which was not observed
in the aggregating case.
In the outlet branch for the PBS cases (Figure 5.10d), the distributions are ﬂatter than
for the Dextran case. It can also be seen that for the PBS case, the outlet branch proﬁles
are more similar to the proﬁles observed in the parent branch (Figure 5.8) than for the
Dextran case.
In order to investigate the asymmetry of the proﬁles, a simple skewness parameter is
considered, deﬁned as the proportion of the total haematocrit which lies adjacent to the
inner wall. This can be written for the daughter branch as
HSd =
� 0
−0.5H (x
∗) dx∗� 0.5
−0.5H (x∗) dx∗
(5.16)
and for the outlet branch as
HSo =
� 0.5
0 H (y
∗) dy∗� 0.5
−0.5H (y∗) dy∗
(5.17)
where the change in coordinates is used in order to keep the inner wall on the same
side of the proﬁle. These equations are used for the haematocrit skewness, as opposed
to the velocity skewness parameter used in the previous chapters, in order to capture
more information about the shape of the proﬁle as a whole. Determining the skewness
based on the location of the maximum value (as carried out for the velocity skewness
in Chapters 3-6) would not represent these proﬁle shapes as effectively, as the peaks in
the proﬁles shown in Figure 5.10 would dominate the results. The skewness deﬁned by
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Figure 5.11: Haematocrit proﬁle skewness,HS against ﬂow ratio. (a) Daughter branch, (b) outlet branch.
Equations 5.16 and 5.17 is thus better for describing the haematocrit on each side of
the channel.
HS is plotted against ﬂow ratio in Figure 5.11. The trends for the PBS and Dextran
cases are not signiﬁcantly different. At low ﬂow ratios in the daughter branch, the
skewness is very high, with just 20% of the haematocrit in the channel lying on the side
closest to the inner wall. As the ﬂow ratio increases, this proportion rapidly increases
and reaches a value of around 40% as Q∗d approaches 0.5. In the outlet branch (Fig-
ure 5.11b), for an almost equal ﬂow split (Q∗o ≈ 0.5), slightly more than 60% of the
haematocrit lies close to the inner wall, and this reduces almost linearly, approaching
50 % (i.e. symmetry) at Q∗o = 1. In the outlet branch, the skewness in the Dextran case
is slightly greater than for the PBS case.
Analysis of these results shows that aggregation signiﬁcantly affects the haematocrit
distribution in the parent branch, particularly at low ﬂow rates, but has less inﬂuence
on the haematocrit proﬁle asymmetry. The skewness in both the daughter and outlet
branches is comparable for the PBS and Dextran cases; however the characteristics of
the proﬁles differ slightly, with the Dextran cases generally being smoother, particu-
larly in the daughter branch, wherein a bimodal shape was observed for the PBS case.
The following section will consider the experimental velocity data and relate it to the
haematocrit distribution.
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5.5 Velocity results
The preceding discussion of the haematocrit distribution showed that the ﬂow charac-
teristics of the RBCs and the SM are quite different. The setup used for the present ex-
periments allowed for quasi-simultaneous measurement of the two phases of the blood.
In this section, the effects of ﬂow rate and ﬂow ratio on the velocities of the two phases
will be discussed and related to the results of the haematocrit distribution. Figure 5.12
shows images, velocity magnitude and vector ﬁelds for an aggregating case with a ﬂow
ratio of 0.1 and a mean parent branch velocity of 2.2mm/s.
Figure 5.12a and b show, preprocessed images are shown, acquired 166ms apart. The
Velocity magnitude are superimposed as contours in Figure 5.12c and d. It can be
seen that the velocity in the centre of the parent branch and outlet branch is greater
for the RBCs than for the SM. Additionally, there is a visible difference in the shape
of the velocity distribution at the entrance to the daughter branch. Figure 5.12e and f
show velocity vectors in the bifurcation region. This ﬁgure serves to demonstrate the
difference in the velocities of the two phases of the blood. Subsequent analysis of the
velocity in this chapter will consider velocity proﬁles, averaged in the regions indicated
in Figure 5.1.
5.5.1 Velocity proﬁles
Firstly, sample velocity proﬁles in the parent branch will be considered, wherein the
independent parameter is the normalised velocity, V ∗. Figure 5.13 shows parent branch
velocity proﬁles normalised by the mean value, (U∗ (y))† for high and low ﬂow rates.
The proﬁles are normalised relative to the average total ﬂuid velocity (Qtot/D2), giving
U∗. The grey area indicates the analytical solution according to Equation 1.10. The
dots on the ﬁgures show the relative velocity of the RBCs to the SM, that is:
Urel = Urbc − Usm (5.18)
For the Dextran case at low V ∗ (Figure 5.13a), the velocities of the SM and RBCs are
very similar and hence the relative velocities are almost zero. Both phases show signif-
icant blunting in comparison to the analytical solution for a Newtonian ﬂuid. There is
†Note that, as in previous chapters, U denotes axial velocity, not speciﬁcally the x-component of the
velocity.
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Figure 5.12: Extraction of velocity data from images. (a) Strobe-illuminated image, (b) Fluorescent
particle image (c) Strobe illuminated image with RBC velocity superimposed as a contour, (d) Fluores-
cent particle image with SM velocity superimposed as a contour, (e) Strobe illuminated image with RBC
velocity vectors superimposed, (f) Fluorescent particle image with SM velocity vectors superimposed.
In (e) and (f), every other vector is omitted for clarity. Flow enters from the left, Q∗ = 0.13, V ∗ = 50.
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Figure 5.13: Experimental velocity proﬁles in the parent branch for the RBCs and the SM. Lines are
spline ﬁts and error bars show one standard deviation along averaging region of 1 channel width. (a)
Dextran - V ∗ = 17.7s−1, (b) Dextran - V ∗ = 144.0s−1 (c) PBS - V ∗ = 16.4s−1, (d) PBS - V ∗ =
145.4s−1.
a notable bell shape to the proﬁle. This shape is observable in experimental (Baker &
Wayland, 1974; Choi et al., 2011; Moger et al., 2004; Zhong et al., 2011) and compu-
tational (Doddi & Bagchi, 2009) studies, but has not, to the author’s knowledge, been
discussed. At a higher ﬂow rate (Figure 5.13b), the RBC velocity distribution retains
its bell shape, but the SM velocity distribution is more parabolic, i.e. less ‘bell-like’.
Hence, there are regions at y∗ = ±0.25 where the relative velocity is negative.
For the PBS case at low ﬂow rate (Figure 5.13c), the bell shape distribution is more
pronounced, and the velocity in the centre of the channel exceeds that of the analytical
solution, particularly for the RBCs. At higher ﬂow rate (Figure 5.13d), the proﬁles are
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slightly blunter for both phases, but are still signiﬁcantly less blunt than for the Dextran
case. For the high ﬂow rate PBS case, the SM velocity proﬁle is similar to the analytical
solution. The relative velocities are negative around y∗ = ±0.25, but are positive for
−0.15 < y∗ < 0.15. It is worth noting that the errors in the SM velocity for the PBS
case are larger than for the other data sets.
The velocity proﬁles in the daughter and outlet branches will be analysed ﬁrst at low
ﬂow ratios (Q∗d ≈ 0.15), followed by high ﬂow ratios (Q∗d ≈ 0.42). Figure 5.14a shows
the velocities of the two phases for a Dextran case at Q∗d = 0.16. As was observed in
the previous chapters, the skewing of the velocity proﬁles is in the opposite direction
to that of the haematocrit distribution. It can be seen that the velocity of the RBCs is
relatively much lower than that of the SM, with a maximum relative velocity magnitude
of more than U∗ > 0.5 at around x∗ = −0.25. Additionally, the bell shape is not visible
in the proﬁles. In the outlet branch (Figure 5.14b), the proﬁles are skewed slightly in
the opposite direction to the haematocrit proﬁles, but to a lesser extent than observed
in the daughter branch. A slight bell shape, as observed in the parent branch, is visible
in the RBC proﬁle, and the relative velocity proﬁle is comparable to that in the parent
branch.
For the PBS case in the daughter branch (Figure 5.14c), the difference between the
RBC and SM proﬁles is signiﬁcant, but less pronounced than for the Dextran case
(for which there was greater plasma skimming) and the bell shape is absent, as in the
Dextran case (Figure 5.14a). The proﬁles are also notably less blunt than those of the
Dextran case. In the outlet branch (Figure 5.14d), the bell shape is again visible in the
RBC velocities, which are high close to the channel centre, but lower towards the outer
wall (y∗ = −0.5).
The corresponding velocity proﬁles for high ﬂow ratios are provided in Figure 5.15. In
the daughter branch, the proﬁles for both the Dextran and PBS cases (Figures 5.15a and
c) are similar in character to those observed for low ﬂow ratio (Figures 5.14a and c), but
the relative velocities are signiﬁcantly decreased. In the outlet branch for the Dextran
case (Figures 5.15b), the relative velocity is almost zero and the proﬁles are similar to
those at a lower ﬂow ratio, if marginally more skewed and with less of a bell-shape
(Figures 5.14b). For the PBS case, in the daughter branch (Figures 5.15c) the relative
velocity between the two phases is signiﬁcantly decreased and the proﬁles are more
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Figure 5.14: Experimental velocity proﬁles in the daughter branch for the RBCs and the SM at low
ﬂow ratio. Lines are spline ﬁts and error bars show one standard deviation along averaging region of 1
channel width. (a) Dextran - Daughter, Q∗d = 0.16, (b) Dextran- Outlet, Q
∗
o = 0.84, (c) PBS - Daughter,
Q∗d = 0.13, (d) PBS - Outlet, Q
∗
o = 0.87.
blunted when compared to the low ﬂow ratio case (Figures 5.14c). In the outlet branch,
the bell shape for the RBC velocity is slightly less strong for the high ﬂow ratio case
(compare Figures 5.15d and 5.14d), as a result of the fact that asQ∗o decreases, the ﬂow
characteristics resemble less those in the parent branch.
5.5.2 Bluntness and skewness parameters
It is interesting to investigate how the characteristics of the velocity proﬁles change in
relation to normalised velocity and ﬂow ratio, as well as the haematocrit distributions.
In these comparisons, statistical signiﬁcance of observed trends will be expressed in
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Figure 5.15: Experimental velocity proﬁles in the daughter branch for the RBCs and the SM at high
ﬂow ratio. Lines are spline ﬁts and error bars show one standard deviation along averaging region of 1
channel width. (a) Dextran- Daughter, Q∗d = 0.41, (b) Dextran- Outlet, Q
∗
o = 0.59, (c) PBS - Daughter,
Q∗d = 0.43, (d) PBS - Outlet, Q
∗
o = 0.57.
terms of the P -value of the Spearman’s rank correlation coefﬁcient ρc, unless stated
otherwise. In calculation of ρc, the independent variable is ranked in ascending order
and the Pearson’s correlation coefﬁcient, rc, is calculated. This approach is more robust
when the relationship between the variables is non-linear and is less sensitive to out-
liers, although as with rc, the data must be monotonic. Signiﬁcance values, are gener-
ally considered similarly to those of the Pearson’s correlation coefﬁcient, i.e. P < 0.05
indicates less than 5% chance that the observed trend is by random chance, and the
strength of the relationship can be judged by the magnitude of the correlation coefﬁ-
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cient. Guideline ranges of 0 − 0.35, 0.36 − 0.67 and 0.68 − 1.0 are often quoted for
weak, moderate and strong correlations respectively (Taylor, 1990), although the values
depend on the number of samples. For 30 samples (the minimum used in this study),
P = 0.05 corresponds to approximately ρc < 0.30.
The velocity bluntness, VB, will be deﬁned as in Chapter 3†, i.e. as the mean velocity
normalised by the maximum velocity, and is calculated for the two dimensional pro-
ﬁles described by Equation 5.10 in the averaging regions shown in Figure 5.1. This
parameter is shown as a function of normalised velocity in the parent branch in Figure
5.16. For the RBCs (Figure 5.16a), there is a reduction in the bluntness of the velocity
proﬁles for the Dextran case as the ﬂow rate increases. Conversely, for the PBS case,
the bluntness increases with increasing ﬂow rate. Although there is notable scatter for
the PBS case, the trend is statistically signiﬁcant. For the SM, the bluntness of the ve-
locity proﬁles for the Dextran case increases for normalised velocities up to a peak in
the region V ∗ = 50s−1, and decreases thereafter (this normalised velocity will herein
be used to deﬁne the border between the low and high ﬂow regimes and is indicated
by the vertical black line in the ﬁgure). This trend is non-monotonic and hence the
P -value of the Spearman’s rank correlation coefﬁcient is very high (P = 0.897). How-
ever, if it is assumed that the data follows a linear trend on either side of this transition
region, then P = 0.006 for V ∗ < 50s−1 and P = 0.028 for V ∗ > 50s−1 using the
Pearson’s correlation coefﬁcient, which supports the observation of initially increasing
then decreasing bluntness with increasing ﬂow rate. For the PBS case there is a highly
signiﬁcant monotonic increase in bluntness as the ﬂow rate increases.
The bluntness follows the same trend for both ﬂuid phases for the PBS case, whereas for
the Dextran case, opposite trends are observed for the RBCs and SM for V ∗ < 50s−1.
For the haematocrit proﬁles, it was observed that as V ∗ increased to around 50s−1,
HB increased signiﬁcantly for the Dextran case, while it decreased with about half the
gradient or the PBS case. Above this normalised velocity, both cases levelled off, with
the Dextran bluntness slightly higher than for the PBS.
One would expect a correlation between the bluntness of the velocity proﬁle (VB) and
the haematocrit proﬁle (HB). The two parameters are compared directly in Figure
5.17. For the RBCs (circles), both the Dextran and PBS cases show a negative correla-
†The terminology VB is used as opposed to B in Chapter 3 in order to differentiate it from HB.
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Figure 5.16: Experimental velocity bluntness, VB against normalised velocity in the parent branch. (a)
RBC, (b) SM. Vertical lines show approximate division between high and low ﬂow regimes.
tion between haematocrit bluntness and velocity proﬁle bluntness which is statistically
signiﬁcant. For the PBS case (squares), the SM also shows a negative correlation.
The non-monotonic trend of HB for the Dextran SM invalidates the Spearman’s cor-
relation coefﬁcient. However, interrogating high and low velocity regions separately
(again assuming linear trends) yields ρc = 0.33, P = 0.095 for V ∗ < 50s−1 and
ρc = −0.54, P = 0.009 for V ∗ > 50s−1. While the value for V ∗ < 50s−1 is above
the normal value considered for statistical signiﬁcance, it still implies a high likelihood
that the observed trend is valid. This interesting trend will be discussed in more detail
later in the chapter.
The skewness of the velocity proﬁles is also of interest. Figure 5.18 shows the skewness
of the velocity proﬁles, VS, deﬁned as in previous chapters †, in the daughter and outlet
branches against ﬂow ratio. In the daughter branch, VS decreases with increasing ﬂow
ratio for all cases (RBC and SM, Dextran and PBS). In general, the skewness is greater
for the SM, particularly at low ﬂow ratios. In the outlet branch, for the Dextran case,
VS is signiﬁcantly related to the ﬂow ratio (P < 0.001) for both the RBCs and SM.
For the PBS case, there is a statistically signiﬁcant but small decrease in skewness with
increasing Q∗ for the SM, but no signiﬁcant trend is observed for the RBCs.
†As with the velocity bluntness, the terminology VS is used as opposed to S∗ in Chapters 3 and 4 in
order to differentiate it from HS. For this chapter, the fractional form is preferred to a percentage value.
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Figure 5.17: Experimental velocity bluntness against haematocrit bluntness. (a) RBC, (b) SM.
As has been demonstrated, the skewness in the velocity proﬁles arises due to the skew-
ness of the haematocrit distribution. Figure 5.19 further supports this assertion, directly
comparing VS to HS. With the exception of the RBCs for the PBS case in the outlet
branch, all cases show statistically signiﬁcant trends. In both branches, as HS becomes
increasingly different from 0.5, VS increases.
From the preceding analysis, it is clear that there is a difference in the relationship
between the two phases of the blood both in response to ﬂow rate in the parent branch
and ﬂow ratio in the daughter and outlet branches. In this section, Uφ, deﬁned as the
mean relative velocity between the two phases normalised by the mean total velocity
Uφ =
D2
Qp,tot
1
D
�
Ureldy (5.19)
will be analysed with respect to ﬂow rate, ﬂow ratio, haematocrit bluntness and haema-
tocrit skewness.
It was shown in Figure 5.13 that the relationship between the RBC and SM velocities
is dependent on the normalised velocity, V ∗. This is further considered in Figure 5.20a,
which shows Uφ in the parent branch against normalised velocity. For the Dextran
case at low V ∗, Uφ is close to zero, meaning that the average velocities of each phase
are equal. As mentioned earlier, there may be some systematic error in the absolute
values of Uφ, due to the differences in the PIV analysis for the two phases. However,
Poelma et al. (2012) reported that for a 10× magniﬁcation, the two approaches should
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Figure 5.18: Experimental velocity skewness against ﬂow ratio. (a) RBC - Daughter branch, (b) RBC -
Outlet branch, (c) SM - Daughter branch, (d) SM - Outlet branch.
have similar characteristics. As V ∗ increases up to around 50s−1, Uφ decreases to
approximately -0.1 and does not change signiﬁcantly for further increases in the ﬂow
rate. The P -value for this trend indicates a high signiﬁcance. Comparing Figure 5.20a
with Figure 5.16, it can be seen that this trend is similar to that of the bluntness of
the RBC velocity proﬁles. Furthermore, the trend also appears to be the inverse of the
haematocrit bluntness shown in Figure 5.9. The data for the PBS are more scattered,
but show a general decrease as the mean velocity increases. Conversely to the Dextran
case, this is the same trend as observed for the haematocrit bluntness.
Figure 5.20b directly compares the haematocrit bluntness to Uφ. A signiﬁcant negative
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Figure 5.19: Experimental velocity skewness against haematocrit skewness. (a) RBC - Daughter branch,
(b) RBC - Outlet branch, (c) SM - Daughter branch, (d) SM - Outlet branch.
correlation (ρc = −0.519) for the Dextran case and a highly signiﬁcant positive correla-
tion (ρc = 0.517) for the PBS case can be observed. For the latter, as the concentration
of RBCs in the channel centre increases, the velocity of the RBCs relative to that of
the SM decreases. This suggests that the increase in local haematocrit in the channel
centre decreases the RBC velocity due to cell-cell interaction increasing the energy loss
for the RBCs. The same trend might be expected of the Dextran case, but the opposite
seems to be the case. This will be discussed in further detail in §5.6.2.
The relationship between Uφ and V ∗ is shown for the daughter and outlet branches
in Figure 5.21. For both the Dextran and PBS cases, Uφ follows a similar trend and
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Figure 5.20: Relative velocity of RBCs in the parent branch as a function of (a) Normalised velocity
and (b) Haematocrit bluntness HB.
Figure 5.21: Relative velocity of RBCs in the daughter and outlet branches branch as a function of
normalised velocity. (a) Dextran, (b) PBS.
magnitude in the outlet branch to that observed in the parent branch (Figure 5.20a). In
the daughter branch for the Dextran case, there is a large range (-0.1 to -0.5) in Uφ at
low V ∗, which levels out at around -0.2 as V ∗ increases. Despite this scatter, the P -
value for the data set is 0.006, indicating a signiﬁcant positive correlation (ρc = 0.40),
which is opposite to the parent and outlet branches. In the daughter branch for the PBS
case, there is also a large range in Uφ at low V ∗ and here the trend is found to be just
above the signiﬁcance threshold P = 0.054 with a negative correlation, ρc = −0.35.
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Figure 5.22: Relative velocity of RBCs in the daughter and outlet branches against relative velocity of
RBCs in the parent branch. Lines show Uφ = Uφ,p. (a) Dextran, (b) PBS.
Hence, while the relative velocity is highly dependent on ﬂow rate in the parent and
outlet branches, there must be other factors which have a signiﬁcant effect on Uφ in the
daughter branch. This is further conﬁrmed by comparing the relative velocity in the
parent branch to those in the daughter and outlet branches as shown in Figure 5.22.
For both cases, the data for the outlet branch lie very close to the Uφ,o = Uφ,p line,
indicating that the relative velocity in the outlet branch is deﬁned by that in the parent
branch. However, in the daughter branch there is no signiﬁcance in the relationship
for the Dextran case. For the PBS case, the data lie below the Uφ,d = Uφ,p line, but a
signiﬁcant trend is observed.
In Figure 5.23, Uφ is plotted against ﬂow ratio, Q∗. In both the Dextran and PBS cases,
the relative velocity in the daughter branch depends strongly on ﬂow ratio, whilst in the
outlet branch there is no dependence of Uφ on ﬂow ratio.
Furthermore, the trends in Figure 5.23 are similar to those for the haematocrit skewness
(Figure 5.11) and the haematocrit ratio (Figure 5.6). This shows the importance of the
geometry on the velocity relationship between the two phases of the blood.
5.6 Discussion
Prior to drawing conclusions from the data presented above, the advantages and lim-
itations of the techniques used in this chapter will be considered. Following this, the
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Figure 5.23: Ratio of average RBC to SM velocities in the daughter and outlet branches branch as a
function of ﬂow ratio. (a) Dextran, (b) PBS.
discussion will continue with analysis of the ﬂow in the parent branch. This represents a
fully developed condition at which RBC aggregation, deformation and migration have
reached equilibrium conditions, as would be reached after a long straight section of
vessel. Subsequently, the characteristics speciﬁc to a bifurcation will be considered,
namely those in the daughter and outlet branches. Finally, the signiﬁcance of the re-
ported data to analysis of microhaemodynamics will be discussed.
5.6.1 Experimental approach
The experimental approaches used in the present chapter allowed for a high quantity
of information to be extracted for each individual experiment. The novel aspects of
this work are the simultaneous measurements of the velocity and concentration of both
phases of the blood. Quantitative haematocrit proﬁles have been described by a few
experimentalists prior to this research. Aarts et al. (1988) used a laser-Doppler ap-
proach to count cell and platelet concentrations in blood ﬂow across a tube. However,
in their study, they utilised high ﬂow rates and a 3mm diameter tube. Nonetheless,
they observed that the bluntness of the haematocrit proﬁle decreased with increasing
ﬂow rate, as was observed in the present study. Manjunatha & Singh (2002) measured
velocity and haematocrit distributions in a frog mesentery using image processing and
tomographic approaches, respectively. Their results show skewed haematocrit distri-
butions after each bifurcation, in a manner comparable to those reported in Figure 5.4.
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Moger et al. (2004) used Dopper optical coherence tomography to measure RBC con-
centration and velocity proﬁles. They used a 150µm diameter capillary tube and also
observed decreasing haematocrit proﬁle bluntness at higher ﬂow rates, and even the
tubular pinch effect as the ﬂow rates increased further. Pries & Secomb (2008) showed
in vivo haematocrit proﬁles, but did not provide a signiﬁcant discussion. Damiano
et al. (2004) inferred viscosity proﬁles, which scaled with haematocrit, from velocity
proﬁles. However, this approach precludes analysis of the interaction between velocity,
haematocrit and viscosity, which is predeﬁned by the assumptions in their model.
A calibration curve was calculated for the present data, rather than assuming a linear re-
lationship between 1− I∗ and the channel haematocritHC , as was done in the previous
chapter. The result was a relationship which was well represented by an exponential
curve. The ﬁtting identiﬁed an intensity saturation point as well as a non-linearity
value. No signiﬁcant difference in the ﬁtted parameters was found at high or low
ﬂow rates, or between the Dextran and PBS cases for the curve and so a single set of
parameters was used for the two data sets. From Figure 5.3, it can be seen that, if the
highest feed haematocrit is omitted, a straight line would ﬁt reasonably well through
the data points, but would underestimate the haematocrit as the intensity approached
the saturation point. For the previous chapter, the linear assumption was made, but
as the channel was only 40µm in depth (a 20% reduction compared to this chapter)
the linear intensity-haematocrit assumption would not be expected to adversely affect
the results reported therein signiﬁcantly. Nevertheless, the calibration stage reﬁnes the
methodology developed in this study, which is necessary for the analysis presented in
this chapter.
It should be noted that the values of HC were estimated based on the feed haematocrit
and empirical relationships for the Fa˚hraeus effect and cell screening, and hence this
is a potential source of error. Ideally, the ﬁtting would be carried out against direct
measurements of the channel haematocrit. However, due to the requirement for a very
short measurement time (due to sedimentation and aggregation in the outer ﬂow sys-
tem), the small channel size and the low ﬂow rates used, the minute volumes of ﬂuid
which were perfused precluded such analysis for the present data. The values of a and
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b which were found to ﬁt Equation 5.4 are speciﬁc to the exact illumination method,
channel depth, microscope objective, camera sensitivity and exposure time used for the
present experiments. Hence, the calibration step would need to be carried out again if
the present technique was to be repeated.
It can be seen in Figure 5.3 that at HF = 0.30, the image is very dark. Around this
haematocrit level, the sensitivity of the haematocrit technique starts to reach its limit.
At higher haematocrit under the same illumination conditions, the saturation point was
reached which indicates an upper haematocrit level for the technique. Furthermore, at
this level, the RBC µPIV technique became less reliable due to reduced contrast and
less repeatable patterns, and the standard µPIV also became less effective due to the
cells absorbing and blocking the ﬂuoresced light from the suspended microparticles. It
was decided that due to these limitations, the present experiments would be carried out
with a feed haematocrit of 0.20 (noting that local haematocrits reached as much as 0.3
in Figure 5.4). This feed haematocrit is in the physiological range for the length scales
used here and optimised the efﬁciency of the measurement methodologies applied in
the present experiments.
The application of alternating illumination methods with a single camera for the present
data is a novel combination of two established experimental approaches which uniquely
provided quasi-simultaneous Eulerian data on both phases of the blood ﬂow. Sugii et al.
(2005) used a method which combined PTV for the RBCs with PIV for the plasma.
This approach has merit, but PTV requires very large amounts of data to be acquired
in order to get a reliable Eulerian description of the ﬂow ﬁeld, and as mentioned previ-
ously, experimental time is very limited for the present experiments due to the presence
of RBC aggregation. Furthermore, in the aforementioned study, only a single data set
was reported and the authors found the velocities of both phases to be insigniﬁcantly
different from the Poiseuillean proﬁle. To the author’s knowledge, there are no other
studies reported in which the two phases have been measured simultaneously†. Poelma
et al. (2012) used both methodologies, but alternated between them by physically mod-
†Although the data is technically only quasi-simultaneous, as the data are steady, it is not important
to discriminate between the two.
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ifying the setup. Ji & Lee (2008) applied both imaging methodologies, but only used
the RBC images for qualitative analysis, as was the case in a number of other studies
(Ishikawa et al., 2011; Lima et al., 2009a; Lima et al., 2008b).
Recently, Poelma et al. (2012) provided the ﬁrst experimental paper directly com-
paring the effect of depth of correlation on RBC and ﬂuorescent-particle based PIV
approaches. They reported that for low magniﬁcations, the depth of correlation for
both techniques was similar, as the data are ‘depth-saturated’, meaning that the depth
of correlation ﬁlls the majority of, or exceeds, the channel depth. Hence, both data
techniques underestimate the velocity by a similar proportion, being 0.67 for a diam-
eter of 50µm (note that the hydraulic diameter of a square channel is equal to its side
length). However, it should be noted that this analysis makes the tacit assumption that
the velocity of the RBCs and SM are equal, which is not observed to be the case for
the present study.
A key assumption made in the present study was that the analysis time was sufﬁciently
short that the effect of sedimentation was negligible. This enabled the use of the (x, y)
plane distributions of velocity and haematocrit in the parent branch to be used to predict
(x, z) plane (in the daughter branch) and (y, z) plane (in the parent and outlet branches)
distributions. Alonso et al. (1995) studied the sedimentation effect at low shear rates in
horizontal and vertical tubes in the presence of aggregation. They reported ﬂow rates
in terms of wall shear stress, which correspond to normalised velocities of 0.2− 10s−1
for a 59µm diameter tube†. For that tube, the sedimentation effect was negligible for
normalised velocities above 5s−1, even after 300 seconds. The lowest normalised ve-
locity utilised in the present study in the parent branch was 12s−1. It was also observed
that the effect of sedimentation was reduced for smaller tubes and at higher ﬂow rates
(Alonso et al., 1995). Given that in the present study all acquisition was carried out
within 45 seconds of ﬂow reduction (from the high disaggregating ﬂow rate) in small
†Their calculation for wall shear stress is not explicitly stated, hence the wall shear for Poiseuille
ﬂow is used here. Alonso et al. (1995) did not mention what viscosity they used, however the above
values are based on the plasma viscosity, which would give the highest estimated range of normalised
velocities.
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channels at high ﬂow rates (relative to Alonso et al. (1995)), it seems reasonable to
assume that sedimentation would not have had a signiﬁcant effect on the present data.
5.6.2 Fully developed ﬂow: Parent branch
This section will discuss the haemodynamic characteristics when the ﬂow is fully devel-
oped (as explained above). The control parameters for this part of the data are limited to
the presence or absence of aggregation and the normalised velocity. The resulting data
comprise the bluntness of the haematocrit and velocity proﬁles and the phase velocity
ratio.
In the preceding analysis, a normalised velocity, V ∗ = U/D, (where U = Qtot/D2) has
been used rather than an absolute ﬂow rate, in order to make the results more general. It
should, however, be noted that scaling of microscale haemodynamic data is not strictly
appropriate, due to the importance of the ratio of RBC size (not just the diameter) to the
channel dimensions. Furthermore, the terminology normalised velocity has been used
rather than the more common ‘pseudoshear rate’ (Bishop et al., 2001a; Ong et al.,
2010; Reinke et al., 1987). As discussed in Chapter 1, if one considers Poiseuille ﬂow,
the average shear can be calculated by integrating the shear rate, which yields
γp =
16
3
u
D
(5.20)
As the hydraulic diameter of a rectangular channel is equal to that for an equivalent
cylindrical pipe, the normalised velocity could be scaled by this value to give an es-
timate of the average shear rate in the channel. However, it should be noted that the
shear rate can range from very high values at the channel walls to zero at the apex of
the velocity proﬁle.
It was observed that around normalised velocities of 50s−1, the characteristics of the
ﬂow changed signiﬁcantly. According to Equation 5.20, this corresponds to an average
shear rate of 260s−1. These values are far higher than those at which one would expect
to see a signiﬁcant inﬂuence of aggregation (Snabre et al., 1987). However, it should
be noted that aggregation has been observed in vivo at pseudoshear rates (equivalent to
normalised velocity) greater than 70s−1 (Bishop et al., 2004; Ong et al., 2010).
The normalised velocity of 50s−1 is observed to be a transition point in many of the
results, so for simplicity, values above and below this value will be termed high and
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low ﬂow regimes, respectively.
In terms of absolute velocities, a normalised velocity of 50s−1 corresponds to an ab-
solute velocity of 2.5mm/s. Average velocities in the microvasculature tend to be in
the range 0.5 − 10mm/s (Fung, 1997), which implies that even under normal physi-
ological conditions, it is likely that aggregation will inﬂuence haemodynamics in the
lower velocity vessels. Under certain pathological conditions in which aggregation is
enhanced (Babu & Singh, 2004; Jain, 1988), aggregation could signiﬁcantly alter the
blood ﬂow characteristics.
The haematocrit proﬁle bluntness (HB) was a key parameter in deﬁning the character-
istics of the ﬂow in the parent branch. RBCs migrate radially as a result of interactions
with the ﬂow ﬁeld between the RBC and the channel wall, and in concentrated ﬂows,
the migration is counteracted by interactions between RBCs. At low ﬂow rates, aggre-
gation increases radial migration (Bishop et al., 2001c; Bishop et al., 2001a; Cabel
et al., 1997), as well as inducing synaeresis (Goldsmith et al., 1989). For the Dextran
case, at very low ﬂow rates a sharp haematocrit proﬁle was observed, which became
blunter as the overall ﬂow rate increased, as also observed by Palmer (1969). Further-
more, aggregating RBCs have been shown to have reduced dispersibility (Bishop et al.,
2002; Bishop et al., 2001d), which would help in retaining a high RBC concentration
in the channel centre in the presence of aggregation. At higher ﬂow rates, the greater
shear forces would cause disaggregation, increasing cell-cell interactions and counter-
acting the effects of synaeresis and radial migration. For the non-aggregating case,
the haematocrit bluntness was high at low ﬂow rates, but decreased as the ﬂow rate
increased, as has been observed experimentally (Aarts et al., 1988; Moger et al., 2004)
and numerically (Freund & Orescanin, 2011), due to increased radial migration.
Reinke et al. (1987) observed that the width of the RBC core, which should correlate
with haematocrit bluntness, increased for Dextran cases as the ﬂow rate increased, and
decreased slightly for RBCs suspended in saline (equivalent to PBS). Radial migration
is expected to be enhanced at high ﬂow rates (Caro et al., 2012), so this trend could
also be expected. Interestingly, for V ∗ > 50s−1, which seems to be a transition re-
gion, the haematocrit bluntness for the two cases settled at a steady value which was
higher for the Dextran case than for the PBS case (Figure 5.9). This may be because,
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even at high ﬂow rates, although aggregation near the channel walls is expected to be
negligible, there will be a region in the channel centre which will have some degree of
aggregation. The relationships observed between the velocity and haematocrit proﬁles
correspond to those described by Goldsmith (1968): there is an inverse relationship
between haematocrit bluntness and velocity bluntness, as shown in Figure 5.17.
It was observed that as the haematocrit bluntness increased, the velocity proﬁle became
less blunt. This can be explained as a result of a number of complementary phenom-
ena. As the haematocrit proﬁle becomes less blunt (i.e. there is a greater concentration
of RBCs away from the walls) the viscosity in the channel centre becomes relatively
higher and the viscosity at the channel wall becomes relatively lower. As a result,
the ﬂuid velocity will decrease in the channel centre and increase close to the walls.
This will blunt the velocity proﬁle, resulting in increased shear rate near the walls, and
decreased shear rate in the channel centre, further modifying the viscosity in the same
manner as the haematocrit proﬁle (as blood is a shear thinning ﬂuid). Furthermore, the
increased shear rate near the walls will enhance radial migration (Goldsmith, 1971). In
the presence of an aggregating agent, such as Dextran, RBC aggregation would occur
(or persist) in the regions of low shear rate, further blunting the velocity proﬁles by
increasing the local viscosity in the channel centre. This effect would be very strong
at low ﬂow rates, but also visible at high ﬂow rates, as the shear rate in the channel
centre must be very small, irrespective of the absolute velocity. Therefore, velocity
bluntness is expected to decrease for both Dextran and PBS cases as the haematocrit
bluntness increases. Furthermore, the velocity proﬁles would be expected to be blunter
in general in the presence of aggregation (Bishop et al., 2001a; Reinke et al., 1987;
Nakano et al., 2003).
The aggregating and non-aggregating cases showed opposite trends in the RBC ve-
locity bluntness (VB) in relation to the ﬂow rate (Figure 5.16). VB decreased with
increasing ﬂow rate for the aggregating cases (Alonso et al., 1995; Bishop et al.,
2001a; Gaehtgens et al., 1970; Reinke et al., 1986), whereas it increased slightly as
the ﬂow rate increased for non-aggregating blood. This later trend is not commonly
reported, but Bishop et al. (2001a) found that non-aggregating blood velocity pro-
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ﬁles decreased only very slightly in bluntness compared to the Dextran case as the
ﬂow rate increased in vivo. However, the data is consistent with that expected due
to the inﬂuence of haematocrit bluntness on velocity bluntness (Goldsmith, 1968):
comparing the velocity bluntness with the haematocrit bluntness (Figure 5.17) gives
ρc = −0.75, P < 0.001 and ρc = −0.36, P = 0.049 for the RBCs in the Dextran and
PBS cases respectively.
For the SM in the PBS case, the same trend was observed as for the RBCs. For the SM
in the Dextran case, however, the velocity bluntness increased with increasing ﬂow rate
for V ∗ < 50s−1 (Figure 5.16b), conversely to the trend observed for the RBCs (Figure
5.16a). Correspondingly, the expected inverse relationship between the two bluntness
parameters (velocity and haematocrit) was observed in all cases with the exception of
the SM in the Dextran case, which showed the opposite relationship to that expected
on the basis of the preceding discussion (see Figure 5.17). For V ∗ < 50s−1, i.e. in the
low ﬂow regime, the SM bluntness increased as the haematocrit bluntness increased.
The following mechanism is proposed to explain this observation, based on the concept
that RBC aggregates inﬂuence the ability of the SM to ﬂow separately to the RBCs. At
the lowest ﬂow rates, there is a high concentration of RBCs in the channel centre which
are aggregated. Due to the additional energy cost in navigating the aggregates, the
movement of the SM around these aggregates is retarded, and hence the two phases
have very similar velocity proﬁles. As the SM velocity proﬁle is expected to be blunter
than that of the RBCs, the result is a reduction in the bluntness of the SM velocity pro-
ﬁle. As the ﬂow rate increases, the RBC concentration in the channel centre decreases
due to the extent of aggregation decreasing as a result of disaggregating shear forces.
This would allow the SM to ﬂow more independently of the RBCs, and hence the SM
velocity bluntness tends towards a higher value, as observed at higher ﬂow rates (Figure
5.16). From Figure 5.20a, it can be seen that in the Dextran case, the relative velocity
between the two phases, Uφ, is nearly zero at low ﬂow rates and stabilises at around
-10% for V ∗ > 50s−1, which supports the idea that the interaction between the two
phases decreases as the ﬂow rate increases. For the non-aggregating case, the bluntness
follows the expected trend for both phases of the ﬂuid, indicating reduced inﬂuence of
the RBCs on the SM in the absence of aggregation. For the PBS case, at low ﬂow rates,
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the relative velocities are around zero (Figure 5.20a), as was observed in the Dextran
case, however, the bluntness of the SM is much greater than that of the RBCs (Figure
5.16). As the ﬂow rate increases, the relationship between the velocity bluntness of the
two phases stays approximately the same, conversely to the aggregating case.
The opposing trends observed between Uφ and HB for the Dextran and PBS cases (see
Figure 5.20b) can also be explained by the same phenomenon. Although a statistically
signiﬁcant relationship was indicated by the Spearman’s correlation coefﬁcient for the
entire data set, if the data is again split into high and low ﬂow regimes, and Pearson’s
correlation coefﬁcient is ﬁt to the data, the results yield rc = −0.50, P = 0.012 and
rc = 0.56, P = 0.007 for the low and high ﬂow regimes respectively. This suggests
strong correlations with opposite directions in the high and low ﬂow regimes. HB and
Uφ for the Dextran case at high ﬂow rates are related in the same manner as those for
the PBS case, i.e. the difference between the velocities of the two phases increases as
the bluntness of the haematocrit proﬁle decreases. It was proposed that this is because
an increase in RBC concentration in the channel centre (in the absence of aggregation)
increases cell-cell interactions which reduces the RBC velocities.
Conversely, this trend is inverted for the Dextran case in the low ﬂow regime: the
relative velocity is observed to decrease as the haematocrit in the channel centre in-
creases. In accordance with the above discussion, the greater the extent of aggregation
(which corresponds to lower haematocrit bluntness), the less possible it is for the SM
to ﬂow independently of the RBCs. As the extent of aggregation decreases (for V ∗ up
to 50s−1), the SM ﬂow is gradually less dependent on the RBC ﬂow, and hence the
relative velocity decreases towards levels expected in the absence of aggregation. The
trend in Uφ against HB is inverted for V ∗ > 50s−1, as the aggregates break up and the
RBCs ﬂow separately from one another, increasing the cell-cell interactions. Therefore,
it could be said that the inversion of the Uφ against HB relationship for the Dextran
case at low ﬂow rates is a result of the dependence of HB on V ∗, and hence the extent
of aggregation, rather than as a direct inﬂuence of the haematocrit concentration proﬁle.
Another interesting characteristic of the measured velocities was the ‘bell-shaped’ pro-
ﬁle of the RBC velocities in the parent branch. This surprising result has not, to the
author’s knowledge, been discussed previously, although it is visible in a number of
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experimental studies (Baker & Wayland, 1974; Choi et al., 2011; Moger et al., 2004;
Zhong et al., 2011) and in a computational study by Doddi & Bagchi (2009). Further-
more, Bishop et al. (2001a) analysed velocity proﬁles in vivo and ﬁt the data to Equation
1.14. The exponentK was found on average to be less than 2 (parabolic ﬂow) for non-
aggregating cases at medium to high ﬂow rates. For a Newtonian ﬂuid, an exponent
of K < 2 is not possible (under the conditions of Poiseuille ﬂow), and the presence of
rigid particles in a Newtonian ﬂuid blunts velocity proﬁles (Caro et al., 2012). Hence,
for K < 2 the RBCs must be strongly inﬂuencing the velocity proﬁle. Although the
data was not clear enough to indicate whether there was a bell-shape present, it would
explain the values of K below those of a parabolic velocity proﬁle†.
The bell-shape, which resulted in low velocity bluntness, was particularly pronounced
for the PBS case, especially at low rates, and decreased as the haematocrit bluntness
decreased. For the Dextran case, the bell shape was present but to a lesser extent. Both
the RBC and SM proﬁles had this characteristic at low ﬂow rates, while at higher ﬂow
rate the SM proﬁles lost their bell shape, as a result of the reduced interaction between
the phases discussed above (see Figure 5.13). However, for the PBS data, the bell
shape was not clear in the SM proﬁles. The following mechanism which leads to the
bell-proﬁle is proposed.
RBC velocities at the wall cannot be considered to be zero. The centre of mass of an
RBC aligned so that its major diameter is perpendicular to the axial direction cannot
get closer than ≈ 4µm to the wall. Even when it is in contact with the wall, part of
the same cell will lie at least 8µm into the channel, which for the present geometry is
16% of the channel. Unless the RBC is adhered to the wall, it could be estimated that it
would move with an average velocity equal to that for the SM at the location coincident
with the centre of mass of the cell, i.e. 4µm from the channel wall. Hence for locations
close to the vessel wall, the velocity would be much greater than would be expected for
the continuous phase, while at the outer edge of the cell, the velocity would be reduced
relative to the SM. This slow moving cell would interact with adjacent cells, reducing
their velocity. However, as distance from the wall increased, there would be more
†It could be suspected that the bell shape is an artefact of the PIV approach and interference from
the walls, however, it should be noted that all data (both Dextran and PBS, and SM and RBCs) were
processed in exactly the same way.
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interactions with neighbouring cells, hence closer to the channel centre, the inﬂuence
of low velocity cells near the wall would decrease. This could explain the observed
bell-shape in the experimental data.
In the Dextran case, the haematocrit near the wall was slightly lower than for the PBS
case (see Figure 5.8), corresponding to an increased CDL width, as was noted for the
Dextran case in Chapter 3. This would reduce the inﬂuence of the near-wall RBCs (as
there would be less of them) and the aggregated RBCs in the channel centre would
be more resistant to the effects of interaction, due to the decreased dispersibilty of
RBC aggregates (Bishop et al., 2002) (see also Chapter 3). The combined effect would
be a reduction in the extent of the bell-shape characteristics for the Dextran case, as
observed in the present data.
5.6.3 Bifurcation: Daughter and outlet branches
In the vasculature, there will be some sections which are sufﬁciently long for the ﬂow to
fully develop, however, Carr & Xiao (1995) estimated that this is only the case in about
40% of vessels. The regular branching of vessels signiﬁcantly changes the distributions
of velocity and viscosity, which are dependent on ﬂow rate, ﬂow ratio and geometrical
considerations such as the angle of the bifurcation and the branch widths.
The geometry used in the present data is such that the outlet branch is a continuation of
the parent branch, while the daughter branch is perpendicular and hence characteristics
from the parent branch are less likely to be continued in the daughter branch (see Figure
5.1). The present data was acquired such that the ﬂow ratio (Q∗) should be independent
of the parent branch normalised velocity (V ∗), in order to enable separation of the
two parameters. To test this condition, Pearson’s correlation was applied to the two
parameters. For the Dextran case, it was found that P = 0.076, implying no signif-
icant relationship. For the PBS case, the P -value was 0.024, indicating a signiﬁcant
correlation, with a corresponding correlation coefﬁcient of ρc = −0.4. However, if the
highest two velocity cases for the PBS data are omitted, then the P -value increases to
0.080. Hence, it is reasonable to assume that the two control parameters, V ∗ and Q∗
are independent. Thus, for these data, the skewness of the velocity and haematocrit
proﬁles was considered parametrically, as well as the relative velocity between the two
phases of the ﬂuid. Additionally, the bulk haematocrit ratio and RBC ﬂux ratio were
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analysed.
The lowest velocities analysed in the present study were 0.10mm/s for the daughter
branch and 0.38mm/s for the outlet branch, corresponding to normalised velocities
of 2 and 7.6 channel widths (D) per second. Given that the imaging region covered a
length of 3.5D for each branch, the minimum transit times were 1.75 and 0.46 seconds
for the daughter and outlet branches respectively. Given these short times and the
time scale of the aggregation process (on the order of 5 seconds (Cokelet, 1980)), it is
unlikely that signiﬁcant aggregation takes place immediately after the bifurcation and
hence in the region analysed here. Thus, as in Chapter 4, the observed effects of aggre-
gation are a result of the aggregation that has occurred upstream of the bifurcation (i.e.
in the parent branch), and the way in which it effects the distribution and dispersibility
of the RBCs and the ﬂow of the suspending medium.
Plasma skimming would be expected to occur under the conditions of the present in-
vestigation. This was shown in both the haematocrit ratio and RBC ﬂux ratio plots to
be a strong function of the ﬂow ratio (Figures 5.6 and 5.7). The RBC ﬂux ratio was
ﬁt to an empirical logit function (Pries et al., 1989) and while the PBS case param-
eters indicated slightly greater sigmoidal shape, the Dextran cases were more asym-
metric, meaning that there was a greater difference between the daughter and outlet
branches. In the previous chapter, for a symmetric ‘straight-T’ bifurcation, there was
slightly more plasma skimming in the aggregating case than the non-aggregating case.
For the present ‘side-T’ geometry, the Dextran and PBS cases had similar total plasma
skimming. This indicates an importance of geometry on plasma skimming when RBC
aggregation is present.
Fenton et al. (1985) found that parent branch ﬂow rate was not an important factor in
plasma skimming, however their data was acquired for relatively high ﬂow rates. They
grouped their results into three groups: Re < 0.3, 0.3 < Re < 3 and Re > 3. The
Reynolds number,Re = ρV D/µ, can be estimated for the present data based on the ap-
parent viscosity calculated using the CFD simulations, a blood density of 1039kg/m3
(see Chapter 6), and using D = 50µm (as the hydraulic diameter of a square channel
is equivalent to the cylindrical vessel diameter). This gives ranges Re = 0.02 − 0.3
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for the present data, i.e. all data ﬁt within the lower category considered by Fenton
et al. (1985). Figure 5.6b showed that there was an effect of parent branch ﬂow rate
on the extent of plasma skimming. For the Dextran case, the extent of plasma skim-
ming decreased with increasing ﬂow rate, whilst the opposite was observed for the PBS
case. This is the same trend as observed for the haematocrit proﬁle bluntness. Directly
comparing HB to H∗d (an indication of plasma skimming) yields P -values of 0.02 and
0.05, respectively (not plotted for brevity). As HB decreases, the haematocrit in the
channel centre is greater relative to the mean. Correspondingly, the haematocrit near
the channel edges must decrease, which would enhance plasma skimming. Hence, the
present data shows that, for low ﬂow rates, plasma skimming is signiﬁcantly affected
by the parent branch ﬂow rate, particularly in the presence of RBC aggregation, due to
its effect on the haematocrit distribution in the parent branch.
The haematocrit proﬁles were observed to be skewed, with the haematocrit being in-
creased near the outer wall of the daughter branch and the inner wall of the outlet
branch (Figure 5.10), as would be expected if the RBCs, distributed as observed in the
parent branch, were to directly follow streamlines. In general, the haematocrit pro-
ﬁles qualitatively matched those measured by Manjunatha & Singh (2002) and shown
schematically by Cokelet (2011). At very low ﬂow ratios, where only 10% of the total
ﬂow entered the daughter branch (Q∗ = 0.1), almost 80% of the RBCs were located in
the channel close to the outer wall (HS = 0.2, see Figure 5.11). This value tended to-
wards around 60% for an equal ﬂow split. Both Dextran and PBS cases showed similar
trends (Figure 5.11a), although the shapes of the proﬁles were different (Figures 5.10a
and c). In the outlet branch (Figure 5.11b), the skewness tended towards HS = 0.5
as more of the ﬂow entered that branch (increasing Q∗). At approximately equal ﬂow
split, around 60% of the cells existed in the half of the channel closest to the inner wall
HS = 0.6, with very slightly more for the Dextran case. Aside from the skewness,
the haematocrit proﬁles in the outlet branch were similar to those of the parent branch,
with less bluntness in the Dextran case, again indicating a continuation of the parent
branch characteristics.
A greater degree of skewness in the velocity proﬁles was observed to occur in the
daughter branch than the outlet branch, corresponding with the greater skewness of the
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haematocrit proﬁle (although in the opposite direction). In the daughter branch, the SM
velocity skewness, was more affected by HS than the RBC velocity skewness (compare
Figure 5.18c to a). Additionally, despite the similar HS (Figure 5.11), the Dextran case
VS in the daughter branch was greater than that of the PBS case (Figures 5.18 a and
c), and was more strongly correlated with ﬂow ratio (Figure 5.18a and c). In the outlet
branch, a similar trend was observed, but the PBS skewness only scaled with ﬂow ratio
for the SM (i.e. no correlation was observed between the RBC velocity skewness and
the ﬂow ratio, see Figure 5.18b and d). The velocity and haematocrit skewness were
compared directly, and strong correlations were shown for RBC and SM for the Dextran
cases, but only for the SM for the PBS case (Figure 5.19b and d).
The skewness in the velocity proﬁles arises as a result of the uneven haematocrit distri-
bution. Where there are more RBCs, the local viscosity is increased due to the energy
loss associated with ﬂow in and around a large number of moving obstacles (RBCs).
Additionally, SM velocity in regions of high haematocrit will be closer to that of the
RBCs. This was observed for both aggregating and non-aggregating cases, although
in the presence of aggregation, the energy loss would be increased and hence a greater
degree of skewing would be expected. In the regions of high haematocrit, the velocities
of the two phases of the blood were observed to be closer than in the low haematocrit
region (compare Figure 5.10 to Figures 5.15 and 5.14), as the greater the local haemat-
ocrit, the more the RBCs will inﬂuence the SM velocity; this was particularly the case
in the daughter branch. This explains the increase in VS with HS for the SM for all
cases. The RBC velocities seem to be less inﬂuenced by their local concentration than
the SM velocities, as would be expected due to the ﬁnite size of the RBCs compared to
the continuum SM. RBC aggregation further enhanced this effect, as the phenomenon
reduces RBC dispersibility, meaning the RBCs travel together and the SM ﬂow is
greatly retarded. Therefore, the effect of the haematocrit is greater on the SM than the
RBC velocity. This is supported by increased bluntness in the parent branch for the
SM compared to the RBC (Figure 5.16).
The present experimental setup allowed for simultaneous measurement of both phases
of the blood and hence calculation of the relative velocity between the two phases. In
the parent branch, it was shown that the relative velocity was mainly inﬂuenced by the
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parent branch haematocrit proﬁle bluntness, except in the presence of signiﬁcant RBC
aggregation. The results in the daughter and outlet branches, however, were different.
In the outlet branch, the relative velocity was strongly inﬂuenced by the ﬂow rate in
that branch, following the same trend as in the parent branch (Figures 5.21 and 5.22),
but not by the ﬂow ratio (Figure 5.23). In the daughter branch, the relative velocity
was strongly inﬂuenced by ﬂow ratio (Figures 5.23), and hence the haematocrit ratio.
However, Uφ was less affected by the absolute ﬂow rate (Figure 5.21) in the daughter
branch than the outlet branch. For the PBS case, the signiﬁcance of the trend in Uφ
against V ∗ was just less than the commonly considered level (P = 0.054), but showed
a decrease in Uφ for higher velocities, as observed in the parent branch (Figure 5.20).
For the Dextran case, a trend of increasing relative velocity with increasing ﬂow rate
was observed. However, the data for the daughter branch in Figure 5.21 are highly
scattered for low V ∗ making it hard to further investigate the trend, and indicating that
V ∗ is not the dominant parameter in the daughter branch.
Comparing the daughter and outlet branch mean relative velocities directly to those
in the parent branch (Figure 5.22), showed that the outlet and parent branch relative
velocities are almost identical in all cases (using Pearson’s correlation coefﬁcient rc =
0.92 and 0.90, with P < 0.001 for both Dextran and PBS cases). For the daughter
branch in the Dextran case, there was no correlation (P = 0.702), while there was a
positive correlation for the PBS case (P = 0.002), albeit a less strong one than for the
outlet branch.
Hence, it seems that the ratio of the velocity of the two phases in the outlet branch is
almost entirely dependent on the relative velocity (and hence the haematocrit bluntness)
and the state of aggregation in the parent branch. This is due to the geometry resulting
in the outlet branch being a continuation of the parent branch.
In the daughter branch, the relative velocity is predominantly dependent on the ﬂow
ratio (Figure 5.23), which in turn scales directly with the haematocrit ratio (Figure 5.6):
as the ratio of RBC to SM by volume (haematocrit) decreased, the relative velocity of
the RBCs also decreased signiﬁcantly. Additionally, the haematocrit ratio correlates
very strongly with the skewness of the haematocrit proﬁle (ρc = 0.87 and ρc = 0.85 for
Dextran and PBS cases, both with P < 0.001, not shown). Both the Dextran and PBS
cases displayed similar relationships in terms of both haematocrit ratio and skewness.
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5.7 Signiﬁcance of the reported data
Measurements of blood velocity using PIV approaches have recently become quite
common. Using either the RBCs as tracers (Hove et al., 2003; Nakano et al., 2003) or
suspending ﬂuorescent particles in the ﬂuid (Damiano et al., 2004; Vennemann et al.,
2006) are two commonly used approaches. Poelma et al. (2012) reported that the two
measurement methods diverge as the depth of ﬁeld decreases relative to the channel
depth (Poelma et al., 2012), but assume that the measurements would be otherwise
equivalent. However, the results of the present study showed quite different results
in terms of the two phases of the blood velocity. The relative velocity between the
two phases differed by around 10% at high ﬂow rates in the parent branch, and by up to
50% in the daughter branch. Furthermore, a strong bell-shape was observed in the RBC
velocity proﬁle, which is postulated to be a result of RBC-RBC and RBC-wall interac-
tions. Finally, aggregation was observed to signiﬁcantly modify the characteristics of
the relative velocity even at very high ﬂow rates (wherein aggregation is often assumed
to be negligible). The combination of these phenomena highlight how important it is to
account for both phases of the blood.
While haematocrit distributions have previously been described qualitatively (Cokelet,
2011) and quantitatively (Manjunatha & Singh, 2002), the present study represents the
ﬁrst parametric analysis of haematocrit distributions in a bifurcation. The observed
trends qualitatively matched those described elsewhere; the parametric analysis has
provided information from which inferences about the interplay between various mi-
crohaemodynamic phenomena, such as RBC aggregation and radial migration, are pos-
sible.
Combining the data on both haematocrit and velocity distribution throughout the chan-
nel provides an opportunity to validate future computational simulations with a higher
degree of accuracy than has been hitherto possible. Computational approaches in which
RBCs are treated individually as a collection of springs (Fedosov et al., 2010a; Imai
et al., 2010) can provide a large amount of data on the velocities of both phases of the
blood. If such models are capable of reproducing the experimental data observed in the
present work, then they could help to further clarify the mechanics behind the observed
trends and either support the proposed mechanisms or provide alternative explanations.
Furthermore, the data could be used directly in a hybrid approach to modelling blood
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ﬂow as a continuum, by combining the haematocrit distribution with empirical viscos-
ity models. This approach is investigated in Chapter 6.
The conversion of two-dimensional to three-dimensional data used in the present study
required that the microchannel cross section was square (i.e. there was a unity aspect
ratio). However, it may be possible to extend the technique to a circular cross-section,
by accounting for the difference in channel depth by weighting the values across the
channel. If a sufﬁciently two-dimensional microvascular network could be found in
vivo, then the approach could be extended to animal work. Although the resolution of
the data would inevitably be decreased, and the degree of scatter would be greater, such
information could be invaluable in developing better understanding of microvascular
blood ﬂow.
5.8 Closure
The aim of the present chapter was to provide a more complete description of the
haemodynamics in a bifurcating geometry. Newly developed experimental techniques
provided quantitative data on haematocrit distributions in a bifurcation for different
ﬂow rates and ﬂow ratios. Furthermore, by acquiring data on the velocities of both the
RBCs and SM, analysis of the relative velocity between the phases was possible. The
results showed a number of interesting trends, and RBC aggregation was observed to
greatly alter the characteristics compared to samples in which aggregation was absent.
Due to experimental limitations, it was not possible to directly infer information on
the effect of RBC aggregation on apparent viscosity. Additionally, for the reasons
discussed in §1.4.6, accurate wall shear stress data was not available. In the next chap-
ter, apparent viscosity and wall shear stress values for the present data are calculated
by using the experimental data as an input to CFD simulations. The estimated three-
dimensional haematocrit distributions are combined with a haematocrit and shear de-
pendent empirical viscosity model in order to produce a hybrid computational model
of the blood ﬂow in the present bifurcating geometry.
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Chapter 6
A hybrid approach to modelling
microhaemodynamics
In this chapter a continuum computational approach model is developed that utilises
experimentally measured haematocrit proﬁles. A viscosity model which is dependent
on both the local haematocrit concentration and shear rate is utilised. The model is then
numerically solved for the appropriate boundary conditions and the computed velocity
proﬁles compared with experimentally determined values.
6.1 Introduction
It is widely accepted that blood viscosity has shear-thinning properties which are also
dependent on haematocrit. Such relationships have been described in detail for bulk
haematocrits (Chien, 1970; Pries et al., 1992b), but descriptions of localised effects
are scarce (Das et al., 1998; Hokkanen, 1989) and have hitherto only been provided
based on simulations. In Chapter 5, experimental data on haematocrit and velocity
distributions of both the RBCs and the SM was collected and analysed. In the present
chapter, these data are used to provide input to a hybrid computational approach for the
simulation of microhaemodynamics.
Macroscale (arterial size) blood ﬂow simulations commonly assume that the blood is
a Newtonian ﬂuid, although shear-thinning models, such as the Carreau-Yasuda model
(Gijsen et al., 1999) can be utilised in order to make the simulations more realistic.
However, there is no consensus on which model best represents true blood ﬂow, as a
result of a lack of sufﬁciently detailed experimental data for validation, and hence some
degree of subjectivity is involved in the selection of the most appropriate model (Soulis
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et al., 2008).
A number of groups (Fedosov et al., 2010b; Imai et al., 2010) have recently developed
sophisticated computational models based on modelling individual RBCs as a collec-
tion of interconnected springs, which allow highly detailed simulations of microvascu-
lar blood ﬂow. These methods have proved able to predict well known microvascular
phenomena, such as radial migration and the Fa˚hraeus and Fa˚hraeus-Lindqvist effects,
but further rigorous comparison with detailed experimental data is still required. Fur-
thermore, the approach is associated with great computational requirements, and this
limits its use. Two-dimensional models of individual RBCs using, for example, the im-
mersed boundary (Bagchi, 2007; Eggleton & Popel, 1998) or lattice-Boltzman (Hyaku-
take et al., 2006; Zhang et al., 2008) approaches are less computationally expensive,
but by assuming planar RBCs, they have their own limitations.
The approach used in this chapter considers blood as a continuum, which is reasonable
for vessel scales down to approximately 20µm (Cokelet, 1999), but deﬁnes the viscos-
ity as a function of shear rate and haematocrit in aggregating and non-aggregating blood
samples. The Quemada model (Cokelet, 1987; Quemada, 1977; 1978a; 1978b), is used
for this purpose, employing empirically deﬁned parameters. This approach allows for
simulations with a very low computational expense, but with a strong haemodynamic
basis, which is validated via direct comparison with experimental results.
The haematocrit distributions derived in the previous chapter are used in conjunc-
tion with experimental velocity measurements to provide boundary conditions, and the
shear dependent terms in the Quemada model are calculated intrinsically within the
simulation. For each of the cases acquired in Chapter 5, a simulation of the ﬂow is car-
ried out in the domain indicated in Figure 5.1. Additional simulations are also carried
out, assuming uniform haematocrit distributions, in order to allow analysis of the effect
of the haematocrit distribution separately from the mean haematocrit and ﬂow rate.
In addition to providing an alternative approach to blood ﬂow simulations, the results
allow for consideration of the wall shear stress and apparent viscosity under different
circumstances, which was not possible from the experimental data.
The chapter will proceed with a description of the Quemada model and empirically de-
ﬁned ﬁts to its parameters, followed by the details of the computational ﬂuid dynamics
simulations. The velocity results will be analysed and compared to the total ﬂuid ﬂux
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calculated from the experiments in order to validate the model. Finally, the dependence
of wall shear stress and apparent viscosity in each of the branches will be considered in
relation to the normalised velocity, ﬂow ratio and the skewness and bluntness parame-
ters.
6.2 Deﬁnition of viscosity
In the present chapter, both the shear rate and haematocrit dependent aspects of blood
viscosity will be accounted for. One model which captures both phenomena is that
of Quemada (1977; 1978a; 1978b). This model is derived from ﬁrst principles and is
described by
µ =
µ0
(1− 0.5kH)2 (6.1)
where µ0 is the suspending medium viscosity, H is the haematocrit and the parameter
k is described by
k =
k0 + k∞
√
γr
1 +
√
γr
(6.2)
k0 is the intrinsic viscosity of the ﬂuid at zero shear, i.e. the parameter deﬁnes the
contribution of the RBCs to the viscosity of the ﬂuid under static conditions. k∞ is
the intrinsic viscosity at inﬁnite shear (hence negating aggregation effects). The term
γr is deﬁned according to γr = γ/γc: the shear rate at a given location, γ†, divided
by the critical shear rate γc. The latter can be considered to be the inverse of the
relaxation time for the mechanism which causes the ﬂuid to be non-Newtonian (namely
a combination of RBC aggregation and deformation). The values of k0, k∞ and γc
have been empirically deﬁned by Dufaux et al. (1980) and Cokelet (1987) using a
Couette viscometer. They recorded viscosity under a number of shear and haematocrit
conditions and calculated the parameters for each data set. The parameters were plotted
against haematocrit and ﬁts of the natural log of each parameter were calculated:
ln (k0,A) = 3.874− 10.41H + 13.80H2 − 6.738H3 (6.3)
†Note that γ is used as opposed to γ˙ in order to be consistent with other papers referring to the
Quemada model.
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ln (k0,N) = 0.6534 + 2.350H − 3.451H2 − 1.120H3 (6.4)
ln (k∞) = 1.3435− 2.803H + 2.711H2 − 0.6479H3 (6.5)
ln (γc,A) = −6.7597 + 25.626H − 18.988H2 (6.6)
ln (γc,N) = 7.7381− 7.5411H (6.7)
The subscripts A and N indicate aggregating and non-aggregating samples. Note that
k∞ is deﬁned for both aggregating and non-aggregating cases, as under inﬁnite shear
no aggregation would be present.
Figure 6.1 shows graphically the dependence of the parameters on haematocrit. It can
be seen that k∞ decreases as the haematocrit increases. This is a result of increased
RBC deformation at high RBC concentration, which allows the RBCs to align with
the ﬂow and undergo ‘tank-treading’ which reduces their contribution to the ﬂow resis-
tance. The dotted line section on the ﬁgure indicates extrapolation of the ﬁtted curve
beyond the experimental data sets of Cokelet (1987). The viscosity at zero shear rate
(Figure 6.1b) increases slightly for the non-aggregating case as the haematocrit in-
creases. This is due to the increased interactions between RBCs at higher concen-
trations. Conversely, the intrinsic viscosity at zero shear rate for aggregating blood
decreases at higher haematocrit, as when there are more cells, they are inevitably more
closely packed and hence the effect aggregation has on the viscosity is relatively de-
creased.
The critical shear rate, γc, is shown in Figure 6.1c. Recall that this parameter can be
considered to relate to the inverse of the timescale of the phenomenon which causes
non-Newtonian behaviour, tc. For the non-aggregating case, tc ≈ 0 as RBC deforma-
tion is almost instantaneous (with a time constant of 0.06s (Cokelet, 1980)). For the
aggregating case, the critical shear rate starts with a very low value and increases with
increasing haematocrit. However, aggregation time is very dependent on the geometry:
in tube ﬂow, RBCs preferentially tend towards the tube centre (radial migration) which
would increase the chance of cell-cell collisions and consequently aggregation rate.
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Figure 6.1: Quemada parameters as deﬁned in Equations 6.3-6.7. (a) k∞, (b) k0, (c) γc. Dashed line
sections indicate extrapolations of the ﬁtted lines beyond the minimum haematocrit considered in the
deﬁnition of the empirical values (Cokelet, 1987).
Hence, the data for this parameter deﬁned in a Couette viscometer may overestimate
aggregation time, and thus underestimate γc. In order to counter this in the present ex-
periments, the term γc was multiplied by 16, as indicated by the dashed lines in Figure
6.1c, which is the equivalent of dividing the
�
(γ/γc) term in Equation 6.2 by a factor
of four. As this term appears on both the numerator and the denominator, the effect is
to relatively increase the effect of the zero shear intrinsic viscosity term compared to
the inﬁnite shear viscosity term.
Figure 6.2a compares the relative viscosity, µr = µ/µ0 as a function of haematocrit at
shear rates of 1, 10, 100 and 1000 s−1 calculated from the Quemada model with the
empirical parameters. Figure 6.2b shows the same data but with the modiﬁcation of the
γc term, denoted µ�r. It can be seen that the non-aggregating data is not signiﬁcantly
affected, but for the aggregating case, the relative viscosity is greatly increased at low
shear rate as the haematocrit increases. The effect of the applied modiﬁcation to the
model is further considered in Figure 6.2c, which shows the ratio of the normal to the
modiﬁed relative viscosity. For very low shear rates on the order of unity, the modiﬁed
relative viscosity increased almost ten-fold at a haematocrit of 0.2. The relative differ-
ence is reduced for lower haematocrits and higher shear rates. Given that in a channel,
the haematocrit at the wall is decreased and the shear rate correspondingly increased,
the effect of the proposed modiﬁcation will be to increase the viscosity in the channel
centre and hence enhance bluntness of the velocity proﬁle. Initial simulations without
the modiﬁcation predicted velocity proﬁles that were not blunt enough (compared to
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Figure 6.2: Quemada viscosity as a function of haematocrit at different shear rates. (a) with empirical
parameters (Cokelet, 1987; Dufaux et al., 1980), (b) with 0.25γc, (c) Ratio of normal to modiﬁed
Quemada viscosity.
the experimental measurements), and so a small number of values of the modiﬁcation
parameter were tried. The selected value of sixteen was chosen as it gave results which
most closely matched the experimental data.
A ﬁnal comment should be made regarding aggregation: the variability of RBC ‘ag-
gregability’ in the general population is very large (up to 100% (Meiselman, 2009))
and the choice of suspending medium also changes the characteristics of the effect.
The present study does not seek to investigate these parameters, as could be done with
relative ease in a Couette system, but instead aims to elucidate the effect that aggrega-
tion has on ﬂow characteristics in idealised geometries that represent segments of the
microvasculature.
6.3 Computational approach
ANSYS CFX 14.0 (ANSYS, UK) was used to simulate the ﬂow in the bifurcation.
A model domain was generated with branches of 7.5D in length. The domain was
meshed with 819, 200 structured cubic elements with a side length of 1.5625µm, giving
32 elements across the diameter of the channel.
ANSYS CFX uses a ﬁnite volume method with an implicit pressure based algorithm.
Advection terms were calculated using the high resolution method in which the blend
factor is adjusted non-linearly in order to be as close to one as possible without the intro-
duction of new extrema in the solution. Diffusion terms are calculated using parametric
shape functions. Interpolation of velocity terms is carried out using tri-linear interpola-
tion and linear-linear interpolation is used for pressure interpolation. Pressure-velocity
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coupling is carried out using 4th order Rhie-Chow approach.
In order to validate the chosen mesh size, results were compared to a coarse mesh
with a total of 200, 000 cubic elements with side length 2.5µm. A ﬁne mesh was also
analysed, in which the cubic elements had 1µm sides, giving 3, 125, 000 elements in
total. The aggregating case with the lowest ﬂow ratio of Q=0.085 was selected and
the parent branch velocity was set to 7.5mm/s. The pressure drop between the parent
branch and both branches varied by 1.4% between the medium and coarse and less than
0.7% between the medium and ﬁne meshes. The velocity bluntness in the parent branch
varied by less than 0.5% between the results of the three meshes. After interpolating
the coarse and medium velocities onto the ﬁne mesh, the maximum velocities were
found at the same location for all three meshes. After further interpolation to give the
skewness parameter, the skewness changed by 3% between the medium and coarse
meshes and 1.5% between the medium and ﬁne meshes.
Hence, the changes made by each reﬁnement decreased as the mesh became ﬁner, but
the differences were small. Thus the medium mesh was selected as a trade-off between
speed and resolution (as interpolation can be used in the post processing stage).
The ﬂuid was considered to be continuous with viscosity deﬁned according to Equa-
tions 6.3-6.7, where the haematocrit at each location was deﬁned using the experimen-
tal data. The calculated channel haematocrit in the parent branch for the experimental
data were 0.13 ± 0.01 and 0.15 ± 0.01† for Dextran and PBS cases respectively. This
difference is very small; however, applying this in the model would make it difﬁcult
to directly compare results. Therefore, all haematocrit distributions were normalised
such that the average parent branch haematocrit was 0.14. Given that the simulations
were designed to replicate the experimental measurements, in addition to the estimated
haematocrit distribution, the boundary conditions were deﬁned based on the experimen-
tal measurements. The inlet was deﬁned according to the analytical equation (Equation
1.11), normalised so as to have the same mean as the experimental data, Up. This ap-
proach is used rather than directly applying the measured proﬁles, so as to allow the
proﬁles to naturally develop. This is because analysis of the ability of the model to
predict velocity proﬁles is the most suitable way of validating the data, and predeﬁning
proﬁles would preclude such a comparison.
†As a result of the Fa˚hraeus effect and RBC screening.
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For the daughter branch, a constant velocity boundary condition was applied based on
the ﬂow ratio from the experimental data. As the ideal situation of Q∗d = 1 − Q∗o
was not met exactly by the experimental data, a corrected value of Q∗d, was used. The
daughter branch outlet velocity was thus set to be Ud = Up (Q∗d + 1−Q∗o) /2. The
boundary of the outlet branch was set to 0Pa. The ﬂow was considered to be laminar
and the ﬂuid density was 1039kg/m3 (based on mean haematocrit of 0.14, and RBC
and plasma densities of 1025 and 1125kg/m3 respectively). For the PBS solution, µ0
was measured with a viscometer and found to be 1.0mPa s. The addition of Dextran
increased this value to 1.3mPa s. However, to allow for better comparison between
cases, µ0 was set to 1.0mPa s for both cases. Convergence was deﬁned when the root
mean square residuals were less than 10−5.
In order to decouple the effects of bulk haematocrit due to plasma skimming from the
shape of the haematocrit distribution, an additional set of simulations was carried out,
wherein, a long straight channel of length 16D was used for the parent, daughter and
outlet branches. The geometry was meshed with the same element size as the bifurca-
tion. In the parent branch, haematocrits were set to 0.14. In the daughter and outlet
branches, haematocrits were deﬁned according to the values measured in the experi-
mental data, scaled as before. For all cases, the inlet velocity was deﬁned similarly
to the bifurcation simulations, i.e. the analytical solution was scaled according to Up,
Ud or Uo (where Uo = Up (Q∗o + 1−Q∗d) /2). A total of 45 aggregating and 32 non-
aggregating cases were examined at a range of parent branch ﬂow rates and ﬂow ratios.
6.4 Results and discussion
In this chapter, the results and discussion are combined. A comparison between the ex-
perimental and computational velocity data will ﬁrst be given, followed by analysis of
the wall shear stress and apparent viscosity. Subsequently, the efﬁcacy of the proposed
methodology will be discussed.
6.4.1 Velocity characteristics
In order to analyse whether the model is capable of predicting the key characteris-
tics of the blood velocity, the velocity proﬁles will be considered. Firstly, the parent
branch will be analysed in isolation, comparing the uniform and distributed haematocrit
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models in order to highlight the differences between the two. The computational and
experimental proﬁles will then be compared for all branches under different ﬂow con-
ditions. In order to simplify the discussion, the terms Dextran and PBS will be taken
to be synonymous with aggregating and non-aggregating respectively, as was done for
the previous chapters.
Figure 6.3 shows velocity proﬁles in the parent branch, comparing the proﬁles calcu-
lated using the experimental haematocrit distribution, termed CFDH herein, to those
acquired with a uniform distribution, termed CFDU†. For the CFDU data, the results
for the PBS case at low and high ﬂow rates (Figure 6.3c and d) are almost identical
to those of the analytical solution (Bruus, 2008) (indicated by the shaded grey area on
the ﬁgure). For the Dextran case, the CFDU proﬁle is slightly blunted at high ﬂow rate
(Figure 6.3b) and more so at the low ﬂow rate (Figure 6.3a), although the degree of
blunting is small.
For the non-uniform haematocrit cases (CFDH) however, the velocity proﬁle for the
Dextran case at low ﬂow rate is very blunt (Figure 6.3a), but becomes less so at a
higher ﬂow rate (Figure 6.3b). For the PBS case at low ﬂow rate (Figure 6.3c), the
velocity proﬁle for the CFDH data is blunter than that for the CFDU data. At high ﬂow
rate (Figure 6.3d), the CFDH velocity proﬁle is more blunt than for at low ﬂow rate,
and closely matches that of the Dextran case at high ﬂow rate (Figure 6.3b).
This trend was also observed for the experimental data (Figure 5.13). The slight asym-
metry of the CFDH cases is a result of asymmetry in the applied haematocrit distribu-
tions (the symmetry condition was only applied in the (x, z) and (y, z) planes). These
results show that the CFDH model is more capable of replicating the ﬂow ﬁeld than the
CFDU approach and conﬁrms the importance of accounting for the local haematocrit
distribution.
Given that the computational model considers the blood as a single continuous ﬂuid
with spatially variant viscosity, comparison with the experimental data should be car-
ried out relative to the total ﬂuid velocity (the sum of the RBC and plasma components),
for which the total ﬂuid velocity proﬁle must be deﬁned. The total ﬂux was deﬁned in
Equation 5.13 as Qtot = Qrbc + Qsm, with Qrbc and Qsm deﬁned according to Equa-
†In the terminology CFDH and CFDU, the CFD stands for computational ﬂuid dynamics. H indi-
cates the experimental haematocrit distribution and U represents a uniform haematocrit.
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Figure 6.3: Comparison between CFD velocity proﬁles in the parent branch for haematocrit distribution
and uniform haematocrit. Shaded grey shows analytical solution. (a) Dex - V ∗ = 17.7s−1, (b) Dex -
V ∗ = 144.0s−1, (c) PBS - V ∗ = 16.4s−1, (d) PBS - V ∗ = 145.4s−1.
tions 5.11 and 5.12 respectively. Given that the ﬂow in the averaging regions can be
assumed to be one dimensional (i.e. there is only one non-zero velocity component),
for an inﬁnitesimal area dA
dQtot (y, z) =
� �
dA
Urbc (y, z)H (y, z) dydz +
� �
dA
Usm (y, z) (1−H (y, z)) dydz
(6.8)
At this inﬁnitesimal area, the velocity and haematocrit can be assumed to be constant,
hence
231
6. A hybrid approach to modelling microhaemodynamics
dQtot (y, z) = Urbc (y, z)H (y, z) dA+ Usm (y, z) (1−H (y, z)) dA (6.9)
The average velocity in the area dA, is then given by
Utot (y, z) =
dQtot
dA
= Urbc (y, z)H (y, z) + Usm (y, z) (1−H (y, z)) (6.10)
The total ﬂuid velocity proﬁles can thus be calculated according to Equation 6.10. To
do this, the experimental velocity proﬁles are ﬁrst interpolated to the resolution of the
haematocrit proﬁles using spline interpolation. For clarity, these will simply be referred
to as experimental velocity proﬁles herein.
The computational velocity proﬁles are compared to the experimental proﬁles in the
parent branch in Figure 6.4, which shows the same cases as Figure 5.13. It is worth
noting that, as the simulation makes the assumption of a continuous single phase ﬂuid
of varying viscosity, it will not be capable of predicting the bell-shaped curve observed
in the experimental data, as this was a result of the discrete nature of the RBCs.
For the aggregating case at high ﬂow rate (Figure 6.4b), the difference between the
computational and experimental data is almost zero. At low ﬂow rate, the CFDH ve-
locity proﬁle for the aggregating case is more blunt in the channel centre than for the
experimental data, but accurately predicts the velocities closer to the channel walls. The
bell shape in the experimental data is reﬂected in the difference between the velocity
proﬁles in the ﬁgure, as it is not predicted by the model.
For the non-aggregating case at low ﬂow rate, the data are similar to the aggregating
case, in that the CFD and experimental data are very similar near the walls, but the
model fails to reproduce the bell-shape in the channel centre. For the high ﬂow rate
case, there is an asymmetry visible in the experimental velocity proﬁle, but otherwise
the proﬁles are fairly similar except in the channel centre, which is a limitation of the
present approach.
Figure 6.5 compares the experimental and computational velocity proﬁles in the daugh-
ter and outlet branches at low ﬂow ratio (the same cases as Figure 5.14). Considering
ﬁrst the daughter branch for the Dextran case in Figure 6.5a, it can be seen that the CFD
proﬁle has a very similar shape to that of the experimental data. In the outlet branch, the
computational and experimental velocity proﬁles also match very well. In both cases,
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Figure 6.4: Comparison between computational (CFD) and experimental (Exp.) proﬁles, and the dif-
ference between the two (Dif.) in the parent branch. Shaded grey shows analytical solution. Dark lines
show the difference between the CFD proﬁle and the experimental . (a) Dextran - V ∗ = 17.7s−1, (b)
Dextran - V ∗ = 144.0s−1, (c) PBS - V ∗ = 16.4s−1, (d) PBS - V ∗ = 145.4s−1.
there is a systematic difference, with the CFD velocity being slightly lower towards
the channel edges and slightly higher in the channel centre, however, the difference is
negligible. The match between the experimental and computational proﬁles is not quite
as good for the PBS cases, as was observed for the parent branch. The skewing in the
proﬁles is slightly under predicted in both daughter and outlet branches, and the latter
also shows a large difference in the channel centre, wherein the bell-shape of the proﬁle
was carried over from the parent branch.
Figure 6.6 shows a similar comparison for a high ﬂow ratio (the same cases as Figure
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Figure 6.5: Comparison between computational (CFD) and experimental (Exp.) proﬁles, and the dif-
ference between the two (Dif.) in the daughter and outlet branches at low ﬂow ratio. (a) Dextran -
Daughter, Q∗d = 0.16, (b) Dextran - Outlet, Q
∗
o = 0.84, (c) PBS - Daughter, Q
∗
d = 0.13, (d) PBS -
Outlet, Q∗o = 0.87.
5.15). For the Dextran case (Figures 6.6a and b), the experimental and computational
velocity proﬁles are very similar, and the same systematic difference observed for the
low ﬂow ratio can be seen in both branches, but the differences are again very small.
For the PBS case (Figure 6.6c), the daughter branch proﬁle is better estimated at the
high ﬂow ratio than at the low ﬂow ratio (Figure 6.5c). In the outlet branch (Figure
6.6d), similar characteristics are observed at both high and low ﬂow ratios.
To summarise, the computational model succeeded in reproducing the experimental
velocities with remarkable accuracy for the Dextran case, as well as reasonably repro-
ducing the correct shapes in the PBS case, aside from the bell-shape characteristics,
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Figure 6.6: Comparison between computational (CFD) and experimental (Exp.) proﬁles, and the dif-
ference between the two (Dif.) in the daughter and outlet branches at high ﬂow ratio. (a) Dextran -
Daughter, Q∗d = 0.41, (b) Dextran - Outlet, Q
∗
o = 0.59, (c) PBS - Daughter, Q
∗
d = 0.43, (d) PBS -
Outlet, Q∗o = 0.57.
which are beyond the purview of the present computational approach. For all cases the
predicted velocities close to the wall are very similar to the experimental data, which is
necessary for the analysis of wall shear and apparent viscosity.
The bluntness and skewness characteristics of the predicted velocity proﬁles will now
be investigated. Figure 6.7 shows the predicted velocity bluntness, VB, plotted against
the normalised velocity for the CFDH (circles) and CFDU (squares) cases in the parent
branch. For the latter, VB changes relatively little as the ﬂow rate increases. For the
PBS case, there is a negligible change in VB for all shear rates, and for the Dextran
case, there is a gradual decrease in VB as the shear rates increase. This is due to the
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Figure 6.7: Comparison of velocity bluntness against normalised velocity in the parent branch for the
haematocrit distribution and uniform haematocrit computational models.
relationship deﬁned by Equation 6.7 (as shown in Figure 6.1). At all ﬂow rates, VB for
the PBS cases is higher for the CFDH data than for the CFDU data, as the haematocrit
proﬁle decreases the Quemada viscosity near the wall, blunting the velocity proﬁle. As
V ∗ increases, VB increases as the haematocrit proﬁle bluntness decreases.
For the Dextran case, there is a signiﬁcant decrease in VB with increasing V ∗. The
magnitude of the blunting is greater than for the experimental data at low V ∗ (due to
the absence of the bell shape), but the trend follows that of the RBCs closely (see Figure
5.16) and has a similar magnitude at high V ∗. For the PBS case, there is an increase in
VB as V ∗ increases, as was observed for both the SM and RBCs in the experimental
data. Above V ∗ = 50s−1, the PBS and Dextran cases both have a relatively constant
velocity bluntness with approximately the same value.
The velocity skewness, VS is plotted as a function of Q∗ in Figure 6.8. It can be
seen that, for all cases, there is a statistically signiﬁcant trend. For the Dextran case,
the skewness decreases rapidly as the ﬂow ratio increases to around 0.25 and then
decreases relatively little for high ﬂow ratios. The velocity skewness for the PBS case,
however, decreases only very slightly in response to the ﬂow ratio changing, despite
the haematocrit skewness (HS) being similar to that of the Dextran case (Figure 5.11).
This implies that the skewness in the velocity proﬁles is inﬂuenced by the shear thinning
nature of the ﬂuid in combination with the haematocrit distribution. The difference in
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Figure 6.8: Comparison of velocity skewness against ﬂow ratio for the haematocrit distribution compu-
tational model. (a) Daughter branch, (b) Outlet branch.
shape of the haematocrit proﬁles between the Dextran and PBS cases shown in Figure
5.10, which is not captured by the HS parameter, may also have an effect. In the outlet
branch (Figure 6.8b), clear trends in decreasing skewness with increasing Q∗o are also
observed. In this branch, the Dextran data exhibit generally higher VS values and are
more scattered.
The velocity skewness predicted by the simulations is compared directly to that of the
experimental total velocity proﬁles in Figure 6.9. It can be seen that for the Dextran case
in both branches, there is a very strong and signiﬁcant trend between the experimental
and simulated data. For the daughter branch, the slope is slightly less than one, meaning
that the simulations marginally underestimate the skewness. In the outlet branch, the
minimum skewness is slightly overpredicted but the slope is close to unity. For the PBS
case, the skewness in the outlet branch is well predicted by the computational approach.
However, in the daughter branch, there is not a signiﬁcant relationship observed for the
PBS case (although the P -value of 0.084 is just over the signiﬁcance value of 0.05).
From the comparison of the predicted ﬂow characteristics as a function of key param-
eters using experimental haematocrit distributions (CFDH), it is clear that the CFDH
model is effective at predicting the data derived experimentally. Thus the simulated
ﬂow parameters can now be used to consider the wall shear stress and apparent viscos-
ity.
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Figure 6.9: Comparison of velocity skewness from the simulations against that for total experimental
velocity proﬁles. Grey line indicates perfect match. P values are from Pearson’s correlation coefﬁcient.
6.4.2 Wall shear stress
As mentioned previously, the wall shear stress (WSS) acting on vessel walls is a very
important mechanical force, as it is a key component in the control of a large proportion
of physiological processes via mechanotransduction. In the preceding chapters, the
effect of WSS was analysed in response to changing ﬂow ratio. This analysis will also
be carried out with the present data, but additionally the effect of parent branch ﬂow rate
will also be considered. It is worth recalling that the shear stress is given by τ = µγ,
and that for the present model µ = f (H, γ).
Figure 6.10a shows how the WSS predicted by the CFDH and CFDU models (denoted
by τh and τu respectively) varies as a function of normalised velocity in the parent
branch. The values of τ shown in this ﬁgure are the average of those acting on all walls
of the channel in the averaging region (Figure 5.1). It is clear that in all cases, the WSS
increases as the ﬂow rate increases, as would be expected. It can also be seen that for
all cases, τu > τh. This is a result of the haematocrit being reduced at the wall for τh,
which lowers the local viscosity and hence shear stress. However, it has been shown
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Figure 6.10: Wall shear stress against normalised velocity in the parent branch from the simulations. (a)
absolute values, (b) ratio of the WSS value calculated from haematocrit distribution model (CFDH) to
those from the uniform haematocrit model (CFDU).
that this additionally blunts the velocity proﬁle, which would increase the local shear
rate.
Figure 6.10b compares the ratio of τh/τu: the wall shear stress ratio (WSSR). This
normalisation removes the effect of the overall ﬂow rate. Furthermore, both models
(CFDH and CFDU) have the same shear thinning characteristics, so this normalisation
serves to reduce the effect of shear thinning and hence allow for better analysis of
the inﬂuence of the haematocrit distribution. The ﬁgure shows a trend which is very
similar to that of the haematocrit bluntness (Figure 5.9), although for V ∗ > 50s−1 the
WSS in the Dextran and PBS cases have approximately the same value of 90% of that
predicted if the haematocrit distribution is not accounted for, whereas the haematocrit
bluntness was slightly higher for the Dextran case for V ∗ > 50s−1. This implies that,
in long straight channel sections the reduced haematocrit at the wall in the Dextran case
compared to the PBS case is counteracted equally by the relative increase in shear rate
at the wall.
The WSSR in the daughter and outlet branches in presented in Figure 6.11. For this
section, the inner and outer walls are considered separately. The normalisation (τh/τu)
removes the effects of both absolute velocity and plasma skimming, i.e. bulk haemat-
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ocrit (see Figure 5.6) from the analysis. If the CFDH data was analysed without nor-
malisation, the wall shear stress would be greatly decreased in the daughter branch and
increased in the outlet branch, as the viscosity is highly haematocrit dependent (see
Figure 6.2). The WSSR thus shows the inﬂuence of haematocrit distribution on the
WSS.
It should be recalled that for the daughter branch, at the inner wall the shear rate is
increased (due to the skewed velocity proﬁle) and the viscosity is decreased due to the
lower local haematocrit and increasing shear rate. With these two contrary effects, it is
not immediately clear how the WSS will be affected. The opposite occurs at the outer
wall with decreasing shear rate and increasing haematocrit. The outlet branch shows
the same response, but with the effects on the inner and outer walls inverted.
For the Dextran case in the daughter branch, at low ﬂow ratios (Figure 6.11a) the WSS
at the outer wall (squares) is approximately the same as it would be if the haematocrit
were uniformly distributed across the channel (WSSR= τh/τu ≈ 1). As the ﬂow ratio
increases, the WSSR decreases, despite the haematocrit at the wall becoming closer
to the uniform haematocrit value (the haematocrit near the inner wall increases with
increasing ﬂow ratio: see Figure 5.10). At the inner wall (circles), the WSSR is 0.8 at
low ﬂow ratios and increases slightly as the ﬂow ratio increases.
In the outlet branch for the Dextran case (Figure 6.11b), the WSSR is greater than unity
at the inner wall, despite the lower haematocrit for the CFDH case. As the ﬂow ratio
increases, the WSSR decreases to below one. At the outer wall, there is no signiﬁcant
trend, but the WSSR remains below 0.9, meaning a 10% reduction in WSS due to the
non-uniform haematocrit distribution.
For the PBS case the changes in WSSR as a function of ﬂow ratio are less pronounced
than for the Dextran case. At the inner wall of the daughter branch (Figure 6.11c,
circles) and the outer wall of the outlet branch (Figure 6.11d, squares), both regions
where the haematocrit is reduced and the shear rate (dv/dx and du/dy respectively) is
increased, there is no signiﬁcant change of WSSR in response to varying Q∗. At the
opposite walls, the data follow the same trends as for the Dextran case.
In Figure 6.11, the average WSSR values are indicated by crosses. For all cases in
both branches, the non-uniform haematocrit distribution reduces the overall wall shear
stress. The effect is most signiﬁcant in the daughter branch for the Dextran case (Figure
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Figure 6.11: Ratio of WSS calculated from haematocrit distribution model (CFDH) to uniform haemat-
ocrit model (CFDU) against ﬂow ratio. (a) Dextran- Daughter, (b) Dextran- Outlet, (c) PBS - Daughter,
(d) PBS - Outlet.
6.11a), where a 10% reduction is observed, but the value is independent of ﬂow ratio.
In all other cases (Figures 6.11b, c and d), the average WSS is reduced by around 5%
due to the non-uniform haematocrit distribution and decreases further with increasing
ﬂow ratio.
6.4.3 Apparent viscosity
Although wall shear and apparent viscosity are intrinsically linked, it is valuable to
consider the two separately. While the WSS plays a key role in vascular regulation
via mechanotransduction, the apparent viscosity affects the way that the blood ﬂows
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Figure 6.12: Apparent viscosity against normalised velocity in the parent branch from the simulations.
(a) absolute values, (b) ratio of the apparent viscosity calculated from haematocrit distribution model
(CFDH) to uniform haematocrit model (CFDU).
through a vascular network. On a local scale, an individual vessel with reduced ap-
parent viscosity will have increased ﬂow for a given pressure gradient. Equivalently,
increased apparent viscosity will result in a greater pressure drop in order to main-
tain ﬂow rates. Modelling the combined interactions between the sequential, and often
parallel, vessels in a microvascular network is beyond the scope of the present study,
but these results could be beneﬁcial in the reﬁnement of such models. Furthermore,
a greater understanding of the effect of aggregation on viscosity is still required, as
reports in the literature often have contradictory results (see Chapter 1).
In the parent branch, the apparent viscosity decreases with increasing ﬂow rate, as
would be expected for a shear thinning ﬂuid. However, the trends shown in Figure
6.12a are quite different for the CFDH and CFDU cases. Considering the latter, the
Dextran case has a high apparent viscosity at low ﬂow rate which decreases rapidly as
the ﬂow rate increases. The apparent viscosity in the PBS case remains almost constant,
with only a very slight increase at higher ﬂow rates. This is due the relationship deﬁned
by Equation 6.7 (and see Figure 6.1), deﬁned empirically using a Couette viscometer
(Cokelet, 1987). For the CFDH data, which also takes into account the inﬂuence of
the haematocrit distribution, the apparent viscosity is reduced in both Dextran and PBS
cases, due to the reduction of haematocrit, and thus local viscosity, at the vessel walls.
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For the Dextran case, the slope of the CFDH data is greatly decreased compared to
the CFDU data. For the PBS case, the CFDH data shows a slight decrease in apparent
viscosity with increasing ﬂow rate, contrary to that observed for the CFDU data. This
is a result of the decreasing haematocrit bluntness with increasing ﬂow rate.
Figure 6.12b shows the ratio of the apparent viscosities for the CFDH and CFDU cases,
µh/µu. This will be termed the apparent viscosity ratio, and the normalisation is carried
out for the same reasons as described above for the WSSR, τh/τu. The ﬁgure shows a
very similar trend to that of the WSSR (Figure 6.10), and the haematocrit bluntness HB
vs. V ∗ curve (Figure 5.9). This indicates that in the parent branch, apparent viscosity
is mainly dependent on the haematocrit bluntness.
In order to further analyse the relationship between HB and µh/µu, the two are com-
pared directly in Figure 6.13. It can be seen that there is a very strong correlation and
that the relationship is approximately the same for both the Dextran and PBS cases,
although the apparent viscosity ratio is higher for the PBS cases. For the Dextran case,
the potential increase in apparent viscosity at low shear rates due to increased aggrega-
tion (as predicted by the CFDUmodel) is partly offset by the enhanced radial migration
(resulting in sharper haematocrit proﬁles). In the PBS case, a ‘shear-thinning’ relation-
ship is observed for the CFDH data, but is due to the haematocrit distribution becoming
less blunt, rather than the direct inﬂuence of shear rate on RBC deformation (as this re-
lationship is not visible in the CFDU data).
The observed trends in apparent viscosity against normalised velocity can be compared
with the results of Reinke et al. (1987). Although they found greater apparent viscosi-
ties in general as a result of their much higher haematocrit (0.45), they also observed
that the non-aggregating viscosity was much greater than that of aggregating cases. The
present data showed that the Dextran case viscosity was higher than for the PBS case,
but the speciﬁc magnitudes are deﬁned by the Quemada model, and so this discrep-
ancy is not of concern. Reinke et al. (1987) found a similar trend for non-aggregating
cases (serum or saline as a suspending medium) to that observed for the PBS case in the
present data, but found increasing apparent viscosity for aggregating cases with Dextran
solution as a suspending medium. However, their study only investigated normalised
velocities up to approximately 25s−1, and so the overlap between the two studies is
not large, which precludes further comparison. Cokelet & Goldsmith (1991) observed
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Figure 6.13: Apparent viscosity ratio against haematocrit bluntness in the parent branch.
decreasing ﬂow resistance for normalised velocities above 5s−1 in a vertical tube with
ﬂow going up or down. Fedosov et al. (2011) modelled blood ﬂow in a tube using the
dissipative particle dynamics approach, and observed similar trends to those reported
here: as the shear rate increased, the apparent viscosity decreased. In the presence of
RBC aggregation, the low shear viscosity was greater, and the viscosity decreased more
rapidly as the shear rate decreased due to the break up of RBC aggregates.
In the daughter and outlet branches, both the ﬂow rate and the ﬂow ratio are expected
to inﬂuence the apparent viscosity. The effect of ﬂow ratio on the apparent viscosity is
shown in Figures 6.14a and b. In the daughter branch, there is a very strong correlation
between Q∗ and µa. However, in the outlet branch, there is no signiﬁcant relationship
for the Dextran case, and a slight, but signiﬁcant, reduction in apparent viscosity as the
ﬂow ratio increases for the PBS case. These trends however, are likely to be dominated
by the phenomenon of plasma skimming, which reduces the overall viscosity by re-
ducing bulk haematocrit in the daughter branch and vice versa in the outlet branch. In
order to consider the effect of the non-uniform haematocrit distribution, Figures 6.14c
and d compare the apparent viscosity ratio µh/µu to the ﬂow ratio. In the daughter
branch (Figure 6.14c), for both cases, the apparent viscosity decreases as the ﬂow ra-
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Figure 6.14: Apparent viscosity against ﬂow ratio in the (a) daughter and (b) outlet branches. Apparent
viscosity ratio against ﬂow ratio in the (c) daughter and (d) outlet branches.
tio increases. This relationship is signiﬁcant for the PBS case, and just beyond the
commonly used signiﬁcance level of P = 0.05 for the Dextran case.
In the outlet branch (Figure 6.14d), the PBS case apparent viscosity ratio reduces
slightly with increasing ﬂow ratio, but there is no signiﬁcant trend for the Dextran
case. In order to investigate the cause for these trends, the viscosity is plotted against
haematocrit skewness in Figure 6.15.
In the daughter branch (Figure 6.15a), both cases show a strong trend of decreasing
apparent viscosity as HS increases towards 0.5. This indicates that overall, the skewing
of the haematocrit proﬁles results in an increase in the apparent viscosity (as HS =
0.5 indicates equal proportion of ﬂow on each side of the centreline). In the outlet
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Figure 6.15: Apparent viscosity ratio against haematocrit skewness in the (a) daughter and (b) outlet
branches.
branch (Figure 6.15b), neither the PBS nor Dextran cases show any dependence on the
haematocrit skewness.
The effect of ﬂow rate on the apparent viscosity ratio in the daughter and outlet branches
is shown in Figure 6.16. In the daughter branch, no signiﬁcant correlation is observed
for the Dextran case, with P = 0.109. For the PBS case, there is a decrease in apparent
viscosity with increasing ﬂow rate (P = 0.039). It is interesting to note however, that
for the apparent viscosity, µa (not shown here for brevity), there is no signiﬁcant trend
with ﬂow rate for Dextran or PBS cases (P = 0.656 and P = 0.811 respectively).
This implies that, although the ﬂow rate effect on the haematocrit proﬁle in the daughter
branch is to reduce the apparent viscosity compared to a uniform haematocrit distribu-
tion (for the PBS case), this effect is not signiﬁcant compared to the effect of ﬂow ratio
modifying the haematocrit skewness.
In the outlet branch (Figure 6.16b), the trends are very similar to those observed in
Figure 6.12b for the parent branch. This conﬁrms that the ﬂow in the outlet branch is
strongly deﬁned by the parent branch ﬂow characteristics, as opposed the that in the
daughter branch which is more dependent on ﬂow ratio.
Comparing the apparent viscosity ratio in the daughter and outlet branches (Figure
6.16) to that in the parent branch (Figure 6.12) it can be seen that the values are similar,
with the exception of the PBS case in the parent branch wherein the apparent viscosity
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Figure 6.16: Apparent viscosity ratio against normalised velocity in the (a) daughter and (b) outlet
branches.
ratio is greater. However, for all cases, the apparent viscosity ratio is less than one,
meaning that the viscosity is decreased by the presence of the non-uniform haematocrit
distribution. Considering the analysis of apparent viscosity in Chapter 3 (3.22), it can
be seen that, despite the simplicity of the model, the predicted reduction in apparent
viscosity due to the one-sided CDL is similar in magnitude to the present data.
The question of whether RBC aggregation increases or decreases apparent viscosity
is one which many researchers have investigated and which still requires clariﬁcation
(Meiselman, 2009; Meiselman & Baskurt, 2006). However, no consensus has been
reached, with some studies indicating an increase (Bishop et al., 2001a; Cabel et al.,
1997; Soutani et al., 1995), others ﬁnding no change (Gustafsson et al., 1981), and a
number of studies showing a decrease of apparent viscosity due to RBC aggregation
(Baskurt et al., 1999; Charansonney et al., 1993). Although the Quemada model de-
ﬁned the viscosity to be higher for the aggregating cases than for the non-aggregating
cases, the apparent viscosity ratio was lower for the Dextran case than the PBS case.
In the parent branch, this could be expected, as after a long straight segment, aggre-
gation and radial migration have a sufﬁciently long time to have an effect. The data
showed that in the outlet branch, characteristics from the parent branch tend to persist,
and hence the same analysis could be made. However, in the daughter branch, RBC
aggregation decreased the apparent viscosity ratio. In the next section, the advantages
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and limitations of the present approach will be discussed.
6.4.4 Critical evaluation of the computational approach
In this chapter, a hybrid experimental-computational approach was proposed, in order
to provide a computationally efﬁcient methodology to blood ﬂow modelling and to es-
timate the WSS and apparent viscosity for the data acquired in Chapter 5. The effects
of both the ﬂow ratio and parent branch ﬂow rate were investigated, and hence it was
necessary to use a constitutive model which included both shear rate and haematocrit
dependent properties. The Quemada model was chosen for this reason, although the
shear rate dependence was modiﬁed to better ﬁt the experimental data. This could be
explained by the fact that in deﬁning the empirical values for k0, k∞ and γc, a Couette
viscometer was utilised (Dufaux et al., 1980; Cokelet, 1987). The shear environment
in such a system is uniform, and thus quite different to the localised elevated shear
rates observed in a round or square conduit. Given that the data are empirical, it thus
seems entirely reasonable to modify existing parameters as was done for the present
simulations. The Quemada model has previously been utilised by Das et al. (1998) to
estimate the effect of haematocrit distribution on velocities. However, they used artiﬁ-
cial haematocrit distributions, and so it was not possible to tell whether their data would
match experimental measurements. Furthermore, the present approach simulated the
whole bifurcation region, rather than just a straight channel section.
Although the Quemada model has been utilised previously using generated haematocrit
distributions, the methodology used here is relatively novel, in that it takes into account
experimental measurements of the haematocrit distribution and ﬂow at the boundaries.
However, the approach is limited as it still does not fully account for the multiphase
nature of the blood; the RBCs are not explicitly considered, only implicitly as a con-
tinuous haematocrit distribution. As a result, the ‘bell-shape’ character of some of the
measured velocity proﬁles was not predicted by the model. Such a shape would the-
oretically be reproducible only if there was an inverse viscosity proﬁle. This would
occur only if the haematocrit was lower in the channel centre and higher at each wall.
A possible solution to this is addition of an additional viscosity term, relating to the
inﬂuence of near-wall cells. The proposed additional viscosity term would need to be
dependent on the location in the channel (in order to account for the level of inﬂuence)
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as well as the shear rate, haematocrit and the presence or otherwise of an aggregating
agent in the suspending medium.
Although simple continuum models generally do not accurately capture velocity pro-
ﬁles of blood, the use of directly measured haematocrit proﬁles resulted in greatly
increased accuracy for the simulations. For future applications, the approach could
be made more general by developing a method to predict general haematocrit distri-
butions based on streamlines and RBC dispersibility, which could potentially allow
for network scale simulations with improved accuracy but low computational expense.
Mansour et al. (2010) attempted this, but their results do not bear much resemblance
to the present data. Hence it is proposed that an empirical approach would be better
suited for the deﬁnition of such a relationship. If this was achieved, the approach could
be used to improve in silico models of cardiovascular networks, which still struggle to
accurately capture characteristics on the scale of individual vessels (Cokelet, 1999).
Despite the discussed limitations, the predicted velocities near to the wall were well
replicated in most cases, which provides support for the model’s use in the analysis
of WSS and apparent viscosity. Moreover, the computational time was minimal (an
average of 12.5 minutes for each bifurcation simulation on a desktop machine: Intel i7,
16GB RAM).
6.5 Closure
In this chapter, the experimental data described in Chapter 5 were utilised in a hybrid
approach to continuum modelling of microvascular blood ﬂow. The estimated haemat-
ocrit distribution was combined with the Quemada viscosity model with empirically de-
ﬁned parameters and experimentally deﬁned boundary conditions. The model showed
great promise as an efﬁcient method for simulating blood ﬂow on the microscale. The
simulations also allowed for estimation of wall shear stress and apparent viscosity, and
revealed the importance of the geometry as well as the presence or absence of aggre-
gation on these parameters. Further development of the model could involve direct
prediction of the haematocrit distribution for a given ﬂow ratio and geometry. With
such data, accurate modelling of microvascular networks could be achieved.
In the ﬁnal section of this thesis, conclusions will be drawn based on all four results
chapters and recommendations for future work will be provided.
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Conclusions and future work
7.1 Introduction
The main aim of the present study was to improve understanding of microscale blood
ﬂow using advanced measurement techniques in vitro. The phenomenon of RBC aggre-
gation was given particular attention and all studies were carried out at physiologically
relevant haematocrits for the length scales considered. The presence of RBC aggrega-
tion made the experimental requirements complex and so a custom pressure controlled
perfusion system was developed. In order to acquire high resolution data, µPIV was
combined with new image processing methodologies. Microvascular bifurcations were
represented by idealised microchannels in which the parameter space could be accu-
rately controlled. The acquired data was processed in order to extract data on velocity
distributions, cell-depleted layer characteristics and RBC distributions. The data was
further analysed in order to deduce further information on key ﬂow parameters such
as WSS and apparent viscosity. A novel modelling approach to microhaemodynamics
was also proposed.
7.2 Main Contributions
The following is a list of the main contributions of the present study:
• The present study has provided high resolution Eulerian blood ﬂow ﬁeld descrip-
tions in microscale bifurcating geometries for physiologically relevant haemat-
ocrit using µPIV, where previous studies have predominantly provided only bulk
characteristics. Furthermore, details of the cell-depleted layer have been pro-
vided with high spatial and temporal resolution.
7.3. Summary of main ﬁndings
• The ﬁrst experimental description of blood as a multiphase ﬂuid has been pro-
vided. This was achieved using a custom built system to quasi-simultaneously
acquire data on the velocity and concentration of both the RBCs and suspending
medium.
• Novel hybrid numerical simulations have been carried out using experimental
data on local RBC distribution and empirical models to predict viscosity distri-
bution. Results yielded quantitative data on the relationship between viscosity
and velocity.
• The role of RBC aggregation in idealised geometries has been elucidated in de-
tail. By comparing all results for aggregating and non-aggregating cases, details
of the effect of aggregation on ﬂow characteristics and vice versa have been de-
scribed.
7.3 Summary of main ﬁndings
In this section, a summary of the main ﬁndings of the present work will be given.
In order to study microscale blood ﬂow in vitro, capillary tubes have been widely used.
However, this precludes analysis of branching geometries such as those observed in
the microvasculature. The relatively new ﬁeld of microﬂuidics has provided a new
platform in which to study microscale biological phenomena. However, the control of
ﬂow in microﬂuidic systems is still predominantly carried out with the use of syringe
pumps, despite the poor accuracy and temporal response of such systems. Pressure
control systems provide much better stability and response times. In microﬂuidic
systems, the microchannel itself is generally the region with the smallest geometric
regions; hence the ﬂuid shear stress is greatest in the microchannel. When analysing
RBC aggregation, a shear-dependent phenomenon, aggregation in the system outside
the microchannel limits the acquisition time for individual experiments, with high ﬂow
rates imposed between data sets. The pressure system was thus required to have a
very rapid and accurate time response. In the present study, an experimental setup and
protocol for microﬂuidic experiments using aggregating blood samples was developed
and described in detail. This information may be very useful for future studies as it
provides a reliable methodology to acquire repeatable data in a complex mechanical
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environment.
The cell-depleted layer (CDL) is a region near the channel or vessel wall that has a very
low concentration of RBCs. The layer is formed as a result of the interaction between
the RBCs and the ﬂuid around them, which generates a force towards the channel cen-
tre. However, cell-cell interactions oppose this motion, resulting in a rough layer which
changes in space and time. A new methodology for measuring the CDL was developed
based on motion detection instead of image intensity analysis, as has been previously
reported. This allowed the CDL distribution throughout the whole bifurcation region
to be acquired simultaneously, whereas previous methods considered only individual
analysis lines. This technique was used to provide highly detailed information on the
CDL distribution in a bifurcating microchannel with the ‘straight-T’ conﬁguration.
It was observed that the CDL distribution was highly dependent on ﬂow ratio, and
the width increased proportionally to the inverse of the fraction of ﬂow entering the
daughter branch. However, the width was reduced as a result of cell-cell interactions.
RBC aggregation reduced the cell-cell interactions and hence the CDL was larger in
the presence of aggregation and persisted further downstream.
Velocity proﬁles in the daughter branch were observed to be signiﬁcantly skewed, con-
trary to what would be expected for Newtonian and non-Newtonian ﬂuids (as veriﬁed
by CFD simulations) and the expected response of blood. The skewness of the velocity
proﬁle was found to increase with decreasing ﬂow ratio and in the presence of RBC
aggregation. It was posited that this may be due to the CDL, which followed the same
trends. In order to investigate this hypothesis, a simple analytical model was derived,
in which a CDL was considered on one side of the channel only. Using experimental
data on the CDL width and an empirical model to estimate viscosity, the model was
able to predict the observed trends in skewness of the velocity proﬁles, although the
amount of skewing was under-predicted. Furthermore, the model suggested that the
apparent viscosity would be decreased as a result of the CDL, particularly at low ﬂow
ratios (without assuming plasma skimming). RBC aggregation enhanced the effect by
altering the CDL distribution, reducing the viscosity further. Wall shear stress was ob-
served to decrease on the wall adjacent to the CDL, but increase by the same magnitude
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on the opposite wall and scaled directly with the velocity skewness.
In order to better analyse these trends, the same microchannel was used to acquire
quasi-simultaneous ﬂuorescent µPIV images and brightﬁeld images using strobe il-
lumination. The green microstrobe provided high-contrast images which allowed for
the development of a new technique to quantify the haematocrit distribution from ac-
quired images. The technique was capable of identifying plasma skimming and it was
observed that the phenomenon was enhanced by RBC aggregation. With the same
empirical viscosity model that was used for the analytical model, the haematocrit dis-
tributions were converted into viscosity distributions and ‘maps’ were generated for the
viscosity proﬁle as a function of ﬂow ratio for both aggregating and non-aggregating
samples. As the viscosity was considered to be a function of the channel width, a
numerical approach was used to infer the inﬂuence of the haematocrit proﬁles on the
velocity proﬁles, and to investigate wall shear tress and apparent viscosity. Each branch
of the bifurcation was considered separately and the viscosity proﬁle along the channel
was utilised in a commercial CFD package. Analysis of the results showed that the
skewness of the predicted proﬁles matched very well the experimental skewness data.
However, the bluntness of the proﬁles was over-predicted. The wall shear stress was
again observed to decrease for low ﬂow ratios and with RBC aggregation, but the aver-
age value also changed, with a net reduction for low ﬂow ratios. The apparent viscosity
in the high ﬂow branch was almost constant, but reduced signiﬁcantly in the low ﬂow
branch.
The technique for analysing the haematocrit distribution as one dimensional proﬁles
was then adapted to provide three-dimensional distributions. This was done by util-
ising microchannels with unity aspect ratio and through assuming planar ﬂow (i.e.
gravitational forces were negligible in the time frames considered). Additionally, a
calibration was carried out showing an exponential relationship between haematocrit
and image intensity. The image acquisition method was improved such that it was pos-
sible to acquire quasi-simultaneous PIV images of both the RBC (using microstrobe
illumination) and the suspending medium (using laser illumination of suspended mi-
croparticles). In combination with the haematocrit distribution, it was then possible
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to discriminate between the two-phases of the blood under a range of ﬂow conditions
in a bifurcation. An interesting ‘bell-shape’ was observed in the velocity proﬁles of
the RBCs, particularly in the absence of aggregation. This was attributed to RBCs
rolling along the wall and their inﬂuence on adjacent cells. Aggregation was observed
to reduce the RBC concentration near the wall and the effect was thus lessened.
Analysis was carried out on the relative velocity between the two phases of the blood,
and a number of interesting relationships were observed. In general, the suspending
medium displayed more blunt velocity proﬁles than the RBCs, and the bluntness of the
velocity proﬁles decreased as the haematocrit proﬁle bluntness increased in the absence
of aggregation. For the Dextran case, at high ﬂow rates the same was observed, but at
low ﬂow rates, the suspending medium velocity bluntness was decreased to the level
of the RBCs. At very low ﬂow rates, the relative velocity between the two phases
was almost zero, but as the ﬂow rate increased and the RBCs became increasingly
disaggregated, the relative velocities of the two phases diverged. For velocities above
50 channel widths per second, the relative velocity plateaued, with the mean suspend-
ing medium velocity around 10% lower than that of the RBCs, in agreement with the
Fa˚hraeus-Lindqvist effect. This provided insight into how RBC aggregation affects
the ﬂow of not only RBCs, but also the suspending medium. In viscous-dominated
ﬂow, geometry is often not considered to be important, however, the geometry was also
shown to be of importance, as characteristics were convected from the parent branch
to the outlet branch, but much less to the daughter branches. Plasma skimming was
observed in the present data to be not only a function of ﬂow ratio, but also the parent
branch ﬂow rate, as a result of the haematocrit distribution and was enhanced by RBC
aggregation.
Using the three-dimensional haematocrit distributions, the Quemada viscosity model
was utilised in conjunction with CFD simulations of the experimental data acquired
for the phase-discrimination analysis. The Quemada model uses empirically deﬁned
haematocrit dependent parameters and displays shear dependence. This model was ap-
plied with experimentally derived boundary conditions in a model of the microchannel.
For validation of the model, simulated velocity proﬁles were compared to experimental
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total velocity proﬁles (combined, RBC and SM velocities weighted with their concen-
trations). Very good agreement was observed between the simulations and experiments,
particularly for the aggregating case. Equivalent simulations with uniform haematocrit
distributions were carried out for purposes of normalisation and comparison and high-
lighted the importance of considering the distribution of RBCs in such simulations. By
normalising with the uniform haematocrit simulations, it was possible to infer informa-
tion on wall shear stress and apparent viscosity that was only dependent on the haema-
tocrit distribution. A feed haematocrit of 0.2 was used, which after RBC screening and
the Fa˚hraeus effect yielded a channel haematocrit of approximately 0.14. At this level
of haematocrit, shear-thinning characteristics of blood (as measured in viscometers) are
reported to be negligible. However, it was observed that, particularly in the presence
of aggregation, radial migration in the parent branch reduced the near wall viscosity.
As a result, both the wall shear stress and apparent viscosity were observed to scale
very closely with the bluntness of the haematocrit proﬁle in the parent branch: both pa-
rameters were reduced by around 10% at high ﬂow rates due to the non-uniform RBC
distribution. At low ﬂow rates, aggregation further reduced these parameters whilst in
the absence of aggregation they were increased with increasing ﬂow rate, due to the
blunter RBC distribution. In the daughter branch, the apparent viscosity was observed
to decrease with decreasing ﬂow ratio as a result of plasma skimming, but the effect
of the increased non-uniformity of the RBC distribution was to relatively increase the
ﬂow resistance.
7.4 Signiﬁcance of the data
A large number of medical conditions are greatly effected by, or signiﬁcantly alter,
microvascular blood ﬂow characteristics such as RBC aggregation and viscosity. Fur-
thermore, large numbers of biomedical microdevices for rapid healthcare analysis are
being developed. Better understanding of the ﬂow characteristics of blood is essential,
not only in understanding medical conditions, but also in developing more efﬁcient
ways to treat and monitor them. The present study has provided a number of new
approaches for use in such studies, as well as a large amount of new data on micro-
haemodynamic phenomena.
The use of idealised geometries and accurate control and acquisition systems has al-
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lowed for parametric analysis of selected key parameters with a degree of accuracy
which was hitherto not possible. The effect of RBC aggregation on the velocity and
distribution of the RBCs and the velocity of the suspending medium have been inves-
tigated and quantitative data has been provided. Microvascular blood ﬂow is highly
complicated, and further understanding is required. Computational models of blood
ﬂow in microvascular networks are generally ineffective on a vessel to vessel scale. The
very complex relationships between haematocrit and velocity considered in the present
study, which are not usually accounted for, indicate a possible cause for this deﬁciency.
The hybrid computational method proposed in the present study could potentially be
developed to predict haematocrit distributions based on ﬂuid streamlines and could
provide a more accurate, but computationally inexpensive, advancement on present
approaches. There are an increasing number of computational methods in which each
RBC is modelled individually, but these methods require further validation. The present
data, particularly using the phase discrimination approach, is ideal for this application.
Although the in vitro environment used in the present study lacks the realism of the in
vivo environment, the results highlight the importance of further considering the two-
phases of the blood separately and the inﬂuence of RBC aggregation, and developing
new tools for that purpose. Achieving sufﬁciently uniform illumination to apply the
haematocrit distribution technique in vivo would be very difﬁcult, but would provide
very important data if it was achieved. The CDL technique, however, could be easily
applied to in vivo data, and could provide more information than present approaches
which are carried out only on analysis line, rather than the whole domain. Finally, the
approach used for measurement of both velocity phases could be applied in vivo.
7.5 Future work
Direct continuation of the present work should focus on the application of the phase
discrimination approach to cover the parameter space in greater detail. Firstly, as the
present work has highlighted the importance of geometry, a range of Y- and T- bifur-
cations should be analysed, as well as converging geometries and sequential bifurca-
tions. The diameter of the channels, and the angle between them should be modiﬁed
to provide more information which could potentially be compiled and used in com-
putational studies. Fluid parameters, such as haematocrit, suspending medium (using
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plasma or other Dextrans), a wider range of ﬂow rates and altered RBC deformability
could be analysed in greater depth with the newly developed technique. The effects of
pulsatile ﬂow on RBC aggregation have not been analysed in depth, and could be con-
sidered using the custom system developed in the present work. Additionally, seeding
of endothelial cells within the microchannel would complicate imaging approaches, but
would bring the research closer to the in vivo environment, thus improving the scope of
the acquired data.
The present data, in combination with additional data sets could be used to verify com-
putational approaches, which would in turn be able to help conﬁrm or deny the posited
mechanical relationships which led to the results observed in this study and ultimately
lead to greater understanding of the parameters effecting microvascular blood ﬂow.
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A model for blood ﬂow with an asymmetric CDL
In this appendix, the derivation of the mathematical model utilised in Chapter 3 is
provided in full.
Navier-Stokes equations
Assuming steady, laminar, parallel ﬂow of a Newtonian ﬂuid with negligible gravity
effects, the Navier-Stokes equations reduce to
d2u
dy2
=
1
µ
dp
dx
(1)
Which, assuming a constant pressure drop, dp
dx
= −Δp
L
becomes
d2u
dy2
=
−1
µ
Δp
L
(2)
Integrating this equation twice yields
du
dy
=
−1
µ
Δp
L
y + ca (3)
u =
−1
2µ
Δp
L
y2 + cay + cb (4)
For which the constant must be found for each of the two ﬂuids. Firstly, as is com-
mon practice in such analyses, this equation can be normalised using a standard non-
dimensionalisation approach.
Non-dimensionalisation
A suitable value needs to be chosen for normalising the velocity. If one assumes that
the haematocrit is zero, hence δ = w , then we have a single ﬂuid (plasma) for which
the boundary conditions are
Appendix
y = 0, u = 0 (5)
y = w, u = 0 (6)
Hence, cb = 0 and
ca =
1
2µ0
Δp
L
w (7)
Therefore,
u0 =
1
2µ0
Δp
L
y (w − y) (8)
Noting that the viscosity is µ0. The mean velocity is found by integrating across the
channel width
u0 =
1
2µ0
1
w
Δp
L
� w
0
�
yw − y2
�
dy (9)
u0 =
w2
12µ0
Δp
L
(10)
This can then be used to normalise the velocity according to
u = u∗u0 (11)
Hence, u∗ gives the ratio of the velocity to the average for a continuous plasma ﬂow.
Non-dimensionalising δ and y with respect to the channel width w,
y = y∗w (12)
δ = δ∗w (13)
and substituting into equation 4 yields
u∗u0 =
−w2
2µ
Δp
L
y∗2 + cawy∗ + cb (14)
Noting that
259
Appendix
−w2
2µ0
Δp
L
= −6u0 (15)
and so
u∗u0 = −6u0µ0
µ
y∗2 + cawy∗ + cb (16)
Dividing through by u and redeﬁning the constants (cc = caw/u0, cd = cb/u0) yields
u∗ = −6µ0
µ
y∗2 + ccy∗ + cd (17)
This equation will be solved assuming a CDL on one side of the channel, as observed in
the daughter branches of the bifurcation in the experiments repoted above. The velocity
of the ﬂuid in the CDL will be termed uδ and the velocity in the core will be uc. The
boundary conditions governing this system are:
The no-slip condition at each wall
y∗ = 0, uδ∗ = 0 (18)
y∗ = 1, uc∗ = 0 (19)
At the interface, both ﬂuids must have the same velocity
y∗ = δ∗, uδ∗ = uc∗ (20)
At the interface, the shear stresses on each ﬂuid must be equal,
y = δ∗, τδ = τc (21)
Hence,
y = δ∗, µδ
duδ
dy
= µc
duc
dy
(22)
Recalling that µδ = µ0 and µc = µrµ0, equation 22 becomes (considering non-
dimensionalisation)
y = δ∗,
duδ
∗
dy∗
= µr
duc
∗
dy∗
(23)
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Starting with the BC described by equation 18, it can be seen that equation 17 yields
cd = 0 for the ﬁrst ﬂuid. The equations governing the system are thus
uδ
∗ = −6y∗2 + c1y∗ (24)
uc
∗ =
−6
µr
y∗2 + c2y∗ + c3 (25)
The boundary conditions can now be used to solve for the constants c1, c2 and c3.
Solving for constants
The no-slip condition on the right hand wall (y∗ = 1, uc∗ = 0) yields
−6
µr
+ c2 + c3 = 0 (26)
The equal velocity BC (y∗ = δ∗, uδ∗ = uc∗) yields
−6δ∗2 + c1δ∗ = −6
µr
δ∗2 + c2δ∗ + c3 (27)
Now,
duδ
∗
dy∗
= −12y∗ + c1 (28)
and
duc
∗
dy∗
=
−12
µr
y∗ + c2 (29)
Hence, equation 23 gives
c1 = µrc2 (30)
Equations 26, 27 and 30 are three equations in the unknowns c1, c2 and c3. Rearranging
equation 27 and substituting c1 from equation 30 gives
−6δ∗2
�
µr − 1
µr
�
+ c2δ
∗ (µr − 1)− c3 = 0 (31)
Adding equation 26 and rearranging yields
c2 =
6
µr
M (32)
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Where
M =
δ∗2 (µr − 1) + 1
δ∗ (µr − 1) + 1 (33)
Hence,
c1 = 6M (34)
and
c3 =
6
µr
(1−M) (35)
So ﬁnally, the equations for the normalised velocity in each ﬂuid are
uδ
∗ = 6
�
My∗ − y∗2
�
(36)
uc
∗ =
6
µr
�
My∗ − y∗2 + 1−M
�
(37)
with the non-dimensional parameter,M deﬁned as in equation 33.
Skewness
In order to consider the skewness of the velocity proﬁles from the derived equations,
one can differentiate equations 36 and 37 to give
du∗δ
dy∗
= 6 (M − 2y∗) (38)
du∗c
dy∗
=
6
µr
(M − 2y∗) (39)
the maximum velocity occurs when either equation (and therefore clearly both equa-
tions) are equal to zero, hence when
y∗ =
1
2
M (40)
To convert this y∗ to S∗, this must be subtracted from 0.5 (as the y co-ordinate system
is deﬁned as 0 to 1 as opposed to -0.5 to 0.5)
S∗ =
1
2
(1−M) (41)
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Wall shear stress
The wall shear stress is given by the product of the viscosity and the shear rate acting
at the wall:
τ = µ
du
dy
(42)
The wall shear stress for the suspending medium only case will be used for the purposes
of normalisation. Considering equation 38 for δ∗ = 1, henceM = 1, τ0 is given by
τ0 = 6µ0 (1− 2y∗) (43)
Hence, for the CDL, at y∗ = 0,
τ0 = 6µ0 (44)
and at y∗ = 1 the wall shear stress would be
τ0 = −6µ0 (45)
These values can be used to normalise the wall shear stress. Considering that the shear
at the wall coincident with CDL is deﬁned by equation 38 evaluated at y∗ = 0, the wall
shear stress acting on that wall can be given as
τδ = 6 µ0 (M − 2y∗)|y∗=0 = 6µ0M (46)
And hence, normalising with equation 44,
τ ∗δ =
6µ0M
6µ0
= M (47)
At the wall opposite the CDL (y∗ = 1), the wall shear stress, τc, can be deﬁned using
equation 38 as
τc = 6 µ0µr
1
µr
(M − 2y∗)
�����
y∗=1
= 6µ0 (M − 2) (48)
And hence, normalising with equation 45,
τ ∗c =
6µ0 (M − 2)
−6µ0 = 2−M (49)
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Apparent viscosity
The apparent viscosity for a non-uniform viscosity ﬂuid is thus given by
µa =
w2
12u
Δp
L
(50)
However, given that u = u∗u0, substituting the deﬁnition of u0 from equation 10 gives
µa =
w2
12u∗u0
Δp
L
=
w2
12u∗
Δp
L
w2
12µ0
Δp
L
=
µ0
u∗
(51)
Hence, normalising the apparent viscosity with that of the suspending medium, µ0,
gives a relative apparent viscosity
µ∗a =
1
u∗
(52)
Now, a general equation for u∗ must be derived by integrating the velocity proﬁles
across the two ﬂuids:
u∗ =
δ∗�
0
uδdy
∗ +
1�
δ∗
ucdy
∗ (53)
Substituting in the deﬁnitions of uc and uδ from equations 36 and 37
u∗ = 6
 δ∗�
0
�
My∗ − y∗2
�
dy∗ +
1
µr
1�
δ∗
�
My∗ − y∗2 + 1−M
�
dy∗
 (54)
and integrating yields
u∗ = 6
�My∗2
2
− y
∗3
3
�δ∗
0
+
1
µr
�
My∗2
2
− y
∗3
3
+ y∗ (1−M)
�1
δ∗
 (55)
u∗ =
�
3My∗2 − 2y∗3
�δ∗
0
+
1
µr
�
3My∗2 − 2y∗3 + 6y∗ (1−M)
�1
δ∗
(56)
u∗ = 3Mδ∗2−2δ∗3+ 1
µr
(3M − 2 + 6 (1−M))− 1
µr
�
3Mδ∗2 − 2δ∗3 + 6δ∗ (1−M)
�
(57)
This equation can be rearranged (details to be found in appendix A), to yield
u∗ =
1
µr
�
M2 (δ∗ (µr − 1) + 1)− 4M (1− δ∗) + 4 (1− δ∗)
�
(58)
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the relative apparent viscosity is thus given by
µ∗a = µr
�
M2 (δ∗ (µr − 1) + 1)− 4M (1− δ∗) + 4 (1− δ∗)
�−1
(59)
Analysis of these results can be found in Chapter 3, §3.4.
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