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ON INDEPENDENCE AND ENTROPY FOR
HIGH-DIMENSIONAL ISOTROPIC SUBSHIFTS
TOM MEYEROVITCH AND RONNIE PAVLOV
Abstract. In this work, we study the problem of finding the asymptotic
growth rate of the number of of d-dimensional arrays with side length n over a
given alphabet which avoid a list of one-dimensional “forbidden” words along
all cardinal directions, as both n and d tend to infinity. Louidor, Marcus, and
the second author called this quantity the “limiting entropy”; it is the limit of
a sequence of topological entropies of a sequence of isotropic Zd subshifts with
the dimension d tending to infinity [13]. We find an expression for this limit-
ing entropy which involves only one-dimensional words, which was implicitly
conjectured in [13], and given the name “independence entropy.” In the case
where the list of “forbidden” words is finite, this expression is algorithmically
computable and is of the form 1
n
log k for k, n ∈ N. Our proof also character-
izes the weak limits (as d → ∞) of isotropic measures of maximal entropy; any
such measure is a Bernoulli extension over some zero entropy factor from an
explicitly defined set of measures. We also demonstrate how our results apply
to various models previously studied in the literature, in some cases recovering
or generalizing known results, but in other cases proving new ones.
The core idea of our proof is to consider certain isotropic measures on a
limiting “infinite dimensional” subshift, and apply the classical theorem of de
Finetti on exchangeable random variables.
1. Introduction
We start with a simple, concrete problem to illustrate our main result: How many
d-dimensional arrays of side length n of letters from the English alphabet are there
in which the word “ADD” does not appear along any cardinal direction? Let us
denote this number by Bn,d. In general, there are no known closed-form expressions
for such quantities for d > 1. What about the limit Bd := limn→∞
1
nd
logBn,d for
a fixed d > 1? It turns out that again there is generally no general closed-form
expression for d > 1.
However, a direct application of our main result gives:
lim
d,n→∞
1
nd
logBn,d =
1
2
log 25 +
1
2
log 26.
Our result also gives information about the limit of uniform distributions over such
arrays, again as n, d→∞. The general framework within which we state and prove
our results is the field of symbolic dynamics.
Symbolic dynamics is concerned with the study of particular Zd topological
dynamical systems called subshifts. A Zd subshift is defined by a finite set Σ, called
an alphabet, and a (possibly infinite) set F of functions from finite subsets of Zd
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to Σ. The elements of F are called forbidden configurations. The Zd subshift with
alphabet Σ induced by F , denoted by X(F), is defined to be the set of points in ΣZ
d
in which no translate of a (forbidden) configuration from F appears. Equivalently,
a Zd subshift is a subset of ΣZ
d
which is compact with respect to the product
topology and invariant under the shift action of Zd. In the special case where F is
finite, X is called a Zd shift of finite type, or SFT.
In this paper we obtain results describing the asymptotic behavior of high-
dimensional isotropic Zd subshifts; we use the word “isotropic” here to refer to
an object (e.g. subshift, measure) which exhibits the same behavior along each
cardinal direction. Our results mostly concern various notions of entropy for such
subshifts.
Given a one-dimensional subshift X = X(F) ⊂ ΣZ, the set of possible points in
ΣZ
d
for which words from F do not occur in any row along any cardinal direction
is a d-dimensional subshift, which was called the dth axial power of X in [13], and
which we denote by X⊗d. For instance, for Σ = {0, 1, 2} and F = {00, 11, 22},
X⊗d contains all {0, 1, 2}-colorings of Zd where adjacent sites (sites with distance
1) have distinct colors.
The topological entropy, which we will review in Section 2, is a useful quantity
associated to any Zd subshift which, in some sense, measures its complexity. Our
main result concerns, for any one-dimensional subshift, the limit as d → ∞ of
topological entropies of Zd of its axial powers, which we call the limiting entropy
of X and denote by h∞(X). We will show (Lemma 2.2) that h∞(X) can also be
viewed as the topological entropy of a suitably defined “infinite-dimensional” axial
power; this observation will be essential to all of our arguments. In [13], connections
were made between the limiting entropy and another quantity, called independence
entropy.
The independence entropy of a one-dimensional subshift X (denoted by hind (X))
is, informally speaking, a measure of how much of the topological entropy of X
comes from sitewise independent behavior. If a one-dimensional subshift X has
alphabet Σ, then we say that a string A1A2 . . . An of nonempty subsets of Σ is
“independently legal for X” if a1 . . . an appears in a point of X for every choice of
a1 ∈ A1, . . . , an ∈ An.
For example, consider the one-dimensional subshift of finite type consisting
of all x ∈ {0, 1}Z which do not contain consecutive 1s, often called the golden
mean shift or the one-dimensional hard-square model, denoted here by XG. Then
{0, 1}{0}{0, 1} is independently legal for XG, since all four words 000, 001, 100, 101
appear in points of XG. However, {0, 1}{0, 1}{0} is not independently legal for
XG, since the word 110 is illegal in XG. (This is because 110 contains consecutive
1s.)
Any independently legal string of subsets for a subshift X can be thought of as a
source of words appearing in points of X which are induced by sitewise independent
choices. The independence entropy of X is defined as the asymptotic exponential
growth rate (in n) of the maximum number of words in X so induced by a single
n-letter independently X-legal string. For example, in the case of XG above, it is
easy to see that the independently XG-legal strings which induce the most legal
words in XG are words of the form {0, 1}{0}{0, 1}{0} . . . which alternate between
{0, 1} and {0}. For any n, such a string induces 2⌈0.5n⌉ words in XG, and so the
independence entropy of XG is
log 2
2 .
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Independence entropy can be defined in a similar way for any Zd subshift, and
in [13] it was shown that hind (X
⊗d) = hind (X) for any X and d. This was then
used to show that hind (X) ≤ h∞(X) for all subshifts X . It was also implicitly
conjectured in [13] that the two quantities hind (X) and h∞(X) are always equal.
Our main result is that this conjecture is true.
Theorem 1.1. For any Z subshift X, the limiting entropy of X is equal to the
independence entropy of X.
For any Z SFT X , it was shown in [13] that hind (X) is of the form
log k
n where
k, n ∈ N, and that there is an simple algorithm to compute hind (X). Thus, an
important consequence of our result is that the limiting entropy for subshifts of
finite type can be easily computed, and is always a rational multiple of the logarithm
of a natural number. This is in sharp contrast to the topological entropy of d-
dimensional SFTs, for which there is no known explicit expression, even for some
of the simplest nontrivial examples.
To give an idea of the structure of the paper, here is a brief outline of the
proof. As stated above, we begin by verifying that the limiting entropy of X coin-
cides with the topological entropy of a limiting “infinite dimensional axial product”
X⊗∞. The inequality hind (X) ≤ h∞(X) has already been established, so we need
only prove the reverse inequality. By the variational principle, it is sufficient to
show that hind (X) is greater than or equal to the measure-theoretic entropy for
X⊗∞ with respect to an arbitrary shift-invariant measure. By using the fact that
X⊗∞ is isotropic, we then show that it suffices to consider only shift-invariant
measures which are also invariant with respect to finite permutations of the car-
dinal directions. For such measures, we can consider the conditional measure of
states at certain sites given states on certain other sites as random variables, which
turn out to be exchangeable, and so by de Finetti’s theorem they are mixtures
of identically distributed random variables. This structure guarantees some inde-
pendence of these random variables, which can be leveraged into a proof that for
almost every point in X⊗∞, if at each site we associate the set of admissible states
given the states of all other sites, the resulting point is “independently legal” for
X⊗∞. This naturally defines a measure-theoretic factor map (shift invariant sub-
σ-algebra), with respect to which the relative entropy is bounded from above by
the independence entropy of X⊗∞ (which is equal to the independence entropy of
X). To conclude the proof, we verify that if our measure is in addition a measure
of maximal entropy, the measure-theoretic entropy of this factor is zero.
The remainder of the paper is organized as follows. Section 2 contains necessary
definitions and preliminary results for our arguments and results. Section 3 con-
tains the proof of Theorem 1.1. Section 4 contains results regarding measures of
maximal entropy for our infinite-dimensional axial powerX , including a uniqueness
criterion. Section 5 discusses some previously existing results for specific models
and how our results fit into this framework, and Section 6 discusses some natural
questions and directions for future work.
Acknowledgement: We are grateful to Brian Marcus for his encouragement
and for many stimulating discussions, and to Aernout van Enter for explaining some
relations of our work to mean-field theory in statistical mechanics. We would also
like to thank the math department of the University of British Columbia and the
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Pacific Institute for Mathematical Sciences for hosting a visit of the second author,
when the initial part of this research took place.
2. Definitions and preliminaries
We will consider some actions by homeomorphisms of certain countable groups:
Zd for d ∈ N,
⊕
N
Z, which we denote by Z∞, and the group of permutations on N
which fix all but finitely many integers, which we denote by P.
By definition, Z∞ =
⊕
N
Z is the countable group of infinite sequences of integers
which have only finitely many non-zero terms.
All of these groups are amenable: each admits a Følner sequence, which is any
sequence Fn of finite subsets for which
|gFn△Fn|
|Fn|
−→
n→∞
0 for all g ∈ G. For any
d ∈ N, F
(d)
n := [−n, n]d is a Følner sequence in Zd. For the group Z∞, an example
of a Følner sequence is given by F
(∞)
n = [−n, n]n × {0}∞. When the dimension is
obvious from context, we will refer to these sets simply as Fn.
Sometimes it will be useful to view Zd (d ∈ N∪{∞}) as the vertex set of a graph,
where v and w are adjacent if and only if
∑
i |vi −wi| = 1. For any subset S ⊆ Z
d,
we then define its boundary ∂S to be the set of all vertices in Zd \ S adjacent to
some vertex in S.
For any finite set Σ, which we call an alphabet, and any d ∈ N ∪ {∞}, define
the d-dimensional full shift to be the topological dynamical system given by the
space ΣZ
d
, endowed with the shift Zd-action (σv), defined by (σvx)g := xg+v for
all v, g ∈ Zd and x ∈ ΣZ
d
. The full shift is endowed with the (discrete) product
topology, with respect to which each shift is a homeomorphism.
A configuration is defined to be any c ∈ ΣS , for a finite set S ⊆ Zd. The set S is
called the shape of the configuration. For any finite set of configurations w1, . . . , wn
with disjoint shapes S1, . . . , Sn, their concatenation is the configuration w1w2 · · ·wn
with shape
⋃n
i=1 Si defined by (w1w2 · · ·wn)Si = wi for 1 ≤ i ≤ n. For historical
reasons, when d = 1 a configuration is referred to as a word.
A Zd subshift is a subset of the Zd full shift which is shift-invariant and closed
(therefore compact) with respect to the product topology. Elements of a Zd sub-
shift are called points, and, again for historical reasons, when d = 1 we call them
sequences. Any Zd subshift X can be defined by a (possibly infinite) set F of
forbidden configurations in the following way:
X = X(F) := {x ∈ ΣZ
d
: xS+n /∈ F for all finite S ⊆ Z
d and n ∈ Zd}.
When F is finite, we say that X(F) is a Zd subshift of finite type or SFT. For d = 1,
if F ⊂ Σ{0,...,k} we say that X(F) is a k-step SFT.
For any Zd subshift X , we define the language of X , written L(X), to be the
set of all configurations which appear within points of X . For any finite S ⊂ Zd,
denote by L(X,S) := L(X) ∩ ΣS the set of configurations in L(X) with shape S.
For any Zd subshift X and w ∈ L(X,S), the set [w] := {x ∈ X : xS = w} is called
the cylinder set of w.
We now recall the definition of axial powers of subshifts as in [13], as already
outlined in the introduction. Given a Z subshift X ⊂ ΣZ and any d ∈ N, let
X⊗d ⊂ ΣZ
d
denote the Zd subshift defined by
X⊗d = {x ∈ ΣZ
d
: ∀g ∈ Zd ∀i ∈ {1, . . . , d}, xg+Zei ∈ X},
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where xg+Zei ∈ Σ
Z is the sequence obtained by shifting x by g and projecting it
along the ith direction. X⊗d is called the dth axial power of X .
Similarly, we define X⊗∞ ⊂ ΣZ
∞
by
X⊗∞ = {x ∈ ΣZ
∞
: ∀g ∈ Z∞ ∀i ∈ N, xg+Zei ∈ X}.
It is clear that X⊗d is always a Zd subshift, since it is closed w.r.t. the product
topology on ΣZ
d
, and is invariant with respect to the shift Zd-action on ΣZ
d
.
The topological entropy of a Zd subshift X (d ∈ N ∪ {∞}) is defined as
h(X) = lim
n→∞
1
|Fn|
log |L(X,Fn)|.
We define the limiting entropy of a Z subshift X as
h∞(X) := lim
d→∞
h(X⊗d).
The limit exists because h(X⊗d) is nonincreasing in d; see [13] for a proof.
The next few definitions involve measures on Zd subshifts (d ∈ N ∪ {∞}). All
such measures will be taken to be Borel probability measures with respect to the
product topology. We say that µ is shift-invariant if σvµ = µ for all v ∈ Z
d,
For a shift-invariant measure µ on X , the measure-theoretic entropy of µ is
h(µ) := lim
k→∞
1
|Fn|
Hµ(Fn),
where
Hµ(Fn) := −
∫
logµ([xFn ])dµ(x)
is the Shannon entropy of the discrete random variable xFn .
The above definitions and statements about entropy can be defined for any
amenable group and are all independent of the particular choice of Følner sequence;
for more information about entropy in this general setting, see [15].
The following fundamental theorem of entropy theory generalizes to any count-
able amenable group acting by homeomorphisms on a compact space, and beyond.
For simplicity, we state it only for Zd subshifts, where d ∈ N ∪ {∞}, which is
sufficient for the purposes of this paper:
Theorem (Variational principle). For any d ∈ N ∪ {∞} and Zd subshift X,
h(X) = sup
µ
h(µ),
where the supremum on the right-hand side is over all shift-invariant measures on
X.
For a proof of the variational principle in the general amenable group setting,
see [15]. For an elegant Zd-proof (d <∞), see [14].
Since the shift Zd-action on the d-dimensional full shift is always expansive, the
function µ 7→ h(µ) is upper semi-continuous for measures on any Zd subshift. It
follows that the supremum on the right hand side is attained by at least one measure
µ. For proofs and details see [1], for instance.
A measure µ for which h(X) = h(µ) is called a measure of maximal entropy on
X .
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We also need the notion of conditional entropy. For any finite F ⊂ Zd, d ∈
N∪{∞}, any measure µ on the d-dimensional full shift, and any σ-algebra A which
is measurable with respect to µ, we define
Hµ(F | A) := −
∫
logµ([xF ] | A) dµ(x),
and correspondingly define the conditional entropy of µ with respect to A as
h(µ | A) := lim
k→∞
1
|Fn|
Hµ(Fn | A).
A standard application of the definition of conditional entropy shows that we
can also write
h(µ | A) = lim
k→∞
∫
1
|Fn|
Hµ|A(Fn) dµ(x),
where µ | A denotes the conditional measure of µ given A.
Given two Zd subshifts X ⊂ ΣZ
d
1 and Y ⊂ Σ
Z
d
2 , a (topological) factor map is
a surjective continuous map π : X → Y for which σv ◦ π = π ◦ σv for all v ∈ Z
d.
Similarly, when µ and ν are shift-invariant measures on X and Y respectively, a
measure-theoretic factor map from (X,µ) to (Y, ν) is a map π : X → Y which is µ-
measurable, which projects the measure µ to ν, and for which σv ◦π = π ◦σv µ-a.e.
for all v ∈ Zd. We will most often use conditional entropy in the case where A is
the image of the underlying σ-algebra for the measure space under a µ-measurable
factor map π; in this case, we will write the factor π in lieu of A.
The following two well-known results relate non-conditional and conditional en-
tropies.
Theorem. (Rokhlin-Abramov formula [21]) For any shift-invariant measure
µ on a Zd subshift X (d ∈ N ∪ {∞}) and any µ-measurable factor map π on X,
h(µ | π) = h(µ)− h(π(µ)).
Theorem. (Entropy via lexicographic past, see, for instance, p. 318 of
[7]) For any d ∈ N ∪ {∞}, denote by Pd the lexicographic past of 0 in Z
d, i.e. the
set of all g ∈ Zd which have at least one nonzero coordinate, the first of which is
negative. Then for any shift-invariant measure µ on ΣZ
d
, h(µ) = Hµ({0} | πPd).
(Here and elsewhere, for a set S ⊆ Zd, πS represents the projection map x 7→ xS .)
In the case d = 1 this is a classical result. The proof of the above result in
[7] formally applies only to the case d < ∞, but is easily extended to the d =
∞ case. Though we will not recreate the proof here, the idea is to think of an
arbitrary cylinder set on a large configuration as an intersection of events, and then
to decompose the probability of such an intersection as a product of conditional
probabilities (using Bayes’s rule) and apply the Martingale convergence theorem.
We will naturally identify Zd1 as a subgroup of Zd2 whenever d1 < d2 ≤ ∞
via the embedding (v1, . . . , vd1) 7→ (v1, . . . , vd1 , 0, 0, . . .), and say that a sequence of
measures µn ∈ P(Σ
Z
n
) converges in the weak-∗ topology to a measure µ in P(ΣZ
∞
)
if µn([wF ])→ µ([wF ]) for all finite F ⊂ Z
∞ and all wF ∈ Σ
F .
We complete the section with two lemmas demonstrating connections between
X⊗∞ and the problem of limiting entropy, for which we first need a preliminary
result about legal configurations in X⊗∞.
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Lemma 2.1. For any Z subshift X, any d ∈ N, and any finite S ⊆ Zd, L(X⊗d, S) =
L(X⊗∞, S).
Proof. The inclusion L(X⊗∞, S) ⊆ L(X⊗d, S) is trivial since the projection xZd is
clearly in X⊗d for any x ∈ X⊗∞. It therefore suffices to show the reverse inclusion.
Consider any w ∈ L(X⊗d, S). By definition, there exists x ∈ X⊗d so that
xS = w. We will use x to construct a point of X
⊗∞. Define x′ ∈ ΣZ
∞
by x′g :=
x(g1,g2,...,gd−1,
∑∞
i=d gi)
. Clearly x′
Zd
= x, so x′S = w. Also, for any g ∈ Z
∞ and i ∈ N,
the row x′g+Zei is a row of x; either in the xi-direction if i < d or in the xd-direction
if i ≥ d. Since x ∈ X⊗d, all such rows are in X , and so x′ ∈ X⊗∞. We have then
shown that w ∈ L(X⊗∞, S), completing the proof.

Lemma 2.2.
h(X⊗∞) = h∞(X).
Proof. By definition, we have
h∞(X) = lim
d→∞
h(X⊗d).
We have
h(X⊗d) = lim
N→∞
1
|F
(d)
N |
log |L(X⊗d, F
(d)
N )|.
Thus, we can find an increasing sequence of integers (N1, N2, . . .), so that
h∞(X) = lim
d→∞
1
|F
(d)
Nd
|
log |L(X⊗d, F
(d)
Nd
)|.
As F
(d)
Nd
is a Følner sequence in Z∞, we also have
h(X⊗∞) = lim
d→∞
1
|F
(d)
Nd
|
log |L(X⊗∞, F
(d)
Nd
)|.
By Lemma 2.1 above, L(X⊗∞, F
(d)
Nd
) = L(X⊗d, F
(d)
Nd
); it follows that h∞(X) =
h(X⊗∞). 
Lemma 2.3. Let µ1, µ2, . . . , µn, . . . be a sequence of measures where each µn is a
measure on X⊗n.
(1) If µn → µ in the weak-∗ topology, where µ is a measure on Σ
Z
∞
, then
µ(X⊗∞) = 1.
(2) If, in addition, every µn is a measure of maximal entropy of X
⊗n, then µ
is a measure of maximal entropy of X⊗∞.
Proof. To prove (1), choose any sequence µn which approaches a weak-∗ limit µ.
Choose any finite F ⊂ Z∞. For some sufficiently large d0, F ⊂ Z
d0 , by definition of
Z∞. Again, by Lemma 2.1, L(X⊗d0 , F ) = L(X⊗d, F ) for all d0 ≤ d ≤ ∞. Thus, for
all d ≥ d0, µd(xF ∈ L(X
⊗d, F )) = 1. It follows that µ({xF ∈ L(X
⊗∞, F )}) = 1.
Thus,
µ(X⊗∞) = µ
( ⋂
F⊂Z∞
{xF ∈ L(X
⊗∞, F )}
)
= 1,
where the intersection is over all finite F ⊂ Z∞. This completes the proof of (1).
Now, (2) follows by combining (1), the relation h(X⊗∞) = h∞(X) from Lemma 2.2,
and upper semi-continuity of measure-theoretic entropy. 
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2.1. Multi-choice subshifts and independence entropy. We now recall some
definitions and results from [13]. Let Σˆ denote the set of non-empty subsets of Σ.
Let X be a Zd subshift over Σ, where d ∈ N∪{∞}. The multi-choice shift X̂ ⊂ ΣˆZ
d
is the set
X̂ = {xˆ ∈ ΣˆZ
d
: xˆ ⊂ X},
where xˆ ∈ ΣˆZ
d
is naturally interpreted as a subset of X , obtained by Cartesian
products. Note that any xˆ ∈ X̂ corresponds to an (infinite) “independently legal”
point as described in the introduction.
The independence score of a configuration wˆ ∈ ΣˆF with shape F is defined by
S(wˆ) =
1
|F |
∑
n∈F
log |xˆn|.
We analogously define the independence score for xˆ ∈ ΣˆZ
d
by
S(xˆ) = lim sup
n→∞
S(xˆFn).
Finally, we define the independence score of any shift-invariant measure µˆ on X̂ as
S(µˆ) =
∫
log |xˆ0| dµˆ(xˆ).
Observe that for any shift-invariant measure µˆ and finite F ⊂ Zd, S(µˆ) =∫
S(xˆF )dµˆ(xˆ). In particular, since xˆ→ S(xˆ) is a function which is invariant under
shifts, it follows that for an ergodic measure µˆ, S(xˆ) = S(µˆ) µˆ-almost everywhere.
Also, by the pointwise ergodic theorem, the lim sup in the definition of S(xˆ) is
actually a limit µˆ-almost surely.
Following [13], we define the independence entropy hind (X) of a Z subshift X as
hind (X) = lim
n→∞
(
sup{S(wˆ) : wˆ ∈ L(Xˆ, Fn)}
)
.
See Section 4 of [13] for details on how existence of the limit follows from sub-
additivity. The above definition of hind (X) is a specific instance of a maximal
ergodic average, in this case on the compact space Xˆ . The study of maximal ergodic
averages goes by the name ergodic optimization. The paper [10] by O. Jenkinson
establishes basic aspects of the theory.
The following lemma states convenient equivalent definitions of the independence
entropy:
Lemma 2.4. Let X be a Zd subshift. The following are equivalent definitions of
the independence entropy hind :
(1) hind (X) = sup{S(xˆ) : xˆ ∈ Xˆ}.
(2) hind (X) is equal to supµˆ S(µˆ), where the supremum is over shift-invariant
measures on Xˆ.
Lemma 2.4 above is a special case of Proposition 2.1 from [10], which shows
that several different ways of taking maximal ergodic averages for a continuous
function f on a compact metric space K under a continuous map T : K → K
are equal. Our K is Xˆ, our function f is given by xˆ 7→ log |xˆ0|, and our T is the
shift map. Three of the “averages” that he defines are γ(f) (which is supxˆ S(xˆ)
in our context), α(f) (which is supµˆ S(µˆ) in our context), and δ(f) (which is our
definition of independence entropy), and Proposition 2.1 from [10] states that the
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three are equal. The proof there is technically written only for Z-actions, but it
clearly extends to the Zd case. For the convenience of the reader, we present a
short self-contained specific proof, essentially following [10].
Proof. It should be clear from the definitions that hind (X) ≥ supxˆ S(xˆ). Also,
since xˆ 7→ log |xˆ0| is an L
1 function, for every µˆ, by the pointwise ergodic theorem,
S(µˆ) =
∫
S(xˆ) dµˆ(xˆ), and so there exists xˆ ∈ Xˆ s.t. S(xˆ) ≥ S(µˆ). Therefore,
supxˆ S(xˆ) ≥ supµˆ S(µˆ). It remains to show that supµˆ S(µˆ) ≥ hind (X). Take
configurations wˆ(n) ∈ L(Xˆ, Fn) s.t. S(wˆ
(n)) → hind (X). Since each wˆ
(n) ∈ L(Xˆ),
we can define a sequence of points xˆ(n) ∈ Xˆ with (xˆ(n))Fn = wˆ
(n). Then, define
measures µˆ(n) = 1|Fn|
∑
v∈Fn
δσv xˆ(n) . By compactness of Xˆ , we may take a weak-*
limit point µˆ of the sequence (µˆ(n)), which will be shift-invariant. Finally, S(µˆ) =
lim
n→∞
∫
log |xˆ0| dµˆ
(n)(xˆ) = lim
n→∞
1
Fn
∑
v∈Fn
log |(xˆ(n))v| = lim
n→∞
S(wˆ(n)) = hind (X).

2.2. Exchangeability and de Finetti’s theorem. One of the main tools in the
proof of Theorem 1.1 is de Finetti’s Theorem, which we review here for complete-
ness.
Let P denote the group of finite permutations of the positive integers, i.e. per-
mutations of N which fix all but finitely many integers. P is a countable, amenable
group.
Definition 1. A sequence (Xn) of random variables is called exchangeable if
for any n and n-tuples of distinct integers i1, i2, . . . , in and j1, j2, . . . , jn, the joint
distributions of Xi1 , . . . , Xin and Xj1 , . . . , Xjn are the same. Equivalently, (Xn) is
exchangeable if all joint distributions are invariant under the action of P on (Xn)
by permutation of indices.
The simplest examples of exchangeable sequences of random variables are i.i.d.
or Bernoulli sequences, which are clearly exchangeable. However, not every ex-
changeable sequence is Bernoulli. For instance, one can define the Xi so that either
they must all be equal to 0 (say with probability 0.3) or all must be equal to 1
(say with probability 0.7). The reader may check that this sequence is exchange-
able, but clearly it is not Bernoulli. However, it is a mixture of the two (trivial)
Bernoulli sequences which are a.s. constant with value 0 and a.s. constant with
value 1 respectively. In fact, this is not an anomaly: de Finetti’s theorem states
that all exchangeable sequences are mixtures of i.i.d. distributions.
Theorem (de Finetti’s theorem). Any exchangeable sequence (Yn) of random
variables each taking values in a Borel space (Ω,F) is a mixture of identically
distributed random variables. In other words, there is a measure θ on the simplex
of Borel probability measures on (Ω,F) such that
P
(
N⋂
k=1
{Yk ∈ Ak}
)
=
∫ N∏
k=1
p(Ak)dθ(p),
for any A1, . . . AN ∈ F .
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This version of de Finetti’s theorem for random variables taking values in a Borel
measurable space is due to Hewitt and Savage [8].
In particular, for exchangeable random variables, the exchangeable σ-algebra
coincides with the tail σ-algebra: Any measurable function of an exchangeable
sequence which is invariant under finite permutations of the variables is measurable
with respect to the tail. In the case of exchangeable variables taking values in a finite
set Ω, the particular i.i.d. distribution in the mixture can be recovered by observing
the empirical distributions µa(X1, . . . , Xn, . . .) := limn→∞
1
n |{i ≤ n : Xi = a}|,
a ∈ Ω.
2.3. Allowable local perturbations. A useful notion in the proof and statement
of our results is the notion of “allowable local perturbations” for a point in a Zd
subshift.
For any subshift X ⊂ ΣZ
d
, d ∈ N∪{∞}, shift-invariant measure µ on X , x ∈ X ,
and g ∈ Zd, we say that a letter a is a µ-allowable local perturbation of x at g if the
conditional probability
px,g(a) := µ({z ∈ X : zg = a} | {z ∈ X : z{g}c = x{g}c})
is greater than 0.
For any shift-invariant measure µ on X , define a map φµ : X → Σˆ
Z
d
by
(φµ(x))g = {a ∈ Σ : px,g(a) > 0}.
This is a measurable factor map to ΣˆZ
d
; µ-almost surely, (φµ(x))g 6= ∅ for all
g ∈ Zd, since by definition µ({xg ∈ (φµ(x))g}) = 1.
3. Proof of theorem 1.1
The group P acts on Z∞ in a natural way by permuting coordinates: for ρ ∈ P
and g ∈ Z∞, (ρ(g))i := gρ(i). Through the action of P on Z
∞, P also acts on X⊗∞.
We will consider measures of maximal entropy on X⊗∞ which are in addition
invariant with respect to the action of P on X⊗∞. The existence of such measures
follows from amenability of P, upper semi-continuity of measure-theoretic entropy,
and the fact that the action of P on X⊗∞ preserves measure-theoretic entropy.
To be specific, choose any shift-invariant measure ν on X⊗∞, and take any
weak-∗ limit point µ of the sequence
1
|Pn|
∑
ρ∈Pn
ρ ◦ ν, where Pn ⊂ P is the set of
permutations which fix all integers greater than n.
Clearly, h(ν) = h(ρν) for any permutation ρ ∈ P. Since ν 7→ h(ν) is an affine and
upper semi-continuous function, it follows that µ is a measure of maximal entropy
whenever ν is a measure of maximal entropy.
Lemma 3.1. For any P-invariant measure ν on X⊗∞ and any finite F ⊂ Z∞\{0},
x0 and xF are ν-almost surely ν-conditionally independent given xF c\{0}.
Proof. For n ∈ Z∞, we define its support by supp(n) = {k ∈ N : nk 6= 0}. Let
F ⊂ Z∞ \{0} be any finite set. We denote by Sd(F ) the set of all n ∈ Z
d \(F ∪{0})
for which there is some k ∈ N such that supp(n) ⊂ ((d − 1)k, d · k].
Choose any d0 ∈ N so that F ⊂ Z
d0 (naturally identifying Zd0 as a subset of
Z∞), equivalently
⋃
n∈F supp(n) ⊂ [1, d0]. For k ∈ N, define τk : Z
∞ → Zd0 by
τk(n)j = nj+d0k for 1 ≤ j ≤ d0.
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Then, define ξk : X
⊗∞ → ΣZ
d0\{0} which projects onto the set of nonzero
n ∈ Z∞ whose support is contained in (d0(k − 1), d0 · k], which are mapped to
Zd0 \ {0} via τk:
(ξk(x))n := xτk(n) for n ∈ Z
d0 \ {0}.
We consider ξ1, ξ2, . . . , ξk, . . . as a sequence of random variables, taking values
in ΣZ
d0\{0}, with respect to the measure ν on X⊗∞. It follows from P-invariance
of ν that the sequence of random variables {ξk}
∞
k=1 is exchangeable. Thus, by de
Finetti’s theorem their joint distribution is a mixture of independent identically
distributed random variables. Furthermore, the joint distribution of x0 and the
{ξk}’s is invariant under permutations of the sequence {ξk}
∞
k=1. It follows that
given {ξk}k∈S for any infinite S ⊂ N, x0 is independent of {ξk}k∈N\S .
We have concluded that ν-almost surely, x0 and ξ1 = {xn : n ∈ Z
d0 \ {0}} are
conditionally independent given {ξk}k>1 = {xn : n ∈ Sd0(F ) \ Z
d0}. The reader
may check that additionally conditioning on some subset of {xn : n ∈ Z
d0 \ {0}}
(along with {xn : n ∈ Sd0(F ) \ Z
d0}) preserves conditional independence of x0
and the remaining sites in {xn : n ∈ Z
d0 \ {0}}. In particular, this means that
ν-almost-surely, x0 and xF are conditionally independent given {xn : n ∈ Sd0(F )}.
Observe that this holds for all d > d0 as well. Also note that Sd1(F ) ⊂ Sd2(F )
whenever d1 divides d2, and so {Sd!(F )}d≥d0 is an increasing sequence of subsets of
Z∞ whose union is Z∞ \F ∪{0}. Thus, ν-almost-surely x0 and xF are independent
given xF c\{0}, completing the proof.

Lemma 3.2. Let µ be a measure on X⊗∞ which is both shift-invariant and P-
invariant. Then for a set of x ∈ X⊗∞ of full µ-measure, any y ∈ ΣZ
∞
obtained
by a finite number of µ-allowable local-perturbations of x is in X⊗∞. Also, for any
such x, φµ(x) ∈ X̂⊗∞.
Proof. By compactness of X⊗∞, it is sufficient to show that for µ-a.e. x ∈ X⊗∞,
any finite F ⊂ Z∞, and any configuration yF ∈ Σ
F with yg ∈ (φµ(x))g for all
g ∈ F , there exists z ∈ X⊗∞ with zF = yF .
It will suffice to show that for µ-a.e. x ∈ X⊗∞ and for any choices yg ∈ (φµ(x))g
for all g ∈ F ,
(1) µ({z ∈ X⊗∞ : zF = yF | zF c = xF c}) =
∏
g∈F
px,g(yg).
This is because integrating (1) with respect to µ shows that µ([yF ]) > 0, and since
µ is a measure on X⊗∞, this would show that yF ∈ L(X
⊗∞), completing the proof
as explained above.
We prove (1) by induction on n = |F |. For n = 1, (1) is just the definition of
px,g. For the inductive step, assume that |F | = n and that (1) is true for all sets of
cardinality less than n.
Choose some g ∈ F , and let F1 := F \ {g}. For the purposes of the proof, we
extend yF to a full point y ∈ Σ
Z
∞
which is equal to yF on F and equal to xF c on
Fc. For µ-a.e. x ∈ X
⊗∞, the definition of conditional probability gives
µ({z ∈ X⊗∞ : zF = yF | zF c = xF c})
= µ({z ∈ X⊗∞ : zF1 = yF1 | zF c1 = yF c1 })µ({zg = yg | zF c = xF c}).
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The inductive hypothesis on F1 implies that
µ({z ∈ X⊗∞ : zF1 = yF1 | zF c1 = yF c1 }) =
∏
h∈F1
py,h(yh),
and by Lemma 3.1, zF1 and zg are conditionally µ-independent given zF c , and so
µ({zg = yg | zF c = xF c}) = µ({zg = yg | z{g}c = x{g}c}) = px,g(yg). Therefore,
proving (1) is reduced to showing that py,h(yh) = px,h(yh) for all h ∈ F1.
Again by Lemma 3.1, for every h ∈ F1, zF\{h} and zh are conditionally indepen-
dent given zF c , and so
py,h(yh) = µ({z ∈ X
⊗∞ : zh = yh | z{h}c = y{h}c})
and px,h(yh) = µ({z ∈ X
⊗∞ : zh = yh | z{h}c = x{h}c})
are both equal to µ({z ∈ X⊗∞ : zh = yh | zF c = xF c}).
In particular, this shows that py,h(yh) = px,h(yh) for all h ∈ F1, completing the
proof.

In other words, for µ as above, the measure-theoretic factor map φµ maps to
X̂⊗∞, µ-almost surely. We denote by µˆ the measure φµ(µ) on X̂⊗∞, which is just
the pushforward of µ under φµ.
Our next step is to characterize the structure of P-invariant measures of maximal
entropy on X⊗∞.
Lemma 3.3. For any P-invariant measure of maximal entropy µ on X⊗∞,
(2) µ =
∫
X̂⊗∞
µxˆ dµˆ(xˆ),
where for any xˆ ∈ X̂⊗∞, µxˆ denotes the independent product of the uniform mea-
sures on xˆg over all g ∈ Z
∞.
Proof. The conditional entropy of µ given φµ satisfies
h(µ | φµ) =
∫
X̂⊗∞
Hµ({0} | φµ(x)) dµˆ ≤
∫
X̂⊗∞
log |xˆ0| dµˆ(xˆ)
The equality follows since by Lemma 3.2, all sites xv are conditionally independent
given φµ(x), and the inequality comes from the trivial fact that Hµ(R) ≤ log k for
any random variable R taking on k values. Clearly equality holds in the inequality
iff the conditional distribution of x0 under µ given φµ(x) is µ-a.s. uniform over the
finite set φµ(x)0.
Thus, if µ does not satisfy the formula (2), we could define a measure ν =∫
X̂⊗∞
µxˆ dµˆ(xˆ) for which h(ν) > h(µ), which would contradict the fact that µ is a
measure of maximal entropy. 
Lemma 3.4. Let µ be a P-invariant measure of maximal entropy on X⊗∞. The
measure-theoretic entropy of the measure µˆ with respect to the Z∞-action by shifts
is zero:
h(µˆ) = 0.
ON INDEPENDENCE AND ENTROPY FOR ISOTROPIC SUBSHIFTS 13
Proof. Suppose for a contradiction that h := h(µˆ) > 0. First, we note that by
definition, for any g ∈ Z∞, (φµ(x))g is µ-a.s. uniquely determined by x{g}c as the
set {a ∈ Σ : px,g(a) > 0}. But by Lemma 3.3, µ-a.s., (φµ(x))g is independent of
x{g}c given (φµ(x)){g}c . It is clear that if two random variables are independent
and the first is a function of the second, then the first must be constant. Therefore,
(φµ(x))g must be conditionally constant given (φµ(x)){g}c . In other words, µ-a.s.,
(φµ(x)){g}c uniquely determines (φµ(x))g .
This means that there exists N so that (φµ(x))0 is determined by (φµ(x))FN \{0}
with µ-probability 1 − δ, for some δ < h3 log |Σ| . Choose d large enough that
1
|Fd|
Hµˆ(Fd) ≤ h + ǫ, where ǫ <
h
3|FN |
. We now decompose Hµˆ(FN × Fd) as a
sum of conditional entropies:
Hµˆ(FN × Fd) = Hµˆ((FN \ {0})× Fd) +Hµˆ({0} × Fd | π(FN\{0})×Fd)
≤ (|FN | − 1)|Fd|(h+ ǫ) + |Fd|δ log |Σ|
= |FN ||Fd|
[
h−
h
|FN |
+ ǫ−
ǫ
|FN |
+
δ log |Σ|
|FN |
]
≤ |FN ||Fd|
[
h−
h
|FN |
+ ǫ+
δ log |Σ|
|FN |
]
< |FN ||Fd|
[
h−
h
|FN |
+
h
3|FN |
+
h
3|FN |
]
= |FN ||Fd|h
(
1−
1
3|FN |
)
.
From the general theory of entropy for amenable groups (as in [15], p. 59), for any
finite set P ⊂ Z∞, 1|P |Hµˆ(P ) ≥ h, and so we have a contradiction.

Proof of Theorem 1.1. Let µ be a P-invariant measure of maximal entropy onX⊗∞.
By Lemma 3.2, φµ is a measure-theoretic factor from the Z
∞-system (X⊗∞, µ) into
(X̂⊗∞, µˆ).
The Rokhlin-Abramov formula gives
h(µ) = h(µˆ) + h(µ | φµ),
where
h(µ | φµ) =
∫
X̂⊗∞
lim
n→∞
1
|Fn|
Hµ(Fn | φµ(x)) dµ
is the relative entropy of µ over φµ. However, by Lemma 3.4, h(µˆ) = 0. By
definition of φµ,
1
|Fn|
Hµ(Fn | φµ(x)) ≤ S((φµ(x))Fn), and so
(3) h∞(X) = h(µ) = h(µ | φµ) ≤
∫
X̂⊗∞
lim sup
n→∞
S(xˆFn) dµˆ(xˆ).
However, for any xˆ ∈ X̂⊗∞,
lim sup
n→∞
S(xˆFn) ≤ hind (X),
so h∞(X) ≤ hind (X). Finally, we already know from [13] that hind (X) ≤ h∞(X),
so we have shown that h∞(X) = hind (X).

As an application, we now verify the formula for the limiting entropy of the
subshift XADD given in the introduction, where Σ is the set of letters in the English
alphabet and ADD is the only forbidden word. Given Theorem 1.1, clearly it
suffices to show that hind (XADD) =
1
2 log 25 +
1
2 log 26. We sketch an argument
here, and leave it to the reader to fill in details.
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The alphabet Aˆ of X̂ADD technically has 2
26 − 1 elements, but it is clear that
if one wishes to maximize indepedence score, only four should be used. Define
S1 = Σ \ {A,D}, S2 = Σ \ {A}, S3 = Σ \ {D}, and S4 = Σ. Then in any legal
configuration in X̂ADD, one can find another legal configuration, using only the Si,
with equal or greater independence score, by including all letters of Σ except A and
D at every site. To compute hind (XADD), we can then restrict our attention to
configurations using only the Si.
We first note that the word S4S4S4 is illegal in X̂ADD. Therefore, any word in
L(X̂ADD) can be written as
w = w0S
n1
4 w1S
n2
4 . . . wk−1S
nk
4 wk,
where each ni is 1 or 2, every wi except w0 is nonempty, and each wi contains no
S4s. We further note that if S4S4 occurs in a legal configuration in X̂ADD, then
since D ∈ S4, the preceding letter Si must not include A, and so must be S1 or S2.
But if it is preceded by S2, then since D ∈ S2, again the preceding letter must be
S1 or S2. Continuing in this way, we see that if any ni = 2, then wi−1 is either of
the form Sk2 or ends with S1S
k
2 for some k. Furthermore, the only wi−1 which can
possibly be Sk2 is w0, since all other wi−1 are preceded by an S4, and S4S2S2 and
S4S2S4 are both illegal configurations for X̂ADD.
Summarizing, we see that w can be decomposed into (possibly empty) w0 and wk
which contain no S4, the word S
n1
4 , words of the form wiS4 where wi is nonempty
and has no S4, and words of the form wiS4S4 where wi is nonempty, has no S4, and
has at least one S1. The reader may check that except for S
n1
4 , all of the remaining
types of words have independence score less than or equal to their length times
1
2 log 25 +
1
2 log 26. Therefore, any w ∈ L(X̂ADD) has independence score less than
or equal to 2 log 26 + |w|(12 log 25 +
1
2 log 26), which implies that hind (XADD) ≤
1
2 log 25 +
1
2 log 26.
Finally, clearly hind (XADD) ≥
1
2 log 25 +
1
2 log 26, since all words (S3S4)
n are
in L(X̂ADD) and such words have independence score equal to their length times
1
2 log 25 +
1
2 log 26. Therefore, hind (XADD) =
1
2 log 25 +
1
2 log 26.
4. Limiting measures of maximal entropy
We now wish to discuss the structure of the measure(s) of maximal entropy on
X⊗∞. We will show that we can completely describe the structure of the measures
of maximal entropy which are P-invariant. Denote by X̂⊗∞max ⊂ X̂⊗∞ the set of
points xˆ with S(xˆ) = hind (X). This is a shift-invariant and P-invariant subset of
X̂⊗∞.
For any shift-invariant measure ν supported on X̂⊗∞max, define a shift-invariant
measure Φ(ν) on X⊗∞ by
(4) Φ(ν) =
∫
X̂⊗∞
µxˆ dν(xˆ),
where for any xˆ ∈ X̂⊗∞max, µxˆ is the independent product of the uniform measures
over xˆg for g ∈ Z
∞.
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Theorem 4.1. Any P-invariant measure of maximal entropy µ on X⊗∞ is of
the form µ = Φ(µˆ), where µˆ is the push-forward of µ via φµ and is supported on
X̂⊗∞max.
Proof. If µ is a P-invariant measure of maximal entropy forX⊗∞, define µˆ = φµ(µ).
By Lemma 3.3, µ = Φ(µˆ). We also have the following chain of inequalities:
h∞(X) = hµ({0} | πP∞) =
∫
X⊗∞
Hµ({0} | πP∞) dµ(x) =
∫
X⊗∞
Hµ({0} | πP∞×φµ) dµ(x)
≤
∫
X⊗∞
Hµ({0} | φµ) dµ(x) ≤
∫
X⊗∞
log |(φµ(x))0| dµ(x) =
∫
X̂⊗∞
S(xˆ0) dµˆ(xˆ) ≤ hind (X).
The third equality holds since h(µˆ) = 0. By Theorem 1.1, h∞(X) = hind (X).
Therefore, all inequalities above are in fact equalities. The first inequality being
an equality implies that x0 is conditionally µ-independent from xP , given φµ(x).
This clearly implies that µ-almost every fiber µxˆ in the disintegration of µ over φµ
is a sitewise independent product. The second inequality being an equality implies
that µ-a.s., the distribution of µxˆ on a site g ∈ Z
∞ is uniform over xˆg. Finally, the
third inequality being an equality implies that µˆ-a.s., S(xˆ) = hind (X), and so µˆ is
supported on X̂⊗∞max.

Theorem 4.2. Φ is an injective map which sends shift-invariant measures sup-
ported on X̂⊗∞max to measures of maximal entropy on X
⊗∞. Also, Φ preserves
P-invariance of measures.
Proof. Injectivity of Φ follows from the easily checked fact that φΦ(µˆ) ◦ Φ(µˆ) = µˆ
for any measure µˆ supported on X̂⊗∞max.
For any such µˆ, define µ := Φ(µˆ). Then h(µ) = h(µ | φµ) =
∫
X̂⊗∞
log |xˆ0| dµˆ(xˆ),
but since µˆ is supported on X̂⊗∞max,
∫
X̂⊗∞
log |xˆ0| dµˆ(xˆ) = hind (X
⊗∞). Thus,
h(µ) = hind (X
⊗∞),which is equal to h(X⊗∞) by Theorem 1.1, so µ is a measure
of maximal entropy.
If µˆ is P-invariant, and ρ ∈ P, then
µ ◦ ρ =
∫
X̂⊗∞
µxˆ dµˆ(ρxˆ) =
∫
X̂⊗∞
µxˆ dµˆ(xˆ) = µ,
so µ is P-invariant.

Theorems 4.1 and 4.2 show that there is a bijective correspondence between the
P-invariant measures of maximal entropy on X⊗∞ and the P-invariant measures
supported on X̂⊗∞max.
We now recall some technical facts, shown in [13], about independence entropy
for Z SFTs. It was shown in Theorem 2 from [13] that for any Z SFT X , there exists
a word wˆ ∈ L(Xˆ, [1,m]) such that wˆ∞ ∈ Xˆ and S(wˆ)m = hind (X). (Here and in the
sequel, for any word wˆ, wˆn represents the n-fold concatenation wˆ . . . wˆ, and wˆ∞
represents the biinfinite concatenation of infinitely many copies of wˆ.) Any such
wˆ∞ is called a maximizing cycle for Xˆ. A word wˆ ∈ L(Xˆ) is called a maximizing
word for Xˆ if wˆ∞ is a maximizing cycle for Xˆ.
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For completeness, we give a self-contained proof of the following refinement of
the above statement, which is essentially in [13].
Lemma 4.3. For any k-step Z SFT X, Xˆ has a maximizing word wˆ with no
repeated k-letter subword.
Proof. Consider a maximizing word wˆ for Xˆ, and denote its length by m. If wˆ
has no repeated k-letter subword, we are done. Suppose then that wˆ does have
a repeated k-letter subword, call it u. Let’s say that wˆ[i,i+k−1] = wˆ[j,j+k−1] = u,
i < j. Define aˆ = wˆ[i,j−1] and bˆ = wˆ[j,m]wˆ[1,i−1]. We now claim that both aˆ and
bˆ are also maximizing words for Xˆ. Note that every k-letter subword of aˆ∞ was
already a subword of wˆ[i,j+k−1], which is clearly in L(Xˆ) since wˆ is. Similarly, every
k-letter subword of bˆ∞ was already a subword of wˆ[k,m]wˆ[1,i+k−1], which is in L(Xˆ)
since wˆ2 is. Therefore, both aˆ∞ and bˆ∞ are in Xˆ .
Finally, we note that since each letter of wˆ is contained in exactly one of aˆ or bˆ,
S(wˆ) = hind (X) is a weighted average of S(aˆ) and S(bˆ). Both S(aˆ) = S(aˆ
∞) and
S(bˆ) = S(bˆ∞) are less than or equal to hind (X) by definition, so both are equal
to hind (X), and therefore both aˆ
∞ and bˆ∞ are maximizing cycles for Xˆ. Then
aˆ and bˆ are maximizing words for Xˆ, and since each has length less than wˆ, we
can continue this procedure until we arrive at a maximizing word for Xˆ with no
repeated k-letter subwords. 
We say that a maximizing word for a k-step Z SFT is simple if it has no repeated
k-letter subwords, and that a maximizing cycle is simple if it can be written as wˆ∞
for a simple maximizing word wˆ. Now, for any simple maximizing word wˆ, we
will construct a specific finite orbit contained in X̂⊗∞max. The method is simple:
define x(wˆ) ∈ ΣˆZ
∞
by x(wˆ)g = wˆ∑ gi (mod |wˆ|). Then for any d,m and g ∈ Z
∞,
x(wˆ)g+med = wˆ
∑
gi+m (mod |wˆ|), and so x(wˆ)g+Zed is just a shift of the sequence
wˆ∞. Clearly, this implies that x(wˆ) ∈ X̂⊗∞max. Denote by O(wˆ) the finite (P-
invariant) orbit of x(wˆ) under Z∞, and by µˆwˆ the uniform measure on O(wˆ). Then
by Theorem 4.2, Φ(µˆwˆ) is a P-invariant measure of maximal entropy on X
⊗∞.
Theorem 4.4. For any Z SFT X, there is a unique P-invariant measure of max-
imal entropy on X⊗∞ if and only if the following two conditions are satisfied:
(1) Xˆ has a unique (up to shifts) simple maximizing cycle wˆ∞
(2) There is only one finite orbit of points in ΣˆZ
2
for which each row and each
column is a shift of the sequence wˆ∞, namely the orbit of the periodic point wˆ(2)
defined by wˆ
(2)
(i,j) = wˆi+j (mod |wˆ|).
Proof. (=⇒) If condition (1) is violated, then Xˆ has two simple maximizing cycles
wˆ∞ and ŵ′
∞
which are not shifts of each other, which induce points x(wˆ) and
x(ŵ′) with different finite orbits O(wˆ) and O(ŵ′) contained in X̂⊗∞max. Then by
injectivity of Φ, Φ(µˆwˆ) and Φ(µˆŵ′) are distinct P-invariant measures of maximal
entropy on X⊗∞.
If condition (1) is satisfied but condition (2) is violated, then Xˆ has a unique
(up to shifts) simple maximizing cycle wˆ∞ and a point ŵ′
(2)
in ΣˆZ
2
whose rows and
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columns are all shifts of wˆ∞, but which is not a shift of wˆ(2). We now construct
an uncountable family of shift-invariant and P-invariant measures supported on
X̂⊗∞max, which by Theorem 4.2 will yield an uncountable family of P-invariant
measures of maximal entropy on X⊗∞. First, for any α ∈ (0, 0.5), define ηα to be
the Bernoulli measure on {0, 1}N which gives probability α to 0 and 1 − α to 1 at
each site. Define υ to be the uniform measure on {0, 1, . . . , |wˆ| − 1}. Define a map
τ from {0, 1, . . . , |wˆ| − 1}2 × {0, 1}N to ΣˆZ
∞
by
τ(i, j, (un))g := ŵ′
(2)
(i+
∑
{n : un=0}
gn, j+
∑
{n : un=1}
gn).
We first claim that τ maps to X̂⊗∞max. This is easy to check: by definition,
for any i, j, and (un), every row of τ(i, j, (un)) is just a row or column of ŵ′
(2)
,
which will always be a shift of wˆ∞. Now, for any α ∈ (0, 0.5), define µα to be the
push-forward of υ × υ × ηα under τ . Clearly each µα is a measure on X̂⊗∞max.
The reader may check that P-invariance of µα follows from the fact that ηα is i.i.d.,
and that shift-invariance of µα follows from the uniformity of υ and the fact that
ŵ′
(2)
is periodic with respect to (|wˆ|, 0) and (0, |wˆ|). All that remains is to show
that all µα are distinct. For any α, define να to be the marginalization of µα to
Z2 × {0}∞. It is clear that να is always a finitely supported measure, which is a
shift of wˆ(2) with probability α2+(1−α)2, a shift of ŵ′
(2)
with probability α(1−α),
and a shift of ŵ′
(2)
with probability α(1−α), where ŵ′
(2)
is obtained from ŵ′
(2)
by
permuting the first and second coordinates. But then since wˆ(2) is different from
both ŵ′
(2)
and ŵ′
(2)
, and since α2+(1−α)2 is injective on (0, 0.5), clearly all να are
distinct, implying that all µα are distinct, and therefore that all Φ(µα) are distinct
P-invariant measures of maximal entropy on X⊗∞.
(⇐=) If conditions (1) and (2) are satisfied, then we will show that any shift-
invariant measure supported on X̂⊗∞max is in fact supported on O(wˆ). Clearly the
only such measure is µˆwˆ, and Theorem 4.1 then implies that the only P-invariant
measure of maximal entropy on X⊗∞ is Φ(µˆwˆ).
Suppose that µˆ is a shift-invariant measure on X̂⊗∞max, and choose any d ∈ N.
Then S(µˆ) =
∫
X̂⊗∞max
log |xˆ0| dµˆ(xˆ) =
∫
X̂⊗∞max
S(xˆ) dµˆ(xˆ) (by shift-invariance of
µˆ). This integral is equal to hind (X) by definition of X̂⊗∞max, and is also clearly
equal to
∫
X̂⊗∞max
S(xˆZed) dµˆ(xˆ). Since S(xˆZed) is bounded from above by hind (X)
for all xˆ, clearly S(xˆZed) = hind (X) µˆ-almost surely. Choose k so that Xˆ is a
k-step SFT, and consider any uˆ which contains no repeated k-letter word and for
which uˆ∞ ∈ Xˆ is not a shift of wˆ∞. Since wˆ∞ was the unique (up to shifts) simple
maximizing cycle for Xˆ , S(uˆ) < hind (X). If µˆ([uˆ]) > 0, then for µˆ-a.e. xˆ ∈ Xˆ,
uˆ occurs within xˆZed with positive frequency. Denote by vˆ the k-letter prefix of
uˆ. Then we can decompose any xˆZed as . . . vˆu−1vˆu0vˆu1vˆ . . ., where vˆui = uˆ for
a set of integers i of positive density. Then, since (vˆui)
∞ ∈ Xˆ for every i, the
same argument from Lemma 4.3 shows that S(vˆui) ≤ hind (X) for all i, and so
S(xˆZed) < hind (X), a contradiction. So, µˆ([uˆ]) = 0. Clearly, this shows that µˆ-a.s.,
xˆZed is just a shift of wˆ
∞. By shift-invariance, for µˆ-a.e. xˆ ∈ X̂⊗∞ it is also the
case that for any g ∈ Z∞ and d ∈ N, xˆg+Zed is also a shift of wˆ
∞.
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Consider any such xˆ, where every row in every direction is a shift of wˆ∞. Then
for any dimensions d1 < d2 and any g ∈ Z
∞, consider the infinite two-dimensional
point xˆg+Zed1+Zed2 . Each row and column of xˆg+Zed1+Zed2 is a shift of wˆ
∞. But
then by condition (2), xˆg+Zed1+Zed2 is a shift of wˆ
(2) and so is periodic with respect
to ed1 − ed2 . Since this is true for all d1, d2, and g, xˆ must be periodic with respect
to ed1 − ed2 for all d1 < d2. This implies in turn that xˆ is periodic with respect
to any g ∈ Z∞ with
∑
gi = 0. It is simple to check that any point in Σˆ
Z
∞
which
is periodic with respect to all such vectors and whose marginalization to Ze1 is a
shift of wˆ∞ must be a shift of x(wˆ).
We have then shown that any shift-invariant measure µˆ on X̂⊗∞max is supported
on O(wˆ), which implies that Φ(µˆwˆ) is the unique P-invariant measure of maximal
entropy on X⊗∞ as explained above.

The techniques of Theorem 4.4 also allow us to give one more case in which the
set of P-invariant measures of maximal entropy can be completely described.
Theorem 4.5. If X is a Z SFT such that Xˆ has k different (up to shifts) simple
maximizing cycles (ŵi)
∞, 1 ≤ i ≤ k, and if no two ŵi share a common letter of Σˆ,
and if for each i ∈ [1, k], there is only one finite orbit of points in ΣˆZ
2
for which
each row and each column is a shift of the sequence ŵi
∞
, then there are exactly k
ergodic P-invariant measures of maximal entropy on X⊗∞.
Proof. We will only sketch a proof, as the details are almost the same as in the
proof of Theorem 4.4. Firstly, by the same reasoning used there, for any ergodic
P-invariant measure of maximal entropy µ on X⊗∞ and for any g ∈ Z∞ and d ∈ N,
it is µˆ-a.s. the case that xˆg+Zed is a shift of one of the simple maximizing cycles
ŵi
∞
. But then since no two ŵi share a common letter, this i must be the same
for all g and d, and by ergodicity, it is µˆ-a.s. constant. So, there exists i for which
µˆ-a.s., for any g ∈ Z∞ and d ∈ N, xˆg+Zed is a shift of ŵi
∞.
Then a similar argument as was used above shows that µˆ must be supported on
O(x(ŵi)), and so µ = Φ(µˆŵi). Since there are only k possible choices for i, and
each clearly gives a different measure, we are done.

5. Applications to specific models
The purpose of this section is present some applications of our general results to
various specific models which have appeared in the literature.
5.1. Hard-square model. The underlying Z subshift, also known as the golden
mean shift, is
H := {x ∈ {0, 1}Z : xnxn+1 6= 11}.
The d-dimensional hard-square model is then defined as H⊗d.
It is easily checked that hind (H) =
1
2 log(2) so by our result h∞(H) =
1
2 log(2).
In [13], results of Galvin and Kahn [6] were used to show directly that h(H⊗d)→
h∞(H) at an exponential rate, with explicit numerical bounds. It is easily checked
that (0{0, 1})∞ is the unique (up to shifts) simple maximizing cycle for Hˆ, and
so Theorem 4.4 implies that there is a unique P-invariant measure of maximal
entropy on H⊗∞. In fact by [6], uniqueness holds even without the assumption of
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P-invariance. The unique measure of maximal entropy is not weak mixing; since
µ-a.s. each point of H⊗∞ either has 0s on all odd sites or 0s on all even sites (the
parity of v ∈ Z∞ is just the parity of the sum of its coordinates), and µ-a.s. only
one of these can hold, clearly µ has an eigenfunction with eigenvalue of −1. The
combinatorial methods of Galvin and Kahn show that this eigenvalue is also present
in the (unique) measure of maximal entropy on H⊗d for all sufficiently large d.
5.2. n-coloring shifts. The one-dimensional n-coloring shift is
Cn := {x ∈ {1, . . . , n}
Z : ∀k, xk 6= xk+1}.
The d-dimensional n-coloring shift is defined as C⊗dn .
By our results, h∞(Cn) = hind (Cn), which is easily computed to be
1
2 log(⌊n/2⌋)+
1
2 log(⌈n/2⌉); there are
(
n
⌊n/2⌋
)
(up to shifts) simple maximizing cycles for Ĉn,
namely all sequences (aˆbˆ)∞ for which aˆ and bˆ form a partition of Σ and |aˆ| = ⌊ |Σ|2 ⌋.
Since no two of these cycles which are not shifts of each other share a common letter,
by Theorem 4.5 there are exactly
(
n
⌊n/2⌋
)
ergodic P-invariant measures of maximal
entropy on h(C⊗∞n ), each of which has eigenvalue −1 as in the hard-square model.
The case n = 3 is of particular interest. In [13], it was shown that h(C⊗d3 ) →
h∞(C3) =
log 2
2 exponentially fast. The argument involved creating a correspon-
dence between configurations in the d-dimensional hard-square and 3-coloring shifts,
and then exploiting the previously mentioned results of Galvin and Kahn.
Also, techniques from recent work of Peled [17] imply that for sufficiently large
d, C⊗d3 has at least 3 ergodic measures of maximal entropy. (Compare this with
our Theorem 4.5, which as mentioned above shows that for “infinite” d, there are
exactly 3 ergodic isotropic measures of maximal entropy.) We give a rough summary
of the (somewhat technical) argument here, and refer the reader to [17] for more
details.
Peled’s paper is about graph homomorphisms; a graph homomorphism from the
graph G = (V1, E1) to H = (V2, E2) is a function c ∈ V
V1
2 , so that (cv, cw) ∈ E2
whenever (v, w) ∈ E1. We consider only graph homomorphisms from subgraphs of
Zd to Z. (We again consider Zd as the vertex set of a graph, where m,n ∈ Zd are
adjacent iff ‖m− n‖ = 1.) Note that each graph homomorphism from a subgraph
G ⊆ Zd to Z is a configuration x ∈ ZV (G).
Any such graph homomorphism from G ⊆ Zd to Z can be turned into a 3-
coloring on V (G) by the map φ which coordinatewise sends n 7→ n (mod 3). If
G is the maximal subgraph of Zd with vertex set V (G) (in other words, all edges
of Zd connecting two vertices of V (G) are included), then any 3-coloring on such
V (G) can be “lifted” to a graph homomorphism from G to Z which projects onto
the original 3-coloring under φ. (See Section 4.3 of [19] for details.) In particular,
graph homomorphisms from such G to Z sending any fixed n ∈ Zd to any fixed
t ∈ Z are in natural bijection to 3-colorings of G with n colored by t (mod 3).
We need two preliminary results; the first is from [17] and the second was sug-
gested by Peled in a private communication.
Fact 1: There is a sequence ǫd tending to 0 exponentially fast so that for any
n, d ∈ N, t ∈ Z, and even site j ∈ Fn (as in Section 5.1, j is even iff
∑
ji is even), if
one uniformly chooses a graph homomorphism from Fn+1 to Z, conditioned on the
event that xk = t for all even boundary sites k ∈ Fn+1 \ Fn, then the probability
that xj = t is greater than 1− ǫd.
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Fact 2: There is a uniform constant p > 0 so that for any n, d ∈ N, t ∈ Z, and
even site j ∈ Fn+1 \Fn, if one uniformly chooses a graph homomorphism from Fn+1
to Z, conditioned on the event that xj = t, then the probability that xk = t for all
even k ∈ Fn+1 \ Fn is greater than p
|Fn+1\Fn|.
We first turn these into statements about 3-colorings by using the above de-
scribed bijections. We note that for any n and d and graph homomorphism f from
Fn+1 to Z, if we fix the value fj at a single even site j in Fn+1 \ Fn (say fj = t),
then the statements “fk = t for all even k ∈ Fn+1 \ Fn” and “(φf)k = t (mod 3)
for all even k ∈ Fn+1 \ Fn” are equivalent. The forward implication is trivial, and
the reverse relies on noticing that if two nearest even vertices (i.e. distance 2) have
the same label in φf , then their labels in f differ by a multiple of 3, and the only
possible such multiple of 3 is 0 since they are labels of vertices at distance 2 under
a graph homomorphism. Therefore, the above statements can be recast as follows:
3-coloring version of Fact 1: For any n, d ∈ N, t ∈ {0, 1, 2}, and even site
j ∈ Fn (as before, j is even iff
∑
ji is even), if one uniformly chooses a 3-coloring on
Fn+1, conditioned on the event that xk = t for all even boundary sites k ∈ Fn+1\Fn,
then the probability that xj = t is greater than 1− ǫd.
3-coloring version of Fact 2: There is a uniform constant p > 0 so that for
any n, d ∈ N, t ∈ {0, 1, 2}, and even site j ∈ Fn+1 \ Fn, if one uniformly chooses a
3-coloring on Fn+1, conditioned on the event that xj = t, then the probability that
xk = t for all even k ∈ Fn+1 \ Fn is greater than p
|Fn+1\Fn|.
Now, we define some measures on C⊗d3 . For any fixed n, d ∈ N and t ∈ {0, 1, 2},
define νn,d,t to be the uniform measure over all 3-colorings of Fn+1 which have label
t at all even vertices in Fn+1 \ Fn; by the 3-coloring version of Fact 1, νn,d,t(fj =
t) > 1− ǫd for any even j ∈ Fn. Then define ηn,d,t to be the measure on {0, 1, 2}
Z
d
in which each shifted cube (Fn+1) + (2n+ 3)v (v ∈ Z
d) is independently assigned
according to νn,d,t; then ηn,d,t(fj+(2n+3)v = t) > 1 − ǫd for any even j ∈ Fn and
v ∈ Zd. Also, note that the support of ηn,d,t is not contained in C
⊗d
3 . Finally,
define µn,d,t to be
1
|Fn+1|
∑
v∈Fn+1
σvηn,d,t; clearly µn,d,t is an invariant measure,
and µn,d,t(fj+(2n+3)v = t) >
0.5|Fn|(1−ǫd)+0.5|Fn+1\Fn|
|Fn+1|
> 0.5− 0.5ǫd for any j ∈ Z
d.
Finally, we define µd,t to be any weak limit of a subsequence of µn,d,t as n→∞. It
should be clear that µd,t is a measure on C
⊗d
3 , and that µd,t(fj = t) ≥ 0.5 − 0.5ǫd
for any j ∈ Zd. If we write t′ and t′′ for the elements of {0, 1, 2} which are not t,
then it should be clear that µd,t is invariant under coordinatewise switching t
′ and
t′′, and so µd,t(fj = t
′) = µd,t(fj = t
′′) = 0.5(1− µd,t(fj = t)) ≤ 0.25 + 0.25ǫd for
every j ∈ Zd. This implies that µt,d, t = 0, 1, 2, are distinct measures as long as d
is chosen so large that ǫd <
1
3 , since then 0.5− 0.5ǫd > 0.25 + 0.25ǫd.
Finally, we claim that each of the three µd,t is a measure of maximal entropy.
To see this, note that by the 3-coloring version of Fact 2, the number Nn,t,d of
3-colorings of Fn+1 with xk = t for all even k ∈ Fn+1 \Fn is greater than p
|Fn+1\Fn|
times the number of 3-colorings of Fn+1 with xj = t for a fixed even site j ∈
Fn+1 \ Fn, and that this is clearly exactly
1
3 of the total number L(C
⊗d
3 , Fn+1) of
3-colorings of Fn+1. Therefore, limn→∞ h(µn,t,d) is equal to
lim
n→∞
1
|Fn+1|
logNn,t,d ≥ lim sup
n→∞
1
|Fn+1|
log
(
1
3
p|Fn+1\Fn||L(C⊗d3 , Fn+1)|
)
ON INDEPENDENCE AND ENTROPY FOR ISOTROPIC SUBSHIFTS 21
= lim sup
n→∞
|Fn+1 \ Fn| log p
|Fn+1|
−
log 3
|Fn+1|
+
log |L(C⊗d3 , Fn+1)|
|Fn+1|
= lim
n→∞
log |L(C⊗d3 , Fn+1)|
|Fn+1|
,
which is equal to h(C⊗d3 ), and since µt,d is a weak limit of a subsequence of µn,t,d,
upper semi-continuity of entropy implies that h(µt,d) = h(C
⊗d
3 ), as claimed. Note
that the same argument which proved that µ0,d, µ1,d, and µ2,d are distinct for large
d also shows that none is a linear combination of the other two, and so there must
be at least three ergodic measures of maximal entropy on C⊗d for large enough d.
5.3. Beach model. In [2], Burton and Steif defined the d-dimensional beach model,
for any M > 0, to be the nearest-neighbor Zd SFT on the alphabet {−M, . . . ,−1,
1, . . . ,M} defined by the restriction that adjacent letters must have product greater
than or equal to −1. In other words, a negative and positive cannot be adjacent in
any cardinal direction unless they are 1 and −1. These are clearly all axial powers
of the one-dimensional beach model, which we denote by BM .
It is easy to show that for M > 2, hind (BM ) = logM and there are exactly
two simple maximizing cycles for BM , namely {−M, . . . ,−1}
∞ and {1, . . . ,M}∞.
(When M = 1, BM is just the full shift on two symbols, and when M = 2, there is
an additional maximizing cycle {−1, 1}∞. We will not address these special cases
further here.) Therefore, our results show that h(B⊗dM ) → logM , and that B
⊗∞
M
has exactly two ergodic P-invariant measures of maximal entropy.
In fact, it was also shown in [2] that for any fixed d and for M > 4e28d, B⊗dM
has exactly two ergodic measures of maximal entropy. Our result implies the same
fact for any fixed M > 2 and infinite d, which suggests that perhaps this is true for
any fixed M and large enough d, and in fact this was stated as a conjecture in [3].
5.4. Run-length limited shifts. For any 0 ≤ d < k ≤ ∞, the (d, k) run-length
limited shift, also denoted by RLL(d, k), is the SFT on the alphabet {0, 1} consisting
of all sequences in which all maximal “runs” of 0s have length inside the interval
[d, k]. For instance, RLL(0,∞) is the full shift on two symbols, and RLL(1,∞) is
the usual golden mean shift. For any 0 ≤ d < k <∞, it was shown in [18] that
hind (RLL(d, k)) =
⌊(k − d)/(d+ 1)⌋ log 2
⌊(k + 1)/(d+ 1)⌋(d+ 1)
and
hind (RLL(d,∞)) =
log 2
d+ 1
.
It was shown in [16], using combinatorial methods, that for any d, h(RLL(d,∞)⊗d)→
hind (RLL(d,∞)), and that the rate is exponential. Our results show that this same
convergence is true for any d and k (but say nothing about the rate.)
It is relatively simple to check that there is a unique (up to shifts) simple maxi-
mizing cycle for any d and k. (This was essentially done, without using our termi-
nology, in [18].) These cycles are given by the maximizing words
wˆ = 0d{0, 1} for RLL(d,∞) and
wˆ = 0d1(0d{0, 1})⌊(k−d)/(d+1)⌋ for RLL(d, k).
For each of these maximizing cycles wˆ∞, the reversed version (wˆ|wˆ|wˆ|wˆ|−1 . . . wˆ1)
∞
is just a shift of wˆ∞. Therefore, for any RLL(d, k), we can construct a point
ŵ′
(2)
defined by ŵ′
(2)
(i,j) = wˆi−j (mod |wˆ|), in which all rows and columns are shifts
of wˆ∞. In all cases except RLL(1,∞) and RLL(0, 1) (for which the associated
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simple maximizing words have length 2) and RLL(0,∞) (for which the associ-
ated simple maximizing word has length 1), ŵ′
(2)
is not equal to the point wˆ(2)
from Lemma 4.4, and so if X is any run-length limited shift except RLL(1,∞),
RLL(0, 1), or RLL(0,∞), then X⊗∞ has multiple P-invariant measures of maxi-
mal entropy. For each of these three special cases, X⊗∞ has a unique P-invariant
measure of maximal entropy, which we already knew, as these are simply the golden
mean shift, the golden mean shift with digits 0 and 1 switched, and the full shift
on two symbols, respectively.
5.5. Even shift. The even shift is the Z subshift XE on the alphabet {0, 1} con-
sisting of all sequences in which all maximal “runs” of 0s have even length. It is
easy to show that hind (XE) = 0; in fact, Σˆ = {{0}, {1}, {0, 1}}, and it is not hard
to check that the maximum number of times the symbol {0, 1} can appear in a
point of XˆE is two. So, our results imply that h∞(XE) = 0.
Finding h∞(XE) was of particular interest to us for two reasons. Firstly, in [12],
a combinatorial argument was used to show that for the similarly defined odd shift
O, h(O⊗d) = 12 for all d. Secondly, it was shown in [13] that h∞(X) = 0 for any Z
SFT X with zero independence entropy, and it was naturally wondered if the same
was true for sofic shifts. Recall that a shift is sofic if it is a factor of an SFT, which
is the case for the even shift.
5.6. Dyck shift. TheDyck shift is the Z subshiftD ⊂ ({α1, . . . , αM}∪{β1, . . . , βM})
Z
obtained by considering the αi’s and βi’s as M “types” of opening and clos-
ing “brackets” respectively. The constraints are that matching open and closed
brackets must be of the same “type,” which in our terminology means the same
subscript. This interesting non-sofic shift originated in the study of formal lan-
guages. It was introduced into symbolic dynamics in [11], where it was shown
that h(D) = log(M + 1) and that there are exactly 2 ergodic measures of maximal
entropy.
It is easily shown that for M > 2, hind (D) = logM , and there are precisely
two (up to shifts) simple maximizing cycles on Dˆ, namely {α1, . . . , αM}
∞ and
{β1, . . . , βM}
∞. Thus h∞(D) = logM , and since these cycles contain no common
letter, Theorem 4.5 shows that there are precisely two ergodic P-invariant measures
of maximal entropy on D⊗∞.
5.7. Symmetric nearest-neighbor SFTs. In recent work of Engbers and Galvin
([5]), they study, for any finite undirected graph H, the limiting behavior of the
distribution of uniformly chosen graph homomorphisms from discrete d-dimensional
m-tori Zdm = {1, . . . ,m}
d to H as d→∞. The connection to our work comes from
the following fact: for a fixed finite undirected graph G = (V,E), the collection of
graph homomorphisms from Zd to G is precisely the nearest-neighbor SFT XG ⊂
V Z
d
defined by enforcing (xn, xn+ei) ∈ E for all n ∈ Z
d and i = 1 . . . d, which is a
d-dimensional axial power of a symmetric nearest-neighbor SFT.
The authors prove that for any fixed m and undirected finite graph H = (V,E),
with probability tending to 1 as d→ ∞, a uniformly chosen random graph homo-
morphism x from Zdm to H has corresponding disjoint A,B ⊂ V which induce a
complete bipartite graph, with |A||B| maximal, such that xn ∈ A for a large pro-
portion of even vertices n ∈ Zdm and xm ∈ B for a large proportion of odd vertices
m ∈ Zdm.
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These results are related to ours in that they provide an alternative proof for
some of our results for the particular case of symmetric nearest-neighbor SFTs.
The methods of [13] show that for any symmetric nearest-neighbor SFT X ⊂ ΣZ,
there is always a simple maximizing word in X̂ of length 2, and that any such word
corresponds to a maximal induced complete bipartite graph of H. In contrast to this
paper, the methods of Engbers and Galvin are finitistic, and do not directly invoke
exchangeability. In comparison to our results, they provide further quantitative
information about the rate of convergence. On the other hand, their work does
not seem to directly give any results in the case of non-nearest-neighbor and non-
symmetric SFTs.
6. Further Problems and research directions
Here we summarize a few possible directions for extensions or generalizations of
our results.
6.1. Pressure and equilibrium measures. In statistical mechanics, it is com-
mon to introduce a “potential” or “activity function,” in which case the role of
topological entropy is replaced by topological pressure, and measures of maximal
entropy are generalized to equilibrium measures. From the ergodic-theoretic point
of view, many results generalize without difficulty (see, for example, [20] for a
statement and proof of the variational principle for pressure).
In [5] and [6], for some specific Z subshifts, an analysis of equilibrium measures
was carried out with respect to a single-site potential on X⊗d as d→∞.
It is rather easy to generalize the statements and proofs of our results to the
setting where entropy is replaced by pressure with respect to a so-called “single-site
potential” f : X → R, given by f(x) = g(x0) for some function g : Σ → R. From
the statistical mechanics viewpoint, f involves no “interactions” between sites.
Here is a brief formulation of the analogous result: For wˆ ∈ L(Xˆ, F ), define
Sf (wˆ) =
1
F
∑
n∈F
log
∑
a∈wˆn
g(a). Define Pind(X, f) analogously to hind (X), with Sf
replacing S, and
P∞(X, f) = lim
d→∞
P (X⊗d, f (d)),
where f (d) : X⊗d → R is again given by f(x) = g(x0).
By following our proof of Theorem 1.1, one can deduce that Pind(X, f) =
P∞(X, f).
6.2. Finitistic results. Our techniques involve studying the system X⊗∞, which
is a sort of “infinite-dimensional” axial power of X . It is natural to wonder what
information we can glean about the finite-dimensional axial powers X⊗d. For in-
stance, we have shown that h(X⊗d)→ hind (X), but with no information about the
rate. This is a question of particular interest, since it was noted in [13] that for all
examples where the rate of convergence is known, this rate is exponential.
Another example of useful finite-dimensional information regards measures of
maximal entropy. As described in Section 5, our results allow us to count the P-
invariant ergodic measures of maximal entropy on X⊗∞ for many models, such
as the hard-square model and n-coloring shift. It is natural to assume that such
results should allow us to draw conclusions about the number of P-invariant ergodic
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measures of maximal entropy on X⊗d for large enough d, but we have not yet been
able to do so.
One reason why we believe such finitistic results should be provable is that one
of the keys to our proofs, de Finetti’s Theorem, has versions which apply to finite
sets of exchangeable random variables [4]. We hope to use these finite versions to
answer some finitistic questions in future work.
One specific case in which exponential convergence of h(X⊗d) to hind (X) has
been proven is in the case where X is an SFT and hind (X) = 0. ([13]) Interestingly,
in the case where X is nearest-neighbor, this convergence is trivial.
Lemma 6.1. For any nearest-neighbor Z SFT X with zero independence entropy,
h(X⊗2) = 0.
Proof. Let X ⊂ ΣZ be a n.n. SFT with zero independence entropy. We can restrict
to the non-wandering part of X , which is a disjoint union of irreducible subshifts
of finite type, thus we may assume X is irreducible without loss of generality.
First we show that for any a, b ∈ Σ, there is at most one c ∈ Σ such that acb ∈
L(X). If this were not the case, there would exist distinct c1, c2 ∈ Σ with acib ∈
L(X) for i = 1, 2, and then for some d1, . . . , dk ∈ Σ, {a}{c1, c2}{b}{d1} · · · {dk}{a}
would be in L(Xˆ), which would yield a sequence ({a}{c1, c2}{b}{d1} · · · {dk})
∞
with positive independence score, contradicting hind (X) = 0.
Next we claim that for any finite F ⊂ Z2 and any δ ∈ Σ∂F there is at most one
X⊗2-admissible configuration u ∈ AF∪∂F with u∂F = δ; this is done by induction
on |F |.
The base case of the induction is |F | = 1; say F = {(n,m)}. Then (n −
1,m), (n,m + 1) ∈ ∂F . Let a = δ(n−1,m) and b = δ(n,m+1): it follows that there
is at most one c for which acb ∈ L(X). Since X is nearest-neighbor, this means
that there is at most one c for which ac and cb are both X-admissible. Thus, for
every letter d 6= c, δd is not X⊗2-admissible, implying that there is at most one
X⊗2-admissible filling of F ∪ ∂F given δ.
For the inductive step, choose (n,m) ∈ F so that (n − 1,m), (n,m + 1) ∈ ∂F .
For instance, take (n,m) to be the leftmost site in the topmost row of F . By
the same argument, there is at most one letter c(n,m) which can fill (n,m) in a
X⊗2-admissible way given δ(n−1,m) and δ(n,m+1). Now the induction hypothesis
on F \ {(n,m)} implies that there is at most one X⊗2-admissible filling of F ∪ ∂F
given δ and c(n,m) and, by definition of c(n,m), at most one X
⊗2-admissible filling
of F ∪ ∂F given δ.
This implies that |L(X⊗2, [1, n]2)| ≤ |Σ||∂[1,n]
2| for any n, and so h(X⊗2) = 0.

For subshifts of finite type which are not nearest-neighbor, there is no finite d
for which zero independence entropy implies h(X⊗d) = 0; it was demonstrated in
[9] that for any d > 1, h(RLL(n, k)⊗d) = 0 iff k = n+ 1, yet hind (RLL(n, k)) = 0
if k ≤ 2n.
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