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１．はじめに
ニューラルネットワーク（NeuralNetworkNN）とは，人間など高等動物の脳神経細
胞メカニズムのことであり，このメカニズムを用いて各分野で`情報処理システムなどに応
用されている。このネットワークの並列アーキテクチャを利用するパターン参照システム
として提案されたのが，カウンタープロパゲーション（CounterPropagation:ＣＰ）であ
る。ＣＰは，パターンマッピングやパターン完全化において有用であり，一種の双方向連想
記憶として役立つ。期待される応用分野としては，パターン分類，関数近似，データ予測，
データ圧縮等がある。
本研究では，パターン識別・分類を行うＣＰと，このネットワークに出力判定機能を備
えたユニットを加えたビジラントＣＰ（VigilantCounterPropagation:VCP）にクラス
タ方式を取り入れ，動作特性の比較検討を行った。ネットワークの性能評価として平均２
乗誤差と処理時間を用いた。クラスタ数とユニット数の異なる12パターンに対して，学習
回数の変化によるネットワークの精度の推移を比較した。
実験に適用する問題として，ＣＰの応用分野の１つであるデータ予測問題を取り扱った。
これは，航空機の出発前の座席予約状況より出発日までに余分に予約できる座席数を予測
する問題である。
２．カウンタープロパゲーション（ＣＰ）について
カウンタープロパゲーション（CounterPropagation:ＣＰ）は，ニューラルネットワー
ク（NeuralNetwork:ＮＮ）の並列アーキテクチャを利用するパターン参照システムとし
て提案された。これは，あらゆるデータのパターンマッピングを行うネットワークとして，
データ予測，パターン分類，関数近似，データ圧縮等に用いられている。
２．１カウンタープロパゲーションの構成
カウンタープロパゲーション（CounterPropagation:ＣＰ）は，新しいタイプのネット
ワークを構成するために，他のパラダイムからの異なる層を組み合わせるネットワークの
よい例である。ＣＰは，競合学習ネットワーク（CompetitiveLearningNetwork:ＣＬＮ）
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とフィルター学習ネットワーク（FilterLearningNetwork：ＦＬＮ）の異なるネットワー
クの組み合わせによって構成されている。このネットワークは，入力層と，隠れ層である
競合学習を行うKohonen層と，最上層であるフィルター学習を行うGrossberg層の３層
から成り，完全結合している。構成図は，図１のようになる。ただし，Kohonen層と結合
している入力層のユニット数をｎ個，Kohonen層のユニット数をｈ個，Grossberg層のユ
ニット数，この層と結合している入力層のユニット数を共に、個とする。
２．２カウンタープロパゲーションの学習則
カウンタープロパゲーション（CP)は，まず入力層へ与えられたデータを用いKohonen
層による競合学習が行われ，ここで得られたデータと入力層へ与えられたデータを用い
Grossberg層によるフィルター学習が行われ，結果を出力する。ＣＰの学習則をｓｔｅｐ形式
で表すと次のようになる｡ただし,Kohonen層に入る入力データをｘＩ(i＝１，…,、),Grossberg
層に入る入力データをｙ,(i＝１，…,、),競合学習ネットワークの重みをwjI(j＝1,...,ｈ)(i＝
1,…,､)，フィルター学習ネットワークの重みをujI(j＝１，…,ｈ)(i＝１，…,､)，ネットワーク
の出力データをｙ((i＝1,...,ｍ）とする。
Step1．学習で用いるデータの設定を行う。
①データの正規化を行う前に，結果を出力する際に用いる係数γを求める。
ＳＵｍｌ－ｙｌ＋ｙ２＋…＋ym-l＋ｙｍ
'=鵠Sum，
ｙｌ ｙｍ
○ ○Grossberg層
熊 ／、、ノKohonen層
○ ○ ／、＆ノ ○入力層
Ｘ１ Ｘｎ
図，カウンタープロパゲーションの構成図
ｙｌ ｙｍ
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ただし，学習に用いる訓練データのパターン数をｐとし，Grossberg層へｉ番目に入る訓
練データの和をｓｕｍＩとする。
②競合学習ネットワークの入力データｘＩと重みｗルフィルタ学習ネットワークの入力デー
タｙ,と重みｕｊＩを次式のように正規化を行う。
Ｘ１×Ｘ１＋Ｘ２×Ｘ２＋…＋Xn-1×Xn-1＋Ｘ、×Ｘ、＝ｌ
ｙｌ×ｙｌ＋ｙ２×ｙ２＋…＋ym-1×ym-l＋ｙｍ×ｙｍ＝ｌ
Ｗｊｌ×Wjl＋Wj2×Wj2＋…＋Ｗｊ(､－１)×Ｗｊ(､－１)＋Ｗｊｎ×Ｗｊｎ＝l
Ujl×Ujl＋Uj2×Uj2＋…＋Ｕｊ(m-l)×Ｕｊ(m-1)j＋Ｕｊｍ×Ｕｊｍ＝１
Step２．競合学習ネットワークによって競合を行う。
①入力データｘ,と競合学習ネットワークの重みwjiを用いて重み付き和Ｓｊを求める。
Sj＝ｚｘＩｗｊ１
②競合により最大の重み付き和ｓｊをもつユニットが勝者ユニットとなる。それゆえ，
Ｓｃ＝ｍａｘＳｊ
③ただし，この最大値はすべての競合ユニットにわたってとられる。同値の場合は，規約
により左のユニットが勝者ユニットとなる。これより，勝者ユニットの活性値Ｚｃは，
Ｚｃ＝１．０
それ以外のユニットである敗者ユニットの活性値は，
Z!＝０．０：ｉ≠ｃの場合
となる。この競合の結果を用いて，ネットワークの重みの更新が行われる。
Step３．競合学習ネットワークで，勝者ユニットへ入る重みのみ修正を行う。
WBlew＝Ｗ:１．＋α(ＸＩ＋Ｗ:|d）
ただし，α(0.0＜α≦1.0)は学習定数である。
Step４．競合信号を受けて，フィルター学習ネットワークの重みの信号修正を行う。
URew＝URld＋β(y1-Ulld)ZＩ
ただし，β(００＜β≦1.0)は学習定数である。この学習則は，Kohonen層の勝ち処理要素
(z,＝1.0のもの)からの入力に付随した重みだけを変更する。
Step５．Ｓｔｅｐ２～Ｓｔｅｐ４について繰り返し学習を行う。
Step６．結果ｙｊを学習後の重みｕＨｅｗを用いて求める。
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yi＝γ×UBew
３．ピジラントＣＰについて
ビジラントＣＰ（VigilantCounterPropagation:VCP）は，ＣＰとの相違点として，２
つ考えられる。
第１の相違点は，Kohonen層にビジランスユニット（VigilanceUnit:ＶＵ）をもち，ネ
ットワーク出力の判定を行う。これは,望ましい出力ｙＩ(i＝1,2,…,、）とネットワークで得
られた現出力ｙｉ(i＝1,2,…,、)の情報より，ネットワーク出力の判定を行う。
第２の相違点は，Kohonen層において，競合ユニットに加えて，競合に参加しないユニ
ット（非競合ユニット）が付加されている。これにより，ＶＵの出力判定から競合又は非
競合ユニットが選出され，重みの修正が行われる。
３．１ピジラントＣＰの構成
ビジラントＣＰ（VigilantCounterPropagation:VCP）は，ＣＰの隠れ層において競合
に参加しないユニットて､ある非競合ユニットとネットワーク出力の判定を行うビジランス
ユニット（VigilanceUnit：ＶＵ）を付加したネットワークである。ＶＣＰの構成を図２で
示す。
３．２ピジラントＣＰの学習則
学習則においてＣＰと異なる点は，重みの修正を行うＳｔｅｐ３，４の前に，競合のとき追
加したビジランスユニット(ＶＵ)によりネットワーク出力の判定を行う｡希望出力ｙ,(i＝１，…,、）
ｙｌ ｙｍ
●００
非競合
ユニット
ビジランス
ユニット ○ ○
。。● ●●②
④●● ●●●
x１ Ｘ、 ｙｌ yｍ
図２ビジラントＣＰの構成図
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と現出力ｙ((i＝1,2,...,ｍ）との２乗誤差Ｑは，次式のように計算される。
Ｑ＝(yl-yi)2＋(y2-yh)2＋…＋(ym-1-yln-,)2＋(ym-yIn)２
ｖｕでは,この２乗誤差Ｑが設定されたしきい値より大きければ競合ユニットの重み修正が
行わず，その代わりとして未使用の非競合ユニットが選出され，その重みは，
ＷＲｅｗ＝Ｘｌ
ＵＨｅｗ＝ｙＩ
とセットされ，次回よりこのユニットは競合に参加する｡
しかし，２乗誤差Ｑがしきい値より小さければＣＰ学習則のＳｔｅｐ３，４での重み修正を行う。
以上の処理を繰り返しＶＣＰの学習を行い，結果を出力する。
４．ＣＰとＶＣＰのクラスタ方式の適用について
ＣＰにクラスタ方式を適用したＣＰは，まずクラスタごとに，学習を繰り返し行う。学
習されたネットワークの結果であるクラスタごとの出力yji(j＝1,2,…,k－１，ｋ)(i＝1,2,...,
ｍ-1,ｍ)が出力層の各ユニットに入り，その出力ｙｊ１の平均値として出力層の結果ｙｒ(i＝
1,2,...,ｍ-1,ｍ)が出力される。
クラスタ数がｋ個，ｉ(i＝1,2,…,ｍ-1,ｍ)番目の出力層ユニットの出力値yrは,次式で
求まる。
一上乞ｙｈ－ｋｊ=’’「y】
また，クラスタ方式を用いたＣＰの構成図は図３のようになる。これは付加された出力
層をＣＰのGrossberg層に完全結合したネットワークである。非クラスタ方式は，クラス
タ数が１個の場合と同様である。
ＶＣＰにクラスタ方式を適用したＶＣＰも同様に，Grossberg層の出力yjiの平均を出力
値ｙｒとする出力層をネットワークに加える。
５．データ予測の実施要領
本研究では，ＣＰとＶＣＰの動作特`性の比較検討を行うため，航空機の座席予約の予測
問題を取り扱った。これは，乗客がチケットをキャンセルすることで空席ができるのを避
けるために，余分に予約できる座席数を予測するものである。本実験では2,400パターンの
訓練データを用いてネットワークの学習を行った。
(1)ネットワークの学習に用いる訓練データ
競合学習ネットワーク（CLN）には，出発から数日前の航空機の座席予約状況ｘ,(i＝1,
2,3,4,5,6,7,)である次のような訓練データを入力し，学習を行う。
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,， ,，ｙｌ yｍ
０．＆…○出力層
口Grossberg層 クラスタ１Kohonen層 クラスタ１入力層
Ｘ１Ｘｎ ｙｌ
図３クラスタ方式を用いたＣＰの構成図
yｍ
ｘ,：出発日の週日（ｌ≦ｘ,≦７）
ｘ２：出発日までの日数(－１≦ｘ２≦９０）
ｘ３：エコノミークラスＡの予約座席数(０≦ｘ３≦座席数の定員）
ｘ４：エコノミークラスＢの予約座席数(０≦ｘ４≦座席数の定員）
ｘ５：ビジネスクラスの予約座席数(０≦ｘ５≦座席数の定員）
ｘ６：エグゼクティブクラスの予約座席数(０≦ｘ６≦座席数の定員）
Ｘ７：ファーストクラスの予約座席数(０≦Ｘ７≦座席数の定員）
フィルター学習ネットワーク（ＦＬＮ）には，出発までに余分に予約を受け付けた座席数
である次のような訓練データｙ,(i＝1,2,3,4,5）とＣＬＮで得られたデータｚｊ(j＝１，２，…,ｋ
-1,k)を入力し学習を行う。
ｙ,：エコノミークラスＡの座席数
ｙ２：エコノミークラスＢの座席数
ｙ３：ビジネスクラスの予約座席数
ｙ４：エグゼクティブクラスの座席数
カウンタープロパゲーションによるＮＮ特性について 313
ｙ５：ファーストクラスの座席数
(2)ネットワークの学習後に用いるテストデータ
訓練データから100パターンほど無作為に選び，テストデータとした。
(3)ネットワークの学習に用いる設定値
・入力ユニット数：７
・出力ユニット数：５
・最大学習回数：３０
・競合学習ネットワークの学習率：0.005
・フィルター学習ネットワークの学習率：０００５
・クラスタ数：１，３，５
・競合ユニット数：５０，１００，２００，４００
(4)実験環境
各アルゴリズムの実装はＣ言語，計算機はPC-9821V200を使用した。
６．実験結果
本研究では，航空機の座席予測問題を用いて，クラスタ方式を利用したＣＰとＶＣＰの
比較検討を行う。比較パターンとして，Kohonen層におけるユニット数は，100,200,400,
800と，クラスタ数は，１，３，５の計12パターンにおいて実験を行った。ただしＶＣＰでは，
競合ユニットと非競合ユニットを同数にし，例えばユニット数が100の場合，競合ユニット
と非競合ユニットの個数をそれぞれ50,50とした。本実験では，ネットワークの性能評価
として平均２乗誤差と処理時間を用いた。
グラフｌ～12は，学習回数が30の出力結果である。グラフ１～４は，ユニット数の増加
により推移するクラスタ数別のネットワークの平均２乗誤差と処理時間の推移,グラフ５～
８は，クラスタ数の増加によるユニット数別のネットワークの平均２乗誤差と処理時間の
推移を示している。また，グラフ９～12では，学習回数の増加によるネットワークの平均
２乗誤差の推移も示した。
グラフ13～16は，表lのように設定された構成値のとき，学習回数の増加によるネット
ワークの精度の推移を示している。
表１ネットワークの構成値
Ｕ
７数（値
段（個）’１００～８００１００～８００ 川 几 川
〕Ｉ７ｒ■Ⅱ。
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グラフ４ＶＣＰの処理時間
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クラスタ数(掴）
グラフ８ＶＣＰの処理時間
５
７．考察
本研究では，ニューラルネットワークであるＣＰとＶＣＰの動作特性の比較検討をデー
タ予測の座席予測問題を取り扱った。
グラフ１よりユニット数の増加により平均２乗誤差も増えているおり，ＣＰの精度が落ち
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ていることが分かる。これに対しグラフ２では，ユニット数の増加に反比例して平均２乗
誤差は減少しており，ＶＣＰの精度が上がっていることが分かる。グラフ３，４の処理時間
を考慮に入れて,ＣＰはある程度の結果が得られる少数のユニット数に設定し,ＶＣＰはネッ
トワークの精度を上げるために,処理時間が増加するがユニット数を増やすことが望ましい。
グラフ５，６よりユニット数ごとの平均２乗誤差は，クラスタ数の増加に反比例して減少
しており，ＣＰとＶＣＰともに精度が上がっていることが分かる。グラフ７，８の処理時間
も考慮に入れると，これらのネットワークのクラスタ数の設定を，システムとして有効な
結果が得られる個数にとどめると良いだろう。
グラフ９より，ユニット数が少ないほどグラフの傾きが大きいことから，学習効率がい
いことが分かります。グラフ11より，クラスタ数の多いほうが精度の良いことが分かる。
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グラフ10,12より，数回の学習回数で有効な結果が得られていることが分かる。グラフ13,
14より，ＶＣＰのＣＰより早い段階で有効な解が得られていることが分かる。
８．おわりに
本研究では，航空機座席予測問題を用いてＣＰとＶＣＰによるニューラルネットワーク
の動作特性の比較検討を行った。
ＣＰでは，Kohonen層のユニット数の増加による処理時間，平均２乗誤差ともに増加し
ており，ネットワークの精度が落ちていることが分かる。しかし，ＶＣＰでは，ユニット数
の増加により処理時間は増加するが予測の精度は上がっており，優れたネットワークを構
成するにはユニット数を増やす必要がある。
ＣＰとＶＣＰにおいてクラスタ数の増加によるネットワークの比較検討をおこなったが
どちらも精度が上がっており，クラスタ方式を適用したことによって優れたネットワーク
が構成することができた。
したがって，クラスタ方式を用いたＶＣＰは，少ない学習回数すなわち短い処理時間で，
高い精度の結果が得られることより，データ予測問題においては大変優れたネットワーク
であると言える。
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SinceMcCullochandPittsproposedartificialneuralnetworkinl943，alotof
neuralnetworkresearchesconcerningtheartificialneuralnetworkshavebeenreport‐
edGeneralspeaking,thesearecalledsimplyasneuralnetworkswhicharemodelsfor
computationthattaketheirinspirationfromthewaythebraininsupposedtobe
construction
Counterpropagationnetwｏｒｋｓａｒｅｏｎｅｏｆｔｈｅｈｙｂｒｉｄｎｅｔｗｏｒｋｓｔhatarecomposed
competitivelearningnetworksandfilterlearningnetworks､Thiscounterpropagation
networksareconsideredaspatternrecognitionsystem
lnthispaper,werepresentthedataestimationbyapplyingthiscounterpropagation
networks,ａｓａｎｕｍｅｒｉｃｅｘａｍｐｌｅ,wesolvedtheoverbookingproblemoｆｓｏｍｅａｉｒｌｉｎｅ
ｃｏｍｐａｎｙ．
