In this paper, we study the existence of infinitely many solutions for a class of fourth-order partially sublinear elliptic problem with Navier boundary value condition by using an extension of Clark's theorem.
Introduction
Consider the following fourth-order boundary value problem:
where  denotes the biharmonic operator, Ω ⊂ R N (N > ) is a bounded domain with smooth boundary, g ∈ C(Ω × R, R), and c < λ  is a parameter, where λ  is the first eigenvalue of -in H   (Ω). The fourth-order elliptic equations can describe the static form change of beam or the motion of rigid body, so they are widely applied in physics and engineering. In the s, Lazer In recent years, many researchers have used variational approach to investigate the fourth-order elliptic equations. In [], Pu et al. used the least action principle, the Ekeland variational principle and the mountain pass theorem to prove the existence and multiplicity of solutions of () when g( [] . Their new results gave a more detailed structure of the set of critical points near the origin and are powerful in applications. In this paper, inspired by [], we will use the new result of Liu and Wang in [] to investigate the existence of infinitely many solutions for partially sublinear problems ().
Our main result is the following theorem.
Theorem  Assume that there exists a constant
Remark The advantage of this theorem is that it not only obtained the existence of infinite solutions, but it also pointed out their positions.
Preliminaries
be the Hilbert space equipped with the inner product
and the norm
Here and in the sequel, ·, · always denotes the standard inner product in R N .
Let : E → R be the functional defined by
It is well known that a critical point of the functional in E corresponds to a weak solution of problem (). Direct computation shows that
Lemma  The norm u is equivalent to the norm u  in E.
Proof This result can be found in [] (Lemma .), so we omit the proof here.
Then by Lemma  and Sobolev embedding theorem, there exists a τ p >  such that 
with domain D(A ) = E. Here, (·, ·)  denotes the inner product in L  . Then the sequence of eigenvalues of A is just {μ i } (i = , , . . .). Denote the corresponding system of eigenfunctions by {e n }, it forms an orthogonal basis in L  .
Denote
Here, {·} denotes the cardinality of a set and n can be . Let
Then E also possesses the orthogonal decomposition
To prove our main result, Theorem , we give the improved Clark theorem in [] . In order to apply this theorem to prove our main result, we set our working space E = H  (Ω) ∩ H   (Ω) as the space X in Theorem .
Theorem  (See [], Theorem .) Let X be a Banach space, ∈ C  (X, R). Assume satisfies the (PS) condition, is even and bounded from below, and () = . If for any k ∈ N, there exists a k-dimensional subspace X k of X and ρ
k >  such that sup X k ∩S ρ k < , where S ρ = {u ∈ X | u = ρ},
Proof of Theorem 1
Now we prove our main result, Theorem .
Proof of Theorem
Since g is bounded, together with (), we see that there exists a constant c  such that
Here and in the sequel, we denote c i >  (i = , , . . .) for different positive constants. In order to obtain solutions of (), we study the system
with the functional defined by
for all u ∈ E. Here, G(x, u) := u  g(x, s) ds is the primitive of the nonlinearity g. It is easy to find that ∈ C  (E, R), () =  and is even. In view of the boundedness of G(x, u), is bounded from below. At the same time
for all u, v ∈ E. It is well known that : E → E is compact. Now the proof of conclusion of Theorem  is divided into three steps.
Step . satisfies the (PS) condition. We assume the sequence {u n } ⊂ E satisfies the requirement that { (u n )} is bounded and (u n ) →  as n → ∞. Now we claim that the sequence {u n } is bounded in E and possesses a strong convergent subsequence.
First, we claim that {u n } is bounded in E. By (), we set u n = u
Considering (u n ) →  as n → ∞, we have (u n ) <  as n is large enough. Then
By (), (), (), (), and (), we have
From (), we learn that {u
Now we consider {u  n }. By the assumption that { (u n )} is bounded, there exists a constant K >  such that | (u n )| ≤ K . Thus, by (), we have
Here,
By (), (), ()-(), together with the boundedness of {u
From (), we can see that {u  n } is bounded in E. Thus, {u n } is bounded in E. Second, we claim that {u n } possesses a strong convergent subsequence in E. Now, define an operator
It is obvious that T is a compact operator. Then () changes into
So, (u) = u -Tu. Set u = u n , we have (u n ) = u n -Tu n .
(   )
Considering the boundedness of {u n } and the compactness of the operator T, {Tu n } has a strong convergent subsequence. Combining (u n ) →  as n → ∞, we see that {u n } possesses a strong convergent subsequence in E.
Step . Construction of space X k ∩ S ρ k and proof of sup X k ∩S ρ k < . In view of (), we learn that for any M >  there exists a constant β >  such that
G(x, u)
|u|  > M, |u| < β, uniformly for x ∈ Ω. (   )
For any k ∈ N, we choose k-dimensional subspace of E as X k (e.g. the subspace spanned by eigenfunctions {e n }). By the equivalence of any two norms on finite-dimensional space X k , we can choose a sufficient small constant ρ k >  such that, for any u ∈ X k , u ∞ < β, as u = ρ k uniformly for x ∈ Ω. That is for any u ∈ X k , |u| < β, as u = ρ k uniformly for x ∈ Ω. (   )
