We study a new technique for the asymptotic analysis of heavy-tailed systems conditioned on large deviations events. We illustrate our approach in the context of ruin events of multidimensional regularly varying random walks. Our approach is to study the Markov process described by the random walk conditioned on hitting a rare target set. We construct a Markov chain whose transition kernel can be evaluated directly from the increment distribution of the associated random walk. This process is shown to approximate the conditional process of interest in total variation. Then, by analyzing the approximating process, we are able to obtain asymptotic conditional joint distributions and a conditional functional central limit theorem of several objects such as the time until ruin, the whole random walk prior to ruin, and the overshoot on the target set. These types of joint conditional limit theorems have been obtained previously in the literature only in the one dimensional case. In addition to using different techniques, our results include features that are qualitatively different from the one dimensional case. For instance, the asymptotic conditional law of the time to ruin is no longer purely Pareto as in the multidimensional case.
Introduction
The focus of this paper is the development of a precise asymptotic description of the distribution of a multidimensional regularly varying random walk (the precise meaning of which is given in Section 2) conditioned on hitting a rare target set represented as the union of half spaces. In particular, we develop tractable total variation approximations (in the sample path space), based on change-of-measure techniques, for such conditional stochastic processes. Using these approximations we are able to obtain, as a corollary, joint conditional limit theorems of specific objects such as the time until ruin, a Brownian approximation up to (just before) the time of ruin, the "overshoot", and the "undershoot". This is the first paper, as far as we know, that develops refined conditional limit theorems in a multidimensional ruin setting; results in one dimensional settings include, for instance, [5, 12, 17] ; see also [4] for extensions concerning regenerative processes.
The techniques developed to obtain our results are also different from those prevalent in the literature and interesting qualitative features arise in multidimensional settings. For instance, surprisingly, the asymptotic conditional time to ruin is no longer purely Pareto, as in the one dimensional case. A slowly-varying correction is needed in the multidimensional setting.
Other results in the case of multidimensional regularly varying random walks have been obtained by using a weak convergence approach (see [15] ). In contrast to the weak convergence approach, which has been applied to non-Markovian settings [16] , the techniques that we present here appear to be suited primarily to Markovian settings. On the other hand, the approach that we shall demonstrate allows to obtain finer approximations to conditional objects, for instance, total variation approximations, and conditional central limit theorems. Moreover, the present approach has also been applied to non-regularly varying heavy-tailed settings, at least in one dimension (see [10] ). In addition, if there is a need to improve upon the quality of the approximations the method that we advocate readily provides Monte Carlo algorithms that can be shown to be optimal in a sense of controlling the relative mean squared error uniformly in the underlying large deviations parameter (see [9] ). Standard approximation techniques for heavy-tailed large deviations cannot be easily translated into efficient Monte Carlo algorithms (see [3] ).
The multidimensional problem that we consider here is a natural extension of the classical one dimensional random ruin problem in a so-called renewal risk model (cf. the texts of [1, 2] ). We consider a d-dimensional regularly varying random walk S = (S n : n ≥ 1) with S 0 = 0 and drift η ∈ R d so that ES n = nη = 0. Define
where A * is the union of half spaces and η points to the interior of some open cone that does not intersect A * . The paper [14] notes that P (T bA * < ∞) corresponds to the ruin probabilities for insurance companies with several lines of business. Using natural budget constraints related to the amount of money that can be transferred from one business line to another, it turns out that the target set takes precisely the form of the union of half spaces as we consider here.
Our goal is to illustrate new techniques that can be used to describe very precisely the conditional distribution of the heavy-tailed processes given T bA * < ∞. Our approximations allow to obtain, in a relatively easy way, extensions of previous results in the literature that apply only in the one dimensional settings. Asmussen and Klüppelberg [5] provide conditional limit theorems for the overshoot, the undershoot, and the time until ruin given the eventual occurrence of ruin. Similar results have been obtained recently in the context of Levy processes (see [17] and references there in). We apply our results here to obtain multidimensional analogues of their conditional limit theorems and additional refinements, such as conditional central limit theorems.
Our general strategy is based on the use of a suitable change of measure and later on coupling arguments. The idea is to approximate the conditional distribution of the underlying process step-by-step, in a Markovian way, using a mixture of a large increment that makes the random walk hit the target set and an increment that follows the nominal (original) distribution. The mixture probability is chosen depending on the current position of the random walk. Intuitively, given the current position, the selection of the mixture probability must correspond to the conditional probability of reaching the target set in the immediate next step given that one will eventually reach the target set. The conditional distribution itself is also governed by a Markov process, so the likelihood ratio (or Radon-Nikodym derivative) between the conditional distribution and our approximating distribution can be explicitly written in terms of the ratios of the corresponding Markov kernels. By showing that the second moment of the likelihood ratio between the conditional distribution and our approximating distribution approaches unity as the rarity parameter b → ∞, we can reach the desired total variation approximation (cf. Lemma 3) . A crucial portion of our strategy involves precisely obtaining a good upper bound on the second moment of the likelihood ratio. The likelihood ratio is obtained out of a Markovian representation of two measures. It is natural to develop a Lyapunov-type criterion for the analysis of the second moment. This approach is pursued in Section 3, where we introduce our Lyapunov criterion and develop the construction of the associated Lyapunov function which allows us to bound the second moment of the likelihood ratio of interest as a function of the initial state of the process.
There are several interesting methodological aspects of our techniques that are worth emphasizing. First, the application of change-of-measure ideas is common in the lighttailed settings. However, it is not at all standard in heavy-tailed settings. A second interesting methodological aspect of our technique is the construction of the associated Lyapunov function. This step often requires a substantial amount of ingenuity. In the heavy-tailed setting, as we explain in Section 3, we can take advantage of the fluid heuristics and asymptotic approximations for this construction. This approach was introduced in [6] and has been further studied in [7, 9] and [11] . In fact, many of our ideas are borrowed from the rare-event simulation literature, which is not surprising given that our strategy involves precisely the construction of a suitable change of measure and these types of constructions, in turn, lie at the heart of importance sampling techniques. The particular change of measure that we use is inspired by the work of [13] who applied it to the setting of one dimensional (finite) sums of regularly varying increments.
The approximation constructed in this paper is tractable in the sense that it is given by a Markovian description which is easy to describe and is explicit in terms of the increment distribution of the associated random walk (see (13) and Theorem 1). This tractability property has useful consequences both in terms of the methodological techniques and practical use. From a methodological standpoint, given the change-of-measure that we use to construct our Markovian description (basically following (6)), the result of convergence in total variation provides a very precise justification of the intuitive mechanism which drives the ruin in the heavy-tailed situations. In addition, the result allows to directly use this intuitive mechanism to provide functional probabilistic descriptions that, while less precise than total variation approximations, emphasize the most important elements that are present at the temporal scales at which ruin is expected to occur (if it happens at all). These functional results are given in Theorem 2. Our total variation approximation (Theorem 1) allows to construct a very natural coupling which makes the functional probabilistic descriptions given in Theorem 2 relatively straightforward in view of standard strong Brownian approximation results for random walks.
The tractability of our total variation approximation allows for a deep study of the random walk conditioned on bankruptcy, as mentioned earlier, via efficient Monte Carlo simulation, at scales that are finer than those provided by the existing functional limit theorems (cf. [15] ). Using the techniques that we pursue here, the results in [10] establish necessary and sufficient conditions for optimal estimation of conditional expectations given bankruptcy using importance sampling; surprisingly, one can ensure finite expected termination time and asymptotically optimal relative variance control even when the zero variance change of measure has infinite expected termination time.
As mentioned earlier, we believe that the techniques that we consider here can find potential applications in Markovian settings beyond random walks. This is a research avenue that we are currently exploring; see, for instance, [8] , where we apply similar techniques to multi-queues. Additional results will be reported in the future.
The rest of the paper is organized as follows. In Section 2 we explain our assumptions, describe our approximating process, and state our main results. The estimates showing total variation approximation, which are based on the use of Lyapunov inequalities, are given in Section 3. Finally, the development of conditional functional central limit theorems is given in Section 4.
Problem setup and main results

Problem setup
Let (X n : n ≥ 1) be a sequence of independent and identically distributed (i.i.d.) regularly varying random vectors taking values in R d . Let X be a generic random variable equal in distribution to X i . The random vector X is said to have a multivariate regularly varying distribution if there exists a sequence {a n : n ≥ 1}, 0 < a n ↑ ∞, and a non-null Random measure µ on the compactified and punctured space
where "
v →" refers to vague convergence. It can be shown that as b → ∞,
for some c > 0 ( [15] , Remark 1.1). To simplify notation, a n is chosen such that nP ( X 2 > a n ) → 1 and with this choice of a n we have that c = 1.
The random vector X has a relatively very small probability of jumping into sets for which µ(B) = 0. If
for some α > 0 and a slowly varying function L(·) (i.e., L(tb)/L(b) −→ 1 as b ↑ ∞ for each t > 0), then we say that µ(·) has (regularly varying) index α. For further information on multivariate regular variation see [21] ; the definition provided above corresponds to the representation in Theorem 6.1, page 173, in [21] . Additional properties that we shall use in our development are discussed in the Appendix.
Define S n = X 1 + · · · + X n + S 0 for n ≥ 1. Throughout the rest of the paper, we shall use the notation P s (·) for the probability measure on the path-space of the process
We set T A * = inf{n ≥ 0: S n ∈ A * } and write bA * = {y: y = bx, x ∈ A * }. Note that
where
Finally, put u * b (s) = P s (T bA * < ∞). We are concerned with the asymptotic conditional distribution of (S n : n ≤ T bA * ) given that T bA * < ∞ as b ր ∞. Throughout this paper, we impose the following two assumptions. Assumption 1. X n has a continuous regularly varying distribution with index α > 1 and EX n = η = −1, where 1 = (1, . . . , 1)
Remark 1. Assumption 1 indicates that X n has a continuous distribution. This can be dispensed by applying a smoothing kernel in the definition of the function H(·) introduced later. The assumption that η = −1 is equivalent (up to a rotation and a multiplication of a scaling factor) to EX n = η = 0, so nothing has been lost by imposing this condition. We also assume that η T v * j = −1 for each j; this, again, can always be achieved without altering the problem structure by multiplying the vector v * j and a * j by a positive factor as long as η T v ray {tη: t > 0} is not enough to rule out some degenerate situations. For instance, suppose that A * = {y: y T v * > 1} with η T v * = 0 (i.e., the face of A * is parallel to η); in this case Central Limit Theorem-type fluctuations might eventually make the random walk hit the target set. Therefore, in order to rule out these types of degenerate situations one requires η T v * j < 0.
As mentioned earlier, we are interested in providing a tractable asymptotic description of the conditional distribution of (S n : n ≤ T bA * ) given that T bA * < ∞ as b ր ∞. It is well known that, given T bA * < ∞, the process (S n : n ≤ T bA * ) is Markovian with transition kernel given by
.
Note that K * (·) is a well defined Markov transition kernel because of the (harmonic) relationship
is the Doob's h-transform of the original random walk kernel (the name h-transform is given after the harmonic property of the positive function u * b (·)). The Markov kernel K * (·) generates a measure P * s (·) on the σ-field F T bA * generated by the X k 's up to time T bA * .
Our goal is to construct a tractable measureP s on F T bA * such that for each fixed s,
Remark 2. The measuresP s and P By tractability we mean that theP s (·) is constructed by a Markov transition kernel that can, in principle, be computed directly from the increment distribution of the random walk. The transition kernel associated toP s (·) will be relatively easy to manipulate and it will be explicit in terms of the associated increment distribution. Together with the strong mode of convergence implied in (3), we will be able to provide refinements to common results that are found in the literature concerning conditional limit theorems of specific quantities of interest (cf. [5, 15] ).
Elements of the approximations and main results
A natural strategy that one might pursue in constructingP s (·) consists in taking advantage of the approximations that are available for u * b (s). Define
Note that in the third equality above we have used that η T v * i = −1. If Assumptions 1 and 2 are in place, it is well known that (see [14] and [15] )
as b ր ∞, uniformly over s in compact sets. This result, together with the form of the h-transform, suggests defining the kernel
It is reasonable to expect that K v (·) and the corresponding probability measure on the sample path space, which we denote by P (v) s (·), will provide good approximations to both K * (·) and P * s (·). This approach is natural and it has been successfully applied in the one dimensional setting in the context of subexponential increment distributions in [6] . However, in the multidimensional setting it is not entirely straightforward to evaluate and manipulate either v * b (·) or w * b (·). Therefore, we shall follow a somewhat different approach. Our strategy is inspired by the way in which ruin is intuitively expected to occur in the context of heavy-tailed increments; namely, the underlying random walk proceeds according to its nominal dynamics and all of a sudden a large jump occurs which causes ruin. This intuition is made more precise by the form of the kernel
where p b (s 0 ) will be suitably chosen so that
In other words,K(·) is a mixture involving both the ruinous and the regular components. The mixture probability is chosen to capture the appropriate contribution of the ruinous component at every step. We shall constructP s (·) by studying a family of transition kernelsK(·) that are very close toK(·). We will not work directly withK(·) to avoid some uniform integrability issues that arise in testing the Lyapunov bound to be described later in Lemma 3. The definition ofK(·) requires a modification of the target set. This modification will be convenient because of two reasons: first, to localize the analysis of our Lyapunov functions only in a suitable compact region that scales according to the parameter b; second, to apply a Taylor expansion in combination with the dominated convergence theorem. The Taylor expansion will be applied to a mollified version of the function r * b (s) in the verification of the Lyapunov bound.
Enlargement procedure of the target region
First, given any δ ∈ (0, 1) we define v *
We then write, given β > 0,
To simplify the notation let e i ∈ R d be the vector whose ith component is equal to one and the rest of the components are zero, and express A in the same form as we do for A * . We write
We then have that A = 2m+d j=1 {y: y T v j > a j }. Analogous approximations such as (4) and (5) are applicable. The addition of the vectors v j for j ≥ m + 1 will be convenient in order to analyze a certain Lyapunov inequality in a compact set. Now, note that if
Moreover, note that
Our strategy consists in first obtaining results for the event that T bA < ∞. Then, thanks to (10), we can select β arbitrarily large and δ arbitrarily small to obtain our stated results for the conditional distribution of the walk given T bA * < ∞, which is our event of interest. Now, define
and just as we obtained for (4), we can conclude that
Given a ∈ (0, 1) the enlarged region takes the form
The family of transition kernelsK(·)
We now describe our proposed approximating kernelK(·) based on the enlarged target region. Given a ∈ (0, 1) we put
The final ingredient in the description of our approximating kernel, and therefore of our approximating probability measureP s (·), corresponds to the precise description of p b (s 0 ) and the specification of a ∈ (0, 1). The scalar a eventually will be chosen arbitrarily close to 1. As we indicated before, in order to follow the intuitive description of the most likely way in which large deviations occur in heavy-tailed settings, we should guide the selection of p b (s 0 ) via (7) .
Using (9) and our considerations about v b (s 0 ), we have that as b → ∞
The underlying approximation (14) deteriorates when r b (s 0 ) is not too big or, equivalently, as s 0 approaches the target set bA. In this situation, it is not unlikely that the nominal dynamics will make the process hit bA. Therefore, when s 0 is close enough to bA, we would prefer to select p b (s 0 ) ≈ 0. Due to these considerations and given the form of the jump set specified inK(·) above we define
for δ 2 > 0 chosen small enough and θ, a ∈ (0, 1) chosen close enough to 1. The selection of all these constants will be done in our development.
The statement of our main results
Before we state our main result, we need to describe the probability measure in path space that we will use to approximate
and set T bA = inf{n ≥ 0: S n ∈ bA}, and T bΓ = inf{n ≥ 0: S n ∈ bΓ}. We now define the change of measure that we shall use to approximate P * s (·) in total variation. Definition 1. LetP s (·) be defined as the measure generated by transitions according tô K(·) up to time T bA ∧ T bΓ , with mixture probability as defined in (15), and transitions according to K(·) for the increments T bA ∧ T bΓ + 1 up to infinity.
We now state our main result.
Theorem 1.
For every ε > 0 there exists θ, a, δ, δ 2 ∈ (0, 1) (θ, a sufficiently close to 1 and δ, δ 2 sufficiently close to zero), and β, γ,
In order to illustrate an application of the previous result, we have the next theorem which follows without much additional effort, as a corollary to Theorem 1. The statement of the theorem, however, requires some definitions that we now present.
Because of regular variation, we can define for any a *
where for any t ≥ 0
Using this representation, we obtain that
as b → ∞ uniformly over s in a compact set. Actually, an extension to approximation (17) to the case in which s = O(b) is given in the Appendix; see Lemma 12. To further simplify the notation, we write
Theorem 2. For each z > 0 let Y * (z) be a random variable with distribution given by
In addition, let Z * be a positive random variable following distribution
for t ≥ 0 where κ a * (·) is as defined in (18) . Then if S 0 = 0 and α > 2, we have that
Brownian motion with identity covariance matrix, B(·) is independent of Z * and Y * (Z * ).
Remark 3. The random variable Z * (multiplied by a factor of b) corresponds to the asymptotic time to ruin. In the one dimensional setting, Z * follows a Pareto distribution with index α − 1. The reason is that in the one dimensional case
This no longer can be ensured in the multidimensional case. Nevertheless, Z * is still regularly varying with index α − 1.
Remark 4. If α ∈ (1, 2], then our analysis allows to conclude that
Total variation approximations and Lyapunov inequalities
In this section, we provide the proof of Theorem 1. First, it is useful to summarize some of the notation that has been introduced so far.
1. The set A * be the target set, v * b (s) be the approximation of P s (T bA * < ∞), and P * s (·) = P (·|T bA * < ∞) be the corresponding conditional distribution. 2. The set A is an enlargement of A * and depends on δ and β; v b (s) be the approximation of P s (T bA < ∞). 3. The set Γ = {y: y T η ≥ γ} will be used to define an auxiliary conditional distribution below. 4. Under the distributionP s (·) in path space increments follow the transition kernel K up to time T bA ∧ T bΓ . Now, we shall outline the program that will allow us to proof Theorem 1. The program contains three parts. The first part consists in introducing an auxiliary conditional distribution involving a finite horizon. To this end, we define
Eventually, as we shall explain, we will select δ > 0 is small enough, β and γ are large enough. The second part consists in showing that P & s and P * s are close in total variation; this will be done in Lemma 1. Finally, in the third part we show that P & s can be approximated byP s in total variation; this will be done in Proposition 1. Theorem 1 then follows directly by combining Lemma 1 and Proposition 1.
In order to carry out the third part of our program, namely, approximating P & s byP s in total variation. A natural approach, which we shall follow, is to argue that dP & s /dP s is close to unity. We define
2 (by Jensen's inequality). As we shall verify in Lemma 2, if we are able to show that β(0) ≤ P 0 (T bA ≤ T bΓ ) 2 (1 + ε) (thus showing that dP & s /dP s is close to unity) then we will be able to claim that P & 0 andP 0 are close in total variation. Obtaining a useful bound for β(s) is the most demanding part of the whole program. The strategy relies on the so-called Lyapunov inequalities. The idea is to find a function g(·), which is called a Lyapunov function, satisfying certain criteria specified in Lemma 3 in order to ensure that g(s) ≥ β(s). Now, constructing Lyapunov functions is not easy, however, we eventually wish to enforce an upper bound corresponding to the behavior of P s (T bA ≤ T bΓ ) 2 , so it makes sense to use v b (·) 2 (recall equation (5) and (11)) as starting template for g(·). In the process of verifying that criteria in Lemma 3 it is useful to ensure some smoothness properties of a candidate Lyapunov function. So, a mollification procedure is performed to the template suggested by v b (·)
2 . The verification of the criteria in Lemma 3 is pursued in Section 3.2. Now we start executing the first part of the previous program. Before we start it is useful to remark that in our definition of P & s (·) (see (19) ), we write T bA ≤ T bΓ rather than T bA < T bΓ . This distinction is important in the proof of the next result because, due to the geometry of the sets A and A * , on the set T bA > T bΓ we can guarantee that S T bΓ is sufficiently far away from the set bA * .
Lemma 1. For each ε > 0 we can find δ, β, γ > 0 such that
moreover, for b sufficiently large
Proof. We prove the first part of the lemma by establishing an upper and lower bound of P 0 (T bA * < ∞), respectively. Upper bound. Observe that
Note that if s ∈ bΓ and s / ∈ bA then s T η ≥ γb, s
. Given ε > 0, after choosing δ > 0, we can select γ large enough so that sup {s: s∈bΓ,s / ∈bA}
Therefore, we have that given ε > 0, we can select δ > 0 sufficiently small and γ large enough so that for all b large enough
which yields an upper bound of the form
Lower bound. Notice that P (T bΓ < ∞) = 1. Then, we have that
as b → ∞. In addition, by the asymptotic approximation of the first passage time probability, Lemmas 11 and 12 in the Appendix, given ε > 0 we can select δ, β > 0 such that
Thus, we obtain that as b → ∞
We conclude the lower bound and the first part of the lemma. The second part of the lemma follows as an easy consequence of the first part.
Throughout our development, we then concentrate on approximating in total variation P & s (·). We will first prove the following result.
Proposition 1. For all ε, δ, β > 0 there exists θ, a sufficiently close to 1 from below, δ 2 sufficiently small, and γ, b sufficiently large such that
As noted earlier Proposition 1 combined with Lemma 1 yields the proof of Theorem 1. To provide the proof of Proposition 1, we will take advantage of the following simple yet powerful observation (see also [19] ). Lemma 2. Let Q 0 and Q 1 be probability measures defined on the same σ-field G and such that dQ 1 = M −1 dQ 0 for a positive r.v. M > 0. Suppose that for some ε > 0,
Proof. Note that
Lemma 2 will be used to prove Proposition 1. In particular, we will first apply Lemma 2 by letting G = F T bA ∧T bΓ , Q 1 =P s , and Q 0 = P & s (·). The program proceeds as follows. WithK defined as in (13), we let
Observe that on G we have
Therefore, according to Lemma 2, it suffices to show that
for all b sufficiently large. Consequently, we must be able to provide a good upper bound for the functionβ
In order to find an upper bound forβ b (s) we will construct an appropriate Lyapunov inequality based on the following lemma, which follows as in Theorem 2 part (iii) of [6] ; see also Theorem 2.6 in [18] .
Lemma 3. Suppose that C and B are given sets. Let τ B = inf{n: S n ∈ B} and τ C = inf{n: S n ∈ C} be the first passage times. Assume that g(·) is a non-negative function satisfying
for s / ∈ C ∪ B. Then,
Furthermore, let h(·) be any non-negative function and consider the expectation
If in addition to (23) we have that g(s) ≥ h(s) for s ∈ C, then we conclude that
We will construct our Lyapunov function in order to show that for any given ε > 0
with h ≈ 1. Note that given any ε > 0 we can select γ > 0 sufficiently large so that for all b large enough
Thus, using a completely analogous line of thought leading to (4) we would like to construct a Lyapunov function
If such a selection of a Lyapunov function is applicable then, given ε > 0, if γ is chosen sufficiently large, we would be able to conclude the bound (24).
Mollification of r b (s) and proposal of g b (s)
In order to verify the Lyapunov inequality from Lemma 3 it will be useful to perform a Taylor expansion of the function g b (·). Since the function r b (s + X) + is not smooth in s, we will first perform a mollification procedure. Given c 0 > 0 define
and note that
Then, for δ 0 > 0 let
Further note that d(·) is continuously differentiable with derivative d ′ (·) given by the function
and that
Note that the functions ̺ b (·) and d(·) depend on c 0 and δ 0 , respectively; and that we have chosen to drop this dependence in our notation. The selection of δ 0 is quite flexible given that we will eventually send b → ∞. We choose
for some constantc 0 > 0 chosen sufficiently large. Note that we have
Given c 0 and δ 0 first we define
We will see that the asymptotics of H b (s) as b goes to infinity are independent of c 0 and δ 0 . Indeed, observe, using inequality (27) that
Therefore, using (26), the inequalities (30) and basic properties of regularly varying functions (i.e., that regularly varying functions possess long tails), we obtain that for any given δ 0 > 0
as b → ∞ uniformly over s in any compact set.
Finally, H b (·) is twice continuously differentiable. This is a desirable property for the verification of our Lyapunov inequality. Therefore, we define the candidate of Lyapunov function, g b (·) via
where c 1 ∈ (1, ∞) will be chosen arbitrarily close to 1 if b is sufficiently large. The intuition behind the previous selection of g b (s) has been explained in the argument leading to (25).
Verification of the Lyapunov inequality
We first establish the Lyapunov inequality (23) on the region s / ∈ bΓ and r b (s)
In order to verify (32) on the region s / ∈ bΓ, r b (s) ≤ −δ 2 b we will apply a Taylor expansion to the function g b (·). This Taylor expansion will be particularly useful for the analysis of J 2 . The following result, which summarizes useful properties of the derivatives of ̺ b (·) and d(·), will be useful.
Lemma 4. Let
Proof. Item (i) follows from basic calculus. Part (ii) is obtained by noting that Using the previous lemma it is a routine application of the dominated convergence theorem to show that
where d ′ (·) denotes the derivative of d(·), and the gradient ▽̺ b (·) is encoded as a column vector. Similarly, the Hessian matrix of H b (·) is given by
This will be useful in our technical development. We now are ready to provide an estimate for the term J 2 .
Lemma 5. For every ε ∈ (0, 1/2), δ 2 ∈ (0, 1), c 1 ∈ (1, ∞) there exists a ∈ (0, 1) and
Proof. Recall that
We will analyze the integrand above. Keep in mind that s + x / ∈ A b,a (s). Given c 1 > 0 fixed, note that g b (s) < 1 whenever r b (s) ≤ −δ 2 b assuming that b is sufficiently large. Therefore,
In addition, applying a Taylor expansion, we obtain for each
Observe that the previous expression can be written as
where U and U ′ are i.i.d. U (0, 1) . In what follows, we consider the linear term x T ▽H b (s) and the quadratic term x T u∆H b (s + u ′ ux)x, respectively. The linear term. We use the results in (33) and Lemma 4. We shall first start with the term involving x T ∇H b (s). Define
Observe that, uniformly over s ∈ R we have
Furthermore,
The last step is due to the fact that η T v j = −1 and 2m+d j=1 w j (s + X) = 1. We have noted that
and therefore, if s ∈ R, following a reasoning similar to Lemmas 11 and 12, for sufficiently large b 0 (depending on δ 2 , γ) and a sufficiently close to 1 we have that if
Now, for x taking values on any fixed compact set, we have uniformly over s ∈ R and s + x / ∈ A b,a (s) that
this follows easily using the bounds in (30) and the representation in Lemma 12 in the Appendix. We obtain that as b → ∞,
where the last step is thanks to the uniform convergence in (42) and the dominated convergence theorem. Similar to the derivation of (40), we have that
Thus, we obtain that
where the convergence corresponding to the term o(1) is uniform over s ∈ R as b → ∞. The quadratic term. We proceed to consider E(x T U ∆H b (s + U ′ U x)x) in (38), which in turn feeds into (36).
We take advantage of representation (38). However, to avoid confusion with the random variable X, we introduce an independent copyX of X. Using (34), we then obtain that for u, u ′ ∈ (0, 1),
Since w j ∈ (0, 1), we have each of the element of ∆H b (s + u ′ ux) is bounded by
We will proceed to analyze each of the terms (44) and (45) separately. Let us start with (44). Note that
implies that
Equivalently, there exists j such that
On the other hand, recall that s + x / ∈ A b,a (s) and therefore, for every j
Since u, u ′ ∈ (0, 1), we have from our previous observations that inequality (46) implies that for some jX
Now, the inequalities
together with (47) imply that for some j
Therefore, we conclude that if δ 2 b ≥ 2(δ 0 + c 0 log(2m + d))/(1 − a), by regular variation there exists c ′ such that for all b sufficiently large
uniformly over s ∈ R. Note that in the last inequality we use the fact that if s / ∈ bΓ ∪ bA then s 2 ≤ cb for some constant c depending on β and γ. Consequently, we conclude that (44) is bounded by
Now we proceed with term (45). Note that
so our previous development leading to the term (49) implies that given any selection of δ 0 , a, c 0 we have
uniformly over s + x / ∈ A b,a (s) and s ∈ R as b → ∞. Further, we have that as b → ∞
In addition, the above convergence is uniform on the set s ∈ R, and s + x / ∈ A b,a (s), and on u, u ′ ∈ (0, 1). We now consider two cases: 1 < α ≤ 2 and α > 2. Case: α > 2. The increment has finite second moment. Consider the quadratic term,
where the first step is thanks to the analysis results of (44) and (45) and the last step is thanks to the uniform convergence of ∆ s,b (x, u, u ′ ) and dominated convergence theorem. Case: 1 < α ≤ 2. The increment has infinite second moment. Note that for s ∈ R
Given the choice of c 0 as in (28), the first term in the second step of (51) is
In addition, given the convergence rate of ∆ s,b , the second term in (51) is
Given that c 0 ≥ b (3−α)/2 and b is large enough, (51) is bounded by
for all α > 1. Therefore, for all α > 1, (51) is bounded by 2εP (∃j:
Summary. We summarize the analysis of the linear and quadratic term by inserting bounds in (43), (51), and expansions (36) and (38) into (35) and obtain that for r b (s) ≤ −δ 2 b and s / ∈ bΓ
We conclude the proof of the lemma by choosing a sufficiently close to 1 and b sufficiently large.
The subsequent lemmas provide convenient bounds for p b (s), J 1 and J 2 .
Lemma 6. For each ε > 0 and any given selection ofc 0 (feeding into c 0 ),
, we must also have that there exists j such that
On the other hand, s / ∈ bΓ ∪ bA then s 2 = O(b), together with c 0 = o(b), there is a constant c (depending on β and γ) such that
for some δ ′ > 0 small. Therefore,
as b → ∞; this bound immediately yields (i). Part (ii) is straightforward from the estimates in (26), (30), and eventually (31).
Lemma 7. For any ε > 0, we can choose b sufficiently large so that on the set r b (s) ≤ −δ 2 b,
Proof. Choose b large enough such that g b (s) < 1 whenever r b (s) ≤ −δ 2 b. With p b (s) defined as in (15) and the fact that g b (s + X) ≤ 1, it follows easily that
The last step uses the approximation (31) and the definition of p b (s) in (15) .
We summarize our verification of the validity of g b (s) in the next result.
Proposition 2. Given ε, δ 2 > 0, let a be as chosen in Lemma 5. We choose θ = 1/(1 + ε) 2 and c 1 = (1 + ε) 3 (1 + 4ε) such that on the set r b (s) ≤ −δ 2 b and s / ∈ bΓ we have
Proof. Combining our bounds for p b (s), J 1 and J 2 given in Lemmas 5, 6, and 7, we obtain
We arrive at
We then select θ = 1/(1 + ε) 2 and c 1 = (1 + ε) 3 (1 + 4ε) and conclude that J 1 + J 2 ≤ 1 as required for if ε ∈ (0, 1/2).
Proofs of Theorem 1 and Proposition 1
We now are ready to provide the proof of Proposition 1. As noted earlier, Theorem 1 follows immediately as a consequence of Proposition 1, combined with Lemma 1.
Proposition 2 together with Lemma 3 implies
Given c 1 > 0, there exists κ ∈ (0, ∞) such that r b (s) ≥ κ implies g(s) = 1. So, we have that
We prove the theorem in two steps. The first step is to show thatP 0 (·) is a good approximation, in total variation, to P 0 (·|τ (−δ 2 b) < T bΓ , r b (S τ (−δ2b) ) ≥ κ). In step 2, we show that P 0 (·|τ (−δ 2 b) < T bΓ , r b (S τ (−δ2b) ) ≥ κ) approximates P 0 (·|T bA < T bΓ ) well.
Step 1. Applying Lemmas 2, 3, and a similar argument to the one below Lemma 2, it is sufficient to show that for any ε > 0 we can pick δ 2 , γ, θ, a, c 1 such that for all b large enough
Therefore,
Then, given c 1 = (1 + ε), we show that one can pick δ 2 > 0 small enough, depending on ε > 0, such that for b sufficiently large
In order to do this we will use results from one dimensional regularly varying random walks. Define
so the set I contains the half-spaces that have substantial probability of being reached given that T bA < ∞. We have that
Now, i ∈ I implies that v T i X is regularly varying with index α and therefore (see [5] ) there exists a constant c ′ i > 0 (independent of δ 2 ) such that for all b large enough
Bound of (55) together with (54) implies that one can select δ 2 small enough and b large enough to satisfy (53) and thus
Furthermore, one can choose γ large enough so that
Thanks to Lemma 2, we obtain that
This completes step 1.
Step 2. With an analogous development for (53), we can establish that with δ 2 chosen small enough and γ large enough
In addition, {T bA < T bΓ } ⊂ {τ (−δ 2 b) < T bΓ }. Using the same type of reasoning leading to (55) we have that for any ε > 0, δ 2 can be chosen so that
for b and γ large enough. Therefore, we have
Combining (57) and (58), we obtain that with γ large enough
Then, we put together (56), (59) and conclude that
A conditional central limit theorem
The goal of this section is to provide a proof of Theorem 2. The proof is a consequence of the following proposition. First, write for any t ≥ 0 κ a (t) µ y:
where a = (a 1 , . . . , a 2m+d ). Recall that A is defined as in (8) .
Proposition 3. For each z > 0 let Y (z) be a random variable with distribution given by
In addition, let Z be a positive random variable following distribution
LetŜ 0 = 0 andŜ n evolve according to the transition kernel (13) associated with the approximation in Proposition 1. Define T bA = inf{n:Ŝ n ∈ bA}. Then, as b → ∞, we have that
Brownian motion with identity covariance matrix, B(·) is independent of Z and Y (Z).
The strategy to prove Proposition 3 is to create a coupling of two processes S andŜ on the same probability space with measure P . For simplicity, we shall assume thatŜ 0 = S 0 = 0. The process S = {S n : n ≥ 0} follows its original law, that is, S n = X 1 + · · · + X n where X i 's are i.i.d. The processŜ evolves according to the transition kernel
obtained in Theorem 1. Now we explain how the process S andŜ are coupled. A transition at time j, givenŜ j−1 =ŝ j−1 , is constructed as follows. First, we construct a Bernoulli random variable I j with success parameter p b (ŝ j−1 ). If I j = 1 then we consider X (a generic random variable following the nominal/original distribution) given thatŝ j−1 + X ∈ A b,a (ŝ j−1 ) and letX j = X (recall that A b,a (s) is defined as in (12)); otherwise if I j = 0 we letX j = X j , that is, we letX j be equal to the jth increment of S. We then define N b = inf{n ≥ 1: I n = 1} and observe thatŜ j = S j for j < N b . The increments of processes S andŜ at times j > N b are independent.
We will first show that N b = T bA with high probability as b ր ∞, once this result has been shown the rest of the argument basically follows from functional central limit theorem for standard random walk. We need to start by arguing that whenever a jump occurs (i.e., I n = 1) the walk reaches the target set with high probability. This is the purpose of the following lemma. Proof. Set s = b · u ∈ R d and note that
For each fixed u, we have that
The convergence occurs uniformly over the set of u's such that r b (ub)/b ≤ −δ 2 and u / ∈ Γ, which is a compact set. The result then follows by continuity of the radial component in the polar representation of µ(·) (Lemma 11) as a → 1. Now we prove that T bA = N b occurs with high probability as b ր ∞.
Lemma 9. For any ε > 0, we can select γ > 0 sufficiently large so that
Proof. Define T bΓ = inf{n:Ŝ n ∈ bΓ}. Choose ε ′ positive and γ large enough so that for
In the last step, we drop the condition T bΓ > tb on the set { Ŝ k − ηk 2 < ε ′ max{k, b}}. The second term in the last step vanishes as b → ∞ for any ε ′ > 0. We claim that we can find constants δ ′ , c ′ > 0 such that for all 1 ≤ k ≤ c ′ γb
To see this, recall that if r b (s) ≤ −δ 2 b then
v j 2 we obtain, by the Cauchy-Schwarz inequality
Inequality (62) implies that
Inequality (63) implies that
We introduce the change of variables
for the integral in the denominator and obtain that
Notice that for b sufficiently large there exists c ′′ so that
Therefore, we have
The possibility of selecting δ ′ > 0 to satisfy (61) follows from the previous inequality. Consequently, having (61) in hand, if t < c ′ γ
We then conclude that if
and this implies the statement of the result.
Lemma 10. For any ε > 0 we can select a, γ > 0 such that
Proof. Define
Let c ′ be as chosen in the proof of Lemma 9. We then have
In the last inequality, we have used Lemma 8. Further,
Since P 0 (τ (−δ 2 b) < ∞) → 0 as b → ∞, for γ sufficiently large, we conclude
where the last equality follows from (64) in the proof of Lemma 9. We conclude the proof.
Proposition 3 will follow as a consequence of the next result. 
as b → ∞ uniformly over S ∈ B b , where
(ii) We can embed the random walk S = {S n : n ≥ 0} and a uniform random variable U on (0, 1) independent of S in a probability space such that N b N b (S, U ) (a function of S and U ) and Z a,θ Z a,θ (U ) (a function of U ) for all S ∈ B b such that
where CC T = Var(X) is the covariance matrix of an increment X and e(·) is a (random) function such that |e(xt)| t 1/2 → 0 with probability one, uniformly on compact sets on x ≥ 0 as t → ∞.
(iii) Finally, we can also embed a family of random variables {X(a, b, s)}, independent of S and U , distributed as X conditioned on s + X ∈ A b,a (s), coupled with a random variable Y (z) (also independent of S and U ) so that for each Borel set B
, and with the property
with probability 1 as long as ξ b → 0.
Proof. We start with the proof of (i). Note that
where, by convention, a product indexed by an empty subset is equal to unity. Now, let
We will find upper and lower bounds on the numerator and denominator on the set B b so that we can use regular variation properties to our advantage. Suppose that S k = s. Define λ = max j v j 2 and observe that if s − kη 2 ≤ γ k,δ b then for all 1 ≤ j ≤ 2m + d and all k ≥ 0 we have that
In addition,
Similarly,
Following analogous steps, we obtain that for
Our previous upper and lower bounds indicate that on
on the set B b , uniformly as b → ∞ and then
By definition of regular variation there exists a slowly varying function L(·) such that
Therefore, by Karamata's theorem (see [20] ) we then have that if S ∈ B b and k ≤ tb with t ≤ γ/2d
which implies that as long as t ≤ γ 2d
Part (ii) is straightforward from (i) by Skorokhod embedding for random walks as follows. First, construct a probability space in which the random walk S is strongly approximated by a Brownian motion as in (66) and include a uniform random variable U independent of S. Construct N b /b applying the generalized inverse cumulative distribution function of N b /b given S to U . Then, apply the same uniform U to generate Z a,θ by inversion. Because of our estimates in part (i) we have that (65) holds as long as U ≤ P (Z a,θ ≤ γ 2d ). Part (iii) follows using a similar argument. Now we are ready to provide the proof of Proposition 3.
Proof of Proposition 3. According to Proposition 1, the distribution ofŜ approximates the conditional random walk up to time T bA − 1 in total variation. By virtue of Lemmas 9 and 10, we can replace (T bA , X T bA ) by (N b ,X N b ) . Then, it suffices to show weak convergence of
given that θ and a can be chosen arbitrarily close to 1. By using the embedding in Proposition 4 we consider S ∈ B b so that on U ≤ P (Z a,θ ≤ γ/2) However, by the invariance principle, the previous quantity equals in distribution to
which is precisely the modulus of continuity of Brownian motion evaluated ε, which (by continuity of Brownian motion) goes to zero almost surely as ε → 0. From Proposition 4, we have that Z a,θ → Z as a, θ → 1, where Z is defined as in the statement of the proposition. Since γ can be chosen arbitrarily large as b → ∞, we complete the proof.
Finally, we give the proof of Theorem 2.
Proof of Theorem 2. It suffices to exhibit a coupling under which 
Appendix: Some properties of regularly varying distributions
In this Appendix, we summarize some important properties of the regularly varying distribution of X, which satisfies the assumptions stated in Section 2.1. We are mostly concerned with some continuity properties of the limiting measure µ(·) (defined in equation (1)). The measure µ(·) can be represented as a product measure corresponding to the angular component and the radial component [21] . The angular component Φ(·) = µ({x: x 2 > 1, x/ x 2 ∈ ·}) µ({x: x 2 > 1})
corresponds to a probability measure on the (d − 1)-dimensional sphere in R d . The radial component ϑ(dr) is a measure that is absolutely continuous with respect to the Lebesgue measure. Moreover, ϑ(dr) = cr −α−1 dr for some constant c > 0. Then, the measure µ can be written as the product of ϑ and Φ. We then obtain the following lemma. Note that −z T v + a ′ j + t > 0 for all t ≥ 0, j ∈ {1, . . . , 2m + d} and z ∈ K. Therefore, µ y: Lemma 12. Assume that K = Γ c ∪ R 2 is defined as in the previous lemma and note that K is a non-empty compact set. Suppose that z ∈ K, define s = zb and write
κ a (t, z) = µ y:
Then,
Proof. We first write
and define
Set ε ∈ (0, δ 2 ) arbitrarily small but fixed and let M = max i≤2m+d v i 2 < 0. Define ε ′ = ε/M and consider an open cover of the set K by balls with radius ε ′ centered at points C ε ′ = {w 1 , . . . , w m ′ } ⊂ K. We then have that for every z ∈ K there exists w k w k (z) ∈ C ε ′ such that z − w k 2 ≤ ε ′ . Note that for each z ∈ K
Consequently, 
The previous limit follows from dominated convergence as follows. First, we have that
for every u fixed by the definition regular variation. Then, if u ∈ (0, C) for any C > 0 we conclude that We then conclude that
Once again use the representation in Lemma 11 and the dominated convergence theorem to conclude that the right-hand side of the previous inequality can be made arbitrarily small as ε → 0, thereby concluding our result.
