In heterogeneous wireless networks (HWNs) 
Introduction
With the development of heterogeneous wireless networks and the widespread use of intelligent mobile terminals, different radio access technologies (RATs) will coexist and also provide always best connected (ABC) communication for anyone, at anyplace and at anytime. The requirement of ABC cannot be satisfied with only one RAT. Therefore, the concept of integrated heterogeneous wireless network is introduced. In heterogeneous wireless networks, the main goal is to provide efficient ubiquitous computing with guaranteed quality of service (QoS) and the key problem is call admission control (CAC).
The traditional CAC is studied with the homogeneous networks, the algorithm is relative simple. The CAC consists of deciding whether an incoming call request is accepted by an admission constraint.
The CAC algorithm is used balancing the overload and avoiding the blocking in order to use the channel resource effectively.
However, the traditional CAC schemes will not cope with heterogeneous wireless networks (HWNs), new CAC should be adapted with the new changes, such as the different QoS requirements of multimedia services, different admission control scheme in RATs and the optimal resource management in HWNs.
Network selection strategy and call admission control scheme have been extensively studied. The first issue is required to select a desired network for the call. The authors Proposed system model has been designed on the basis of communication scenarios in Figure 1 . HWNs contains many different wireless networks, we consider two-type heterogeneous wireless network architecture. These are overlay network (Overlay) and underlay network (Underlay), which is divided by the coverage. In Overlay, there are networks UMTS, GPRS and CDMA. In Underlay, WLAN, Mesh, Ad-Hoc is typical networks.
Network Structure
From Fig.1 , we can see that the call arrival and departure in the system. Proposed optimal JCAC strategy has been designed on the basis of following foundations. It is assumed that new calls (both in Overlay and Underlay) arrive according to a memoryless Poisson process, and also the service times are memoryless. Average service times are μ O and μ U . Traditional CAC only consider the reward will be provided by the action. In Table 1 , we assume the different network cost subjected to five traffics.
The System Optimal Objective
Instead of the traditional CAC reward assignment, our proposed optimal JCAC strategy integrates a goal network to learn from reward, and provide the critic network with a minimization network cost. In this paper, we defined the network cost as 
Handoff to Underlay from Overlay
Where C R k is the cost of traffic k, λ k is the arrival rate of class k calls, P B k is the blocking or dropping probability of calls and L is the total type of calls.
Model of JCAC
In this paper, SMDP is introduced in HWNs, with the Poisson arrival process and the exponential service time assumption, any given call admission policy can be modeled as a Markov process. A SMDP model is defined of five components: the state space (S), the actions (A) and the state transition probabilities (P), the expected time until the next decision epoch (β) and the reward function (V).
State Space
Assume that n i,k is the number of ongoing calls in Overlay and n j,k is the number of ongoing calls in Underlay.
Furthermore, define that at random times, an event   
Actions
For our JCAC, each time whenever traffic arrives, the decision must to be made either as "accept" or as "reject", while when the traffic departures, the only action should do is "no action". That is the action is defined as,
We let a R denote rejecting a call arrival, a A mean accepting a call arrival and a c denote continuing a call.
Expected Time until a New State
The decision epochs are those time points when a call arriving or leaving the system. Let ) , ( a s t F denote the probability the next decision epoch occurs within t time units when the system is in state s and taking action a. For this process, the times between decision epochs are exponentially distributed, if the system is in state s and the action a is chosen, then the expected time until the next decision epoch is given by (5) , which b means an event in system, A n means a new call arriving and A h denote a handoff call arriving.
The Expected Reward Function
In the proposed optimal JCAC, the main goal is to determine a rule for maximizing the overall system reward as a random variable associated with the state occupancies and transitions. If at present decision epoch, the system is at state s and action a is chosen, the expected rewards ) , ( a s r is defined as follows:
When the JCAC decides the new call or handoff call will be accepted, the immediate incurred reward is given by (7) . Similar to the reward, the acceptance cost and blocking cost are given by (8) .
By discounted reward SMDP model, the discounted expected reward can be defined as follows,
Where α is the discounted factor,
 
a s E denote the expectation value, then can get the long-term discounted expected reward by value iteration
means the probability that the system will be state j at next decision epoch.
Transition Probabilities
denote the probability that the system occupies state j in the next epoch, if at the current epoch the system is at state s and the decision maker takes action a.
By data transformation, the SMDP model can be converted into a discrete-time MDP model. Choose a data transformation factor c with  
For example, in our model, c can be chosen as
The system state space and action space for the discrete-time MDP model is the same as the original SMDP model, while the one-step reward and the transition probabilities can be transformed from the SMDP model by, let For each deterministic decision rule d, we have
Optimal Policy
In HWNs, the optimal policy is a prescription for every state, therefore the more complex of HWNs is, the more complex structure of its optimal policy will be. Based on the problem, we propose multi-dimensional threshold structure for value iteration algorithm to simple the complex structure of HWNs. By theoretical results, we get that the optimal policy is a threshold policy. Let us denote by 1  n V the optimal reward function for nine event. The V 1 reflect new arrivals to the Overlay, V 2 reflect new arrivals to the Underlay, V 3 reflect the handover in Overlay, V 4 -V 5 account for vertical handover between Overlay and Underlay, the next three terms are for departure events and the last term is in the same state. 
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（21）
We can get the optimal decision，
Performance Measurement
The performance of JCAC can be evaluated by two metrics. The metric of QoS performances should be represented by the new call blocking probability and the handover dropping probability. In this sub-section, we deduce the call blocking probability and the handover dropping probability of JCAC model based on SMDP.
In the proposed model of JCAC, different action can attain the different reward for each state, we choose the action can maximize the reward. By the model based on SMDP, we get the optimal call admission policy and the state transition probabilities for our SMDP model. To get the steady state probabilities, we have a set of linear equation
Where Π j is the steady state probability for state j, and ij p is the transition probability from state i to state j, which is the result from the improved algorithm for value iteration. Once we have the steady state probability for each state, the measurement like blocking probabilities, the dropping probabilities is just trivial calculation.
Simulation and Performance Assessment
In order to evaluate the performance of the proposed methods, we select the typical sets of parameters are provided in Table 2 . First, an optimal policy is found through iterative numerical simulations in MATLAB 7.0. Then, it is used to find the system QoS performance. The rejecting cost and admitting reward are provided in Table 2 . 
The Optimal Policy
In order to observe the improvements made by the optimal JCAC policy, we list the optimal policy for each state as the traffic load is changed. 
From figure 2 and figure 3 , we can see that deterministic stationary decision rule of optimal policy for each state. Using the improved Value Iteration Algorithm, we get the values of v(s), which are shown in table 3 and table 4 . "0" means to accept the call and "1" means to reject the call and "-1" means that state does not exist. If we change the traffic load, which would make the system in a heavier traffic load, the action values
System Performance
The network cost represents the performance of a system. Complete Sharing (CS) policy refers to the admission policy where a call is always allowed access to the network if there is sufficient bandwidth on the link available. This is a greedy algorithm since the policy does no control at all to choose accept/reject the call arrivals. We compare the optimal policy with the CS policy shows how effective the control algorithm is. . The average network cost is computed for each cost vector. The network cost in optimal policy is lower than the same cost setting under a CS policy. Therefore, CS policy cannot provide a controlled service differentiation among users with different needs. Consequently, the global optimal objective function is hard to obtain. The optimal policy consider the reward of accepting a request and the long-term expected reward, make the resource utilization effective and reduce the average cost. The larger is the difference between the average network cost induced by the optimal and CS policies. The reason is that under the optimal policy the blocking and dropping probabilities are adaptively changing to achieve the minimum average network cost. Again, Figure 7 shows the QoS performance of new call blocking probability with the load increased. Figure 8 shows the results under increasing user mobility rate. It can be observed that the new arrivals blocking probabilities and dropping probabilities for calls of type 3 and 4 are increasing, that reason is the increase of total incoming load. The change in dropping probability for calls of type5 are monotonic, the increasing part shows the handovers from underlay try to handover to the underlay. 
Conclusions
In this paper, an optimal JCAC policy for HWNs is considered. We have proposed an optimization model based on SMDP, which considered the efficient value iteration algorithm and the long-term expected reward. System performance on the optimal average network cost for a two-type HWN architecture is presented The proposed method is a new adaptive framework for JCAC in HWNs.
Experiments show that improved VIA is reliable and effective. Firstly, the proposed optimal policy in much less computational load compared to conventional numerical methods. Also, the simulation confirms that the optimal policy is effective in maintaining high QoS performance.
In this paper, we have worked with new call and handover traffic classes (horizontal and vertical), for forthcoming analysis, we will consider the multimedia traffic in JCAC, which will lead to much better and realistic optimal policies.
