A simplicial complex is called negatively curved if all its simplices are isometric to simplices in hyperbolic space, and it satisfies Gromov's Link Condition. We prove that, subject to certain conditions, a compact graph of spaces whose vertex spaces are negatively curved 2-complexes, and whose edge spaces are points or circles, is negatively curved. As a consequence, we deduce that certain groups are CAT(−1). These include hyperbolic limit groups, and hyperbolic groups whose JSJ components are fundamental groups of negatively curved 2-complexes-for example, finite graphs of free groups with cyclic edge groups.
Introduction
A common theme in geometric group theory is to understand the consequences of negative and non-positive curvature. For finitely generated infinite groups, the most widely studied definition of negative curvature is the notion of δ-hyperbolicity, as originally studied by Gromov [14] . A group is called δ-hyperbolic if it acts geometrically on a δ-hyperbolic metric space-in which negative curvature is measured using the δ-thinness condition on geodesic triangles-and a group is called hyperbolic if it is δ-hyperbolic for some δ. A stronger notion of negative curvature, also measured by geodesic triangles, is the CAT(−1) condition, which requires that all geodesic triangles be thinner than the corresponding triangles in the hyperbolic plane. Similarly, the CAT(0) condition requires that triangles are thinner than corresponding Euclidean triangles; a space which is CAT(−1) is also CAT(0).
For metric spaces, the interplay between these definitions is well understood: every CAT(−1) space is hyperbolic, while (proper, cocompact) CAT(0) spaces are hyperbolic whenever they do not contain an isometrically embedded Euclidean plane [8] . The story for groups is much less clear; while CAT(−1) groups (that is, groups possessing a geometric action on a CAT(−1) space) are all hyperbolic, it is an open question whether all hyperbolic groups are CAT(−1), or even CAT(0). The difficulty arises because the CAT(k) condition requires negative curvature at a small scale, whereas hyperbolicity is only sensitive to the geometry at larger scales. A strong form of this question appears as Question 1.5 in Bestvina's famous list [4] , credited to Michael Davis; it asks whether the Rips complex P R (G) of a hyperbolic group G possesses a negatively curved metric for sufficiently large R. A positive answer would not only show that all hyperbolic groups were CAT(−1), but would give an explicit description of the CAT(−1) space and the action.
The main result of interest in this paper is to settle the question for the case of limit groups-a class of groups introduced by Sela [26] and widely studied due to their usefulness in understanding homomorphisms from a finitely generated group to a free group (for more details, see section 4 and the references there). Limit groups were shown in [1] to be CAT(0), and we improve this to the following: Theorem 4.1. Let G be a limit group. Then G is CAT(−1) if and only if G is hyperbolic.
By a negatively curved simplicial complex, we mean a simplicial complex whose simplices are modelled on simplices in (possibly rescaled) hyperbolic space. In order to prove Theorem 4.1, we devise a gluing theorem (Theorem 3.1) for two-dimensional negatively curved simplicial complexes, in the spirit of the gluing theorems presented in [8, II.11] . Essentially, we would like to take two negatively curved 2-complexes, glue them together along a tube, and find a hyperbolic metric on the resulting complex. Imposing a hyperbolic metric on the tube is problematic, since hyperbolic annuli have a non-geodesic boundary component. To get around this issue, we modify the metric on the two complexes, concentrating negative curvature at vertices, and giving "room" to glue in the tube. Care is needed to ensure that the pieces we glue on do not themselves combine to give positive curvature, and this is dealt with in Lemma 2.31.
The most closely related theorem to ours in the literature is Bestvina and Feighn's gluing theorem [3] for δ-hyperbolic spaces, and thus for hyperbolic groups. Our theorem is complementary to theirs; our hypotheses are stronger, but so is our conclusion.
We present the proof of the gluing theorem in section 3, and then in section 4 we introduce limit groups. After giving some background and listing some useful properties, we will exploit the rich structure theory of limit groups to allow us to apply our gluing theorem, and hence to prove Theorem 4.1. In section 5 we provide two more applications of the gluing theorem, showing that it can be applied to the JSJ decomposition of a torsion-free hyperbolic group (Theorem 5.4), and deducing that graphs of free groups with cyclic edge groups are CAT(−1) (Theorem 5.8). A consequence of the application to the JSJ decomposition, together with the Strong Accessibility Theorem of Louder-Touikan [22] (see also [12] ), is that we may reduce the question of whether a hyperbolic group is 2-dimensionally CAT(−1) to its rigid subgroups (those which do not admit a non-trivial free or cyclic splitting).
Our gluing theorem will be expressed using the language of graphs of spaces, as formalised by [25] , and this is where we begin.
Graphs of spaces and CAT(k) geometry

Graphs of spaces
Recall that a graph Γ, as defined by Serre [27] , consists of a set V = V (Γ) of vertices, a set E = E (Γ) of edges, and maps ι : E → V , τ : E → V ,¯: E → E satisfyingē = e,ē = e and τ(e) = ι(ē). The corresponding topological graph, also denoted by Γ, has vertices V and one edge e = {ι(e), τ(e)} for each edge pair (e,ē).
Throughout, if not explicitly specified, we will assume all our spaces are CW complexes (they will usually be explicit polyhedral complexes). 3. For each edge pair (e,ē) of Γ X , a connected edge space X e = Xē and a pair ∂ e , ∂ē of π 1 -injective attaching maps from X e to X ι(e) , X τ(e) = X ι(ē) respectively.
Given the above data, we associate a space X , called the total space, as follows. Take a copy of X v for each v, and a copy of X e × [0, 1] for each edge pair (e,ē). Now glue X e × {0} to X ι(e) using ∂ e , and glue X e × {1} to X τ(e) using ∂ē . The edge space X e is embedded inside X as X e × { 1 2 }. We will occasionally refer to X e × [0, 1] as an edge cylinder. We will say that the total space X has a graph of spaces decomposition, or simply is a graph of spaces. The ambiguity is the potential existence of two different graph of spaces decompositions of a given topological space, but that will not concern us here.
To each graph of spaces, we may naturally associate a graph of groups with the same underlying graph, by replacing vertex and edge spaces with their fundamental groups and the attaching maps with the induced maps on fundamental groups (after choosing basepoints). The fundamental group of the graph of groups (as defined in [27] ) is then isomorphic to the fundamental group of the total space. When we discuss vertex groups and edge groups of a graph of spaces, we are referring to the vertex and edge groups of this corresponding graph of groups. A splitting is a synonym for "graph of groups decomposition".
Given a graph of spaces X , there is a natural projection ϕ X : X → Γ X which maps each vertex space X v to the vertex v, and each copy of X e × [0, 1] to the edge e by projection onto the second factor. A map f : X → X of graphs of spaces is one that respects the graph of spaces decomposition, in the sense that there is a graph homomorphism γ :
If X is a graph of spaces andX → X is a covering map, thenX inherits a graph of spaces structure. The vertex and edge spaces are preimages of vertex and edge spaces of X , and the restriction of the covering map to a vertex (or edge) space ofX is a covering map to the corresponding vertex (or edge) space of X .
There may be many graphs of spaces associated to the same graph of groups, but fortunately we have strong control over their homotopy type, thanks to the following lemma (a consequence of Whitehead's theorem, and the fact that a graph of aspherical spaces is aspherical): In some accounts of the theory of graphs of groups and graphs of spaces (for example [16] ), a graph of groups is chosen first and then a graph of spaces is constructed by choosing a K G v , 1 for each vertex group G v , a K G e , 1 for each edge group G e , and then realising the attaching maps by π 1 -injective maps between these spaces. The above lemma then essentially says that this construction is well-defined up to homotopy. In particular, we can safely replace vertex and edge spaces of a graph of spaces with homotopy equivalent spaces, and attaching maps with freely homotopic maps, without changing the homotopy type of the graph of spaces. We will make use of this fact regularly.
Metrizing graphs of spaces
A priori, a graph of spaces X is not equipped with a metric. However, if we have a metric on each vertex and edge space, then we may metrize the cylinders X e × [0, 1] using the product metric (with the standard metric on [0, 1]), and then the quotient pseudometric on X will be a true metric if the attaching maps are suitably nice. A sufficient condition is that they be local isometries, in the sense that each point in an edge space X e has a neighbourhood on which ∂ e restricts to an isometric embedding.
Even in the case that the attaching maps are not local isometries-or even when metrics on the edge spaces are not specified-a graph of spaces may possess other metrics. Indeed, Theorem 3.1 defines a metric on a graph of spaces which does not come from a product metric on the edge space cylinders.
Malnormality
The following is an algebraic criterion for families of subgroups of a given group, and it will be a crucial hypothesis for our gluing theorem.
x ∉ H . A family of subgroups H 1 , . . . , H n of G is a malnormal family if each H i is malnormal, and in addition x −1 H i x ∩ y −1 H j y = {1} for any i = j and any x, y ∈ G.
When describing hierarchies of groups in various contexts, it is common to see the hypothesis that incident edge groups should form a malnormal (or almost malnormal, where finite intersections are allowed) family of subgroups in each vertex group. This is seen, for example, in Wise's hierarchy for virtually special groups [30, 31] , and as a special case in [17] . It is stronger than the "annuli flare" condition used by Bestvina and Feighn in their gluing theorem for δ-hyperbolic spaces [3] . The geometric consequences of malnormality for a subgroup are not fully understood (in particular, the circumstances under which it implies quasiconvexity), and it may be possible to replace it with a weaker assumption in future-see Remark 6.1 for more details.
CAT(k) spaces and groups
The CAT(k) criterion gives a method for describing the curvature of a metric space by comparing triangles in the space to triangles in a space of fixed curvature. We will recall the basics for the convenience of the reader, but precise details can be found in [8] .
Following [8, Definition I. 
Definition 2.5.
A space is said to be locally CAT(k) if every point has a neighbourhood which is CAT(k). Remark 2.6. If a space is (locally) CAT(k) for some k < 0, then by multiplying the metric by −k we obtain a (locally) CAT(−1) space. That is, up to rescaling the metric (in particular, up to homeomorphism and homotopy equivalence), a space which is (locally) CAT(k) for some k < 0 is (locally) CAT(k) for all k < 0. -simplex S with 1-skeleton S (1) isometric to S (1) . Each angle of S is strictly larger than the corresponding angle of S if k < k < 0, and strictly smaller if k < k < 0. We say S is a comparison simplex for S of curvature k (or a comparison M An M k -simplicial complex K has a well-defined notion of angle, inherited from the isometries between each simplex and M n k . In particular, we can define angle inside each simplex using the standard angle in M n k . This induces a metric on the links of vertices inside simplices. When we glue together simplices, we glue by isometries of faces; the same holds for links, so we get a well defined path metric on the links of vertices in K . This in turn gives a notion of angle at a vertex between simplicial paths in K . The length of an edge of link(v, K ) is equal to the angle at v in the corresponding 2-simplex of K . Note that the angle between two geodesics issuing from a vertex may be greater than π, and in the case where the link is disconnected, it may take the value ∞. For more details, see [8] .
Remark 2.10. A simplicial path γ in K is locally geodesic if and only if, at each vertex x along the path, the angle between the incoming and outgoing edges of γ at x is at least π. We call this the angle subtended by γ at x. Equivalently, γ is locally geodesic if the distance in link(v, K ) between the two points corresponding to the incoming and outgoing edges of γ is at least π. A closed simplicial path which is locally geodesic is called a closed geodesic.
Theorem 2.11 (The Link Condition
Remark 2.12. In the case where K is 2-dimensional, the links of vertices are metric graphs, which are CAT(1) precisely when they do not contain any essential loops of length less than 2π. This makes it particularly easy to check the link condition in the 2-dimensional case. Remark 2.13. Given a CAT(1) space X , the space obtained by connecting two points x, y ∈ X with an arc of length l is CAT(1) if and only if d (x, y) + l ≥ 2π. This is because no new nondegenerate triangles of perimeter < 2π are introduced. This is a useful fact when checking that links remain CAT(1)-and hence, spaces remain locally CAT(k) for some k-after gluing operations.
For k < 0, we will refer to an M k -simplicial complex which is locally CAT(k) as a negatively curved simplicial complex (of curvature k), or just a negatively curved complex. From now on, we will assume that all complexes are locally finite (see Remark 2.18), and will be concerned only with 2-dimensional complexes (see Remark 6.2). Definition 2.14. If K is a negatively curved simplicial 2-complex, then we may form a combinatorially isomorphic complex K by replacing each M 2 k -simplex S with the comparison simplex S of curvature k , where k < k < 0. Then K is an M k -simplicial 2-complex, which we call the comparison M k -complex for K . Note that gluing maps between faces of simplices remain isometries, and so this is a well-defined M k -simplicial complex.
There is a natural combinatorial isomorphism : K → K , which can be realised by a homeomorphism. We also use the same notation for the induced combinatorial isomorphism :
Lemma 2.15. Let K and K be as in Definition 2.14. Then K is locally CAT(k ); in particular, it is a negatively curved 2-complex.
Proof. By Remark 2.8, angles at vertices in K are larger than in K . Since links in K and K are metric graphs, it follows that the map : link(v, K ) → link(v , K ) strictly increases the distance between pairs of points. Remark 2.12 then implies that links in K are CAT (1), and hence K is locally CAT(k ).
We quantify this as follows.
Definition 2.16. For a negatively curved simplicial 2-complex K and comparison complex K , the excess angle δ is defined by:
where θ ranges over all vertex angles of 2-simplices S ⊂ K and θ is the corresponding angle in the comparison simplex S ⊂ K . Equivalently:
If K is finite (or more generally, if the set Shapes(K ) of isometry types of simplices is finite-see [8] 
Remark 2.17. Suppose γ = e 1 , . . . , e n is a locally geodesic simplicial path in K , with ι(
. . , e n is a local geodesic in K , and for each i = 1, . . . , n − 1 the angle subtended by γ at v i is at least π + 2δ(K , K ); that is:
In the case where γ is a closed local geodesic, the same also holds for the angle at v 0 = v n between e n and e 1 and so γ is still a closed geodesic.
Remark 2.18. We will typically use the excess angle only in the spirit of Remark 2.17 above. In this setting, we can relax the requirement that K or Shapes(K ) is finite, provided we insist that K is locally finite. This is because we only need to consider the finitely many angles around some finite subset of K , such a closed geodesic or family of closed geodesics.
In order to state the group theoretic consequences of our gluing theorem, we need some further definitions. Definition 2.19. We say a finitely generated group acts on a space geometrically if it acts by isometries, properly discontinuously and cocompactly. Remark 2.22. The requirement that the K (G, 1) be compact in the definition of CAT(−1) dimension is to ensure that a group cannot have a defined CAT(−1) dimension unless it is CAT(−1). Indeed, a version of Rips' construction can be used to build groups which have a non-compact CAT(−1) K (G, 1), but which are not finitely presented (see [8, II.5] ). In particular, they are not hyperbolic, and so cannot be CAT(−1).
Remark 2.23. The CAT(−1) dimension of a group is at least the geometric dimension, but they may not be equal; Brady and Crisp [7] give examples of groups with geometric dimension 2 but CAT(−1) dimension 3.
Note that any group with finite geometric dimension is torsion-free (see [11, Appendix F.3] ). In particular, a group with finite CAT(−1) dimension is in fact freely CAT(−1), and a group has CAT(−1) dimension 2 if and only if it is the fundamental group of a compact negatively curved simplicial 2-complex-the main object of study in this paper. 
Hyperbolic triangles, quadrilaterals and annuli
where labels are as in Figure 3 .
Proof. We will give a short proof using the hyperbolic sine and cosine rules. Many such identities can also be found in [2, Chapter 7] , proved using the definition of the hyperbolic metric on the upper half plane. Divide the quadrilateral along diagonals, and label as follows: 
The cosine rule in triangle QRS gives
The sine rule in the right-angled triangle PQS gives sinh y sin γ = sinh d , and substituting this into (2) gives
Similarly applying the cosine rule to triangle PQS and substituting for cos β = sin β using the sine rule in triangle QRS, we obtain:
Now, from (1), we have
and substituting this into (4) gives
Finally, equating (3) and (5) we obtain: Proof. Recall that for any two non-crossing geodesics in H, there is a unique geodesic perpendicular to both. Now, construct a geodesic segment C of length c in H, with a perpendicular geodesic B at one end, and a perpendicular geodesic B at the other end. Clearly B and B do not cross, but no (non-degenerate) Lambert quadrilateral exists with summit C , since the unique geodesic perpendicular to B and B is C . Now continuously decrease the angle θ between C and B . By convexity of the metric, the unique geodesic perpendicular to B and B will form a Lambert quadrilateral on the same side of C as the angle θ, until θ reaches the value θ c at which B and B cross. This can be calculated (for example) by setting a = 0 in the formula from Lemma 2.26:
Note that, given such c and θ, the quadrilateral is then uniquely determined. Proof. Apply Lemma 2.28 with the same θ, a = A/2 and c = C /2. Now take two copies of the resulting Lambert quadrilateral, and glue together two pairs of sides to obtain the required annulus (see Figure 4 ).
Figure 4:
Gluing two Lambert quadrilaterals to obtain an annulus. Identify the two sides of the left picture. The bottom edge of the annulus has length A, the top edge has length C , and the angle in the top edge is > θ.
Transversality
As discussed in the introduction, we would like to build new negatively curved complexes by gluing fins and annuli to existing ones. To avoid introducing positive curvature, for example by identifying a pair of adjacent sides in two fins, we would like to glue along paths that intersect transversely. The following lemma ensures that this can always be arranged:
Definition 2.30. Let γ = e 1 , . . . , e n and γ = e 1 , . . . , e n be two closed geodesics in K . We say γ and γ intersect transversely if e i = e j andē i = e j for all i and j (that is, the two loops do not share an edge). Similarly, we say γ intersects itself transversely if e i = e j andē i = e j for all i = j . •K is a negatively curved simplicial complex of curvaturek, where k ≤k < 0;
• there is an inclusion i : K →K and a deformation retraction r :K → K ;
• there are closed geodesicsγ
which intersect themselves and each other transversely.
Proof. The complexK will be obtained from K by gluing on fins to shorten the intersection between the closed geodesics γ (i ) . We will ensure that there is "room" to glue these fins by repeatedly taking the comparison complex and obtaining an excess angle at the vertices.
Let
. Let I be the number of repetitions (ignoring orientation) in the list e Now, suppose that, for all z ∈ Z, e z mod r = e z mod s . In the case that γ and γ are relabellings of different γ (i ) , this implies that the loops are both powers of a common loop, contradicting the malnormal family assumption. If γ and γ are relabellings without reversal of the same γ (i ) , then this again implies that γ (i ) is a proper power of a loop, which contradicts the assumption. The only remaining case is that γ and γ are relabellings of the same γ (i ) , but one of them is reversed; that is, e 1 (= e 1 ) =ē t for some t > 1. It follows that e 2 =ē t −1 , e 3 =ē t −2 and so on-hence, γ must contain either an edge e =ē (which is forbidden by definition) or an adjacent pair e,ē, which contradicts the fact that the loops are local geodesics.
It follows that there is some j < s such that e j = e j but e j +1 = e j +1 . Let a = e j and b = e j +1 . Now, form a complex K + from K by gluing an (a, π − δ, b)-fin along e j and e j +1 (see Figure 5 ). For any closed geodesic in K containing e j , e j +1 , the loop Remark 2.32. It is not difficult to see that we may improve the above lemma to make the geodesics not only transverse, but disjoint. Indeed, if two geodesics intersect transversely at a vertex v, we can make them locally disjoint by gluing a fin along one of the two geodesics at v. Alternatively, it can be seen as an application of Theorem 3.1 in the next section, where the underlying graph is a star with vertex spaces K for the central vertex, circles for the leaves, and circles for each edge space attached to each of the loops γ (i ) .
The gluing theorem
We are now ready to state our main gluing theorem. As explained in the subsequent remarks, the statement below is not the strongest available; however, it allows for a straightforward application to the limit group situation (see section 4 for more details). 
The images of attaching maps of circular edge spaces are (simplicial) closed geodesics.
For each type M vertex group in the corresponding graph of groups, the family of subgroups corresponding to incident edge groups is a malnormal family.
Then X is homotopy equivalent to a negatively curved simplicial 2-complexX . Moreover, if X has compact vertex spaces, thenX is compact.
Remark 3.2.
Firstly, note that all negatively curved simplicial 2-complexes are homotopy equivalent to one of the three types of vertex space listed, and so condition 1 requires nothing more than that vertex spaces are homotopy equivalent to negatively curved simplicial 2-complexes. Condition 3 in fact requires only that two type N vertex spaces are not connected by a circular edge space, since if a circular edge space connected two type M vertex spaces we could then subdivide the corresponding edge of Γ and insert a circular vertex space in between. Condition 4 is always achievable; indeed, if K is a locally CAT(−1) space, then every conjugacy class in π 1 (K ) is represented by a unique closed geodesic (see [8] ). If K is a simplicial complex, then by subdivision we may assume this closed geodesic is simplicial. Conjugacy classes in π 1 (K ) correspond to free homotopy classes of unbased loops in K , and hence each attaching map is homotopic to an isometry to a simplicial closed geodesic.
Remark 3.3. Condition 5 can also be unravelled a little. As mentioned above, in each vertex space, the loops corresponding to circular edge spaces determine conjugacy classes in the fundamental group. As in Lemma 2.31, the malnormal family assumption then says that, whichever representatives of these conjugacy classes are chosen when defining the graph of groups, the corresponding edge subgroups have trivial intersection. The other requirement is that the subgroups are individually malnormal; which, for cyclic subgroups of a torsion-free CAT(−1) group, is equivalent to requiring that they are maximal infinite cyclic-that is, not generated by a proper power. This is because torsion-free CAT(−1) groups cannot contain any Baumslag-Solitar subgroup (see [8] ).
Proof of Theorem 3.1. To begin, we consider X as a topological graph of spaces, with specified metric on the type M vertex spaces only. We will describe how to metrize the rest of the vertex and edge spaces in the proof. 
e ∈ E (Γ), τ(e) = w .
We will now describe how to modify the complex X into the complexX . By Lemma 2.2, the two complexes will be homotopy equivalent. 6. For each edge e such that X e is a point, attach a line betweenX ι(e) andX τ(e) . Note that the endpoints of this line (that is, the attaching maps), as well as its length, are irrelevant from the perspective of homotopy, since the vertex spaces are path connected.
Topologically, to obtainX from X we have simply replaced edge cylinders and vertex spaces with homotopy equivalent spaces, and attaching maps with homotopic maps. It follows from Lemma 2.2 thatX and X are homotopy equivalent. Note thatX is still, topologically, a graph of spaces, and it supports a global metric, but this is no longer the standard metric on a graph of spaces as described in section 2.2.
We must now check thatX is a negatively curved simplicial 2-complex. By construction, it is a simplicial 2-complex, all of whose simplices are negatively curved. It is sufficient, therefore, to check the link condition on vertices. We already have that each vertex spaceX v , and each annulus A e , is negatively curved, so it suffices to check the link condition for vertices at which the annuli A e are glued to vertex spaces.
For vertices in type N vertex spaces, links consist of two vertices connected by several (possibly subdivided) arcs, of length π. These satisfy the link condition, since all circles in the space have length at least 2π. Now letX v be a type M vertex space, and let x be a vertex ofX v contained in at least one γ e . To obtain link(x,X ) from link(x,X v ), we glue on a number of arcs of length > π − δ v . We may prove by induction that the resulting space remains CAT(1).
Firstly, recall from above that the geodesics γ e subtend angles of at least π + 2δ v at each vertex. In particular, the first arc glued on to link(x,X v ) connects two points of distance at least π + 2δ v , and is itself of length > π − δ v ; Remark 2.13 then says that the space remains CAT(1).
For subsequent arcs, let us assume for induction that after gluing on r − 1 arcs, the space is still CAT (1) . Now suppose the r th arc is to be glued between points a and b. By Lemma 2.31), a and b are distinct from any previous points to which arcs have been glued, and hence any path between a and b which is not contained in link(x,X v ) must begin and end with an edge from link(x,X v ). All such edges have length at least δ v , and hence any such path has length at least 2δ v + π − δ v = π + δ v . On the other hand, any path connecting a and b which does lie in link(x,X v ) is of length at least π + 2δ v as noted before. Thus Remark 2.13 applies again, and so the space again remains CAT (1) . Therefore, the link condition holds forX , and soX is a negatively curved simplicial complex. Moreover, it is clear by construction that if all type M vertex spaces of X are compact, thenX is compact. This completes the proof.
Limit groups
As discussed in the Introduction, the motivating application for Theorem 3.1 was to prove Theorem 4.1 below:
Theorem 4.1. Let G be a limit group. Then G is CAT(−1) if and only if G is δ-hyperbolic.
This is a simplified version of Theorem 4.10, which will follow quickly from one of the defining characterisations of a limit group (see Theorem 4.6), but before we launch into this we will give some context as to the relevance and usefulness of limit groups. To this end, we begin by stating the simplest definition: Definition 4.2. A limit group (also finitely generated fully residually free group) is a finitely generated group G such that, for any finite subset 1 ∉ S ⊂ G, there is a homomorphism h : G → F to a non-abelian free group F such that h is injective on S.
Limit groups were first introduced in the study of equations over free groups; their importance lies in the fact that, in the study of the sets of solutions of these equations, limit groups correspond to irreducible varieties. The original definition (motivating the name) was given by Sela [26] , and is quite different (although equivalent) to Definition 4.2. We refer the interested reader to [26] , alongside [5] and [29] , for more information and references.
We will use several facts concerning limit groups without proof, and we state these below for convenience. Properties 1, 3 and 5 are easy to see from the definition, and proofs of all the others can be found in [26] or [5] except where otherwise indicated. 
[1] G is CAT(0).
Much of the work that has been done on limit groups, including the proof of 8 above, depends upon a powerful structure theory. For full details of this (often expressed in terms of constructible limit groups), the reader is referred again to [26] and subsequent papers in that series, as well as the expositions [5, 29, 9 ] (see also [20] and subsequent papers). A particularly elegant result that comes out of this theory is Theorem 4.6 below, proved in [21] and [9] . To state it, we must first introduce the following notion. Our overview follows that given in [28] . Definition 4.4. Let G be a group, let g ∈ G , and let C (g ) denote the centralizer of g . Let n ≥ 1.
n is called a centralizer extension of G by C (g ).
Definition 4.5.
A group is said to be an iterated centralizer extension if it is either a finitely generated free group, or can be obtained from one by taking repeated centralizer extensions. The class of iterated centralizer extensions is denoted ICE ; sometimes we will refer to a group in ICE as an ICE group. An ICE group obtained by taking a free group and then taking a centralizer extension n times is said to have height n.
Theorem 4.6 ([21, 9])
. Limit groups coincide with finitely generated subgroups of ICE groups.
Remark 4.7.
[see also [28, Remark 1.14] ] If G is an ICE group (and hence a limit group by Theorem 4.6) which is not free, then it follows from property 5 of Theorem 4.3 that centralizers in G are abelian. Since G is in ICE , there is an ICE group
If C (g ) is non-cyclic, then by property 7, C (g ) is conjugate into one of the two components in the iterated centralizer decomposition of G ; by induction, it follows that C (g ) is conjugate into some previously attached C (g ) × Z m . At this stage, we could therefore have attached
It follows that, when building limit groups, we may assume all centralizer extensions are by (infinite) cyclic centralizers.
A consequence of Theorem 4.6 is that there is a natural graph of spaces decomposition for any ICE group G. If G is free, it is a single vertex space: a compact graph with fundamental group G. Otherwise, G = G * 〈g〉 〈g 〉 × Z n , where we can assume (by induction) that G = Remark 4.8. The above graph of spaces decomposition for an ICE group G induces a graph of spaces decomposition for any subgroup H < G. Therefore, any limit group H has a graph of spaces decomposition X with edge spaces either circles or points, and vertex spaces covering spaces of either M or N . Moreover, since all limit groups are finitely generated, we can assume that X has finite underlying graph.
We are now ready to prove the following consequence of Theorem 3.1.
Theorem 4.9. Let H be a limit group which does not contain any subgroup isomorphic to Z 2 , and let X be the graph of spaces induced by an embedding of H into an ICE group. Then there exists a compact negatively curved simplicial 2-complexX which is homotopy equivalent to X .
Proof. The proof uses Theorem 4.6, along with Theorem 3.1 and induction on height. Clearly the result holds if H embeds into an ICE group of height 0. So suppose H embeds into an ICE group G = π 1 M * A N of height n, and assume the result is proven for all limit groups that do not contain Z 2 and that embed in ICE groups of height ≤ n − 1. The graph of spaces X for H has two types of vertex space: those mapping to M and those mapping to N . Call these type M and type N respectively. Edge spaces of X are either lines or circles. Since H is finitely generated, this implies that the vertex groups are all finitely generated. Since H does not contain Z 2 , each type M vertex group is therefore a limit group that does not contain Z 2 , and each type N vertex space is homotopy equivalent to either a point or a circle. By the inductive hypothesis, each type M vertex space is therefore homotopy equivalent to a compact negatively curved simplicial 2-complex.
By Lemma 2.2, we may replace vertex and edge spaces X v , X e of X with homotopy equivalent spaces X v , X e , to obtain a graph of spaces X with the same homotopy type as X . We do this as follows:
1. For each edge space X e which is a line, let X e be a point.
2. For each edge space X e which is a circle, let X e be a circle.
3. For each type N vertex space X v which is homotopy equivalent to a point, let X v be a point.
4. For each type N vertex space X v which is homotopy equivalent to a circle, let X v be a simplicial circle.
5. For each type M vertex space X v , apply the inductive hypothesis to find a homotopy equivalent compact negatively curved simplicial 2-complex X v .
As in the proof of Theorem 3.1, the attaching maps are defined by composing the attaching maps in X with the homotopy equivalences applied to the vertex spaces, followed by a further homotopy to ensure that the images of attaching maps of circular edge spaces are closed geodesics. That is, once we have fixed an edge and vertex space, we choose as our attaching map a local isometry which represents the corresponding attaching map in the graph of groups. As before, for those edge spaces which are points, this can be any map.
At this stage, X is a compact graph of spaces satisfying conditions 1 to 4 of Theorem 3.1. To show that it also satisfies condition 5, note that the set of non-trivial incident edge subgroups in a type M vertex group of X is a set of cyclic subgroups of a limit group. We claim that these cyclic subgroups are maximal cyclic. By Remark 4.7 this is true in the ICE group G, and so it follows from the definition of the induced splitting that edge subgroups are also maximal cyclic in type M vertex groups of X . Since H does not contain Z 2 , they are therefore maximal abelian, and so malnormality of individual edge subgroups follows from property 6 of Theorem 4. It follows that X satisfies all the conditions of Theorem 3.1, and so we can apply it to find the complexX as required.
In summary, we have proved the following theorem: Theorem 4.10. Let G be a limit group. Then the following are equivalent:
1. G is hyperbolic. CAT(−1). 
G is
G has
Proof. 3 =⇒ 2 follows from our definition of CAT(−1) dimension (Remark 2.22). 1 =⇒ 4 and 2 =⇒ 1 are true for any group. 4 =⇒ 3 is precisely Theorem 4.9.
Note in particular that this provides an alternative proof of the fact due to Sela [26, Corollary 4.4] ] that a limit group G is hyperbolic if and only if every abelian subgroup is cyclic. Sela's proof also uses a combination theorem, namely that of Bestvina and Feighn [3] .
Further applications of the gluing theorem
There are several contexts in which cyclic splittings of groups are of interest, and our gluing theorem therefore has the potential to shift the question of whether such groups are CAT(−1) to their vertex groups under a cyclic splitting. With this in mind, we can give two more consequences of Theorem 3.1. The first consequence concerns JSJ decompositions, for which we will need to recall some technical background. The second consequence concerns graphs of free groups with cyclic edge groups, and this will follow quickly from the JSJ material.
JSJ decompositions of torsion-free hyperbolic groups
JSJ decompositions were originally invented to study toroidal decompositions of 3-manifolds [18, 19] , and can be thought of as the second stage in the decomposition of a 3-manifold-the stage after cutting along essential spheres. Analogous notions for groups have been studied by Bowditch [6] (in the case of hyperbolic groups) and Rips-Sela [24] (in the case of general finitely presented groups), among many other generalisations. We will give only the details essential for our argument, and for these we follow [6] .
Dunwoody's Accessibility Theorem [13] shows that any hyperbolic group can be decomposed as a graph of groups whose vertex groups are either finite or one-ended, and whose edge groups are finite. In the torsion-free case, this reduces to a decomposition with trivial edge groups and one-ended, hyperbolic vertex groups (this is also called the Grushko decomposition). Analogously to the 3-manifold setting, the JSJ decomposition then describes how to decompose these components further, and in the torsion-free case, this is a decomposition along infinite cyclic subgroups.
The following statement is a special case of [6, In the above statement, a cyclic splitting of Γ is called canonical if it has a common refinement with any other cyclic splitting of Γ, where a refinement of a splitting is obtained by taking further splittings of vertex groups so that the images of attaching maps in the original splitting are still contained in vertex groups. In this sense, a canonical splitting contains information about any cyclic splitting of the group. The splitting in the JSJ decomposition is well-defined because it is the deepest canonical splitting possible; it has no further canonical refinement.
Remark 5.2. In Bowditch's original statement, it is taken as a condition that Γ is not a cocompact Fuchsian group, which, in the torsion-free case, is the same thing as a closed hyperbolic surface group. We do not need to rule out this case, but note that its JSJ decomposition consists of just one vertex group, of type S, with no incident edge groups. Indeed, a closed surface group cannot have a non-trivial canonical splitting-each cyclic splitting corresponds to a simple closed curve on the surface, and given any such curve, we can always choose another simple closed curve which cannot be homotoped disjoint from it. Then the two splittings defined by these two curves can never admit a common refinement.
We would like to apply our gluing theorem to the JSJ decomposition of a hyperbolic group. For our theorem to apply, we will need to assume (as before) that the type M vertex spaces have CAT(−1) dimension 2; however, no further assumptions are required due to the following fact: Proof. In the type S case, this follows from Theorem 5.1-in particular, the subgroups concerned are the subgroups generated by the boundary components, and these always form a malnormal family. In the type M case, it follows from the proof of the fact that the action of Γ on the Bass-Serre tree corresponding to the JSJ decomposition is 2-acylindrical (see [15] Proof. We construct a graph of spaces corresponding to the JSJ decomposition of Γ. By definition of the JSJ decomposition, we may choose a circle for each edge space. By assumption, we can choose (compact) negatively curved 2-complexes for the type M vertex spaces, and we can clearly also choose (compact) negatively curved 2-complexes for the type S vertex spaces. We choose a circle for each type N vertex space. If a type M and type S vertex space are adjacent, we insert an additional type N vertex space in between, so that each type M or S vertex space is then only adjacent to type N vertex spaces. Thus the first three conditions of Theorem 3.1 hold (where type S vertex spaces are included in the type M vertex spaces of Theorem 3.1). Remark 3.2 implies that we may assume that the images of attaching maps are then simplicial closed geodesics, hence condition 4 also holds, and Lemma 5.3 gives condition 5. Hence Theorem 3.1 applies, and the result follows.
In the JSJ decomposition, we do not necessarily know any more about the type M vertex groups of Γ than we know about Γ itself. In particular, they may themselves have a non-trivial JSJ decomposition, or even a free decomposition. However, we may appeal to the following theorem ( [22] , see also [12] ): The Strong Accessibility Theorem says that if we continue decomposing vertex spaces using free products or JSJ decompositions, we must eventually terminate at a decomposition whose vertex groups are rigid (note that vertex groups are always hyperbolic-this is clear for free decompositions, and in the JSJ case is given by Theorem 5.1). In the context of our gluing theorem, it implies the following Proposition 5.7. A hyperbolic group Γ has CAT(−1) dimension 2 if each rigid subgroup of Γ has CAT(−1) dimension 2.
Graphs of free groups with cyclic edge groups
In the above subsection, we saw how the gluing theorem can be applied to JSJ decompositions of hyperbolic groups. However, we could only conclude that a group was CAT(−1) if the vertex groups in the JSJ decomposition were CAT(−1) (of dimension 2), which is a strong requirement. Here we describe a context where this requirement is met.
In [17] , Hsu and Wise show that a group G which splits as a finite graph of finitely generated free groups with cyclic edge groups is CAT(0) if and only if it contains no "non-Euclidean Baumslag-Solitar subgroups" (subgroups of the form 〈a, t | t −1 a p t = a q 〉 for q = ±p). Indeed, under these conditions, they show that the group acts geometrically on a CAT(0) cube complex-a property which has countless interesting consequences (see [30, 31] for details and further references). However, their methods give little control over the CAT(0) dimension. If G is also hyperbolic (so that it contains no Baumslag Solitar subgroups at all), then we may improve their result in two ways: firstly, showing G is in fact CAT(−1), and secondly, showing that the CAT(−1) dimension (and hence the CAT(0) dimension) is equal to 2.
Theorem 5.8. Let G be a hyperbolic group which splits as a finite graph of finitely generated free groups with cyclic edge groups. Then G has CAT(−1) dimension 2.
To prove this, it is tempting to try to apply Theorem 3.1 directly to the graph of spaces corresponding to the given graph of free groups. However, it may not be possible to ensure that incident edge groups form malnormal families in vertex groups. We circumvent this difficulty by appealing to the JSJ machinery of the previous subsection.
Proof of Theorem 5.8. We would like to apply Proposition 5.7, and so we need to check that each rigid subgroup of G has CAT(−1) dimension 2. So, let H be a rigid subgroup of G, and consider the splitting of H induced by the decomposition of G as a graph of free groups with cyclic edge groups. Since H is rigid, this induced splitting must consist of a single vertex group, so H is a subgroup of a vertex group of the original splitting. Hence H is free (indeed, since H cannot split freely, it is trivial), and so certainly has CAT(−1) dimension 2, as required.
Remarks and acknowledgements
Remark 6.1. We expect that the malnormal family assumption we make in our main theorem can be relaxed-the primary reason to impose it is that it is a common assumption in the literature (see section 2.3). Indeed, it is used only to show that it is possible to make the corresponding set of closed geodesics transverse (Lemma 2.31), which in turn is used only to ensure that there is a safe place to attach the corner of a hyperbolic annulus (see the proof of Theorem 3.1). It is easy to design a hyperbolic annulus with reflex angle of, say, π + δ 1 in the geodesic side, and an angle in the other side of π − δ 2 , provided δ 2 > δ 1 . Using such annuli for edge space cylinders, we may attach multiple annuli along the same closed geodesic in a vertex space. It may be that such a technique allows us to replace the malnormal family assumption with a weaker assumption, reminiscent of the "annuli flare condition" used in [3] . Remark 6.2. Remark 2.8 does not directly generalise to n-dimensional simplices, as pointed out in the introduction of [10] . Indeed, there exist hyperbolic 3-simplices whose 1-skeleton is not the 1-skeleton of any Euclidean 3-simplex (nor any 3-simplex of negative curvature k very close to zero). Moreover, even when comparison simplices can be found (which can be ensured by choosing k sufficiently close to k), the dihedral angles may decrease when passing to a comparison simplex of lesser negative curvature (i.e. k < k < 0). This means that Remark 2.17 may not hold in dimensions > 2, and consequently our proof of Theorem 3.1 is valid only in two dimensions. However, it may be possible to prove Theorem 3.1 for higher dimensions, using a similar construction to that in [10] . Here, the appropriate generalisation of "excess angle" to dimensions > 2 is the notion of a complex with extra large links. An M k -complex is said to have extra large links if the systole of the link of each vertex is strictly greater than 2π, and moreover the links themselves are complexes with extra large links. This is a strictly stronger version of the link condition, with the useful feature that it is stable under small perturbations of the metric (see [23] or [11] ). Remark 6.3. We have indicated the applicability of our method to families of hyperbolic groups built hierarchically, namely limit groups, and graphs of free groups with cyclic edge groups (via the JSJ decomposition). There are many other families of hyperbolic groups built in a similarly hierarchical way-for example, hyperbolic special groups (see [30, 31] )-and these may lend themselves to investigation using similar techniques. In future work, we intend to find a more general CAT(−1) gluing theorem, valid for larger classes of graphs of spaces-for example, the case where the edge groups are not cyclic; where the vertex spaces are of dimension > 2 (as discussed above), or where the groups considered are allowed to have torsion.
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