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Foreword
This is an expository book on unitary representations of topological groups,
and of several dual spaces, which are spaces of such representations up to some
equivalence. The most important notions are defined for topological groups, but a
special attention is paid to the case of discrete groups.
The unitary dual of a group G is the space of equivalence classes of its irre-
ducible unitary representations; it is both a topological space and a Borel space. It
is useful in important situations, but not of much use in many other situations, for
example because, for an infinite discrete group, it is usually not countably separated
as a Borel space.
We discuss various candidates for being a dual space of a discrete group. The
two most important ones are the primitive dual, the space of weak equivalence
classes of unitary irreducible representations, and the normal quasi-dual, the space
of quasi-equivalence classes of traceable factor representations. The last space is
parametrized by “characters”, which can be finite of infinite. The space of finite
characters is an object particularly easy to describe: it is in natural bijection with
the space of indecomposable central positive definite functions on the group, that
we call the Thoma dual. We discuss other related spaces, such as the space of finite
dimensional unitary representations.
All these spaces are much better behaved than the unitary dual. They deserve
to be studied on their own, and related to each other. One may try to classify them
for specific groups. We illustrate the theory by systematically working out a series
of specific examples: Heisenberg groups, affine groups of infinite fields, solvable
Baumslag–Solitar groups, lamplighter groups, and general linear groups.
Operator algebras play an important role in the discussion, in particular von
Neumann algebras associated to a unitary representation and C*-algebras associ-
ated to a locally compact group.
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Introduction
Unitary group representations, that is, representations of groups by linear
isometries of a Hilbert space, play an important role in a large variety of sub-
jects, including number theory, geometry, probability theory and theoretical physics.
Given a group G, a major problem is to describe the most general representation
of G in terms of a dual space, that is, a set of “elementary” representations of
G, up to a suitable equivalence relation. The most common dual space of G is the
unitary dual Ĝ. While the choice of Ĝ as dual space is adequate for some classes
of groups G (as compact groups, locally compact abelian groups, or semi-simple Lie
groups), we will see that for other groups, especially for infinite discrete groups, it
is necessary to consider dual spaces different from Ĝ.
Representation theory of finite groups
The theory of linear representations of finite groups is a classical subject
of fundamental importance. It was founded by Frobenius in the late 1890s and
further developed by Burnside and Schur, among others (see below). Let G be a
finite group and let π be a representation of G on a finite-dimensional complex
vector space V . There is a decomposition V = V1 ⊕ · · · ⊕ Vn in a direct sum
of irreducible invariant subspaces Vi. Such a decomposition being usually not
unique, a more canonical one can be obtained as follows. Ler {π1, · · · , πk} be the
set of equivalence classes of irreducible representations of G. The space V admits a
unique decomposition V =W1⊕ · · · ⊕Wk in a sum of invariant subspaces Wj such
that the restriction of π to Wj is equivalent to the direct sum of nj copies of πj ,
for some non-negative integer nj ; the Wj are called the isotypical components
of π. As a result, one faces two main problems in the representation theory of G:
(A) determine the dual space Ĝ of G, that is, the set of equivalence classes
of irreducible representations of G;
(B) for a given representation π of G, determine the multiplicities nσ in the
isotypical decomposition π ≃ ⊕σ∈Ĝ nσσ, where we use ≃ to indicate
equivalent representations.
One way to approach Problem (A), already initiated by Frobenius, is through
the determination of the set of characters of irreducible representations of G. A
representation π of G gives rise to its character
χπ : G→ C, g 7→ Tr(π(g)),
where Tr stands for “trace”; note that χπ is a class function. (Recall that a class
function or central function on a group G is a function f on G which is constant
on conjugacy classes: f(hgh−1) = f(g) for all g, h ∈ G.) Every representation is
9
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determined up to equivalence by its character. The map σ 7→ χσ sets up a bijection
Ĝ
≈−→ E(G)
between Ĝ and an appropriate set E(G) of class functions on G. By ≈, we indicate
a bijection between sets, or a homeomorphisms between topological spaces.
In view of Schur’s orthogonality relations, also Problem (B) can be solved
through the use of characters.
Following Frobenius, Molien, Burnside, E. Noether, and others, the represen-
tation theory of G can be viewed as the study of modules over the group algebra
C[G] =
{∑
g∈G
cgg
∣∣∣ cg ∈ C}.
Indeed, every representation π : G→ GL(V ) extends linearly to a representation
π˜ : C[G]→ End(V ),
∑
g∈G
cgg 7→
∑
g∈G
cgπ(g).
The map π → π˜ sets up a bijection between the representations of G and the
modules over C[G], preserving equivalence and irreducibility.
The character χπ of a representation π : G → GL(V ) has a natural extension
χ˜π to C[G] given by
χ˜π : C[G]→ C, x 7→ Tr(π˜(x)).
The map χσ 7→ χ˜σ sets up a bijection between E(G) and an appropriate set Char(G)
of linear functionals χ˜ on C[G] which satisfies the trace property:
χ˜(xy) = χ˜(yx) for all x, y ∈ C[G].
The dual space Ĝ can be described in terms of the ideal theory of the ring C[G]
as follows: the map σ → ker(σ˜) sets up a bijection
Ĝ
∼−→ Prim(G)
between Ĝ and the space of primitive ideals of C[G]. (Recall that a primitive
ideal in a ring R is the annihilator of a simple R-module.)
Representations of compact groups and abelian groups
For a topological group G, representations of interest in this book are unitary
representations that is, homomorphisms π : G → U(H) from G to the unitary
group of a (not necessarily finite dimensional) complex Hilbert space H, which are
continuous in an appropriate sense (see Section 1.A). We will deal mostly with
topological groups which are locally compact, and also sometimes second-countable
locally compact. Such a group G admits a Haar measure, that is, a translation-
invariant positive measure µG on the Borel subsets of G; second-countable locally
compact groups are characterized among standard Borel groups by the fact that
they admit a translation-invariant measure (see [Mack–57]). A locally compact
group G has a distinguished unitary representation, the regular representation λG
on L2(G) = L2(G,µG), which plays a central role in the theory — as it already
does for finite groups. The unitary dual Ĝ of G is the set of equivalence classes of
irreducible unitary representations of G.
REPRESENTATIONS OF COMPACT GROUPS AND ABELIAN GROUPS 11
Compact groups. Most of Frobenius’ theory extends to the case of a com-
pact group G, as shown by Schur and Weyl between 1924 and 1927. First, every
representation of G is equivalent to a unitary representation. Then:
(I) every irreducible representation of G is finite dimensional;
(II) the map σ 7→ χσ sets up a bijection between Ĝ and the set of irreducible
characters of G, which is a set of class functions on G;
(III) every representation π : G→ U(H) admits a canonical isotypical decom-
position π ≃⊕σ∈Ĝ nσσ;
(IV) every unitary representation π ofG “extends” uniquely to a ∗-representation
π˜ of the group algebra L1(G) = L1(G,µG);
(V) the map ρ 7→ ker(ρ˜) sets up a bijection
Ĝ
∼−→ Prim(G)
between Ĝ and the space of primitive (or maximal) ideals of L1(G).
The crucial tool for this extension is the use of averaging procedures which are
made possible by the fact that the Haar measure µG on G is finite when (and only
when) G is compact. One should add to the previous list one more item, a key step
to find a complete system of irreducible representations of G:
(VI) every irreducible representation of G is equivalent to a subrepresentation
of the regular representation λG.
Locally compact abelian groups. Let now G be a locally compact abelian
group. Then Ĝ coincides with the set of unitary characters G → T and is itself
a locally compact abelian group, for a natural topology. By Pontrjagin and van
Kampen duality theory, the dual group of Ĝ can naturally be identified, as a topo-
logical group, with G. This justifies the term “dual” used for Ĝ. When G is not
locally compact abelian, the same word is used for Ĝ even though this justification
does not carry over.
Let π : G → U(H) be a unitary representation of G. In general, π does not
admit a direct sum decomposition into irreducible representations; for example,
when the group is infinite and discrete, its left regular representation does not con-
tain any irreducible subrepresentation. However, π can be analyzed by means of a
unique projection-valued measure on Ĝ or a unique collection of measure classes on
Ĝ with associated multiplicities (see Chapter 2). In case of the regular representa-
tion π = λG on L
2(G), such a decomposition generalizes the Plancherel formula of
classical Fourier analysis on Rn or Tn.
The set E(G) coincides obviously with Ĝ and here also the map χ → ker(χ˜)
is a bijection between Ĝ and the space of primitive (or maximal) ideals of L1(G),
where χ˜ : L1(G)→ C is the multiplicative linear functional canonically associated
to χ.
As a result, we see that the representation theory of G has the features (I)-(V)
of Frobenius theory listed above, appropriately interpreted.
Even when G is non-compact, so that no unitary character of G is equivalent to
a subrepresentation of the regular representation λG, the projection-valued measure
on Ĝ associated to λG has Ĝ as support. Using a notion to be introduced in
Section 1.C, it follows that every χ ∈ Ĝ is weakly contained in λG and this is to be
viewed as an analogue of feature (VI) in the list above.
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Primitive dual and locally compact groups of type I
We turn now to the case of a general locally compact groupG. By the Gel’fand–
Raikov theorem, G has plenty of irreducible unitary representations: the unitary
dual Ĝ separates the points of G (Theorem 1.B.16). Observe that, when G is not
compact, Ĝ will usually contain infinite dimensional representations (for more on
this, see Section 4.C).
As in the case of compact or abelian groups, the unitary representations are
in bijective correspondence with the ∗-representations of the group algebra L1(G);
however, a more suitable algebra is themaximal C*-algebra C∗max(G) of G which
is the enveloping C*-algebra of L1(G). Every unitary representation π of G “ex-
tends” to a representation π˜ of C∗max(G). The primitive ideal space of C
∗
max(G),
or primitive dual of G, is
Prim(G) = {ker(π˜) | π ∈ Ĝ},
and we have a canonical surjective map
κdprim : Ĝ ։ Prim(G), π 7→ ker(π˜).
The space Prim(G) is equipped with a natural topology, the Jacobson topology (see
Section 8.A).
There exists a description of Prim(G) at the group level: it is the space of weak
equivalence classes of irreducible unitary representations of G. Thus Prim(G) is
a well-defined space for any topological group. See Section 1.C for the notion of
weak equivalence, and Sections 1.E & 8.B for Prim(G).
Besides Ĝ, the space Prim(G) is the most important alternative dual space of
a group G.
Let π : G→ U(H) be a unitary representation of G in a separable Hilbert space.
There is a way π can be decomposed in irreducible parts. As already mentioned
in the previous section, decomposition in direct sums do not suffice (unless G is
compact), but there is a notion of direct integral of unitary representations, and
π =
∫ ⊕
Ĝ
nρ ρ dµ(ρ),
where µ is a Borel measure on Ĝ (equipped with a natural Borel structure), and
every irreducible representation ρ ∈ Ĝ occurs with a multiplicity nρ. However, for
some groups G, an unexpected pathology appears: there exist unitary representa-
tions π of G having two direct integral decompositions
π =
∫ ⊕
Ω
ρωdµ(ω) =
∫ ⊕
Ψ
σψdν(ψ),
where Ω,Ψ are disjoint Borel subsets of Ĝ, and µ [respectively ν] a measure on Ω
[respectively Ψ], and ρω and σψ irreducible representations of G for all ω ∈ Ω and
all ψ ∈ Ψ. See Section 1.G.
It turns out that the pathology mentioned above is related to the existence of
factor representations of several types. Let π : G→ U(H) be a unitary representa-
tion. The bicommutant π(G)′′ of π(G) is a von Neumann subalgebra of L(H) and
π is said to be factorial, or a factor representation, if π(G)′′ is a factor, that
is, if the centre of π(G)′′ consists of scalar multiples of the identity only.
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Examples of factor representations include representations of the form nπ,
where π is an irreducible unitary representation and n a cardinal. Groups without
factor representations of another type constitute an important class defined as fol-
lows: a locally compact group G is a group of type I if every factor representation
of G is of the form nπ for some π ∈ Ĝ and some cardinal n.
The class of second-countable locally compact groups G of type I is character-
ized by a number of equivalent properties:
• for every unitary representation π of G, the direct integral decomposition
π =
∫
Ĝ
nρ ρ dµ(ρ) mentioned above is unique in an appropriate sense
(Section 6.D.b);
• the dual Ĝ, equipped with its natural Borel structure, is countably sepa-
rated;
• the canonical map κdprim : Ĝ ։ Prim(G) is injective, and therefore bijec-
tive.
The last two characterizations are part of Glimm’s theorem (see Section 8.F).
The class of locally compact groups of type I includes, among others, abelian
groups, compact groups, and Lie groups with finitely many connected components
which are either semisimple or nilpotent (see Section 6.D). As a rule, discrete groups
are not of type I: more precisely, a discrete group G is of type I if and only if G is
virtually abelian (Thoma’s theorem 7.D.2).
Let G be a second-countable locally compact group. Every unitary represen-
tation π of G has a canonical direct integral decomposition
∫
X
σxdµ(x) into factor
representations σx; when G is of type I, there are multiplicities nx and irreducible
representations ρx such that σx = nxρx for all x ∈ X , and therefore a canonical
decomposition πx ≃
∫
X
nxρxdµ(x) into irreducible representations ρx. When G is
not of type I, factor representations can be of other types, and this is a reason why
direct integral decomposition in irreducible representations are not canonical.
Let G be a second-countable locally compact group which is not of type I.
Since Ĝ is not countably separated, there is no systematic procedure to encode the
equivalence classes of irreducible unitary representations of G. By contrast, for the
Borel structure associated to the Jacobson topology, Prim(G) is a standard Borel
space, by a theorem of Effros (Subsection 8.A.c). The space Prim(G) is therefore
much better behaved than Ĝ, and this justifies it as an alternative dual space for a
locally compact group G.
In Chapter 6, there is a definition of being of type I which applies to topological
groups which are not necessarily locally compact.
The normal quasi-dual of a locally compact group
Let G be a locally compact group. If G is not of type I, then G admits factor
representations that are not of type I. It is convenient to introduce one more notion
of equivalence: two unitary representations π1, π2 of G are quasi-equivalent if
there are cardinals n1, n2 such that n1π1 and n2π2 are equivalent (more on this
notion in Section 6.A) The quasi-dual QD(G) of G is the set of quasi-equivalence
classes of factor representations of G. It has a natural topology, and there is a
natural inclusion
κdqd : Ĝ →֒ QD(G)
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of the dual as a subspace of the quasi-dual. See Section 6.C.
When G is σ-compact, given a factor representation π of G, it is a fact (see
Section 8.D) that the C∗-kernel of π is a primitive ideal of C∗max(G), that is, ker(π˜) ∈
Prim(G). Consequently, there is a natural extension
κqdprim : QD(G)։ Prim(G)
of the map κdprim : Ĝ։ Prim(G).
When G is of type I, the inclusion Ĝ →֒ QD(G) is a surjective homeomorphism.
When G is not of type I, a description of QD(G) is out of reach, possibly even more
than for Ĝ. But one may try to describe Prim(G) as the collection of C∗-kernels of
suitable factor representations of G. This leads to the definition of QD(G)norm, as
follows.
Let G be a locally compact group. A unitary representation π of G is normal
if it is factorial and if the factor π(G)′′ admits a (not necessarily finite) trace τ such
that there exists a positive element x ∈ C∗max(G) for which 0 < τ(x) < ∞. The
normal quasi-dual QD(G)norm is the set of normal factor representations of G, up
to quasi-equivalence (see Chapter 10). It inherits from QD(G) a topology and the
related Borel structure. When G is second-countable, the Borel space QD(G)norm
is standard (Theorem 10.D.5).
When G is σ-compact, the restriction of the map κqdprim defined above provides
a map
κnormprim : QD(G)norm → Prim(G), π 7→ ker(π˜).
When G is a connected Lie group, a remarkable result of Puka´nszky shows that
κnormprim is a bijection (Chapter 10). This result indicates that, for such a group,
normal factor representations form the natural class of unitary representations one
should seek to classify. It should be mentioned that not every irreducible unitary
representation of G is normal when G is not of type I (Corollary 10.D.3).
For a general locally compact group G, the map κnormprim can fail to be injec-
tive or surjective (see Section 11.D). Nevertheless, we think that QD(G)norm is an
interesting object which deserves to be studied as a dual space of G in its own right.
Characters of a locally compact group
Let G be a second-countable locally compact group. The normal quasi-dual
QD(G)norm admits a parametrization in terms of the set Char(G) of characters
of G: a normal factor representation π of G is uniquely determined, up to quasi-
equivalence, by its character χπ which is a (not necessarily finite) trace on the
maximal C*-algebra C∗max(G) of G (see Section 10.D).
Assume that G is of type I. Then all the dual spaces we have considered above
may be canonically identified
Ĝ
≈−→ Prim(G) ≈←− QD(G)norm ≈−→ Char(G).
Nevertheless, something is gained: the possibility to parametrize the unitary dual
Ĝ by means of the space Char(G) of characters, in analogy to the case of finite or
compact groups. This programme has been carried out by Harish–Chandra for a
connected semisimple Lie group, in which case the set of characters can be identified
with a set of appropriate central distributions on the group [Hari–54].
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Thoma’s dual space
Let G be a second-countable locally compact group. The set Char(G) of char-
acters of G consists of two parts:
• the set E(G) of finite characters of G;
• the set Char(G)r E(G) of infinite characters.
The set E(G) admits a simple description: it can be viewed as the set of continuous
functions ϕ : G → C which are central, of positive type, normalized by ϕ(e) = 1,
and extremal with these properties. (See Section 1.B for functions of positive type,
and Section 11.C for the Thoma dual.)
In general, the set Char(G) r E(G) is non empty and seems difficult to de-
scribe (see Section 14.E, for the construction of a few infinite characters of the
Baumslag–Solitar group BS(1, p) and of the lamplighter group). By contrast, E(G)
can be determined for several discrete groups (see Example 11.C.7 and Chapter 12).
Moreover, for some classes of discrete groups G such as groups of polynomial
growth, all characters are finite (that is, Char(G) = E(G)) and the canonical map
E(G)։ Prim(G) is a bijection (Theorem 11.D.3).
Thoma made a crucial use of the space E(G) in his characterization of discrete
groups which are of type I and suggested that E(G) should be viewed as a dual
space of discrete groups [Thom–64a, Thom–64b]. We will refer to E(G) as the
Thoma’s dual of G. Again, Thoma’s dual consists of two parts:
• the set E(G)fd of almost periodic functions in E(G); this set E(G)fd
parametrizes the space Ĝfd of equivalence classes of finite dimensional
irreducible unitary representations of G;
• the set E(G) r E(G)fd, of which each element gives rise to a homomor-
phism of G in the unitary group U(M) of a factor M of type II1.
For a discrete groupG which is not of type I, the set E(G)rE(G)fd is non empty
(Theorem 8.F.4). By contrast, when G is connected, we have E(G) = E(G)fd, by
a result of Kadison and Singer ([KaSi–52]; see also [SevN–50]). In particular, if
G is a semisimple connected Lie group without compact factor, E(G) consists only
of the trivial character 1G.
Historical comments on dual spaces of groups
Unitary dual. The study of linear representations of finite groups was ini-
tiated by Frobenius in a series of articles between 1896 and 1900 (see Vol. III of
[Frob–Col]). This work was continued, among others, by Burnside and Schur who
established in particular the fact that such representations are equivalent to unitary
representations.
Using invariant integration, Schur and Weyl extended between 1924 and 1927
most of Frobenius’ representation theory from finite groups to compact groups (see
in particular [Schu–24] and [Weyl–24], as well as [Bore–86]). This culminated
with the Peter-Weyl theorem [PeWe–27] and the classification of the unitary dual
of simple compact Lie groups (see [Weyl–Col]).
The proof of the existence of a Haar measure [Haar–33] opened up the pos-
sibility to a theory of unitary representations for general locally compact groups.
A strong impetus for the development of the theory was provided by applications
to quantum theory. This motivated Stone, von Neumann, and Weyl to determine
the unitary dual of the real Heisenberg group (see [Ston–30] and [vNeu–31]),
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and Wigner to study the unitary dual of the Poincare´ group SO(3, 1) ⋉ R4 (see
[Wign–39], as well as [Rose–04]).
A duality theory for locally compact abelian groups was developed around
1935 by Pontrjagin and van Kampen, and exposed in the influential books by
Pontrjagin and Weil, [Pont–39] and [Weil–40]. The classical spectral theorem for
a one-parameter family of unitary operators (which amounts to the classification
of unitary representations of R) was generalized to locally compact abelian groups
by Segal, Naimark, Ambrose and Godement (see SNAG’s theorem in Section 2.C).
Gel’fand and Raikov showed in [GeRa–43] that every locally compact group
G has enough irreducible unitary representations to separate the points of G, trig-
gering a systematic study of unitary representations for such groups. First ma-
jor results on classifications of unitary duals did concern the affine group Aff(R)
of R [GeNa–47a], the special linear group SL(2,C) [GeNa–47b], and SL(2,R)
[Barg–47]. Further developments include Mackey’s analysis of induced represen-
tations for extensions of locally compact groups [Mack–52, Mack–58], Harish–
Chandra’s monumental work on the unitary dual of reductive Lie groups [Hari–Col],
and Kirillov’s orbit method for nilpotent Lie groups [Kiri–62]. For a history of the
subject of unitary group representations see [Mack–76].
Operator algebras and primitive duals. As already mentioned above, the
representation theory of a finite group G amounts to the study of modules over
the group algebra C[G], which is a semisimple ring by Maschke’s theorem. This
approach goes back to the first works on the subject by Frobenius, Molien, and
Burnside, in the last years of 19th century; see [Hawk–71, Hawk–72, Hawk–74].
Gel’fand developed in [Gelf–41] a general theory of Banach algebras and,
together with Naimark, laid down the foundations for the theory of C*-algebras
[GeNa–43]. As already mentioned above when discussing the primitive dual, the
unitary representation theory of a locally compact group G can be viewed as the
representation theory of a specific C*-algebra, namely the maximal C*-algebra
C∗max(G) of G.
It was soon realized by Godement, Mautner, Segal, and others that the theory
of von Neumann algebras, which was developed by Murray and von Neumann
in a series of papers published in the 30s (see [vNeu–Col, Volume III, Rings of
operators]), is of fundamental importance for the study of unitary representations,
in particular in questions concerning existence and uniqueness of decomposition of
such representations as direct integrals of irreducible unitary representations.
Given a separable C*-algebra A, its dual or spectrum Â is defined as the set of
irreducible representations of A in complex Hilbert spaces, modulo unitary equiva-
lence. As mentioned above, Glimm showed that Â, equipped with a natural Borel
structure, is countably separated exactly when A is of type I [Glim–61a].
For an algebra A, Jacobson introduced in [Jaco–45] the set Prim(A) of primi-
tive ideals of A as a dual space of A and endowed it with a topology which nowadays
bears his name. For a C*-algebra A, the topological space Prim(A) is a quotient
of Â. Its topology was studied by Fell [Fell–60a]. In many situations, Prim(A)
has much better topological properties than Â. In particular, for a locally compact
group G, Fell gives a description of the topology of Prim(G) = Prim(C∗max(G)) in
terms of weak containment of irreducible representations of G. The relevance of
Prim(A) for the description of a type I C*-algebra A as algebra of sections of a
bundle of elementary algebras was demonstrated by Kaplansky [Kapl–51b]. This
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study was further pursued in Fell [Fell–61]. As already mentioned, Effros [Effr–63]
proved the important result that Prim(A) is always a standard Borel space when A
is separable. All these facts demonstrate the importance of the study of Prim(G)
for a locally compact group G.
Normal quasi-dual space and characters. Characters of finite groups were
considered by Frobenius even before he defined linear representations of such groups
(see Vol. III of [Frob–Col]). A famous formula for the characters of irreducible rep-
resentations of compact Lie groups was given by Weyl (see Vol. II of [Weyl–Col]).
Gel’fand and Naimark described the characters of irreducible unitary representa-
tions of G as conjugation-invariant distributions, for G = SL2(C) in [GeNa–47b]
and other classical groups in [GeNa–57]. A deep and far-reaching study of char-
acters of irreducible unitary representations of a general semisimple Lie group was
undertaken by Harish–Chandra [Hari–56].
Godement introduced and studied a notion of normal factor representations
of a unimodular locally compact group in [Gode–54]. This notion was extended
and formulated in the context of C*-algebras (or even involutive Banach algebras)
by Guichardet in [Guic–63]. The normal quasi-dual space QD(A)norm of a C*-
algebra A. is defined as the set of normal factor representations of A, modulo
quasi-equivalence of representations. Answering of question of Dixmier [Dixm–C*,
7.5.4]), Halpern showed in [Halp–75] that the normal quasi-dual space QD(A)norm
is a standard Borel space for any separable C*-algebra A.
Let G be a connected Lie group. As already mentioned mentioned above when
discussing the normal dual, Puka´nszky [Puka–74] showed that the natural map
from QD(G)norm = QD(C
∗
max(G))norm to Prim(G) is a bijection. A detailed analysis
of QD(G)norm was performed by Guichardet [Guic–63] for the Baumslag–Solitar
group G = BS(2, 1).
Vershik and Kerov gave in [VeKe–81] a description of QD(G)norm for the
infinite symmetric group G = Symfin(N).
The subset QD(G)fin of QD(G)norm consisting of factor representations of finite
type was studied by Godement [Gode–51b] for a locally compact unimodular
group G. He showed in particular that the family of such representations is point
separating if and only if G is a so-called SIN-group (that is, if G has arbitrary small
conjugation-invariant neighbourhoods).
Thoma’s dual (that is, the set E(G) of characters of representations from
QD(G)fin) was systematically studied by Thoma in the case of a discrete group G
and explicitly determined for some concrete examples [Thom–64a, Thom–64b,
Thom–64c]).
Other dual spaces. Given a locally compact groups G, one may consider
other dual spaces of G, besides the ones discussed above, as for instance the space
Max(C∗max(G)) of maximal two-sided ideals of C∗max(G) and the space Prim∗(L1(G))
of kernels of irreducible ∗-representations of L1(G). There is an injection
Max(C∗max(G)) →֒ Prim(G)
and a surjective canonical map
Prim(G)։ Prim∗(L1(G)).
In general, these maps are not bijective (see Section 8.H) and so Max(C∗max(G))
and Prim∗(L1(G)) provide only partial information on Prim(G).
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There is no duality involved in connection with the dual spaces we introduced so
far, apart from the Pontrjagin–van Kampen duality in case of an abelian group G.
So, the use of the word “dual space” is questionnable; it would be more accurate to
speak of “structure space” when we refer to Ĝ or Prim(G). Nevertheless, we will
stick to the more traditional “dual space”.
There are genuine duality theories for locally compact groups, such as the
Tannaka–Krein duality for compact groups (see for instance [HeRo–70, § 30]),
and various duality theories for general locally compact groups, developed by Stine-
spring, Kac, Ernest, Enock and Schwartz, among others (for an overview, see
[EnSc–92]). These duality theories involve, at least in the non-compact case,
objects such as Hopf algebras which are quite different from our dual spaces.
Overview
The first aim of this book is to introduce and discuss the dual spaces introduced
above for a group G:
• the unitary dual Ĝ;
• the space Ĝfd of equivalence classes of finite dimensional irreducible rep-
resentations of G;
• the primitive dual Prim(G);
• the normal quasi-dual QD(G)norm;
• the space of characters Char(G);
• and Thoma’s dual E(G).
As much as possible, basic definitions are formulated for topological groups, even
if most of the interesting statements and examples are stated for locally compact
groups, indeed often for second-countable ones. Systematically, the definitions will
be illustrated by a family of basic examples, which are all discrete groups:
• the infinite dihedral group D∞;
• two-step nilpotent discrete groups, in particular the Heisenberg groups
H(R) over a commutative ring R, and more specifically H(K) over an
infinite field K, and H(Z) over the integers Z;
• the affine group Aff(K) of a field K;
• the solvable Baumslag–Solitar group BS(1, p) for a prime p;
• the lamplighter group, which is the wreath product Z ≀ (Z/2Z);
• and the general linear group GLn(K) over a field K.
Among other things, these worked out examples (except D∞, the only group
of type I in the list) will demonstrate that, in general:
• a complete description of Ĝ is hopeless or useless;
• a description of the spaces Ĝfd, Prim(G) and E(G) is often possible;
• the map κdprim : Ĝ։ Prim(G) is not injective, indeed has large fibers;
• a full description of the space Char(G) r E(G) seems to be difficult in
general.
Along the way, we establish results on the dual spaces of locally compact groups
G which can be written as semi-direct product of a countable discrete subgroup H
and an open abelian normal subgroup N (observe that, apart from GLn(K), every
group appearing above is of this form). Let G = H ⋉N be such a group. We will
OVERVIEW 19
• show that the description of Ĝ amounts to the description of G-quasi-
invariant probability measures on N̂ and of certain cocycles N̂ × H →
U(K) with values in the unitary group of a Hilbert space K, a usually
hopeless task (Theorem 5.B.14);
• give a description of the space Ĝfd, when the subgroup H is moreover
abelian (Theorem 4.A.3);
• construct factor representations of G of various types (Theorem 14.B.1);
• construct normal factor representations of G and determine their charac-
ters (Theorem 14.C.2).
We discuss in detail some of the basic tools needed for the proofs; in particular,
we will give an account on
• functions of positive type and the Gel’fand–Naimark–Segal construction
(Section 1.B, 8.A, and 11.B);
• induced representations of a locally compact group from an open sub-
group, and the Mackey–Shoda irreducibility and equivalence criteria (Sec-
tion 1.F);
• unitary representations of a locally compact abelian group, in terms of
multiplicity-free representations, and also in terms of projection-valued
measures (Chapter 2);
• von Neumann algebras associated to a representation (Chapter 6);
• C*-algebras associated to a locally compact group (Chapter 8);
• traces on C*-algebras and the theory of Hilbert algebras (Chapter 10);
• the group measure space construction of Murray and von Neumann (Chap-
ter 13).
Various other reminders on topology, measure theory and abelian harmonic analysis
are collected in an appendix to this book.
Some comments are in order concerning operator algebras. On the one hand,
the theory of unitary representations of groups and that of operator algebras cannot
be separated, neither conceptually nor historically. On the other hand, we would
find frustrating to go through all the necessary prerequisites of operator algebras
before addressing group representations. We have tried to propose a helpful selec-
tion of “reminders” on operator algebras, scattered through the chapters on group
representations. For what is not explained here in detail, most citations refer to
Dixmier’s books [Dixm–vN, Dixm–C*]. For one shorter exposition, we can also
recommend [Wall–92, Chap. 14].
It is the occasion to celebrate Jacques Dixmier
and the writing of his two books on operator algebras.
More than 50 years after publication,
they remain unrivalled references on the subject.

CHAPTER 1
Unitary dual and primitive dual
In Section 1.A, we introduce unitary group representations and unitary duals.
The unitary dual Ĝ of a topological group G is the set of equivalence classes of its
irreducible unitary representations; we write simply “dual” for “unitary dual”.
A unitary representation π of a topological group G is cyclic if there exists a
vector ξ in the Hilbert space of π such that π(G)ξ generates the Hilbert space of π.
There is a correspondence between equivalence classes of pairs (π, ξ), where π is a
unitary representation with cyclic vector ξ, and a class of functions on G, called
functions of positive type. Under this correspondence, irreducible representations
are mapped into indecomposable functions of positive type and vice-versa. This is
the subject of Section 1.B on the Gel’fand–Naimark–Segal construction.
In Section 1.C, we introduce the so-called Fell topology on the dual Ĝ of a
topological group G and show how it is related to the notion of weak containment
between unitary representations. Section 1.D is devoted to the study of the interplay
between topological properties of G and topological properties of its dual Ĝ, for a
locally compact group G.
It turns out that, in general, the topological space Ĝ does not even have the
weakest of all separation properties, the T0 property. In Section 1.E, we introduce
our second dual space, the primitive dual Prim(G) of a topological group G, as
the set of weak equivalence classes of irreducible representations of G. In a sense,
Prim(G) is the largest T0 quotient of Ĝ. We will give later (in Chapter 8) an
alternative description of Prim(G) in case G is a locally compact group.
One of the main procedure for the construction of unitary representations of a
group G is induction, a way to build representations of G out of representations of
a subgroup H. In Section 1.F, we give an account of induced representations in case
the subgroup H is open. In particular, a treatment of the Mackey-Shoda criteria of
irreducibility and equivalence of induced representations is presented.
In Section 1.G, we give a short introduction to the notions of direct integrals of
Hilbert spaces, direct integrals of unitary representations, and direct integrals of the
associated von Neumann algebras. We discuss how every unitary representation of
a second-countable locally compact group is equivalent to a direct integral of irre-
ducible representations. Moreover, we show that such direct integral decompositions
are not unique in general.
As a preparation for later chapters, we give a characterization of the decompos-
able operators between two direct integrals of Hilbert spaces in the final Section 1.H.
1.A. Definition of the unitary dual
Let H be a Hilbert space; in this book, Hilbert spaces are always assumed to
be complex. We denote by L(H) the involutive algebra of bounded linear operators
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on H and by
U(H) = {x ∈ L(H) | x∗x = xx∗ = IdH}
the group of unitary operators on H. Sometimes, the field C of complex numbers
is viewed as a Hilbert space.
On L(H), the strong topology is the locally convex topology defined by the
set of seminorms x 7→ ‖xξ‖, for ξ ∈ H, and the weak topology is the locally
convex topology defined by the set of seminorms x 7→ |〈xξ | η〉|, for ξ, η ∈ H. The
restrictions of these two topologies to U(H) coincide, and make U(H) a topological
group. More on this in Appendix A.H.
Let G be a topological group. The unit element in G is denoted most often
by e, exceptionally by 0 or 1.
Definition 1.A.1. A unitary representation π of G in a Hilbert space H is
a homomorphism π : G→ U(H) such that the associated map G×H → H, (g, ξ) 7→
π(g)ξ, is continuous; we often write Hπ rather than H for the Hilbert space of π,
and (π,H) for π.
From now on in this book, all representations of groups are unitary
unless explicitly written otherwise,
and we write “representation” for “unitary representation”.
Note also that our definition of “representation” includes the continuity require-
ment.
Proposition 1.A.2. Let G be a topological group, H a Hilbert space, and
π : G→ U(H) a homomorphism. The following two conditions are equivalent:
(i) the map G×H → H, (g, ξ)→ π(g)ξ is continuous, i.e., π is a represen-
tation of G in H;
(ii) the map π is continuous with respect to the strong topology on U(H).
Proof. One implication is obvious and the other follows from the inequality
‖π(g)ξ−π(h)η‖ ≤ ‖π(g)ξ−π(h)ξ‖+‖π(h)ξ−π(h)η‖ = ‖π(g)ξ−π(h)ξ‖+‖ξ−η‖
for g, h ∈ G and ξ, η ∈ H. 
We write 1G for the unit representation of G in C, defined by 1G(g) = IdC
for all g ∈ G.
A π(G)-invariant closed subspace K of H gives rise to a subrepresentation
G→ U(K), assigning to g ∈ G the restriction of π(g) to K.
Let (π1,H1), (π2,H2) be two representations of G. A bounded linear operator
x : H1 → H2 is an intertwiner between π1 and π2 if xπ1(g) = π2(g)x for all g ∈ G.
Observe that the set HomG(π1, π2) of intertwiners between π1 and π2 is a linear
subspace of the space L(H1,H2) of bounded linear operators from H1 to H2. For
one representation (π,H), the set HomG(π, π) is the commutant π(G)′; it always
contains the set CIdH of scalar multiples of the identity of H. More generally, the
commutant of a subset S of L(H) is the subset
S′ = {x ∈ L(H) | xs = sx for all s ∈ S}.
Definition 1.A.3. Two representations π1 and π2 of a topological group G
are equivalent, and this is written π1 ≃ π2, if there exists a unitary operator
V : H1 → H2 such that π2(g) = V π1(g)V ∗ for all g ∈ G. The representations π1
and π2 are disjoint if there does not exist a subrepresentation of π1 equivalent to
a subrepresentation of π2. (We come back to these definitions in Chapter 6.)
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The direct sum of a family (πι)ι∈I of representations of G is the representation
π =
⊕
ι∈I πι of G in the Hilbert direct sum
⊕
ι∈I Hπι defined by π(g) =
⊕
ι∈I πι(g)
for all g ∈ G.
Proposition 1.A.4. Let π be a representation of a topological group G such
that Hπ contains a π(G)-invariant closed subspace K.
Then the orthogonal K⊥ is also a π(G)-invariant closed subspace of H. It
follows that π is the direct sum of the two subrepresentations of G in the subspaces
K and K⊥.
Proof. Let ξ ∈ K⊥. For all η ∈ K, we have
〈π(g)ξ | η〉 = 〈ξ | π(g−1)η〉 ∈ 〈ξ | K〉 = {0},
hence π(g)ξ ∈ K⊥. This shows that K⊥ is π(G)-invariant. 
Lemma 1.A.5. Let (π1,H1), (π2,H2) be two representations of a topological
group G, and T ∈ HomG(π1, π2). Set K1 = (kerT )⊥ and let K2 denote the closure
of the image of T .
Then K1 and K2 are closed invariant subspaces of H1 and H2 respectively, and
the subrepresentation of π1 defined by K1 is equivalent to the subrepresentation of
π2 defined by K2.
Proof. Since T intertwines π1 and π2, the space K1 is π1(G)-invariant, the
space T (K1) is π2(G)-invariant, and therefore K2 is π2(G)-invariant.
One checks immediately that T ∗ ∈ L(H2,H1) intertwines π2 and π1, and that
T ∗T ∈ L(H1) intertwines π1 with itself. Since |T | = (T ∗T )1/2 is a limit in the strong
operator topology of polynomials in T ∗T (see Section A.I), |T | also intertwines π1
with itself.
Consider the partial isometry U of the polar decomposition T = U |T |; recall
that kerU = kerT , and that the restriction of U to K1 is an isometry onto K2.
By definition of U (i.e., Uξ = 0 if ξ ∈ kerT and U |T |ξ = Tξ if ξ ∈ (kerT )⊥, see
Appendix A.I), it follows that U intertwines the restriction of π1 to K1 and the
restriction of π2 to K2. Therefore these two restrictions are equivalent. 
In the following proposition, the implications (ii) ⇒ (i) and (iii) ⇒ (iv) are
immediate consequences of Lemma 1.A.5, and the converse implications are trivial.
Proposition 1.A.6. Let (π1,H1) and (π2,H2) be two representations of a
topological group G. On the one hand, the following two properties are equivalent:
(i) π1 and π2 are equivalent;
(ii) HomG(π1, π2) contains an invertible operator from H1 to H2.
On the other hand, the following two properties are equivalent:
(iii) π1 and π2 are disjoint;
(iv) HomG(π1, π2) = {0}.
Corollary 1.A.7. Let π, and πi for i ∈ I, be representations of G. Assume
that π and πi are disjoint for every i ∈ I.
Then π and
⊕
i∈I πi are disjoint.
Proof. In view of Proposition 1.A.6, it suffices to show that HomG(π,
⊕
i∈I πi) =
{0}.
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Let Hi be the Hilbert space of πi and H =
⊕
i∈I Hi. Denote by Pi the orthogo-
nal projection fromH to Hi. Let T ∈ HomG(π,
⊕
i∈I πi). Then PiT ∈ HomG(π, πi)
and hence PiT = 0 for every i ∈ I. Therefore, T = 0. 
The following proposition shows that the equivalence of representations satisfies
a form of the Schro¨der–Bernstein property.
Proposition 1.A.8. Let π1, π2 be two representations of G in Hilbert spaces
H,K respectively. Assume that π1 is equivalent to a subrepresentation of π2 and π2
is equivalent to a subrepresentation of π1.
Then π1 and π2 are equivalent.
Proof. By hypothesis, there exist
– aG-invariant closed subspace K′ of K and aG-equivariant partial isometry
S of initial space H and final space K′,
– a G-invariant closed subspace H′ of H and a G-equivariant partial isom-
etry T of initial space K and final space H′.
Set U = TS and H′′ = U(H). Then
(♯) H ⊃ H′ ⊃ H′′
and U is a G-equivariant partial isometry of initial space H and final space H′′.
For all m ≥ 0, set
H(2m) = Um(H) and H(2m+1) = Um(H′).
Observe that H(0) = H, H(1) = H′, and H(2) = H′′. It follows from (♯) that
H(2m) ⊃ H(2m+1) ⊃ H(2m+2) for all m ≥ 0.
Set J = ⋂n≥0H(n). We have orthogonal Hilbert sums
H = J ⊕ (H(0) ⊖H(1))⊕ (H(1) ⊖H(2))⊕ (H(2) ⊖H(3))⊕ (H(3) ⊖H(4))⊕ · · ·
H′ = J ⊕ (H(1) ⊖H(2))⊕ (H(2) ⊖H(3))⊕ (H(3) ⊖H(4))⊕ (H(4) ⊖H(5))⊕ · · · ,
? where H(i) ⊖ H(j) denotes the orthogonal complement of H(j) in H(i). Since U
induces for all m ≥ 0 a map (H(2m) ⊖ H(2m+1)) → (H(2m+2) ⊖H(2m+3)) which is
a G-equivariant surjective isometry, we have also
H′ ≃ J ⊕ (H(1) ⊖H(2))⊕ (H(0) ⊖H(1))⊕ (H(3) ⊖H(4))⊕ (H(2) ⊖H(3))⊕ · · · .
It follows that the representations of G in H and H′ are equivalent. Since the
representations of G in H′ and K are equivalent by hypothesis, this concludes the
proof. 
Definition 1.A.9. A representation π of the topological G is irreducible if
its Hilbert space Hπ is not {0} and if the only π(G)-invariant closed subspaces of
Hπ are {0} and Hπ.
Remark 1.A.10. (1) Irreducibility of a representation is a property of its
equivalence class: if π is an irreducible representation of G, then every representa-
tion which is equivalent to π is irreducible.
(2) Representations of G of dimension 1 are irreducible. They are equivalent
to unitary characters of G, that is to continuous homomorphisms G→ T.
Here and below, R denotes the field of real numbers, and T the circle group,
viewed sometimes as {z ∈ C | |z| = 1}, and sometimes as R/Z.
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In the following proposition, Claim (1) is known as Schur’s lemma. For the
easy proof, we refer to [BeHV–08, Appendix A].
Proposition 1.A.11. Let π, π1, π2 be representations of a topological group G,
(1) The representations π is irreducible if and only if HomG(π, π) = CIdHπ .
(2) Suppose that π1 and π2 are irreducible; then:
either π1 and π2 are equivalent and dimCHomG(π1, π2) = 1,
or π1 and π2 are not equivalent and HomG(π1, π2) = {0}.
The next proposition shows that the dimensions of the Hilbert spaces in which
irreducible representations of G exist are bounded by some cardinal. There is a
reminder on the dimensions of Hilbert spaces in Appendix A.H.
Proposition 1.A.12. Let G be a topological group. Let ℵ be a cardinal such
that there exists in G a dense subset, say X, of cardinality at most ℵ.
Then, for every irreducible representation (π,H) of G, the dimension of H is
bounded by ℵ.
In particular, if G is separable, then H is a separable Hilbert space.
Proof. Let ξ be a non-zero vector in H and let K be the closed subspace of H
generated by π(G)ξ. Since X is dense in G and since X has cardinality ℵ, it is clear
that dimK ≤ ℵ. Since K is G-invariant and π is irreducible, we have K = H. 
The following consequence of Proposition 1.A.12 is crucial for the subject of
this book.
Corollary 1.A.13. The equivalence classes of irreducible representations of a
topological group G constitute a set, say Ĝ.
Proof. Let κ be a cardinal which satisfies the condition stated in Proposi-
tion 1.A.12 and let H be a fixed Hilbert space of dimension κ. The family R of
irreducible representations of G in closed linear subspaces of H is a set. Proposi-
tion 1.A.12 shows that every irreducible representation of G is equivalent to some
representation of R. So, Ĝ is the quotient space R/ ≃ of R by the relation of
equivalence of representations. 
Definition 1.A.14. The unitary dual Ĝ of G is the space of equivalence
classes of irreducible representations of G.
Most often below, we use simply “dual” for “unitary dual”.
When G is abelian, its dual Ĝ can be identified with the group Hom(G,T) of
continuous homomorphisms G→ T.
The dual Ĝ is a topological space for the Fell topology, of which we postpone a
first definition until Section 1.C. For G locally compact, two equivalent definitions
of the Fell topology are discussed in Sections 6.C and 8.B.
Next, we examine the action of automorphisms of G on the representation
theory of G. For actions, see Definition A.E.7.
Notation 1.A.15. When we wish to emphasize that an action of a group G
on a set X is a left action G×X → X , we refer to this action by the notation
Gy X.
Similarly, for a right action X ×G→ X , we use
X x G.
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Remark 1.A.16. Let Aut(G) be the group of bicontinuous automorphisms of
G. We consider Aut(G) as acting on G on the left.
(1) Let θ ∈ Aut(G). For a representation (π,H) of G, the conjugate repre-
sentation of π by θ is the representation πθ of G which is defined on the same
Hilbert space H by
πθ(g) = π(θ(g)) for g ∈ G.
Let ℵ be a cardinal (for example, the cardinal ℵ0 of the set of integers). For
each cardinal n ≤ ℵ, let Hn be a Hilbert space of dimension n. Denote by Repℵ(G)
the set of representations of G in one of the Hilbert spaces Hn, with n ≤ ℵ. There
is a natural right action Repℵ(G) ×Aut(G)→ Repℵ(G) defined by
(π, θ) 7→ πθ for π ∈ Repℵ(G) and θ ∈ Aut(G).
The subset Irrℵ(G) of Repℵ(G) consisting of irreducible representations is invariant
by Aut(G), hence the action just defined restricts to a right action of Aut(G) on
Irrℵ(G).
(2) Let ℵ be a cardinal such that every irreducible representation of G is of
dimension at most ℵ (see Proposition 1.A.12). The dual Ĝ can be identified with
the quotient of Irrℵ(G) be the relation of equivalence of representations, i.e., Ĝ =
Irrℵ(G)/≃. The action described in (1) induces a right action Ĝ x Aut(G) of
Aut(G) on Ĝ.
(3) Let π a representation of G and a ∈ G. By a slight abuse of notation, we
denote by πa the conjugate representation of π by the inner automorphism defined
by a. Observe that πa : g 7→ π(aga−1) is equivalent to π; indeed, the unitary
operator π(a) intertwines πa and π.
(4) We extend as follows the situation considered in Item (3). Let N be a closed
normal subgroup of G and ρ a representation of N . Every element a ∈ G defines
an automorphism of N ; the conjugate representation ρa of ρ by a is the conjugate
representation of ρ by this automorphism, so that
ρa(n) = ρ(ana−1), for all n ∈ N.
The map
N̂ ×G→ N̂ , (ρ, a) 7→ ρa
defines a right action of G on the dual space N̂ of N . Since ρa is equivalent to ρ for
a ∈ N , this action factorizes to an action N̂ x G/N of the quotient group G/N .
1.B. Functions of positive type and GNS construction
The material of this section can be found in many places, for example in
[Dixm–C*, § 13] and [BeHV–08, Appendix C].
Let G be a topological group.
Definition 1.B.1. A function of positive type onG is a continuous function
ϕ : G→ C such that
n∑
i,j=1
cicjϕ(g
−1
j gi) ≥ 0 for all n ≥ 1, c1, . . . , cn ∈ C, and g1, . . . , gn ∈ G.
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Many authors use “positive definite function” instead of “function of positive
type”.
Remark 1.B.2. (1) Let ϕ be such a function of positive type on G. For n = 2,
g1 = e, and g2 = g, the definition implies that the matrix
(
ϕ(e) ϕ(g−1)
ϕ(g) ϕ(e)
)
is positive
Hermitian; it follows that
ϕ(g−1) = ϕ(g) and |ϕ(g)| ≤ ϕ(e) for all g ∈ G.
Note that the functions ϕˇ and ℜϕ, defined by ϕˇ(g) = ϕ(g−1) and (ℜ(ϕ))(g) =
1
2 (ϕ(g) + ϕˇ(g)) for all g ∈ G, are also of positive type.
(2) Functions of positive type have been first studied in classical harmonic
analysis on groups like T or R. For an historical survey, we refer to [Stew–76].
Denote by P (G) the set of continuous functions ϕ : G→ C which are of positive
type. For ϕ, ψ ∈ P (G) and c ∈ R+, it follows from the definition that ϕ + ψ, cϕ,
and ϕ are of positive type. [For ϕψ, see Example 1.B.7(4).] Therefore P (G) is a
convex cone in the space Cb(G) of bounded continuous complex-valued functions
on G, and is closed under complex conjugation. Let P≤1(G) the subset of functions
in P (G) such that supg∈G |ϕ(g)| = ϕ(e) ≤ 1, and P1(G) the subset of P≤1(G) of
functions normalized by ϕ(e) = 1. The subsets P≤1(G) and P1(G) are also convex.
Definition 1.B.3. Let π be a representation of G in a Hilbert space Hπ. A
matrix coefficient of π is a continuous function ϕπ,ξ,η on G defined by
ϕπ,ξ,η(g) = 〈π(g)ξ | η〉 for all g ∈ G,
for some ξ, η ∈ Hπ. A diagonal matrix coefficient is a function of the form
ϕπ,ξ,ξ; for simplicity, we rather write ϕπ,ξ.
Diagonal matrix coefficients are of positive type. Indeed, for any positive inte-
ger n and c1, . . . , cn ∈ C, g1, . . . , gn ∈ G, ξ ∈ Hπ, we have
n∑
i,j=1
cicjϕπ,ξ(g
−1
j gi) =
〈 n∑
i=1
ciπ(gi)ξ
∣∣∣ n∑
j=1
cjπ(gj)ξ
〉
≥ 0.
These coefficients ϕπ,ξ are the functions of positive type associated to π. Note
that ϕπ,ξ(e) = ‖ξ‖2.
Since two equivalent representations give rise to the same space of diagonal
matrix coefficients, functions of positive type are associated to equivalence classes
of representations. Below, we will often use (abusively) the same symbol for a
representation and its equivalence class.
Definition 1.B.4. Let G be a topological group and π a representation of G
in a Hilbert space H. A vector ξ ∈ H is cyclic if the smallest closed subspace of H
containing π(G)ξ is H itself; the representation π is cyclic if it has a cyclic vector.
Construction 1.B.5. The Gel’fand–Naimark–Segal representation, or
shortly GNS representation, or GNS construction, shows that the diagonal
matrix coefficients of Definition 1.B.3 provide all examples of functions of positive
type on a topological group G. More precisely, the construction below shows that,
given ϕ ∈ P (G), ϕ 6= 0, there exist a representation πϕ of G in a Hilbert space Hϕ,
and a cyclic vector ξϕ ∈ Hϕ, such that ϕ is a diagonal matrix coefficient of π, i.e.,
such that ϕ(g) = 〈πϕ(g)ξϕ | ξϕ〉 for all g ∈ G.
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Let C[G] denote the complex vector space of functions f : G → C with finite
support. Then C[G] is a unital ∗-algebra, for the convolution product defined by
(f1 ∗ f2)(x) =
∑
y∈G
f1(xy
−1)f2(y) for f1, f2 ∈ C[G], x ∈ G,
and the involution given by
f∗(x) = f(x−1) for f ∈ C[G], x ∈ G.
For g ∈ G, the characteristic function δg of {g} is in C[G]. For g, h ∈ G, we have
δgδh = δgh and δ
∗
g = δg−1 .
Let ϕ be a non-zero function of positive type on G. A positive Hermitian form
Φϕ is defined on C[G] by
Φϕ(f1, f2) =
∑
x,y∈G
f1(x)f2(y)ϕ(y
−1x) for all f1, f2 ∈ C[G].
It follows from the Cauchy–Schwarz inequality that the set Jϕ of all f ∈ C[G]
such that Φϕ(f, f) = 0 is a left ideal of C[G]. We write [f ] for the class in the
vector space C[G]/Jϕ of a function f ∈ C[G]. We define Hϕ as the Hilbert space
completion of C[G]/Jϕ for the scalar product given on C[G]/Jϕ by
〈[f1] | [f2]〉 = Φϕ(f1, f2) for all f1, f2 ∈ C[G].
For g ∈ G, the operator on C[G] defined by f 7→ (x 7→ f(g−1x)) preserves
the bilinear form Φϕ, passes therefore to the quotient C[G]/Jϕ, and extends to a
unitary operator on Hϕ, denoted by πϕ(g). It is clear that πϕ(gh) = πϕ(g)πϕ(h)
for all g, h ∈ G.
Let f ∈ C[G]; set ξ = [f ] ∈ C[G]/Jϕ. Then
〈πϕ(g)ξ | ξ〉 =
∑
x,y∈G
f(x)f(y)ϕ(y−1gx),
〈ξ | πϕ(g)ξ〉 =
∑
x,y∈G
f(x)f(y)ϕ(y−1g−1x),
so that
‖πϕ(g)ξ − ξ‖2 = 2‖ξ‖2 −
∑
x,y∈G
f(x)f(y)
(
ϕ(y−1gx) + ϕ(y−1g−1x)
)
.
Since ϕ is continuous and f has finite support,
lim
g→e
∑
x,y∈G
f(x)f(y)ϕ(y−1gx) = lim
g→e
∑
x,y∈G
f(x)f(y)ϕ(y−1g−1x) = ‖ξ‖2.
It follows that g 7→ πϕ(g)ξ is continuous for every ξ ∈ C[G]/Jϕ, and therefore for
every ξ ∈ Hϕ. This shows that the assignment g 7→ πϕ(g) is continuous, i.e., that
it is a representation of G in Hϕ. Moreover, the vector ξϕ := [δe] is a cyclic vector
of norm
√
ϕ(e), and we have
ϕ(g) = 〈πϕ(g)ξϕ | ξϕ〉 for all g ∈ G.
The GNS triple associated to ϕ consists of the Hilbert space Hϕ, the representa-
tion πϕ, and the cyclic vector ξϕ.
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Remark 1.B.6. The terminology “GNS construction”, which applies both to
groups and C*-algebras (see 8.A.9), refers to two seminal articles: [GeNa–48] and
[Sega–47].
The GNS construction described above associates a representation of a group G
to a function of positive type on the group. It is closely related to the GNS con-
struction which associates a representation of a C*-algebra A to a state on the
C*-algebra. See Subsection 8.A.b, and [Dixm–C*, § 2].
Construction 1.B.5 uses the algebra C[G] of finitely supported functions, as in
[Thom–64a]; this will be suited for our treatment of traces in Section 11.B. There
are variants using, instead of C[G], a space of continuous functions on G, as in
[BeHV–08, C.1–C.4], or L1(G,µG) when G is locally compact with Haar measure
µG, as in [Foll–16, 3.20].
Example 1.B.7. (1) On a topological groupG, the constant function of value 1
is of positive type, and the corresponding GNS representation is the unit represen-
tation 1G.
More generally, every unitary character χ : G→ T is a function of positive type.
With the notation of 1.B.5, the ideal Jχ is the kernel of the algebra homomorphism
C[G]→ C, f 7→∑x∈G χ(x)f(x), of codimension one, and the GNS representation
πχ of G is equivalent to χ.
(2) Let H be an open subgroup of the topological group G, and ψ : G→ C the
characteristic function of H . Then ψ is of positive type, and πψ is equivalent to the
quasi-regular representation of G in ℓ2(G/H), with cyclic vector the characteristic
function of the point H in G/H (see 1.F.5 for the definition).
More generally, let χ : H → T be a unitary character, and χ˜ : G → C the
function mapping g to χ(g) if g ∈ H and to 0 if g ∈ GrH . Then χ˜ is of positive
type, and πχ˜ is equivalent to the representation Ind
G
Hχ, as defined in 1.F below.
(This is a particular case of what is proved in Proposition 1.F.9.)
(3) In particular, for a discrete group Γ, the characteristic function δe of the unit
element is of positive type, and πδe is equivalent to the left regular representation λΓ.
(4) Let ϕ, ψ be two functions of positive type on a topological group. The
function ϕ + ψ is of positive type, and the representation πϕ+ψ is equivalent to
a subrepresentation of the direct sum πϕ ⊕ πψ. The function ϕψ is of positive
type, and the representation πϕψ is equivalent to a subrepresentation of the tensor
product πϕ ⊗ πψ.
(5) Let G be a locally compact abelian group and Ĝ the dual group of G. For a
probability measure µ on the σ-algebra B(Ĝ) of Borel subsets of Ĝ, let F(µ) denote
the Fourier–Stieltjes transform of µ, which is a bounded continuous function on G.
Bochner’s theorem establishes that the map µ 7→ F(µ) is a bijection from the set of
probability measures on B(Ĝ) to the set P1(G) of normalized functions of positive
type on G (Theorem A.G.5).
In Construction 2.A.1 below, we associate to a probability measure µ on Ĝ a
canonical representation πµ of G on L
2(Ĝ, µ). Let 1Ĝ denote the constant function
of value 1 on Ĝ. Then the matrix coefficient 〈πµ(g)1Ĝ | 1Ĝ〉 =
∫
Ĝ
χ(g)dµ(χ) is the
inverse Fourier transform F(µ) of µ, hence 〈πµ(g)1Ĝ | 1Ĝ〉 = F(µˇ), where µˇ is the
image of µ by the map G→ G, g 7→ g−1 (see Appendix A.G).
30 1. UNITARY DUAL AND PRIMITIVE DUAL
Let us say that two cyclic representations πj : G → U(Hj), with cyclic vector
ξj ∈ Hj (j = 1, 2), are equivalent if there exists a surjective isometry U : H1 → H2
such that Uπ1(g) = π2(g)U for all g ∈ G, and Uξ1 = ξ2. In this case, it is
clear that the functions of positive type associated to ξ1 and ξ2 coincide, that is,
〈π1(g)ξ1 | ξ1〉 = 〈π2(g)ξ2 | ξ2〉 for all g ∈ G. The next result shows that the converse
statement is also true.
Proposition 1.B.8. Let G be a topological group. The assignments
ϕ (πϕ,Hϕ, ξϕ)
given by the GNS construction and
(π,H, ξ) 7→ (ϕπ,ξ : g 7→ 〈π(g)ξ | ξ〉)
induce bijections inverse to each other between
(i) the set P1(G) of normalized functions of positive type on G, and
(ii) the set of triples (π,H, ξ) where π is a representation of G in H and ξ ∈ H
a unit cyclic vector, modulo equivalence.
Proof. Let us verify that the assignment of the function ϕπ,ξ to an equivalence
class (π,H, ξ) is injective. The other verifications are left to the reader.
Let (π1,H1, ξ1) and (π2,H2, ξ2) be triples consisting of cyclic representations
π1 and π2, with cyclic vectors ξ1 and ξ2 respectively. Let ϕ1, ϕ2 be the functions
on G defined by
ϕ1(g) = 〈π1(g)ξ1 | ξ1〉 and ϕ2(g) = 〈π2(g)ξ2 | ξ2〉 for all g ∈ G.
Assume that ϕ1 = ϕ2, and denote this function by ϕ. We have to show that the
triples (π1,H1, ξ1) and (π2,H2, ξ2) are equivalent.
For all g1, . . . , gn ∈ G and c1, . . . , cn ∈ C, we have∥∥∥ n∑
i=1
ciπ2(gi)ξ2
∥∥∥2 = n∑
i,j=1
cicjϕ(g
−1
j gi) =
∥∥∥ n∑
i=1
ciπ1(gi)ξ1
∥∥∥2.
It follows that the map
∑n
i=1 ciπ1(gi)ξ1 7→
∑n
i=1 ciπ2(gi)ξ2 is well defined on the
linear span of π1(G)ξ1 and extends to a Hilbert space isomorphism U : H1 → H2.
One checks that Uπ1(g) = π2(g)U for all g ∈ G, and Uξ1 = ξ2, as was to be
shown. 
Remark 1.B.9. There is a natural right action P (G)x Aut(G) of the group
Aut(G) of bicontinuous automorphisms of G on the the set P (G) of functions of
positive type on G, given by
ϕθ(g) = ϕ(θ(g)) for θ ∈ Aut(G), ϕ ∈ P (G), g ∈ G.
Let ϕ ∈ P (G) and θ ∈ Aut(G). If (π,H, ξ) is a GNS-triple associated to ϕ, then
(πθ,H, ξ) is a GNS-triple associated to ϕθ, where πθ is the conjugate representation
of π by θ as defined in Remark 1.A.16.
In Proposition 1.B.12, we will characterize those ϕ ∈ P (G) for which πϕ is
irreducible. This requires a definition and two preliminary lemmas.
Let Extr(P≤1(G)) be the set of functions ϕ in P≤1(G) that are indecompos-
able in the following sense: if ϕ = tϕ1+(1−t)ϕ2 for ϕ1, ϕ2 ∈ P≤1(G) and t ∈ ]0, 1[,
then ϕ1 = ϕ2 = ϕ. Define similarly Extr(P1(G)).
As the following lemma shows, there is a simple relationship between the sets
Extr(P≤1(G)) and Extr(P1(G)).
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Lemma 1.B.10. For every topological group G, we have
Extr(P≤1(G)) = Extr(P1(G)) ∪ {0}.
Proof. Let us first show that Extr(P1(G)) ∪ {0} ⊂ Extr(P≤1(G)).
Let ϕ ∈ Extr(P1(G)); let ϕ1, ϕ2 ∈ P≤1(G) and t ∈ ]0, 1[ be such that tϕ1+(1−
t)ϕ2 = ϕ. Then tϕ1(e) + (1 − t)ϕ2(e) = 1. Therefore ϕ1(e) = ϕ2(e) = 1, that is,
ϕ1, ϕ2 ∈ P1(G), and hence ϕ1 = ϕ2 = ϕ. Therefore ϕ ∈ Extr(P≤1(G)).
Let ϕ1, ϕ2 ∈ P≤1(G) and t ∈ ]0, 1[ be such that tϕ1 + (1 − t)ϕ2 = 0. Then
ϕ1(e) = 0 and ϕ2(e) = 0, that is, ϕ1 = 0 and ϕ2 = 0. Therefore 0 ∈ Extr(P≤1(G)).
For the opposite inclusion, consider ϕ ∈ P≤1(G) such that ϕ /∈ (P1(G) ∪ {0}).
For t := ϕ(e), we have 0 < t < 1,
1
t
ϕ ∈ P1(G), and ϕ = t(1
t
ϕ) + (1− t)0. It follows
that ϕ /∈ Extr(P≤1(G)). 
Let G be a topological group, and ϕ ∈ P (G). For ψ ∈ P (G), write ψ ≤ ϕ
if ϕ − ψ ∈ P (G). Let T ∈ πϕ(G)′ be such that 0 ≤ T ≤ I. Here πϕ(G)′ is
the commutant of πϕ(G) and I stands for the identity operator on Hϕ. Define
ϕT : G 7→ C by
ϕT (g) = 〈πϕ(g)Tξϕ | ξϕ〉 = 〈πϕ(g)T 1/2ξϕ | T 1/2ξϕ〉 for all g ∈ G.
Then ϕT ∈ P (G) and, since ϕ − ϕT = ϕI−T , we have ϕT ≤ ϕ. (For T ≥ 0 and
T 1/2, there is a reminder in Appendix A.J.)
Lemma 1.B.11. The map T 7→ ϕT is a bijective correspondence between the
set of T ∈ πϕ(G)′ such that 0 ≤ T ≤ I and the set of ψ ∈ P (G) such that ψ ≤ ϕ.
Proof. Let T, S ∈ πϕ(G)′ be such that 0 ≤ T, S ≤ I be such that ϕT = ϕS ;
then
〈πϕ(g)ξϕ | Tξϕ〉 = 〈πϕ(g)ξϕ | Sξϕ〉 for all g ∈ G.
Since ξϕ is cyclic for πϕ, this implies that Tξϕ = Sξϕ. Moreover, since T, S ∈
πϕ(G)
′,
Tπϕ(g)ξϕ = πϕ(g)Tξϕ = πϕ(g)Sξϕ = Sπϕ(g)ξϕ for all g ∈ G,
so that T = S. This shows that the map T 7→ ϕT is injective.
Let ψ ∈ P (G) be such that ψ ≤ ϕ. Denote by Φψ the associated positive
Hermitian form on C[G]. For f1, f2 ∈ C[G], we have
|Φψ(f1, f2)|2 ≤ Φψ(f1, f1)Φψ(f2, f2) ≤ Φϕ(f1, f1)Φϕ(f2, f2) = ‖[f1]‖2‖[f2]‖2.
This shows that Φψ induces a continuous positive Hermitian form on Hϕ, defined
by ([f1], [f2]) 7→ Φψ(f1, f2). It follows that there exists T ∈ L(Hϕ), with 0 ≤ T ≤ I,
such that
Φψ(f1, f2) = 〈[f1] | T [f2]〉 for all f1, f2 ∈ C[G].
Therefore
(♯) ψ(y−1x) = Φψ(δx, δy) = 〈πϕ(x)ξϕ | Tπϕ(y)ξϕ〉 for all x, y ∈ G.
For x, y, z ∈ G, we have
〈πϕ(x)ξϕ | Tπϕ(z)πϕ(y)ξϕ〉 = ψ((zy)−1x)
= ψ(y−1(z−1x)) = 〈πϕ(z−1x)ξϕ | Tπϕ(y)ξϕ〉
= 〈πϕ(x)ξϕ | πϕ(z)Tπϕ(y)ξϕ〉.
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Since ξϕ is a cyclic vector, it follows that T ∈ πϕ(G)′. By (♯), we have ψ = ϕT .
This shows that the map T 7→ ϕT is surjective. 
Proposition 1.B.12. Let G be a topological group. Let ϕ ∈ P1(G); denote by
(Hϕ, πϕ, ξϕ) the corresponding GNS triple.
The representation πϕ is irreducible if and only if ϕ ∈ Extr(P1(G)).
Proof. Assume first that πϕ irreducible; let ϕ1, ϕ2 ∈ P1(G) and t ∈ ]0, 1[ be
such that ϕ = tϕ1+(1− t)ϕ2. Let j ∈ {1, 2}; since ϕj ≤ ϕ, there exists by Lemma
1.B.11 Tj ∈ πϕ(G)′ with 0 ≤ Tj ≤ I such that ϕj = ϕTj . By irreducibility of πϕ,
we then have Tj = λjId for some λj ∈ C; indeed, Tj = Id, because ϕj(e) = 1.
Therefore ϕ1 = ϕ2 = ϕ, and it follows that ϕ ∈ Extr(P1(G)).
Assume now that πϕ is not irreducible; there exists an orthogonal projection
P ∈ πϕ(G)′ such that 0 6= P 6= I. Set t := ϕP (e) = ‖Pξϕ‖2. We claim that t 6= 0.
Indeed, assume that t = 0. Then Pξϕ = 0 and hence Pπ(g)ξϕ = π(g)Pξϕ = 0 for
all g ∈ G; since ξϕ is a cyclic vector, this implies P = 0, in contradiction with our
assumption. Similarly, we have t 6= 1, because I − P 6= 0.
Set ϕ1 =
1
tϕP and ϕ2 =
1
1−tϕI−P ; then ϕ1, ϕ2 ∈ P1(G) and ϕ = tϕ1+(1−t)ϕ2;
so, ϕ /∈ Extr(P1(G)). 
The case of locally compact groups. Assume from now on that G is a
locally compact group. Choose a left Haar measure µG on G, i.e., on the σ-algebra
B(G) of the Borel subsets of G.
The convex cone P (G) of continuous functions of positive type on G and its
subsets P≤1(G), P1(G), Extr(P≤1(G)), Extr(P1(G)) can be viewed as subspaces of
L∞(G,µG). We consider these sets as topological spaces, for the topology induced
by the weak∗-topology of L∞(G,µG).
Theorem 1.B.13. Let G be a locally compact group. Let the notation be as
above.
(1) The convex subset P≤1(G) of L∞(G,µG) is compact for the weak∗-topology.
(2) The convex hull of Extr(P≤1(G)) is weak∗-dense in P≤1(G).
(3) The convex hull of Extr(P1(G)) is weak
∗-dense in P1(G).
(4) On P1(G), the weak
∗-topology and the topology of uniform convergence on
compact subsets of G coincide.
(5) For Γ a discrete group, the subspace P1(Γ) is weak
∗-closed in ℓ∞(Γ).
Sketch of proof and reference. Claim (1) is a consequence of the Banach–
Alaoglu theorem. Claim (2) is a consequence of the Krein–Milman theorem, and
Claim (3) follows. Claim (4) is a theorem of Raikov. It follows that the convex
hull of Extr(P1(G)) is dense in P1(G) for the topology of uniform convergence on
compact subsets of G. Claim (5) follows from Claim (1) because the evaluation
map ℓ∞(Γ)→ C, ϕ 7→ ϕ(e) is continuous for the weak∗-topology.
For details, we refer to [BeHV–08, C.5]. 
Remark 1.B.14. (1) Note that the space P1(G) need not be closed in L
∞(G,µG)
for the weak∗-topology when G is not discrete. For example, the weak∗-closure of
P1(T) in L
∞(T, µT ) contains 0. Indeed, for k ∈ Z, let ek ∈ P1(T) be the unitary
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character defined on T = {z ∈ C | |z| = 1} by ek(z) = zk. By the Riemann–
Lebesgue lemma, we have
lim
k→∞
∫
T
f(z)ek(z)dµT (z) = 0 for all f ∈ L1(T, µT ),
i.e., the sequence (ek)k≥1 converges to 0 ∈ L∞(T, µT ) for the weak∗-topology.
More generally, the Riemann–Lebesgue lemma holds for an arbitrary locally com-
pact abelian group (Proposition 3 in [BTS1–2, Chap. II, § 1, No 2]), and the
same argument as above shows that the closure of P1(G) contains 0 for any locally
compact abelian group G such that Ĝ is not compact.
(2) For a locally compact group G, the bijection established in Proposition
1.B.8 fits in a larger picture; indeed, there are canonical bijections between the
following sets:
(i) P1(G),
(ii) the set of cyclic representations (π,H, ξ) of G with ‖ξ‖ = 1 modulo equiv-
alence,
(iii) the set of positive forms on the group algebra L1(G,µG),
(iv) the set of positive forms on the maximal C*-algebra C∗max(G), as defined
in Section 8.B.
We come back to this in Example 8.A.10(2).
(3) A non-discrete topological group G has “discontinuous representations”, as
can be checked as follows. Denote by Gdisc the group G made discrete (that is,
viewed as a discrete group). The Dirac delta function δ supported at the origin
of Gdisc is of positive type, and discontinuous on G. If follows that the associ-
ated GNS representation πδ : Gdisc → U(H) is not continuous when viewed as a
homomorphism G→ U(H).
As we now show, locally compact groups have a distinguished faithful repre-
sentation.
Example 1.B.15. Let G be a locally compact group and µG a left Haar
measure on G. The left regular representation λG of G is defined on L
2(G,µG)
by
λG(g)f(x) = f(g
−1x) for all g, x ∈ G and f ∈ L2(G,µG).
This representation is faithful. Indeed, let g ∈ G, g 6= e. Since G is a locally
compact space, there exist a compact neighbourhood V of e in G such that g−1 /∈ V ,
and a continuous function f : G→ [0, 1] supported in V (hence f ∈ L2(G,µG)) such
that f(e) = 1. Then f(e) = 1 6= 0 = f(g−1) = (λG(g)f)(e), hence f 6= λG(g)f and
λG(g) 6= IdL2(G,µG); this shows that λG is faithful.
The right regular representation ρG of G is defined on L
2(G,µG) by
ρG(g)f(x) = ∆G(g)
1/2f(xg) for all g, x ∈ G, f ∈ L2(G,µG),
where ∆G is the modular function of G (see Appendix A.F); note that this uses the
right action of G on itself, and yet µg is still a left Haar measure on G.
The representations λG and ρG are equivalent. Indeed, if U : L
2(G,µG) →
L2(G,µG) is defined by
(Uf)(g) = ∆G(g)
−1/2f(g−1) for all f ∈ L2(G,µG) and g ∈ G,
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then U is unitary and UλG(g) = ρG(g)U for all g ∈ G. More on this in [BeHV–08,
A.4].
If G 6= {e}, the commutant λG(G)′ contains ρG(G); in particular, λG(G)′
contains operators which are not multiples of the identity. It follows that the left-
regular representation is not irreducible.
When G is locally compact, the Gel’fand–Raikov theorem of [GeRa–43] es-
tablishes that Ĝ is sufficiently large, in the sense that it separates the points of G.
See also [Dixm–C*, 13.6.6]). The proof uses the faithfulness of the left regular
representation.
Theorem 1.B.16 (Gel’fand–Raikov). Let G be a locally compact group.
For every g ∈ G with g 6= 1, there exists an irreducible representation π of G
in a Hilbert space H such that π(g) 6= IdH.
Proof. Let g ∈ G, g 6= 1. By Proposition 1.B.12, it suffices to show that there
exists ϕ ∈ Extr(P1(G)) with ϕ(g) 6= 1.
Since the regular representation λG of G is faithful, λG(g) is not the identity on
L2(G,µG); hence, there exists f ∈ L2(G,µG) with ‖f‖ = 1 and 〈λG(g)f | f〉 6= 1.
Consider the function ψ on G defined by ψ(x) = 〈λG(x)f | f〉 for x ∈ G. Then
ψ ∈ P1(G) and ψ(g) 6= 1. Since the convex hull of Extr(P1(G)) is dense in P1(G)
for the topology of uniform convergence on compact subsets (Theorem 1.B.13), it
follows that there exists ϕ ∈ Extr(P1(G)) with ϕ(g) 6= 1. 
Remark 1.B.17. (1) For second-countable locally compact groups, there is
another proof of the Gel’fand-Raikov theorem 1.B.16, using a direct integral de-
composition of a faithful representation (e.g., the left regular representation) into
irreducible representations [Mack–76, Pages 109–110].
(2) The dual Ĝ of a general topological group G need not contain more than
the unit representation 1G. Indeed, there are topological groups G such that, for
every representation π of G in a Hilbert space H (irreducible or not), π(g) =
IdH for all g ∈ G. Examples include abelian topological groups described in
[Bana–83, Bana–91], the group of orientation preserving homeomorphisms of
the closed unit interval [0, 1] with the compact-open topology (this is a special case
of a result of [Megr–01], where isometric representations in reflexive Banach spaces
are considered), the group of isometries of the universal Urysohn metric space U1
of diameter one with the compact-open topology [Pest–07, Corollary 1.4], and
examples occurring in [BYTs–16, Corollary 4.10].
(3) There are also topological groups G that have faithful representations but
no irreducible representation distinct from 1G. This is the case of the group of
measurable functions from [0, 1] to the unit circle, with the topology induced by
the weak topology on the von Neumann algebra L∞([0, 1]), that makes it an abelian
Polish group [Glas–98] (see also [BeHV–08, Example C.5.10]).
1.C. Weak containment and Fell topology for representations of
topological groups
In this section, we introduce a topology on the dual space Ĝ of a topological
group G as well as the related notion of weak containment for representations of G.
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Weak containment of representations.
Definition 1.C.1. Let G be a topological group. Let π, π2 be two representa-
tions of G. Define π1 to be weakly contained in π2, and write π1  π2, if every
function of positive type associated to π1 can be approximated, uniformly on every
compact subset of G, by sums of functions of positive type associated to π2.
The relation π1  π2 only depends on the equivalence classes of π1 and π2. The
relation of weak containment is transitive: if π1  π2 and π2  π3, then π1  π3.
(Note that there is a related but different notion of weak containment due to
Zimmer, see [Zimm–84, 7.3.5].)
The representations π1 and π2 are weakly equivalent, written π1 ∼ π2, if
π1  π2 and π2  π1.
Remark 1.C.2. Let G be a topological group and π1, π2 two representations
of G.
(1) If π1 is contained in π2, then π1 is weakly contained in π2. It follows that,
if π1 and π2 are equivalent, then they are weakly equivalent.
(2) Let n1, n2 be two cardinal numbers, not 0; then n1π1 is weakly equivalent
to π1, and π1  π2 if and only if n1π1  n2π2.
In some particular situations, weak containment implies containment; see Propo-
sition 9.A.3.
For the notion of amenability and for the next theorem, we refer to [BeHV–08,
Appendix G].
Theorem 1.C.3 (Hulanicki–Reiter). For a locally compact group G, the
following properties are equivalent:
(i) the unit representation 1G is weakly contained in the regular representation
λG;
(ii) every representation of G is weakly contained in λG;
(iii) G is amenable.
We will need several times the following criterion for weak containment. For a
proof, see [BeHV–08, Lemma F.1.3].
Proposition 1.C.4. Let G be a topological group and π1, π2 two representa-
tions of G. Assume that π1 has a cyclic vector ξ; let ϕξ be the corresponding func-
tion of positive type: ϕξ(g) = 〈π1(g)ξ | ξ〉 for all g ∈ G. The following conditions
are equivalent:
(i) π1 is weakly contained in π2, i.e., for every function of positive type ϕ
associated to π1, for every ε > 0, and every compact subset Q of G, there
exist functions of positive type ψ1, . . . , ψk associated to π2 such that
supg∈Q
∣∣∣ϕ(g)−∑ki=1 ψi(g)∣∣∣ < ε.
(ii) For every ε > 0 and every compact subset Q of G, there exist functions of
positive type ψ1, . . . ψk associated to π2 such that
supg∈Q |ϕξ(g)−
∑k
i=1 ψi(g)| < ε.
Fell topology.
Definition 1.C.5. Let G be a topological group. Let R be a set of equivalence
classes of representations of G and let π ∈ R. For a finite sequence ϕ1, . . . , ϕn of
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functions of positive type associated to π, a compact subset Q of G, and a real
number ε > 0, define W (π;ϕ1, . . . , ϕn, Q, ε) to be the subset of those ρ ∈ R which
have the following property: there exist functions ψ1, . . . , ψn from G to C, each
one a sum of functions of positive type associated to ρ, such that
|ϕi(g)− ψi(g)| < ε for all i ∈ {1, . . . , n} and g ∈ Q.
The setsW (π;ϕ1, . . . , ϕn, Q, ε) constitute a base of a topology on R called the Fell
topology.
Among the most important cases for R, there are the dual Ĝ, the set of equiv-
alence classes of cyclic representations of G, and the set of equivalence classes of
representations of G in Hilbert spaces of dimension at most some cardinal ℵ (for
example in separable Hilbert spaces when G is a second-countable group).
In case R = Ĝ, the following proposition provides another description of the
Fell topology.
Proposition 1.C.6. Let G be a topological group and (ρι)ι∈I a net in Ĝ. Let
π ∈ Ĝ and let ϕ be a normalized function of positive type associated to π. The
following properties are equivalent:
(i) the net (ρι)ι∈I converges to π in the Fell topology;
(ii) there exists a net (ψι)ι∈I , where each ψι is a sum of functions of positive
type associated to ρι, such that limι ψι = ϕ uniformly on compact subsets
of G.
Suppose moreover that G is locally compact. Properties (i) and (ii) are equivalent
to:
(iii) there exists a net (ψι)ι∈I of functions of positive type associated to ρι such
that limι ψι = ϕ uniformly on compact subsets of G.
Proof. The equivalence of (i) and (ii) is an immediate consequence of Propo-
sition 1.C.4. For (iii), we refer to [BeHV–08, Proposition F.1.4]. 
The next proposition gives a description of Fell’s topology on Ĝ in terms of
weak containment.
Proposition 1.C.7. Let G be a locally compact group, (πι)ι∈I a net in Ĝ, and
π ∈ Ĝ. The following properties are equivalent:
(i) (πι)ι∈I converges to π ∈ Ĝ;
(ii) π is weakly contained in
⊕
∈J π for every subnet (π)∈J of (πι)ι∈I .
Proof. The fact that (i) implies (ii) is a straightforward consequence of Propo-
sition 1.C.6 and holds for an arbitrary topological groupG. The fact that (ii) implies
(i) follows from the definition of Fell’s topology in combination with Proposition
F.1.4 in [BeHV–08]. 
Proposition 1.C.8. Let G be a locally compact group, Extr(P1(G)) the space
of indecomposable normalized functions of positive type on G, viewed as a subspace
of L∞(G) with the weak∗-topology, and Ĝ the dual of G, with the Fell topology.
The surjective map p : Extr(P1(G)) ։ Ĝ given by the Gelfand–Naimark con-
struction (see Construction 1.B.5 and Proposition 1.B.12) is continuous and open.
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Proof. Recall from Theorem 1.B.13 that the topology on Extr(P1(G)) co-
incides with the topology of uniform convergence on compact subsets of G. The
continuity of p is therefore an immediate consequence of Proposition 1.C.6.
To show that p is open, let U be an open subset of Extr(P1(G)). Assume, by
contradiction, that p(U) is not open. Then there exists π ∈ p(U) and a net (πι)ι∈I
in Ĝr p(U) such that limι πi = π. Let ϕ ∈ U be a normalized function of positive
type associated to π. By Proposition 1.C.6, there exist functions of positive type
ϕι associated to πι such that limι ϕι = ϕ. We have ϕι /∈ p−1(p(U)) and therefore
ϕι /∈ U . Since ϕ ∈ U and U is open, this is a contradiction. 
Remark 1.C.9. (1) For a locally compact group G, weak containment can be
equivalently defined in terms of C*-algebras (Proposition 8.B.4, see also Proposi-
tion 6.E.4), and there are two other equivalent definitions of the Fell topology on
Ĝ. See [Dixm–C*, §§ 3 & 18], as well as our Sections 6.C and 8.B.
(2) The terminology “Fell topology” for topological groups and C*-algebras
refers to articles published by Fell in the early 60s, in particular to [Fell–60a]. For
groups, this topology appears earlier in Godement’s thesis [Gode–48, Section 16].
Functorial properties of Fell’s topology. We examine how Fell’s topology
behaves with respect to continuous homomorphisms.
Proposition 1.C.10. Let G and H be topological groups.
(1) Let α : G → H be a continuous homomorphism with dense image. The
induced map
α̂ : Ĥ → Ĝ, π 7→ π ◦ α
is injective and continuous for the Fell topologies on Ĥ an Ĝ.
(2) Let θ be a bicontinuous automorphism of the topological group G. The
induced map θ̂ : Ĝ→ Ĝ is a homeomorphism.
(3) Let G be a topological group, N be a closed normal subgroup of G, and
p : G ։ G/N the canonical projection. Assume that, for every compact
subset Q of G/N , there exists a compact subset Q of G with p(Q) = Q.
Then p̂ is a homeomorphism between Ĝ/N and a closed subspace of Ĝ.
Proof. Observe that (2) is an immediate consequence of (1).
To show (1), let π ∈ Ĥ. Then π ◦ α is a representation of G, since α is a
continuous homomorphism; moreover, π ◦α is irreducible, since α has dense image.
So, α̂ : Ĥ → Ĝ is well defined. The injectivity of α̂ is a consequence of the density
of the image of α. The fact that α̂ is continuous with respect to the Fell topologies
is straightforward to check.
To show (3), observe that the image of p̂ coincides with the subset
X = {π ∈ Ĝ | π|N = Id}
of Ĝ. It is clear that X is a closed subset of Ĝ. The continuity of the inverse map
p̂−1 : X → Ĝ/N follows easily from the fact that, for every compact subset Q of
G/N , there exists a compact subset Q of G with p(Q) = Q. 
Remark 1.C.11. (1) In Proposition 1.C.10 (1), the image of α̂ is not neces-
sarily closed, as shown by the following two examples.
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Consider first the injection α : R → T2, t 7→ (e2πit, e2πiθt), where θ is an
irrational number. The dual R̂ of R consists of the unitary characters χk : R →
T, t 7→ e2πkt, for all k ∈ R, and the image α̂(T̂2) is {χm+θn ∈ R̂ | m,n ∈ Z},
which is a dense countable subgroup of R̂.
Consider next the canonical injection α : Q → R, where Q is equipped with
the discrete topology. The image α̂(R̂) is not closed in Q̂. Indeed, otherwise,
α̂(R̂) would be a locally compact group and, hence (see [HeRo–63, Theorem
5.29]), the continuous homomorphism α̂ would be a homeomorphism between R̂
and α̂(R̂); since Q̂ and therefore α̂(R̂) is compact, this would imply that R, which
is homeomorphic to R̂, is compact.
(2) The condition on the pair (G,N) stated in Proposition 1.C.10 (3) is always
satisfied if G is a locally compact group (see Lemma B.1.1 in [BeHV–08]), or if
G is a complete metrizable topological group (see Chap. 9, § 2, Proposition 2 in
[BTG5–10]). However, there are examples of topological groups for which this
condition is not satisfied (see Remark 1.7.9 in [BeHV–08]).
Example 1.C.12. Let G be a topological group. Let [G,G] denote the de-
rived group of G, also called the commutator subgroup of G, generated by its
commutators [g, h] := g−1h−1gh, with g, h ∈ G. Let [G,G] be its closure, and
Gab := G/[G,G] the Hausdorff abelianized group of G. Assume that G is either
locally compact or metrizable complete.
Then Ĝab can be identified with the closed subspace {π ∈ Ĝ | dimπ = 1} of Ĝ.
In particular, every representation of G of dimension 1 defines a closed point in Ĝ.
1.D. Topological properties of the dual of a group
We review how topological properties of a locally compact group G and of its
dual space Ĝ are related.
Properties for general locally compact groups. Recall that a topological
space X is quasi-compact if every open covering of X contains a finite covering;
equivalently, if every net (xι)ι∈I in X has a convergent subnet (x)∈J . A topolog-
ical space X is locally quasi-compact if every point in X has a quasi-compact
neighbourhood.
Proposition 1.D.1. Let G be a locally compact group.
Then Ĝ, equipped with Fell’s topology, is locally quasi-compact.
Proof. Let π ∈ Ĝ. Fix a normalized function of positive type ϕ associated to
π. By continuity of ϕ, there exists a compact neighbourhood Q of the unit element
in G such that supg∈Q |ϕ(g)− 1| ≤ 1/4.
Let µG be a Haar measure on G. Choose f ∈ Cc(G) with support contained
in Q and with the following properties: f ≥ 0, ∫
G
f(g)dµG(g) = 1, and f = f
∗.
Observe that
∫
G ψ(g)f(g)dµG(g) ∈ R for every function of positive type ψ on G;
indeed:∫
G
ψ(g)f(g)dµG(g) =
∫
G
ψ(g−1)f(g)dµG(g) =
∫
G
ψ(g)f(g−1)∆G(g−1)dµG(g)
=
∫
G
ψ(g)f∗(g)dµG(g) =
∫
G
ψ(g)f(g)dµG(g)
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(for the definitions of f∗ and ∆G, and for some of the equalities above, see Appen-
dix A.F).
Define U to be the set of ρ in Ĝ for which there exists an associated normalized
function of positive type ψ such that∣∣∣∣∫
G
(ϕ(g)− ψ(g))f(g)dµG(g)
∣∣∣∣ ≤ 1/4.
The proof consists in showing that U is a quasi-compact neighbourhood of π.
It is clear that π ∈ U . Let W =W (π;ϕ,Q, 1/4) be the set of ρ in Ĝ for which
there exists a normalized function of positive type ψ associated to ρ such that
|ϕ(g)− ψ(g)| ≤ 1/4 for all g ∈ Q;
then W is a neighbourhood of π for Fell’s topology which is obviously contained
in U . It follows that U is a neighbourhood of π.
Let (ρι)ι∈I be a net in U . To show that U is quasi-compact, we have to show
that this net has a subnet which converges to some element of U .
For every ι ∈ I, let ψι be a normalized function of positive type associated to
ρι such that ∣∣∣∣∫
G
(ϕ(g)− ψι(g))f(g)dµG(g)
∣∣∣∣ ≤ 1/4.
Since P≤1(G) is compact in the weak∗-topology, there exists a subnet (ψ)∈J which
is weak∗-convergent to some function ψ0 ∈ P≤1(G). It is clear that
(∗)
∣∣∣∣∫
G
(ϕ(g) − ψ0(g))f(g)dµG(g)
∣∣∣∣ ≤ 1/4.
Moreover, since supg∈Q |ϕ(g)− 1| ≤ 1/4 and
∫
Q
f(g)dµG(g) = 1, we have∣∣∣∣∫
G
ϕ(g)f(g)dµG(g)
∣∣∣∣ ≥ ∣∣∣ ∫
Q
f(g)dµG(g)
∣∣∣ − ∣∣∣ ∫
Q
(1− ϕ(g))f(g)dµG(g)
∣∣∣ ≥ 1− 1/4.
It follows therefore from (∗) that ψ0 6= 0.
Let ρ0 be the representation of G associated to ψ0 by the GNS construction.
Then (ρ)∈J converges to ρ0. Set
X :=
{
σ ∈ Ĝ | σ  ρ0
}
(it is the so-called support of the representation ρ0). Let σ ∈ X . Then σ ⊕
′∈J′ ρ′ for every subnet (ρ′)′∈J′ of (ρ)∈J . Therefore, (ρ)∈J converges to σ,
by Proposition 1.C.7. It remains to show that X ∩ U 6= ∅.
Assume, by contradiction, that X ∩ U = ∅. Let PX be the set of functions in
P1(G) associated to representations from X . Then∣∣∣∣∫
G
(ϕ(g)− ψ(g))f(g)dµG(g)
∣∣∣∣ > 1/4 for all ψ ∈ PX .
Let C be the closure of the convex hull of PX for the weak∗-topology. Then PX is
the set of extreme points of C and we have∣∣∣∣∫
G
(ϕ(g)− ψ(g))f(g)dµG(g)
∣∣∣∣ ≥ 1/4 for all ψ ∈ C.
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Consider the continuous affine map Φ : C → R defined by
Φ(ψ) =
∫
G
(ϕ(g)− ψ(g))f(g)dµG(g) for ψ ∈ C.
The image of Φ is a compact interval [a, b] of R with either a ≥ 1/4 or b ≤ −1/4.
Let x ∈ {a, b}. Then Φ−1(x) is a compact convex subset of C. Every extreme
point of Φ−1(x) must be an extreme point of C, that is, a point in PX . Consequently,
|x| > 1/4. This shows that a > 1/4 or b < −1/4. Setting δ = a if a > 1/4 and
δ = −b if b < −1/4, we have therefore∣∣∣∣∫
G
(ϕ(g)− ψ(g))f(g)dµG(g)
∣∣∣∣ ≥ δ > 1/4 for all ψ ∈ C.
Now, ρ0 is weakly equivalent to
⊕
σ∈X σ (see Proposition F.2.7 in [BeHV–08]);
hence, ψ0 belongs to C. It follows that∣∣∣∣∫
G
(ϕ(g) − ψ0(g))f(g)dµG(g)
∣∣∣∣ ≥ δ > 1/4,
and this is in contradiction with (∗). 
Remark 1.D.2. Proposition 1.D.1 can be deduced from a far more general
result concerning the spectrum of an arbitrary C*-algebra; see [Dixm–C*, 3.3.8].
We will often deal with locally compact groups which are second-countable.
The following proposition shows that this property is inherited by their duals. (For
second-countable locally compact abelian groups, see also Proposition A.G.3.)
Proposition 1.D.3. Let G be a second-countable locally compact group.
Then Ĝ is second-countable.
Proof. Let µG be a Haar measure onG. SinceG is second-countable, L
1(G,µG)
is separable and hence the unit ball of L∞(G,µG) is second-countable for the weak∗-
topology. It follows that the subspace Extr(P1(G)) of extreme points in P1(G) is
second-countable for the weak∗-topology. Proposition 1.C.8 shows therefore that Ĝ
is second-countable. 
Remark 1.D.4. Proposition 1.D.3 is a special case of Corollary 8.A.13 which
states that the spectrum of any separable C*-algebra is second-countable.
Remark 1.D.5. It will be shown in Proposition 8.A.14 that the dual of a
locally compact group is a Baire space.
Properties for Abelian groups. Let G be a locally compact abelian group.
The Fell topology on Ĝ = Hom(G,T) is simply the topology of uniform convergence
of unitary characters on compact subsets of G.
Proposition 1.D.6. Let G be a locally compact abelian group.
Then Ĝ is locally compact.
Proof. By Proposition 1.D.1, Ĝ is locally quasi-compact. Since a net of
complex-valued functions can have at most one limit point, Ĝ is a Hausdorff topo-
logical space. 
The next proposition shows that there is a perfect duality between discrete and
compact abelian groups.
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Proposition 1.D.7. Let G be a locally compact abelian group. The following
conditions are equivalent:
(i) G is discrete (respectively, compact);
(ii) Ĝ is compact (respectively, discrete).
Proof. It is clear that Ĝ is compact if G is discrete.
Assume now that G is compact. To show that Ĝ is discrete, it suffices to show
that the unit character 1G is open in Ĝ. For any z ∈ T r {1}, there exists n ∈ Z
such that |zn − 1| ≥ √2. This implies that, for every χ ∈ Ĝr {1G}, we have
sup
g∈G
|χ(g)− 1G(g)| ≥
√
2,
i.e., {1G} is open in Ĝ. 
Properties for compact groups. We show that the dual of a compact group
is a discrete space.
Proposition 1.D.8. Let G be a compact group.
Then Ĝ, equipped with Fell’s topology, is discrete.
Proof. Let (πι)ι be a net in Ĝ converging to π ∈ Ĝ. Let ϕ be a normalized
function of positive type associated to π. There exists a net (ψι)ι of functions
of positive type ψι associated to πι such that limι ψι = ϕ uniformly on G (see
Proposition 1.C.6).
Let µG be a Haar measure on G. Then
lim
ι
∫
G
ϕ(x)ψι(x)dµG(x) =
∫
G
|ϕ(x)|2dµG(x) 6= 0
and, hence, there exists ι0 such that∫
G
ϕ(x)ψι(x)dµG(x) 6= 0 for all ι ≥ ι0.
It follows from Schur’s orthogonality relations (see, for example, [Foll–16, Theorem
5.8]) that π is equivalent to πι for all ι ≥ ι0. 
Remark 1.D.9. (1) The converse of Proposition 1.D.8 holds: let G be a locally
compact group such that Ĝ is discrete; then G is compact. See [Shte–71, Theo-
rem 1], and [Bagg–72, Theorem 3.4] for second-countable G; see also [Wang–75,
Theorem 7.6].
(2) By Propositions 1.D.3 and 1.D.8, the dual of a second-countable compact
group is discrete and countable. However, there are non-compact locally compact
groups with countable dual. The following example appears in [Bagg–72, 4.5, 4.6],
where it is attributed to Fell, and in [Shte–71, § 4]. For more on locally compact
groups with a countable dual, see [Wang–75, Section 6].
Example 1.D.10 (A non-compact locally compact group with count-
able dual). Let p be a prime, Qp the field of p-adic numbers, Zp its ring of integers,
and Z×p the multiplicative group of invertible elements in Zp. Consider the natural
action of Z×p by automorphisms of Qp given by multiplication. Let Mp := Z
×
p ⋉Qp
be the p-adic motion group. We claim that the dual space of M̂p is countable.
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Indeed, identify Q̂p with Qp (see Section 3.D). Under this identification, the
dual action of Z×p on Q̂p corresponds to its natural action on Qp. The Z
×
p -orbits
in Qp are {0} and the sets Oj of p-adic numbers of valuation j ∈ Z. Moreover, the
stabilizer in Z×p of every point in Qp r {0} is trivial.
Choose, for every j ∈ Z, a representative χj for the orbit Oj and let πj be
the induced representation Ind
Mp
Qp
χj (compare Section 1.F). Using the “Mackey
machine” (see Remark 2.F.5), one can show that
M̂p = Ẑ
×
p ∪ {πj | j ∈ Z}.
Since Ẑ×p is countable, M̂p is countable.
Observe that M̂p is not discrete: in fact, every χ ∈ Ẑ×p belongs to the closure
of {πj | j ∈ Z}.
Remark 1.D.11. Duals spaces of groups may have discrete subsets that reflect
important properties of the group. In particular, a locally compact group G has
Kazhdan Property (T) if the class of the unit representation 1G is isolated in
Ĝ; this property has shown to be a very significant one [Kazh–67], [BeHV–08].
Properties for discrete groups. We show that the dual of a discrete group
is quasi-compact.
Proposition 1.D.12. Let Γ be a discrete group.
Then Γ̂ is a quasi-compact topological space.
Proof. Let (πι)ι∈I be a net in Γ̂. Choose, for every ι ∈ I, a normalized
function of positive type ϕι associated to πι. Since P1(Γ) is compact (Theorem
1.B.13), there exists a subnet (ϕ)∈J which converges pointwise on Γ to some
normalized function of positive type ϕ. Let ρ be the representation associated to ϕ
by the GNS construction. Choose π ∈ Ĝ with π  ρ. Then π ⊕′∈J′ π′ for every
subnet (π′)′∈J′ of (π)∈J . Therefore (π)∈J converges to π, by Proposition 1.C.7.

Remark 1.D.13. (1) It will be shown in Proposition 9.H.1 that the dual of a
countable infinite discrete group is uncountable.
(2) As the following example shows, a non discrete locally compact group may
have a quasi-compact dual space. Another example appears in [Bagg–72, 4.7] and
[Shte–71, § 4].
Example 1.D.14 (A non-discrete locally compact group with quasi–
compact dual). Let K be an infinite field. We view its additive group (K,+) as
a discrete abelian group. The multiplicative group H := K× acts naturally on K.
Set N := K̂ and consider the dual action of H on the infinite compact group N .
Let G be the locally compact group H ⋉N , where H is equipped with the discrete
topology. Observe that G is non discrete and that N is a compact and open normal
subgroup of G. We claim that Ĝ is quasi-compact.
Indeed, by Pontrjagin duality (see Theorem A.G.2), N̂ can be canonically iden-
tified with K, the action of H on N̂ corresponding to its natural action on K. The
H-orbits on N̂ ∼= K are {1N} and N̂ r{1N}; moreover, H acts freely on N̂ r{1N}.
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Choose χ0 ∈ N̂ r {1N} and let π0 be the induced representation IndGNχ0.
Then π0 is irreducible (see Theorem 1.F.11) and, using the Mackey machine as in
Example 1.D.10, one can show that
Ĝ = Ĥ ∪ {π0}.
Since Ĥ is compact, it is obvious that the topological space Ĝ is quasi-compact.
Separation properties of the dual space of a group. Let G be a locally
compact group which is either abelian or compact. Propositions 1.D.7 and 1.D.8
show in particular that the topological space Ĝ has the T2 separation property
(that is, Ĝ is a Hausdorff topological space), hence it has the weaker properties T1
and T0. For a reminder on the properties T0, T1, and T2, see Appendix A.A. As
we now see, the dual space Ĝ of a locally compact group G fails in general to have
these separation properties.
We use sometimes LC group as a shorthand for “locally compact group”. The
statement of the following theorem involves notions (group of type I, CCR group)
to be defined in Chapter 6 and its proof uses results stated in Chapter 8.
Theorem 1.D.15. Let G be a second-countable locally compact group. Let Ĝ
be its dual, equipped with the Fell topology.
(1) Ĝ has property T0 if and only if G is of type I.
(2) Ĝ has property T1 if and only if G is a CCR group.
Proof. (1) Assume that G of type I and let π and σ be two distinct points
in Ĝ. It follows from Glimm theorem (Theorem 8.F.3 below) that π and σ are not
weakly equivalent. We may assume that, say, π is not weakly contained in ρ. It
follows from the definition of the Fell topology that there exists a neighbourhood
U of π with ρ /∈ U . This shows that Ĝ is a T0-space.
The converse statement is also a part of Glimm theorem; we prefer to give an
independent proof. Assume that G is not of type I. By Corollary 7.F.4 below, there
exist two (in fact, uncountably many) distinct points π and ρ in Ĝ which are weakly
equivalent. Then, every neighbourhood of π contains ρ and every neighbourhood
of ρ contains π. This shows that Ĝ is not a T0-space.
(2) Assume that Ĝ has property T1. Then, by (1), G is of type I. Let π be a
point in Ĝ. By Glimm theorem, π(C∗max(G)) contains the ideal K(H) of compact
operators on the Hilbert space H of π, where C∗max(G) denotes the maximal C*-
algebra of G, to be introduced in Chapter 8. We have to show that π(C∗max(G))
coincides with K(H).
Assume, by contradiction that K(H) is a proper ideal of π(C∗max(G)). Then I :=
π−1(K(H)) is a proper ideal of C∗max(G). So, the quotient A := C∗max(G)/I is a non-
zero C*-algebra. Let ρ be a (non-zero) irreducible representation of A. Then ρ◦p is
an irreducible representation of C∗max(G), where p : C
∗
max(G)։ A is the canonical
homomorphism. Denote again by ρ the representation of G corresponding to ρ ◦ p
(see Section 8.B). Since C*ker(ρ) obviously contains C*ker(π), the representation
ρ is weakly contained in π (see Proposition 8.B.4). However, {π} is a closed point
in Ĝ, since Ĝ is a T1-space. Therefore, ρ is weakly equivalent to π; this means that
C*ker(ρ) = C*ker(π). Since I ⊂ C*ker(ρ), it follows that I ⊂ C*ker(π). This is a
contradiction, since K(H) is contained in π(C∗max(G)).
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Conversely, assume that G is a CCR group. Let π ∈ Ĝ. Then π is a CCR
representation and hence {π} is a closed point in Ĝ, by Corollary 9.A.4 below. 
Remark 1.D.16. (1) LetG be a locally compact group. Every one-dimensional
representation of G defines a closed point of Ĝ, as observed in Example 1.C.12. In
particular Ĝ always contains a closed point, 1G. Compare with Remark 1.E.4.
More generally, every finite dimensional irreducible representation π of G de-
fines a point in the dual Ĝ which is closed. Indeed, such a representations is CCR
(see Remark 6.E.8) and therefore {π} is closed in Ĝ (Corollary 9.A.4).
(2) The converse statement to (1) holds for countable groups: let Γ be a count-
able group and π an irreducible representation of Γ such that {π} is a closed point
in Γ̂. Then π is finite dimensional.
Indeed, the spectrum (see Section 8.A) of the C*-algebra A generated by π(G)
consists only of the singleton {π}. This implies that A is isomorphic to the algebra
of compact operators on a Hilbert space (see [Dixm–C*, 4.7.3]); since A is unital,
it follows that A is finite dimensional. As π is irreducible, the claim is proved.
(3) Let Γ be a discrete group. The following five conditions are equivalent
(type I groups and CCR groups are defined in Chapter 6):
(i) Γ has an abelian subgroup of finite index,
(ii) the group Γ is type I,
(iii) the dual space Γ̂ is T0,
(iv) the group Γ is CCR,
(v) the dual space Γ̂ is T1.
The equivalence (i) ⇐⇒ (ii) is Thoma Theorem 7.D.1. Equivalences (ii) ⇐⇒ (iii)
and (iv) ⇐⇒ (v) are those of Theorem 1.D.15. The implication (i) ⇒ (iv) follows
from Theorem 4.C.1 (4) quoted below. The implication (v) ⇒ (iii) is obvious.
Remark 1.D.17. We do not know of a characterization of the class HD of
LC groups with a Hausdorff dual space. Here is a sample of results concerning this
class of groups,
— Every central-by-compact group belongs toHD (see [GrMo–71b, Corollary
5.2]). A LC group G is called central-by-compact if G/Z is compact, where Z
is the centre of G. The class of central-by-compact groups includes direct products
of a compact group and an abelian LC group; the next example shows that this
inclusion is strict.
— The set Z2×{±1} with the multiplication defined by (m1,m2, ε)(n1, n2, δ) =
(m1+n1,m2+n2, εδ(−1)m1n2) is a discrete group in HD with centre {(m1,m2, 1) ∈
Z2 × {±1} | m1 ≡ m2 ≡ 0 (mod 2)} of index 4. The group is not a direct product
of this centre by a finite group. This example appears in [Palm–78, Page 701].
— A countable discrete group belongs to HD if and only if it is central-by-
compact (see [Raeb–82, Proposition 6]).
— A connected LC group G belongs to HD if and only if G is compact-by-
abelian (see [BaSu–81]).
— Let G be a semi-direct product K ⋉ A, with K a compact group and A a
locally compact abelian group. A necessary and sufficient condition for G to belong
to HD is given in [Bagg–68, Section 9]; see also [KaTa–13, Proposition 5.62].
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1.E. Primitive dual of a topological group
As was seen in Theorem 1.D.15, the dual space Ĝ of a LC groupG does not have
the T0 separation property in general. Given an arbitrary topological X , one can
associate toX a canonical topological space with the T0 separation property. When
applied to Ĝ, this construction leads to the following definition (see Reformulation
1.E.3 below).
Definition 1.E.1. Let G be a topological space. The primitive dual Prim(G)
is the space of weak equivalence classes of irreducible representations of G, with
the topology defined as follows. The natural surjective map
(κ1) κdprim : Ĝ։ Prim(G)
associates to an equivalence class of irreducible representations its weak equivalence
class (κ stands for κανoνικoσ, i.e., for canonical). The topology on Prim(G) is
defined as the quotient by (κ1) of the Fell topology on the dual Ĝ.
Remark 1.E.2. For a locally compact group G, we will give in 8.B an equiv-
alent definition of the topological space Prim(G) as the space of primitive ideals of
the maximal C*-algebra of G, equipped with the Jacobson topology. When G is
moreover σ-compact, we will extend the map κdprim to the quasi-dual QD(G) of G
defined in Section 6.C.
We reformulate the definition of Prim(G) and its topology in terms of the
notion of universal Kolmogorov quotient of a topological space, i.e., of the largest
T0 quotient of a topological space (see Appendix A.A).
Reformulation 1.E.3. Let G be a topological group.
The universal Kolmogorov quotient of the dual Ĝ is the pair made of the prim-
itive dual Prim(G) and the natural surjective map Ĝ։ Prim(G).
Observe that the map Ĝ ։ Prim(G) is in general far from being injective.
Indeed, when G is a second-countable LC group, this map is injective (and therefore
bijective) if and only if G is of type I. More on this in Section 9.G.
Remark 1.E.4. (1) Let G be a topological group. By definition (see 1.E.3),
the primitive dual Prim(G) is a T0-space.
(2) We will determine in Chapter 9 the primitive duals of some discrete groups.
In most cases, these duals are not T1 spaces.
(3) Here are a few results concerning the T1 separation property for primitive
duals for some classes of groups.
— Let Γ be a finitely generated solvable group. Then Prim(Γ) is a T1 space if
and only if Γ is virtually nilpotent (see [MoRo–76, Theorem 5]).
— Discrete nilpotent groups have T1 primitive duals (see [Pogu–82]).
— Points in primitive duals of LC-groups need not be locally closed (i.e., need
not be closed in any neighbourhood of themselves). For example, the primitive
dual of a non-abelian free group of finite rank does not have any locally closed
point (remark following Proposition 6.1 in [MoRo–76]).
— If G is a connected LC group, all points of Prim(G) are locally closed.
Moreover, Prim(G) is a T1 space if and only if G is a projective limit of connected
Lie groups, each of which is type R on its radical [MoRo–76, Theorem 1]. (A
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connected Lie group G is of type R on its radical if the adjoint action of G on the
radical of its Lie algebra is distal.)
We refer to Page 726 of the review article by Palmer [Palm–78] for more on
locally compact groups G for which Prim(G) is a T1-space.
(4) Concerning the Hausdorff property T2 for primitive duals, we quote only
the following result. Let G be a LC group G in which every conjugacy class has
a compact closure; then the space Prim(G) is Hausdorff. See [LiMo–74] for σ-
compact groups, and [Kani–79] in general.
(5) Let G be a locally compact group. We will show in Proposition 8.A.14 that
Prim(G) is a Baire space.
We will continue our discussion of primitive duals, both for locally compact
groups and for C*-algebras, in Chapter 13.
1.F. Induced representations, irreducibility, and equivalence
The construction of irreducible representations of a group is often based on
induction of representations, which is a procedure to build representations of a
group out of representations of its subgroups.
To avoid technical problems, we will restrict ourselves in this section to the
case of open subgroups. In fact, given a LC group G, a closed subgroup H of G,
and a representation σ of H , an induced representation IndGHσ of G can always be
defined. For this more general construction, see [Mack–52], [Mack–58], [Foll–16],
[BeHV–08] and [KaTa–13].
In the particular case of inducing a one-dimensional representation σ of an
open subgroup H of G, we will state and prove sufficient conditions under which
IndGHσ is irreducible, and under which two such representations are not equivalent.
Let G be a topological group, and H an open subgroup of G. A left transver-
sal for H in G is a subset T of G such that G is the disjoint union
⊔
t∈T tH . It is
sometimes convenient, but it is not necessary, to choose e ∈ T as a representative
of the class H in H\G.
Similarly, a right transversal for H in G is a subset T of G such that G =⊔
t∈T Ht. Observe that, if T is a left transversal for H in G, then the set T
−1 of
inverses of elements in T is a right transversal for H in G.
Definition 1.F.1. Let G be a topological group, H an open subgroup, and
(σ,Kσ) a representation of H . An induced representation of σ from H to G
is a representation π of G on some Hilbert space H that satisfies the following
conditions:
(1) there exists a closed subspace K of H that is invariant by π(H);
(2) the representation ResGH(π)|K : H → U(K) obtained by restriction of π to
H and K is equivalent to σ;
(3) the space of π is the orthogonal Hilbert sum H =⊕t∈T π(t)(K), for some
left transversal T of H in G.
An induced representation π as above is often denoted by IndGHσ.
Remark 1.F.2. Note that, in view of (1), π(t)(K) only depends on the left
coset in G of t ∈ T and, hence, if (3) holds for one left transversal T for H , it holds
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for any such transversal. Moreover, G acts in the obvious way transitively on the
set
{L | L = π(t)(K) for some t ∈ T } = {L | L = π(g)(K) for some g ∈ G}
and the stabilizer of K is H .
Let us check that
(4) an induced representation of σ is unique up to equivalence,
that is, if π1, π2 are representations of G which satisfy Conditions (1) to (3), then
π1 and π2 are equivalent.
Indeed, for j = 1, 2, there exist by (1) and (2) a closed πj(H)-invariant subspace
Kj such that ResGH(πj)|Kj is equivalent to σ. Therefore there exists a surjective
isometry V : K1 → K2 which intertwines ResGH(π1)|K1 and ResGH(π2)|K2 . We claim
that the map U : H1 → H2 given by
Uπ1(g)η = π2(g)V η for g ∈ G, η ∈ K1
is well-defined; indeed, if π1(g)η = π1(g
′)η′ for g′ ∈ G and η′ ∈ K1, then g′ = gh
and η′ = π1(h−1)η for some h ∈ H and hence
π2(g
′)V (η′) = π2(gh)V (π1(h−1)η) = π2(gh)π2(h−1)V (η) = π2(g)V (η).
Then U is an isometry, and it is surjective because its image contains π2(t)(K2) for
all t ∈ T . Finally, U intertwines π1 and π2; indeed, let t ∈ T and ξ ∈ π1(t)(K1),
say ξ = π1(t)η for η ∈ K1; for g ∈ G,
Uπ1(g)ξ = Uπ1(gt)η = π2(g)π2(t)V η = π2(g)Uπ1(t)η = π2(g)Uξ.
Some properties of IndGHσ are straightforward consequences of the definition.
For example:
(5) The dimension of IndGHσ is |G/H | dim(σ). In particular IndGHσ is finite
dimensional if and only ifH of finite index in G and σ is finite dimensional.
(6) If N is a normal subgroup of G contained in H and such that σ(n) = IdK
for all n ∈ N , then
(
IndGHσ
)
(n) = IdH for all n ∈ N .
Remark 1.F.3. The characterization of induced representations by Condi-
tions (1) to (3) of 1.F.1 is valid for open subgroups only. In the more general case
of induction from closed subgroups, these conditions need not be satisfied. Indeed,
consider for instance the affine group of the real line Aff(R) = R× ⋉ R, with its
natural locally compact topology (see Section 3.C). Let π be the induced represen-
tation Ind
Aff(R)
N χ, for the normal subgroup N = {(1, b) | b ∈ R} and the unitary
character of N given by χ(1, b) = eib. Then (see Remark 3.C.6) π can be realized
on L2(R×, dt/|t|) by the formula
π(a, b)ξ(t) = exp (−2πibt) ξ(at)
for all ξ ∈ L2(R×, dt/|t|). Using Fourier transform on N ≈ R, we see that the
restriction of π to N is equivalent to the regular representation λN ; in particular,
π|N contains no finite dimensional subrepresentation.
In the general case of inducing from closed subgroups of LC groups, there
is however a characterization of induced representations in terms of “transitive
systems of imprimitivity”. We refer to [Mack–58, § 6], as well as to [Foll–16,
Chap. 6].
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Construction 1.F.4. Let G be a topological group, H an open subgroup of
G, and (σ,K) a representation of H . In in the literature, there are several models
for the induced representation IndGHσ as defined in 1.F.1. We are going to describe
three of them.
(1) Consider the Hilbert space H of maps f : G→ K with the following prop-
erties
(a) f(hx) = σ(h)f(x) for all h ∈ H, x ∈ G;
(b)
∑
Hx∈H\G ‖f(x)‖2 <∞.
Observe that, in view of (a) and the unitarity of σ, the number ‖f(x)‖2 only depends
on the coset Hx; therefore, the sum in (b), which is a sum over one x for each coset
in H\G, is well defined. Observe also that, for g ∈ G and f ∈ H, the function
G → K, x 7→ f(xg) is again in H. The induced representation π := IndGHσ is the
representation of G defined in H by
(π(g)f)(x) = f(xg) for all g ∈ G, f ∈ H and x ∈ G.
Using another model for π, we will verify below that the homomorphism
G→ U(H), g 7→ π(g)
is indeed continuous.
Let us check that π as defined above is indeed an induced representation of σ
in the sense of Definition 1.F.1. Let T be a left transversal for H in G; denote
by t0 the element in T ∩ H . For every t ∈ T , let Ht be the space of functions
f : G→ K with support contained in Ht−1 (in particular of functions with support
in H when t = t0). Then Ht0 is a closed π(H)-invariant subspace of H. Moreover
Ht is closed in H for all t ∈ T , and H =
⊕
t∈T Ht. This shows that Conditions (1)
and (3) of Definition 1.F.1 are satisfied. For ξ ∈ K, define a function fξ : G → K
by fξ(g) = σ(t
−1
0 g)ξ if g ∈ H and fξ(g) = 0 if g ∈ G r H . Then fξ ∈ Ht0 , and
ξ 7→ fξ defines an isometry U of K onto Ht0 ; moreover, Uσ(h)ξ = π(h)Uξ for all
h ∈ H and ξ ∈ K, so that Condition (2) of Definition 1.F.1 is also satisfied, as was
to be shown.
(2) It will be convenient for us to work with another model for induced repre-
sentations, as follows. Choose a right transversal T , so that we have a disjoint union
G =
⊔
t∈T Ht. For every g ∈ G and t ∈ T , there are uniquely defined elements
(∗) α(t, g) ∈ H and t · g ∈ T such that tg = α(t, g)(t · g).
It is routine to check that the map α : T ×G→ H satisfies
α(t, g1g2) = α(t, g1)α(t · g1, g2) for all t ∈ T and g1, g2 ∈ G,
i.e., it is a cocycle, see (RN) in Section 5.B below, and that
T ×G→ T, (t, g) 7→ t · g
is an action of G on T on the right, which is equivalent to the natural action of G
on H\G given by right multiplication.
Let ℓ2(T,K) denote the Hilbert space of functions from T to K such that∑
t∈T ‖f(t)‖2 < ∞, with scalar product 〈f1 | f2〉 :=
∑
t∈T 〈f1(t) | f2(t)〉K. The
induced representation π = IndGHσ of G is defined on ℓ
2(T,K) by
(π(g)f)(t) = σ(α(t, g))(f(t · g)) for all g ∈ G, f ∈ ℓ2(T,K) and t ∈ T.
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We leave it to the reader to check that π satisfies Conditions (1) to (3) of Definition
1.F.1.
We now show that π is indeed a representation of G, i.e., that the map
G→ ℓ2(T,K), g 7→ π(g)f
is continuous for every f ∈ ℓ2(T,K).
For t ∈ T and ξ ∈ K, let ft,ξ be the element of ℓ2(T,K) defined by ft,ξ(t) = ξ
and ft,ξ(s) = 0 for s ∈ T, s 6= t. By definition of π, we have
π(g)ft,ξ = ft·g−1,σ(α(t·g−1,g))ξ
for g ∈ G. Since the linear span of {ft,ξ | t ∈ T, ξ ∈ K} is dense in ℓ2(T,K), it
suffices to prove that the map g 7→ π(g)ft,ξ is continuous for t ∈ T and ξ ∈ K.
Moreover, as π is a homomorphism, it suffices to prove the continuity of this map
at the unit element e.
Consider now a fixed pair of t ∈ T and ξ ∈ K, and ε > 0. Since σ is a
representation of H , there exists a neighbourhood U of e in H such that
‖σ(h)ξ − ξ‖ < ε for all h ∈ U.
Since H is open, U is a neighbourhood of e in G and we can find a neighbourhood V
of e such that V ⊂ U and t−1V t ⊂ U . For g ∈ t−1V t, we have tg ∈ V t ⊂ Ut ⊂ Ht,
so that t · g = t and α(t, g) ∈ U , hence π(g)ft,ξ = ft,σ(α(t,g))ξ. It follows that
‖π(g)ft,ξ − ft,ξ‖ = ‖σ(α(t, g))ξ − ξ‖ < ε
for every g ∈ t−1V t.
(3) Occasionally (see Construction 14.A.1), we will prefer to realize IndGHσ on
ℓ2(T,K), where T is now a left transversal for H in G. For g ∈ G and t ∈ T , define
g · t ∈ T and β(g, t) ∈ H by the equality gt = (g · t)β(g, t). The map β : G×T → H
satisfies the cocycle relation
β(g1g2, t) = β(g1, g2 · t)β(g2, t) for all g1, g2 ∈ G and t ∈ T,
see (5.A.1) in Section 5.B below.
The induced representation π = IndGHσ is defined by
(π(g)f)(t) = σ
(
β(g−1, t)−1
) (
f(g−1 · t)) for all g ∈ G, f ∈ ℓ2(T,K) and t ∈ T.
Example 1.F.5. The quasi-regular representation of a topological group
G associated to an open subgroup H is the induced representation IndGH1H .
It can be realized as the natural representation of G on ℓ2(H\G) given by
right translations, or equivalently as the natural representation of G on ℓ2(G/H)
given by left translations, and then usually denoted by λG/H . The intertwining
isometry S from ℓ2(H\G) onto ℓ2(G/H) is defined by (Sf)(xH) = f(Hx−1) for all
f ∈ ℓ2(H\G) and x ∈ G.
When G is locally compact, as already mentioned above, there is also a quasi-
regular representation IndGH1H for every closed subgroup H of G. We refer to
[BeHV–08, Appendix B.1], or to Definition 6.B.28 for the particular case of a
compact subgroup H in G.
We state here the following properties of the induction process for open sub-
groups, but they hold just as well for closed subgroups of locally compact groups.
See, e.g., [BeHV–08, Appendix E].
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Proposition 1.F.6. Let G be a topological group, H an open subgroup of G,
and K an open subgroup of H. Let π be a representation of G; let σ1, σ2, . . . be
representations of H, and τ a representation of K.
(1) If σ1 and σ2 are equivalent representations of H, then Ind
G
Hσ1 and Ind
G
Hσ2
are equivalent representations of G.
(2) IndGH(
⊕
i≥1 σi) and
⊕
i≥1
(
IndGHσi
)
are equivalent.
(3) IndGH(Ind
H
Kτ) and Ind
G
Kτ are equivalent.
(4) IndGH(Res
G
Hπ) is equivalent to the tensor product π ⊗ λG/H of π with the
quasi-regular representation λG/H .
Next, we identify the conjugate representation of an induced representation by
a bicontinuous automorphism of G.
If (σ,K) is a representation of a subgroup H of G and θ ∈ Aut(G), we denote
by σθ the representation of the subgroup θ−1(H) on K defined by
σθ(x) = σ(θ(x)) for all x ∈ θ−1(H).
Observe that, in case H = G, this representation is the conjugate representation
σθ of G discussed in Remark 1.A.16.
Proposition 1.F.7. Let G be a topological group, H an open subgroup, and σ
a representation of H in a Hilbert space K. Let θ ∈ Aut(G).
The representation (IndGHσ)
θ is equivalent to the representation IndGθ−1(H)(σ
θ).
Proof. Let T be a right transversal for H in G. Then S := θ−1(T ) is a right
transversal for θ−1(H) in G.
For t ∈ T and g ∈ G, denote now by αT (t, g) ∈ H and t ·T g ∈ T the elements
defined as in (∗) of 1.F.4(2), and similarly for αS(s, g) ∈ θ−1(H) and s ·S g ∈ S
when s ∈ S.
Let g ∈ G and t ∈ T . On the one hand, we have
θ(θ−1(t)g) = tθ(g) = αT (t, θ(g))(t ·T θ(g))
and, on the other hand
θ(θ−1(t)g) = θ
(
αS(θ
−1(t), g)(θ−1(t) ·S g)
)
= θ(αS(θ
−1(t), g))θ(θ−1(t) ·S g).
It follows that
(∗∗) θ(αS(θ−1(t), g)) = αT (t, θ(g)) and θ(θ−1(t) ·S g) = t ·T θ(g).
We realize IndGHσ in ℓ
2(T,K) and IndGθ−1(H)(σθ) in ℓ2(S,K). Let
V : ℓ2(T,K)→ ℓ2(S,K)
be the surjective isometry defined by
(V f)(θ−1(t)) = f(t) for f ∈ ℓ2(T,K), t ∈ T.
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In view of (∗∗), we have(
V ((IndGHσ)
θ)(g)f
)
(θ−1(t)) =
(
V ((IndGHσ)(θ(g))f
)
(θ−1(t))
=
(
(IndGHσ)(θ(g))f
)
(t)
= σ(αT (t, θ(g))f(t ·T θ(g))
= σ(θ(αS(θ
−1(t), g)))f(θ(θ−1(t) ·S g))
= σθ(αS(θ
−1(t), g))(V f)(θ−1(t) ·S g)
=
(
(IndGθ−1(H)(σ
θ))(g)V f
)
(θ−1(t)),
for f ∈ ℓ2(T,K), t ∈ T and g ∈ G. This shows that V intertwines (IndGHσ)θ and
IndGθ−1(H)(σ
θ). 
We will need several times the following elementary proposition. Let N be a
normal subgroup of G and (σ,K) a representation of N . Let a ∈ G. Recall (see
Remark 1.A.16) that σa is the conjugate representation of σ by a, defined on K by
(♯) σa(n) = σ(ana−1) for all n ∈ N.
Proposition 1.F.8. Let G be a topological group, N an open normal subgroup,
and σ a representation of N in a Hilbert space K. Let a ∈ G.
(1) The representations IndGN (σ
a) and IndGNσ are equivalent.
(2) The restriction of IndGNσ to N is equivalent to the direct sum
⊕
t∈T σ
t−1 ,
where T ⊂ G is a right transversal for N in G.
In particular, if N is contained in the centre of G, the restriction of
IndGNσ to N is equivalent to a multiple of σ.
Proof. (1) By Proposition 1.F.7, the representations (IndGNσ)
a and IndGN (σ
a)
are equivalent. Since (IndGNσ)
a and IndGN (σ) are equivalent, the claim is proved.
(2) Set π := IndGNσ and H := ℓ2(T,K). By the defining property of induced
representations (Definition 1.F.1), there exists a π(N)-invariant closed subspace He
of H such that π|N restricted to He is equivalent to σ and such that
H =
⊕
t∈T
π(t)(He).
For every n ∈ N , t ∈ T , and ξ ∈ He, we have
π(n)(π(t)ξ) = π(t)(π(t−1nt)ξ).
This shows that π(t)(He) is π(N)-invariant and that π|N restricted to π(t)He is
equivalent to σt
−1
, for every t ∈ T .
If N is contained in the centre of G, then σg = σ for every g ∈ G and hence
π|N is equivalent to a multiple of σ. 
The following proposition has already been referred to, in Example 1.B.7. It
will be needed again, in Chapters 9 and 12.
Given a group G, a subgroup H , and a complex-valued functions ϕ on H , the
trivial extension of ϕ to G is the function ϕ˜ on G defined by
ϕ˜(g) =
{
ϕ(g) if g ∈ H
0 if g ∈ GrH.
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Observe that, if G is a topological group, H an open subgroup, and ϕ a continuous
function, then ϕ˜ is continuous.
Proposition 1.F.9. Let G be a topological group, H an open subgroup, ϕ : H →
C a function of positive type, ϕ 6= 0, and ϕ˜ : G→ C its trivial extension.
Then ϕ˜ is a function of positive type on G.
Denote by σ the GNS representation of H associated to ϕ. The GNS represen-
tation π of G associated to ϕ˜ is equivalent to the induced representation IndGHσ. In
particular, IndGHσ is cyclic and has a cyclic vector ξ such that
ϕ˜(g) = 〈(IndGHσ)(g)ξ | ξ〉 for all g ∈ G.
[Note. When G is locally compact, there is a version of this proposition forH closed
(rather than H open) in G, for which we refer to [Blat–63], or [Foll–16, Theorem
6.13]. This involves measures of positive type (rather than functions) and modulus
functions on G and H .]
Proof. Denote by (K, σ, η) the GNS triple associated to ϕ, so that ϕ(h) =
〈σ(h)η | η〉 for all h ∈ H . Let π := IndGHσ be the induced representation of σ from
H to G, as in the second model of Construction 1.F.4. Recall that this involves a
right transversal T , so that G =
⊔
t∈T Ht, that π(G) acts on H = ℓ2(T,K), and
that we have
(π(g)f)(t) = σ(α(t, g))f(t · g) for all g ∈ G, f ∈ H, and t ∈ T,
with α(t, g) ∈ H and t · g ∈ T . We assume moreover, for simplicity, that e ∈ T .
Let ξ ∈ H be the map defined by ξ(e) = η and ξ(t) = 0 for all t ∈ T r {e}. We
have
〈π(h)ξ | ξ〉 =
∑
t∈T
〈σ(α(t, h))(ξ(t · h)) | ξ(t)〉 = 〈σ(α(e, h))(ξ(e · h)) | ξ(e)〉
= 〈σ(h)η | η〉 = ϕ(h) for all h ∈ H,
〈π(g)ξ | ξ〉 = 0 for all g ∈ GrH.
Therefore ϕ˜(g) = 〈π(g)ξ | ξ〉 for all g ∈ G, i.e., ϕ˜ is the function of positive type
associated to π and ξ; in particular, ϕ˜ is of positive type.
To show that the GNS representation associated to ϕ˜ is equivalent to π, it
suffices by Proposition 1.B.8 to check that ξ is a cyclic vector for π.
For every t ∈ T and κ ∈ K, let ξκt ∈ H be defined by ξκt (t) = κ and ξκt (s) = 0
when s ∈ Tr{t}; observe that ξηe = ξ. The linear spanX of {ξκt ∈ H | t ∈ T, κ ∈ K}
is dense in H. On the one hand, since η is cyclic for σ, the linear span of the set
{ξσ(h)ηt ∈ H | t ∈ T, h ∈ H}
is dense in X , and hence in H. On the other hand, for t ∈ T and h ∈ H , we have
π(t−1h)ξηe = ξ
σ(h)η
t ;
indeed, α(t, t−1h) = h and, for s ∈ T , we have s · t−1h = e if and only if s = t. This
shows that ξηe = ξ is cyclic for π. 
From now on, we restrict ourselves to monomial representations, that is,
to representations of the form IndGHχ, where χ : H → T is a unitary character
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of H . We use Model (2) in Construction 1.F.4, so that he corresponding induced
representation π = IndGHχ is realized on ℓ
2(T ) and we have
(π(g)f)(t) = χ(α(t, g))f(t · g) for all g ∈ G, f ∈ ℓ2(T ), and t ∈ T.
We assume moreover that e ∈ T , and we denote by (δt)t∈T the orthonormal basis
of ℓ2(T ) defined by δt(t) = 1 and δt(s) = 0 when s ∈ T , s 6= t. Observe that we
have
π(t−1)δe = δt for all t ∈ T.
In particular δe is a cyclic vector for π.
For i = 1, 2, let Hi be an open subgroup of G and χi a unitary character of Hi.
Choose a right transversal Ti for Hi in G, with e ∈ Ti. For g ∈ G and t ∈ Ti, we
have as in (∗) of 1.F.4 uniquely defined elements αi(t, g) ∈ Hi and t ·i g ∈ Ti such
that tg = αi(t, g)(t ·i g).
Our study of the monomial representations πi = Ind
G
Hiχi, their irreducibility
and their equivalence, is based on the following lemma.
Lemma 1.F.10. We keep the notation above. Let S ∈ HomG(π1, π2). Set
f := Sδe ∈ ℓ2(T2).
(1) We have f = 0 if and only if S = 0.
(2) Assume that π1 = π2; then f is a scalar multiple of δe if and only if S is
a scalar operator.
(3) For every t ∈ T2 and h ∈ H1, we have
χ2(α2(t, h))f(t ·2 h) = χ1(h)f(t).
(4) Let t ∈ T2 be such that the H1-orbit {t ·2h | h ∈ H1} in T2 is infinite; then
f(t) = 0.
(5) Let t ∈ T2 and h ∈ H1 be such that f(t) 6= 0 and t·2h = t; then tht−1 ∈ H2
and χ1(h) = χ2(tht
−1).
Proof. Since S ∈ HomG(π1, π2), Items (1) and (2) follow from the fact, men-
tioned above, that δe is a cyclic vector for π1.
(3) Let h ∈ H1. Since α1(e, h) = h and e ·1h = e, and s ·1h 6= e for s ∈ T1r{e},
we have
(π1(h)δe)(e) = χ1(α1e, h))δe(e ·1 h) = χ1(h)
(π1(h)δe)(s) = χ1(α1(s, h))δe(s ·1 h) = 0 if s 6= e,
so that π1(h)δe = χ1(h)δe.
Let t ∈ T2. We have
(π2(h)f)(t) = (π2(h)Sδe)(t) = (Sπ1(h)δe)(t) = χ1(h)(Sδe)(t) = χ1(h)f(t)
and
(π2(h)f)(t) = χ2(α2(t, h))f(t ·2 h).
The claim follows.
(4) For t ∈ T2 and h ∈ H1, it follows from (3) that |f(t ·2 h)| = |f(t)|, i.e.,
that |f | is constant on the H1-orbit of t in T2. Since f ∈ ℓ2(T2), this implies that
f(t) = 0 if this orbit is infinite.
(5) Let t ∈ T2 and h ∈ H1 be such that t ·2 h = t and f(t) 6= 0. By (3), we have
χ2(α2(t, h)) = χ1(h).
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Moreover, since
th = α2(t, h)(t ·2 h) = α2(t, h)t,
we have tht−1 = α2(t, h) ∈ H2 and χ1(h) = χ2(α2(t, h)) = χ2(tht−1). 
If χ is a unitary character of the subgroup H and g ∈ G, we denote by χg the
unitary character of g−1Hg defined by
χg(h) = χ(ghg−1) for all h ∈ g−1Hg
(this extends a notation of Remark 1.A.16 to a more general situation).
Recall that the commensurator of a subgroupH of G is the set CommG(H),of
those elements g ∈ G such that H ∩g−1Hg is of finite index in both H and g−1Hg.
Equivalent definitions are recorded in Proposition A.E.6.
We are now ready to formulate the irreducibility and equivalence criteria for
monomial representations.
Theorem 1.F.11 (Irreducibility of monomial representations). Let G
be a topological group, H an open subgroup of G, and χ a unitary character of H.
Assume that
• for every g ∈ CommG(H)rH, the restrictions of χ and χg to the subgroup
H ∩ g−1Hg do not coincide.
Then the induced representation IndGHχ of G is irreducible.
Proof. Let T be a right transversal for H in G, with e ∈ T .
We will show the contraposition, and therefore assume that π = IndGHχ is not
irreducible. We claim that there exists t ∈ T r {e} such that t ∈ CommG(H) and
χ = χt on H ∩ t−1Ht. This will prove the theorem because t /∈ H .
Since π is not irreducible, there exists S ∈ HomG(π, π) = π(G)′ which is not a
scalar operator. On the one hand, the support of f := Sδe ∈ ℓ2(T ) is not reduced
to {e}, by Lemma 1.F.10 (2). On the other hand, by Item (4) of the same lemma,
we have f(s) = 0 for every s ∈ T with an infinite H-orbit. Therefore, there exists
t ∈ T r {e} with a finite H-orbit such that f(t) 6= 0.
Let t∗ ∈ T be such that Ht−1 = Ht∗, that is, t∗ = e · t−1. We have
(π(t)δe)(t
∗) = χ(α(t∗, t))δe(t∗ · t) = χ(α(t∗, t)),
(π(t)δe)(s) = χ(α(s, t))δt(s · t) = 0 if s 6= t∗,
and therefore π(t)δe = χ(α(t
∗, t))δt∗ .
Consider the adjoint operator S∗ of S, which is also in π(G)′, and set f ′ := S∗δe.
We claim that f ′(t∗) 6= 0.
Indeed, since π(t−1)δe = δt and π(t)δe = χ(α(t∗, t))δt∗ , we have
f ′(t∗) = 〈f ′ | δt∗〉 = 〈S∗δe | δt∗〉 = 〈δe | Sδt∗〉
= 〈δe | Sχ(α(t∗, t))−1π(t)δe〉 = χ(α(t∗, t))〈δe | Sπ(t)δe〉
= χ(α(t∗, t))〈δe | π(t)Sδe〉 = χ(α(t∗, t))〈π(t−1)δe | f〉
= χ(α(t∗, t))〈f | δt〉 = χ(α(t∗, t))f(t),
and in particular f ′(t∗) 6= 0, as claimed.
Lemma 1.F.10 (4) applied to S∗ shows that t∗ has a finite H-orbit. Therefore
t ∈ CommG(H), by Proposition A.E.6 (6).
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Let h ∈ H ∩ t−1Ht. As f(t) 6= 0 and t · h = t, Lemma 1.F.10 (5), applied with
H1 = H2 = H and χ1 = χ2 = χ, shows that χ(h) = χ(tht
−1) = χt(h). So, χ and
χt coincide on H ∩ t−1Ht. 
Remark 1.F.12. The sufficient condition for the irreducibility of IndGHχ stated
in Theorem 1.F.11 is also necessary; see Theorem 6’ in [Mack–51]. Corollary 1.F.15
below provides a proof of this fact in the special case where H is a normal subgroup.
The following two corollaries particularize Theorem 1.F.11 to two opposite
cases, self-commensurating subgroups and normal subgroups.
Corollary 1.F.13. Let H be an open subgroup of G such that CommG(H) =
H.
Then IndGHχ is irreducible for every unitary character χ of H. In particular,
the quasi-regular representation λG/H is irreducible.
Example 1.F.14. (1) Let F be the free group on two generators a and b. Let
A be the subgroup generated by a; it is an infinite cyclic group. One easily checks
that CommF (A) = A.
Therefore IndFAχ is irreducible for every unitary character χ of A.
(2) Let Γ be a group of permutations of an infinite set X and let π denote the
corresponding permutation representation of Γ on ℓ2(X), defined by (π(γ)f)(x) =
f(γ−1x) for all γ ∈ Γ, f ∈ ℓ2(X), and x ∈ X . If the action is 2-transitive, then the
representation π is irreducible.
Indeed, if x0 denote some point of X and H its isotropy subgroup, the hypoth-
esis of 2-transitivity implies that H is its own commensurator in Γ (see Proposition
A.5.4), hence π = λΓ/H = Ind
Γ
H1H is irreducible by Corollary 1.F.12.
More generally, IndΓHρ is irreducible for any irreducible finite dimensional rep-
resentation ρ of H . This is a particular case of a result in [Mack–51], and appears
also in several other references, for example in [Obat–89].
In case Γ acts 2-transitively on a finite set X , the corresponding permutation
representation is the direct sum of two representations, the unit representation 1Γ
and another irreducible representation of dimension |X | − 1. This goes back to
Burnside, see [Burn–11, § 250].
Corollary 1.F.15. Let N be an open normal subgroup of G and χ a unitary
character of N . The following conditions are equivalent:
(i) χg 6= χ for every g ∈ GrN ;
(ii) the induced representation IndGNχ is irreducible.
Proof. The fact that (i) implies (ii) being a particular case of Theorem 1.F.11,
we only have to show that (ii) implies (i).
Assume, by contraposition, that we have χg0 = χ for some g0 ∈ GrN . It will
be convenient to use here Model (1) in Construction 1.F.4 for π = IndGNχ; so, π is
realized in the space H of the functions f : G→ C such that f(ng) = χ(n)f(g) for
all g ∈ G, n ∈ N and such that |f | ∈ ℓ2(N\G). For g ∈ G, we have π(g)f(x) =
f(xg) for all x ∈ G.
For f ∈ H, define Tf : G → C by Tf(g) = f(g0g). Then Tf ∈ H and
T : H → H is a unitary operator. Indeed, for all g ∈ G, n ∈ N , we have
Tf(ng) = f(g0ng
−1
0 g0g) = χ
g0(n)f(g0g)
= χ(n)Tf(g)
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and
‖Tf‖2 =
∑
Nx∈N\G
|Tf(x)|2 =
∑
Nx∈N\G
|f(g0x)|2
=
∑
Nx∈N\G
|f(x)|2 = ‖f‖2.
Moreover, T intertwines π with itself. Indeed, for all g ∈ G, we have
π(g)(Tf)(x) = Tf(xg) = f(g0xg)
= (π(g)f)(g0x) = T (π(g)f)(x)
for all x ∈ G. Since T is obviously not a scalar operator, it follows that π is not
irreducible. 
Corollary 1.F.15 will be applied in Chapter 3 to produce irreducible represen-
tations for various groups.
We turn now to the question of equivalence of monomial representations.
Theorem 1.F.16 (Non-equivalence of monomial representations). Let
G be a topological group, H1, H2 open subgroups of G, and χ1, χ2 unitary characters
of H1, H2 respectively. Assume that
• for every g ∈ G such that g−1H2g ∩ H1 has finite index in g−1H2g and
in H1, the restrictions of χ
g
2 and χ1 to the subgroup g
−1H2g ∩H1 do not
coincide.
Then IndGH1χ1 and Ind
G
H2χ2 are not equivalent.
Proof. We use Model (2) of Construction 1.F.4. For i = 1, 2, let Ti be a right
transversal for Hi in G, with e ∈ Ti.
We will again show the contraposition, and therefore assume that π1 := Ind
G
H1χ1
and π2 := Ind
G
H2χ2 are equivalent. We claim that there exists t ∈ T2 such that
t−1H2t∩H1 has finite index in t−1H2t and in H1, and such that χt2 and χ1 coincide
on t−1H2t ∩H1. This will prove the theorem.
Since π1 and π2 are equivalent, there exists S 6= 0 in HomG(π1, π2). Set f :=
Sδe ∈ ℓ2(T2).
On the one hand, we have f 6= 0, by Lemma 1.F.10 (1). On the other hand,
by Item (4) of the same lemma, we have f(t) = 0 for every t ∈ T2 with an infinite
H1-orbit. Therefore there exists t ∈ T2 such that f(t) 6= 0, with a finite H1-orbit.
In particular, the stabilizer t−1H2t ∩H1 of t in H1 has finite index in H1.
Set t∗ = e·1t−1 ∈ T1. Consider the adjoint operator S∗, which is in HomG(π2, π1),
and set f ′ := S∗δe ∈ ℓ2(T1). As in the proof of Theorem 1.F.11, we have
f ′(t∗) = χ1(α1(t∗, t))f(t)
and hence f ′(t∗) 6= 0.
Lemma 1.F.10 (4) applied now to S∗ shows that t∗ has a finite H2-orbit in T1.
Since t∗ = e ·1 t−1, the stabilizer of t∗ in H2 is tH1t−1 ∩H2. Therefore tH1t−1 ∩H2
has finite index in H2 and so t
−1H2t ∩H1 has finite index in t−1H2t.
Let h ∈ t−1H2t ∩ H1. As f(t) 6= 0 and t ·2 h = t , Lemma 1.F.10 (5), shows
that χ1(h) = χ2(tht
−1); hence, χt2 and χ1 coincide on t−1H2t ∩H1. 
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Remark 1.F.17. Theorems 1.F.11 and 1.F.16 are known as the Mackey–Shoda
criteria for irreducibility and equivalence for monomial representations. The ter-
minology refers to [Shod–33], for the case finite groups, and [Mack–51], for the
general case.
These criteria are also necessary conditions for irreducibility and equivalence,
respectively (compare Corollaries 1.F.15, 1.F.18, and 1.F.19). Moreover, these crite-
ria remain valid when the inducing representations are finite-dimensional [Klep–61,
Corw–75]. However, the irreducibility criterion may fail when the inducing repre-
sentation is infinite-dimensional [BeCu–03].
We explicit now two consequences of Theorem 1.F.16, first for self-commensurating
subgroups and then for normal subgroups.
Recall that two subgroups H and L of a group G are commensurate if H ∩L
has finite index in both H and L. Two commensurate subgroups H,L of G have
the same commensurator: CommG(H) = CommG(L); see Proposition A.E.6.
Corollary 1.F.18 (Equivalence of monomial irreducible representa-
tions). Let G be a topological group, H1, H2 two open subgroups, χ1 a unitary
character of H1, and χ2 a unitary character of H2. Suppose that CommG(H1) = H1
and CommG(H2) = H2. The following properties are equivalent:
(i) the irreducible representations IndGH1χ1 and Ind
G
H2χ2 are equivalent;
(ii) there exists g ∈ G such that g−1H2g = H1 and χg2 = χ1.
Proof. Assume that g−1H2g = H1 and χ
g
2 = χ1 for some g ∈ G. Then
IndGH1χ1 is equivalent to (Ind
G
H2χ2)
g (see Proposition 1.F.7) and hence to IndGH2χ2.
Conversely, assume that IndGH1χ1 and Ind
G
H2χ2 are equivalent. Then, by The-
orem 1.F.16, there exists g ∈ G such that g−1H2g ∩H1 has finite index in g−1H2g
and in H1, and such that χ
g
2 and χ1 coincide on g
−1H2g ∩H1.
In particular, H1 and g
−1H2g are commensurate. Since CommG(H1) = H1
and
CommG(g
−1H2g) = g−1CommG(H2)g = g−1H2g,
it follows that g−1H2g = H1 and χ
g
2 = χ1. 
Note that there exist triples (G,H1, H2), where G is a group and H1, H2 sub-
groups which are not conjugate in G, such that the representations IndGH11H1 and
IndGH21H2 are equivalent (and not irreducible). For examples with G finite, we quote
[Suna–86] and [Broo–88].
The following corollary is a direct consequence of Theorem 1.F.16 and Propo-
sition 1.F.8.
Corollary 1.F.19. Let N be an open normal subgroup of G and χ1, χ2 unitary
characters of N .
Then IndGNχ1 and Ind
G
Nχ2 are non-equivalent representations of G if and only
if χg1 6= χ2 for every g ∈ G.
We will later need (Proof of Theorem 9.B.1) the following weak containment
result involving induced representations.
Given an open subgroup H of a topological group G, we say that G/H is an
amenable homogeneous space in the sense of Eymard, if the unit representa-
tion 1G is weakly contained in the quasi-regular representation (λG/H , ℓ
2(G/H));
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for more on this notion, see [Eyma–72]. Observe that, when H is normal in G,
the amenability of the homogeneous space G/H is equivalent to the amenability of
the (discrete) group G/H [BeHV–08, Theorem G.3.2].
Proposition 1.F.20. Let G be a topological group, H an open subgroup of G
and (π,H) a representation of G.
(1) Assume that G/H is amenable. Then π is weakly contained in the induced
representation IndGH(π|H).
(2) Assume that H is normal in G and that G/H is abelian. Then IndGH(π|H)
is weakly equivalent to the direct sum⊕
χ∈Ĝ/H
πχ
where πχ ≃ π ⊗ χ is the representation of G on H given by (πχ)(g) =
π(g)χ(gH) for all g ∈ G.
Proof. Recall that IndGH(π|H) is equivalent to the tensor product π ⊗ λG/H
(Proposition 1.F.6 (4)).
(1) Since 1G ≺ λG/H by hypothesis,
π = π ⊗ 1G ≺ π ⊗ λG/H ≃ IndGH(π|H)
by continuity of the tensor product operation [BeHV–08, Proposition F.3.2].
(2) Since G/H is an abelian group, λG/H is weakly equivalent to
⊕
χ∈Ĝ/H χ,
see [BeHV–08, Proposition F.2.7]. It follows that IndGH(π|H) ≃ π ⊗ λG/H is
weakly equivalent to π ⊗
(⊕
χ∈Ĝ/H χ
)
≃ ⊕
χ∈Ĝ/H πχ, again by continuity of the
tensor product. 
1.G. On decomposing representations into irreducible representations
For a second-countable locally compact group G, arbitrary representations can
be decomposed into irreducible representations. This appears in several situations:
– Decomposing representations into irreducible components is of fundamen-
tal importance already in the classical Fourier analysis, when G is a torus
Tn or the translation group Rn of an Euclidean space.
– The theory of unitary representations of groups, and in particular decom-
positions into irreducible components, provide an organizing principle for
the study of special functions, which appear as solutions of many partial
differential equations of mathematical physics [Vile–68].
– In case G is of type I, its regular representation can be decomposed into
irreducible representations using the so-called Plancherel measure on Ĝ
[Dixm–C*, 18.8].
– Decomposition into irreducible representations relates to spectral analysis.
For example, if Γ is a discrete subgroup of SL2(R) such that Γ\SL2(R) is
compact, understanding the irreducible subrepresentations of the natural
representation of SL2(R) in L
2(Γ\SL2(R) is essentially equivalent to un-
derstanding the spectrum of the Laplace–Beltrami operator on the upper
half-plane; see [GGPS–69, Chap. I, § 4] and [Bump–97, in particular
Theorem 2.7.1].
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For compact groups, decompositions in direct sums are appropriate: every
representation of such a group is a direct sum of irreducible representations. But,
for non-compact groups, including Z and R (see Example 1.G.9), it is in general
necessary to use the more general notion of direct integral decomposition.
The theory of direct integral decompositions was founded by von Neumann
in the late 1930s [vNeu–49], and made explicit for group representations in the
early 1950s [Maut–50a, Theorem 1.2], [Gode–51a, Chapitre IV]. We give a brief
account of this theory and refer to [Dixm–vN, Chap. II] and [Dixm–C*, § 8] for
a comprehensive exposition.
Direct integrals of representations. Let (X,B, µ) be a measure space,
where µ is a σ-finite measure on (X,B). A field of Hilbert spaces over X
is a family (Hx)x∈X , where Hx is a Hilbert space for each x ∈ X . Elements in∏
x∈X Hx are called vector fields over X .
A fundamental family of measurable vector fields for a field (Hx)x∈X
over X is a sequence (en)n∈N of vector fields over X , where en = (enx)x∈X and
enx ∈ Hx for all x ∈ X , with the following properties:
• the map x 7→ 〈emx | enx〉 is measurable, for every m,n ∈ N,
• the linear span of {enx : n ∈ N} is dense in Hx, for every x ∈ X .
Note that, for such a fundamental family to exist, the second property implies that
the Hilbert space Hx is separable for every x ∈ X .
Fix a fundamental family of measurable vector fields (en)n∈N. A vector field
ξ ∈∏x∈X Hx is said to be ameasurable vector field if the functions x 7→ 〈ξx | enx〉
are measurable for all n ∈ N. The set M of measurable vector fields is a linear
subspace of
∏
x∈X Hx. Moreover, for ξ, η ∈M , the function X → C, x 7→ 〈ξx | ηx〉
is measurable. The pair ((Hx)x∈X ,M) is called a measurable field of Hilbert
spaces over X .
Two measurable vector fields are equivalent if they are equal µ-almost every-
where. From now on, we write (abusively) “measurable vector fields” instead of
“equivalence classes of measurable vector fields” for this equivalence relation. A
measurable vector field ξ is a square-integrable vector field if∫
X
‖ξx‖2dµ(x) < ∞.
Equipped with the obvious inner product, the set H of all square-integrable vector
fields is a Hilbert space called the direct integral of the field (Hx)x∈X of Hilbert
spaces over X and denoted by
H =
∫ ⊕
X
Hxdµ(x).
Example 1.G.1. (1) LetX be a countable set and µ the counting measure. Let
(Hx)x∈X be a field of separable Hilbert spaces overX . An appropriate fundamental
family of measurable vector fields in this case is a family (en)n∈N such that (enx)n∈N
contains an orthonormal basis of Hx for all x ∈ X . Then every vector field is
measurable and ∫ ⊕
X
Hxdµ(x) =
⊕
x∈X
Hx.
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(2) Let K be a fixed separable Hilbert space. Set Hx = K for every x ∈ X .
Choose an orthonormal basis (ξn)n≥1 of K and define a fundamental family of
measurable vector fields (en)n≥1 over X by enx = ξn for every x ∈ X and n ≥ 1.
The measurable vector fields over X are the mappings X → K which are measur-
able with respect to the Borel structure on K given by the weak topology. Then∫ ⊕
X
Hxdµ(x) coincides with the Hilbert space L2(X,µ,K) of square-integrable mea-
surable maps X → K, where two such functions are identified if they agree µ-almost
everywhere, equipped with the scalar product
〈F1 | F2〉 :=
∫
X
〈F1(x) | F2(x)〉dµ(x) for all F1, F2 ∈ L2(X,µ,K).
The space
∫ ⊕
X
Hxdµ(x) is called a constant field of Hilbert spaces. In the special
case of a set X with the counting measure, this space coincides with the space
denoted by ℓ2(X,K) in Construction 1.F.4(2).
The following proposition is often used to reduce questions involving direct
integrals of Hilbert spaces to the situation of constant fields of Hilbert spaces. For
the proof, we refer to Chap. II, § 1, Proposition 2 in [Dixm–vN] or Proposition
7.21 in [Foll–16].
Proposition 1.G.2. Let H = ∫ ⊕X Hxdµ(x) be a direct integral of Hilbert spaces
over the measure space (X,µ). For every n = 1, 2, . . . ,∞, let
Xn = {x ∈ X | dimHx = n},
and let Kn be a fixed Hilbert space of dimension n. Then, for every n, the following
holds:
(i) Xn is measurable;
(ii) the direct integral
∫ ⊕
Xn
Hxdµ(x) of Hilbert spaces is isomorphic to L2(X,Kn)
over Xn, that is, there exists a family (Ux)x∈Xn of Hilbert space isomor-
phisms Ux : Hx → Kn such that ξ = (ξx)x∈Xn is a measurable vector field
over Xn if and only if x 7→ Uxξx is a measurable map from Xn to Kn.
As a consequence, we have an isomorphism of Hilbert spaces over X
H = ⊕n
∫ ⊕
Xn
Hxdµ(x) ≈ ⊕nL2(Xn, µ,Kn).
Definition 1.G.3. Let H = ∫ ⊕X Hxdµ(x) be a direct integral of Hilbert spaces
over a measure space (X,µ). For every x ∈ X , let Tx ∈ L(Hx). Then x 7→ Tx is a
measurable field of operators over X if the map x 7→ 〈Txξx | ηx〉 is measurable
for all ξ, η ∈ H. Assume that x 7→ Tx is µ-essentially bounded, that is, x 7→ ‖Tx‖
is a µ-essentially bounded function; then a bounded operator T : H → H is defined
by
(Tξ)x := Tx(ξx) for ξ ∈ H, x ∈ X.
and we write
T =
∫ ⊕
X
Txdµ(x).
In this case, the norm ‖T ‖ is the µ-essential supremum of the function x 7→ ‖Tx‖
(see [Dixm–vN, Chap. II, § 2, no 3]). Bounded operators on H of this form are
called decomposable over X . This notion will be sightly generalized in Section
1.H.
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Definition 1.G.4. To every ϕ ∈ L∞(X,µ) is associated a decomposable op-
erator m(ϕ) on H = ∫ ⊕
X
Hxdµ(x) defined by
m(ϕ) :=
∫ ⊕
X
ϕ(x)IdHxdµ(x).
Thus, m(ϕ) is given by
(m(ϕ)ξ)x = ϕ(x)ξx for all ξ ∈ H, x ∈ X.
An operator in L(H) of the form m(ϕ) for ϕ ∈ L∞(X,µ) is called diagonalisable.
The set {m(ϕ) | ϕ ∈ L∞(X,µ)} of diagonalisable operators on H is obviously a
commutative selfadjoint subalgebra of L(H).
Let G be a second-countable locally compact group. For every x ∈ X , let πx
be a representation of G on Hx. Assume that x 7→ πx is a mesurable field of
representations of G, that is, there is a measurable field x 7→ Hx of Hilbert spaces
overX and, for every g ∈ G, a measurable field x 7→ πx(g) of operators on the Hx ’s
over X such that g 7→ πx(g) is a representation of G for all x ∈ X . Then
π(g) :=
∫ ⊕
X
πx(g)dµ(x)
is a unitary operator on H or every g ∈ G. It is clear that g 7→ π(g) is a ho-
momorphism from G to the unitary group of H = ∫ ⊕
X
Hxdµ(x). It can be shown
[Dixm–C*, Proposition 18.7.4] that the map g 7→ π(g) is strongly continuous, so
that π is a representation of G on H. We write
π =
∫ ⊕
X
πxdµ(x)
and π is called the direct integral of the family (πx)x∈X .
Let H be a closed subgroup of G and σ1, σ2 representations ofH . The following
proposition generalizes the fact (see Proposition 1.F.6) that the direct sum IndGHσ1⊕
IndGHσ2 is equivalent to the induced representation Ind
G
H(σ1 ⊕ σ2).
Proposition 1.G.5. Let H be a closed subgroup of G and σ =
∫ ⊕
X σxdµ(x) a
direct integral of a measurable field (σx)x∈X of representations of H over X.
Then IndGHσ is equivalent to the direct integral
∫ ⊕
X
(IndGHσx)dµ(x) of the family
(IndGHσx)x∈X .
For a proof, we refer to [Mack–52, Theorem 10.1].
Direct integral decompositions of representations. We are going to de-
scribe how a representation of a second-countable locally compact group G admits
decompositions as direct integrals of representations, in several ways. The basic
tool for this is the following result; for a proof, see Theorem 8.3.2 and Section 18.7
in [Dixm–C*], or Theorem 7.29 in [Foll–16].
Let (π,H) be a representation of a group G. The commutant of π(G), that
is,
π(G)′ = {T ∈ L(H) | Tπ(g) = π(g)T for all g ∈ G},
is a von Neumann subalgebra of L(H).
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Theorem 1.G.6. Let G be a second-countable locally compact group and let π
be a representation of G on a separable Hilbert space H. Let A be an abelian von
Neumann subalgebra of the commutant π(G)′.
Then there exist a standard Borel space X, a σ-finite measure µ on X, a mea-
surable field of Hilbert spaces x 7→ Hx over X, a measurable field of representa-
tions x 7→ πx of G in the Hx ’s over X, and an isomorphism of Hilbert spaces
U : H → ∫ ⊕
X
Hxdµ(x), with the following properties:
(1) Uπ(g)U−1 =
∫ ⊕
X πx(g)dµ(x) for all g ∈ G;
(2) UAU−1 coincides with the algebra of diagonalisable operators on ∫ ⊕X Hxdµ(x).
There are two important choices of the algebra A in Theorem 1.G.6 which lead
to two integral decompositions with particular properties:
• A is a maximal abelian subalgebra of π(G)′;
• A is the centre of π(G)′.
In the first case, the representations πx in Theorem 1.G.6 are irreducible for µ-
almost every x ∈ X . More precisely, we have the following Proposition 1.G.7; for a
proof, see [Dixm–vN, Chap. II, § 3, no 1, corollaire 1], and also [Dixm–C*, 8.5.1].
(In the second case, when A is the centre of π(G)′, the πx’s in Theorem 1.G.6 are
factor representations for µ-almost every x ∈ X and are mutually disjoint. This
leads to the central decomposition of π, to be treated later; see Definition 6.A.7 for
factor representations and Theorem 6.C.8 for the decomposition result.)
Proposition 1.G.7. Let G be a second-countable locally compact group. Con-
sider a standard Borel space X, a σ-finite measure µ on X, a measurable field
x 7→ Hx of Hilbert spaces over X, and a measurable field x 7→ πx of representations
of G in the Hx ’s over X. Set
H =
∫ ⊕
X
Hxdµ(x) and π =
∫ ⊕
X
πxdµ(x).
Let A be the algebra of diagonalisable operators in L(H). The following properties
are equivalent:
(i) A is a maximal abelian subalgebra of π(G)′;
(ii) πx is irreducible for µ-almost every x ∈ X.
Since, by Zorn’s lemma, maximal abelian von Neumann subalgebras of π(G)′
always exist, the following result is an immediate consequence of Theorem 1.G.6
and Proposition 1.G.7.
Theorem 1.G.8. Let G be a second-countable locally compact group and let π
be a representation of G on a separable Hilbert space H.
Then there exist a standard Borel space X, a σ-finite measure µ on X, a
measurable field x 7→ Hx of Hilbert spaces over X, and a measurable field x 7→ πx
of irreducible representations of G in the Hx’s, such that π is equivalent to the
direct integral
∫ ⊕
X πxdµ(x).
Example 1.G.9. Let G be a second-countable locally compact abelian group.
Choose the normalizations of the Haar measures µG on G and µĜ on the dual
group Ĝ so that Plancherel’s Theorem holds (Theorem A.G.6). Denote by π the
representation of G on L2(Ĝ, µĜ) defined by
(π(g)ξ)(χ) = χ(g)ξ(χ) for all ξ ∈ L2(Ĝ, µĜ), χ ∈ Ĝ, g ∈ G.
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Then the Fourier transform
F : L2(G,µG) → L2(Ĝ, µĜ)
is an isomorphism of Hilbert spaces which intertwines the regular representation
λG on L
2(G,µG) of Example 1.B.15 and the representation π:
FλG(g) = π(g)F for all g ∈ G.
For every χ ∈ Ĝ, set Hχ = C; then
L2(Ĝ, µĜ) =
∫ ⊕
Ĝ
Hχdµ(χ) and π =
∫ ⊕
Ĝ
χdµ(χ),
so that λG is equivalent to
∫ ⊕
Ĝ
χdµ(χ).
Non uniqueness of irreducible decompositions. Let π be a representa-
tion of a second-countable locally compact group G on a separable Hilbert space.
By Theorem 1.G.8, π is equivalent to a direct integral
∫ ⊕
X πxdµ(x) of irreducible
representations πx over a standard Borel spaceX . It is clear that no uniqueness can
be expected for the choice of the measure space (X,µ). For instance, if a measure
ν on X is equivalent to µ, then
∫ ⊕
X πxdν(x) is equivalent to
∫ ⊕
X πxdµ(x), as is easily
checked.
One may ask the following more reasonable question. Assume that
∫ ⊕
Y σydν(y)
is another direct integral decomposition π into irreducible representations over a
standard Borel space Y ; does there exist measurable subsets N,N ′ of X and Y
such that µ(N) = ν(N ′) = 0 and
{πx | x ∈ X rN} = {σy | y ∈ Y rN ′},
where these two last spaces are viewed as subspaces of Ĝ ?
This question has a positive answer for some groups, those of type I; see Section
6.D for this notion. In fact, for groups of type I, one has a refinement of Theo-
rem 1.G.8 with a stronger uniqueness statement (Theorem 6.D.7 below). On the
contrary, for groups which are not of type I, the question has always a negative
answer, as the following result of Dixmier shows.
Theorem 1.G.10. Let G be a second-countable locally compact group which
is not of type I.
There exist a representation π of G in a separable Hilbert space and two direct
integral decompositions into irreducible representations
π =
∫ ⊕
X
πxdµ(x) =
∫ ⊕
Y
σydµ(y)
such that πx and σy are non equivalent for all (x, y) ∈ X × Y .
The proof of Theorem 1.G.10 can be found [Dixm–64b, Corollaire 2], where
a more general result is proved about representations of non type I separable C*-
algebras. We verify below this non-uniqueness property for two concrete examples
of representations; the first example appeared in [Yosh–51] and the second one in
[Mack–51].
Example 1.G.11. (1) Let F be the free group on two generators a and b. Let
A be the subgroup generated by a and B the subgroup generated by b.
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For the regular representation λF of F , we have (by induction in stages)
λF ≃ IndF{e}1{e} ≃ IndFA(IndA{e}1{e}) ≃ IndFA(λA)
and similarly
λF ≃ IndFB(λB).
We have
λA ≃
∫ ⊕
Â
χdµ(χ),
where µ is a Haar measure on Â; see Example 1.G.9. Therefore, by Proposi-
tion 1.G.5, we obtain a first integral decomposition
λF ≃
∫
Â
(IndFAχ)dµ(χ).
Similarly, we have a second integral decomposition
λF ≃
∫
B̂
(IndFBψ)dν(ψ),
where ν is a Haar measure on B̂.
Now, the induced representations IndFAχ and Ind
F
Bψ are irreducible for every
χ ∈ Â and ψ ∈ B̂ (Example 1.F.14). Moreover, since g−1Bg ∩A has infinite index
in A (in fact, g−1Bg ∩ A = {e}) for every g ∈ F , the representations IndFAχ and
IndFBψ are not equivalent for χ ∈ Â and ψ ∈ B̂, by Theorem 1.F.16.
(2) Let Γ be the affine group of the rational field Q, that is,
Γ =
(
Q× Q
0 1
)
(see Section 3.C). Consider
the normal subgroup N =
(
1 Q
0 1
)
and the subgroup H =
(
Q× 0
0 1
)
of Γ. As in (1), we have two direct integral decompositions of the regular represen-
tation λΓ of Γ:
λΓ ≃
∫
N̂
(IndΓNχ)dµ(χ) and λΓ ≃
∫
Ĥ
(IndΓHψ)dν(ψ).
It follows from the Mackey–Shoda criteria (compare with Theorem 3.C.2) that the
induced representations IndΓNχ and Ind
Γ
Hψ are irreducible and non equivalent for
χ ∈ N̂ and ψ ∈ Ĥ .
1.H. Decomposable operators on fields of Hilbert spaces
In this section, we introduce some notions and results concerning diagonalisable
and decomposable operators on fields of Hilbert spaces, going back to [vNeu–49]
and [Gode–51a]. Our exposition will closely follow § 2 in Chapter II of [Dixm–vN].
The tools we introduce will be needed for Section 2.B, in particular for The-
orem 2.B.8 on the canonical decomposition of representations of abelian groups,
in our construction in Section 5.B of representations of some semi-direct products
H ⋉N , as well as in Section 13.A and Chapter 14.
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We first generalize the notion of decomposable operator introduced in Definition
1.G.3. Let (X,B) be a Borel space, equipped with a σ-finite measure µ. Let x 7→ Hx
and x 7→ Kx be measurable fields of Hilbert spaces over (X,µ). Set
H =
∫ ⊕
X
Hxdµ(x) and K =
∫ ⊕
X
Kxdµ(x).
Let (Tx)x be a field of operators, Tx ∈ L(Hx,Kx) for each x ∈ X , such that the
map
x 7→ 〈Txξx | ηx〉
is measurable for all ξ ∈ H, η ∈ K, and such that x 7→ ‖Tx‖ is a µ-essentially
bounded function. Let T : H → K be the bounded operator defined by
(Tξ)x = Tx(ξx) for ξ ∈ H, x ∈ X ;
we write
T =
∫ ⊕
X
Txdµ(x).
The norm of T coincides with the µ-essential supremum of the function x 7→ ‖Tx‖
(see [Dixm–vN, Chap. II, § 2, no 3]). Bounded operators H → K obtained in this
way are said to be decomposable over X .
Let ϕ ∈ L∞(X,µ). Let m1(ϕ) ∈ L(H) and m2(ϕ) ∈ L(K) be the associated
diagonalisable operators on respectively H and K (see Definition 1.G.4). It is
obvious that
m2(ϕ)T = Tm1(ϕ)
for every decomposable operator T ∈ L(H,K). The main result of this section is
that this property characterizes the decomposable operators.
Theorem 1.H.1. Let
H =
∫ ⊕
X
Hxdµ(x) and K =
∫ ⊕
X
Kxdµ(x)
be two direct integrals of Hilbert spaces over a Borel space (X,B), equipped with a
σ-finite measure µ. Let T ∈ L(H,K) be such that
m2(ϕ)T = Tm1(ϕ) for all ϕ ∈ L∞(X,µ).
Then T is a decomposable operator.
We will give below the proof of Theorem 1.H.1 in case x 7→ Hx and x 7→ Kx
are constant fields of Hilbert spaces over (X,µ), that is (see Example 1.G.1), in
case
∫ ⊕
X
Hxdµ(x) = L2(X,µ,K1) and
∫ ⊕
X
Kxdµ(x) = L2(X,µ,K2), for fixed Hilbert
spaces K1 and K2. The proof in the general case follows with the use of Proposition
1.G.2; see The´ore`me 1, Chap. II, § 2 in [Dixm–vN].
Let K be a Hilbert space. To every ϕ ∈ L∞(X,µ) is associated an operator
m(ϕ) on L2(X,µ,K) of multiplication by ϕ; see Definition 1.G.4. The set
A := {m(ϕ) | ϕ ∈ L∞(X,µ)}
of diagonalizable operators on L2(X,µ,K) is an abelian ∗-subalgebra of L(L2(X,µ,K)).
The following result shows in particular that A is a von Neumann algebra.
Proposition 1.H.2. Let (X,B) be a Borel space equipped with a σ-finite mea-
sure µ, and let K be a Hilbert space.
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(1) Let L∞(X,µ) be equipped with the weak∗-topology and L(L2(X,µ,K)) with
the weak operator topology. The map
L∞(X,µ)→ L(L2(X,µ,K)), ϕ 7→ m(ϕ)
is continuous, of image A.
(2) The subalgebra A of diagonalisable operators is closed in L(L2(X,µ,K))
for the weak operator topology and is therefore an abelian von Neumann
algebra.
Proof. (1) For ϕ ∈ L∞(X,µ) and F1, F2 ∈ L2(X,µ,K), we have
〈m(ϕ)F1 | F2〉 =
∫
X
ϕ(x)〈F1(x) | F2(x)〉 dµ(x).
Since the function x 7→ 〈F1(x) | F2(x)〉 belongs to L1(X,µ), this shows that, for
fixed F1, F2 ∈ L2(X,µ,K), the map
ϕ 7→ 〈m(ϕ)F1 | F2〉
is continuous, when L∞(X,µ) is equipped with the weak∗-topology.
(2) The unit ball of L∞(X,µ) is weak∗-compact. It follows from (1) that the
unit ball of A is compact in the weak operator topology. This implies that A is
closed in the weak operator topology (see [Dixm–vN, Chap. I, § 3, Th. 2]). 
For ϕ ∈ L2(X,µ) and ξ ∈ K, let ϕ ⊗ ξ denote the vector-valued function in
L2(X,µ,K) defined by
ϕ⊗ ξ(x) = ϕ(x)ξ for all x ∈ X.
Lemma 1.H.3. Let (X,B) and µ be as above. Assume that K is a separable
Hilbert space and let {ξi | i ≥ 1} be a countable total subset of K.
For every total subset D of L2(X,µ), the set
{ϕ⊗ ξi | ϕ ∈ D, i ≥ 1}
is a total subset of L2(X,µ,K).
Proof. Let F ∈ L2(X,µ,K) be such that
〈ϕ⊗ ξi | F 〉 = 0 for all ϕ ∈ D, i ≥ 1.
It suffices to show that F = 0 in L2(X,µ,K).
Let i ≥ 1. Then∫
X
ϕ(x) 〈ξi | F (x)〉 dµ(x) = 0 for all ϕ ∈ D.
Observe that, by Cauchy–Schwarz inequality, the function x 7→ 〈ξi | F (x)〉 belongs
to L2(X,µ). Since D is a total subset of L2(X,µ), there exists a subset Ni ∈ B
such that µ(Ni) = 0 and 〈ξi | F (x)〉 = 0 for every x ∈ X rNi. Let N =
⋃
i≥1Ni.
Then µ(N) = 0 and we have
〈ξi | F (x)〉 = 0 for all x ∈ X rN, i ≥ 1.
Since {ξi | i ≥ 1} is a total subset of K, we have therefore F (x) = 0 for every
x ∈ X rN . 
We now state and prove Theorem 1.H.1 for constant fields of Hilbert spaces.
Let K1,K2 be Hilbert spaces. Let T : X → L(K1,K2), x 7→ T (x) be a map
with the following properties:
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• T is measurable, that is, x 7→ 〈T (x)ξ | η〉 is measurable for all ξ ∈ K1, η ∈
K2;
• x 7→ ‖T (x)‖ belongs to L∞(X,µ).
The operator T˜ , defined by
(T˜ F )(x) = T (x)F (x) for all F ∈ L2(X,µ,K1) and x ∈ X,
is a decomposable operator from L2(X,µ,K1) to L2(X,µ,K2), with norm equal
to the µ-essential supremum of x 7→ ‖T (x)‖. Every decomposable operator from
L2(X,µ,K1) to L2(X,µK2) is of this form.
Theorem 1.H.4. Let (X,B) be a Borel space, equipped with a σ-finite mea-
sure µ, and let K1,K2 be separable Hilbert spaces. Let
T˜ : L2(X,µ,K1)→ L2(X,µ,K2)
be a bounded linear operator such that
T˜m1(ϕ) = m2(ϕ)T˜ for all ϕ ∈ L∞(X,µ).
Then T˜ is a decomposable operator.
Proof. Let ν be a probability measure on (X,B) which is equivalent to µ (see
Proposition A.C.5). For i = 1, 2, the map Ui : L
2(X,µ,Ki) → L2(X, ν,Ki), given
by
Ui(F ) =
(
dµ
dν
)1/2
for all F ∈ L2(X,µ,Ki),
is an isomorphism of Hilbert spaces. Set
S˜ = U2T˜U
−1
1 : L
2(X, ν,K1)→ L2(X,µ,K2).
It is clear that S˜m1(ϕ) = m2(ϕ)S˜ for every ϕ ∈ L∞(X, ν) and that S˜ is a decom-
posable operator if and only if T˜ is a decomposable operator.
Therefore, we can assume without loss of generality that µ is a probability
measure on X .
Since K1 is separable, there exists a countable total subset {ξj | j ≥ 1} of K1.
For every ϕ ∈ L∞(X,µ), we have
T˜ (ϕ⊗ ξj) = T˜ (m1(ϕ)(1X ⊗ ξj)) = m2(ϕ)T˜ (1X ⊗ ξj).
Since L∞(X,µ) is dense in L2(X,µ) and in view of Lemma 1.H.3, this shows that
T˜ is determined by its values on the set
{1X ⊗ ξj | j ≥ 1}.
For every j ≥ 1, set
Fj := 1X ⊗ ξj ∈ L2(X,µ,K1) and Gj := T˜ (Fj) ∈ L2(X,µ,K2).
Let Q be a countable dense subset of C. For n ≥ 1 and for every λ =
(λ1, . . . , λn) ∈ Qn, set
Fλ :=
n∑
j=1
λjFj and Gλ :=
n∑
j=1
λjGj .
Let n ≥ 1 and λ ∈ Qn. For every ϕ ∈ L∞(X,µ), we have(
T˜m1(ϕ)
)
Fλ =
(
m2(ϕ)T˜
)
Fλ = m2(ϕ)Gλ
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and therefore∫
X
|ϕ(x)|2‖Gλ(x)‖2dµ(x) = ‖m2(ϕ)Gλ‖2 = ‖
(
T˜m1(ϕ)
)
Fλ‖2
≤ ‖T˜‖2‖m1(ϕ)Fλ‖2 = ‖T˜‖2
∫
X
|ϕ(x)|2‖Fλ(x)‖2dµ(x).
Since this inequality holds for every ϕ ∈ L∞(X,µ), there exists a subset Nλ ∈ B
with µ(Nλ) = 0 such that
‖Gλ(x)‖ ≤ ‖T˜‖‖Fλ(x)‖
for all x ∈ X rNλ.
Set N :=
⋃
λNλ, where λ runs over the countable set
⋃
n≥1Q
n. Then µ(N) = 0
and
(∗)
∥∥∥ n∑
j=1
λjGj(x)
∥∥∥ ≤ ‖T˜‖ ∥∥∥ n∑
j=1
λjFj(x)
∥∥∥
for all x ∈ X rN , all n ≥ 1, and all λ1, . . . , λn ∈ Q.
Let x ∈ X rN . Since Fj(x) = ξj and since {ξj | j ≥ 1} is a total subset of K1,
Inequality (∗) implies that we can define a bounded linear map T (x) : K1 → K2
such that T (x)ξj = Gj(x) for every j ≥ 1, and then we have ‖T (x)‖ ≤ ‖T˜‖.
Setting T (x) = 0 for x ∈ N , we obtain a measurable map
T : X → L(K1,K2), x 7→ T (x)
such that
‖T (x)‖ ≤ ‖T˜‖ for µ-almost all x ∈ X.
Let T˜ ′ : L2(X,µ,K1)→ L2(X,µ,K2) be the decomposable operator defined by the
map T . For every j ≥ 1, we have T˜ ′(Fj) = Gj by definition of Fj and T˜ ′, hence
T˜ ′(Fj) = T˜ (Fj), that is,
T˜ ′(1X ⊗ ξj) = T˜ (1X ⊗ ξj).
Since, as observed above, T˜ ′ and T˜ are determined by their values on the set
{1X ⊗ ξj | j ≥ 1}, we have T˜ = T˜ ′. 
We draw an immediate consequence of Theorem 1.H.4. Recall from Proposi-
tion 1.H.2 that, for a Hilbert space K and a measure space (X,µ), the algebra A
of diagonalisable operators in L(L2(X,µ,K)) is a von Neumann algebra.
Corollary 1.H.5. Let (X,B) be a Borel space equipped with a σ-finite mea-
sure µ. Let K be a separable Hilbert space and A the von Neumann algebra of
diagonalisable operators in L(L2(X,µ,K)).
The commutant A′ of A in L(L2(X,µ,K)) is an abelian algebra if and only
if K is one-dimensional. In particular, the von Neumann algebra A is maximal
abelian, that is, A = A′, if and only if K is one-dimensional.
Proof. Assume that K is not one-dimensional. Viewing every operator in
L(K) as a constant valued decomposable operator in L(L2(X,µ,K)), we see that
L(K) is isomorphic to a subalgebra of A′. Therefore A′ is not abelian.
Assume that K is one-dimensional. Then the algebra of decomposable operators
in L(L2(X,µ,K)) = L(L2(X,µ)) coincides with the algebra A of diagonalisable
operators. By Theorem 1.H.4, we have therefore A′ = A. 
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1.I. Direct integrals of von Neumann algebras
Given a direct integral π =
∫ ⊕
X πxdµ(x) of representations of a group G, we
are interested in the relationship between the von Neumann algebra π(G)′′ and the
family of von Neumann algebras (πx(G)
′′)x∈X .
LetH = ∫ ⊕X Hxdµ(x) be a direct integral of Hilbert spaces over a measure space
(X,µ), as in Section 1.G. For every x ∈ X , let Mx be a von Neumann subalgebra
of L(Hx). We will say that x 7→ Mx is a field of von Neumann algebras over X .
For general facts about von Neumann algebras, see Appendix A.K.
Definition 1.I.1. The field x 7→ Mx of von Neumann algebras over X is
measurable if there exists a sequence
x 7→ T (1)x , x 7→ T (2)x , . . .
of measurable fields of operators over X such that, for µ-almost every x ∈ X , the
von Neumann algebra Mx is generated by the sequence T (1)x , T (2)x , . . . .
Example 1.I.2. (1) The field x 7→ CIdx is obviously a measurable field of von
Neumann algebras.
The field x 7→ L(Hx) is also a measurable field of von Neumann algebras.
Indeed, in view of Proposition 1.G.2, we may assume that x 7→ Hx is a constant
field corresponding to a fixed separable Hilbert space K. Let (Sn)n≥1 be a sequence
generating L(K). It suffices to take the sequence of constant fields (x 7→ Sn)n≥1
over X .
(2) Let G be a second countable locally compact group and let
π =
∫ ⊕
X
πxdµ(x)
be a direct integral of representations of G. Then x 7→ π(G)′′x is a measurable field
of von Neumann algebras. Indeed, let (gn)n≥1 be a dense sequence in G. For every
x ∈ X , the sequence (πx(gn))n≥1 generates πx(G)′′.
In the following proposition, we state some crucial properties of measurable
fields of von Neumann algebras; for the proof, see Chap. II, § 2, Proposition 1 and
Lemme 1 in [Dixm–vN].
Proposition 1.I.3. Let x 7→ Mx be a measurable field of von Neumann alge-
bras over X.
(1) The set M of all decomposable operators T = ∫ ⊕X Txdµ(x) with Tx ∈ Mx
for µ-almost every x ∈ X is a von Neumann algebra of L(H).
(2) Assume that X is a standard Borel space. Then the field x 7→ M′x is
measurable, where the von Neumann algebra M′x is the commutant of
Mx in L(Hx).
Next, we introduce the notion of a decomposable von Neumann algebra.
Definition 1.I.4. (1) Let x 7→ Mx be a measurable field of von Neumann
algebras over X . The von Neumann algebra of all decomposable T =
∫ ⊕
X
Txdµ(x)
with Tx ∈Mx for µ-almost every x ∈ X is called the direct integral of the von
Neumann algebras (M)x∈X and denoted by
∫ ⊕
X Mxdµ(x).
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(2) A von Neumann algebra M of L(H) is decomposable if there exists a
measurable field x 7→ Mx of von Neumann algebras of X such that
M =
∫ ⊕
X
Mxdµ(x).
Example 1.I.5. (1) The decomposable von Neumann algebra
∫ ⊕
X
CIdxdµ(x)
is the algebra A of diagonalizable operators. The decomposable von Neumann
algebra
∫ ⊕
X L(Hx)xdµ(x) is the algebra of decomposable operators in L(H).
(2) Let π =
∫ ⊕
X πxdµ(x) be a direct integral of representations of a second
countable locally compact group G. The measurable field x 7→ π(G)′′x of von Neu-
mann algebras is not necessarily decomposable. For an obvious counterexample,
consider the case where x 7→ Hx is a constant field given by a Hilbert space K and
πX is the identity representation of G in K for every x ∈ X .
The commutant of a decomposable von Neumann algebra admits a neat de-
scription.
Theorem 1.I.6. Assume that X is a standard Borel space and let M =∫ ⊕
X
Mxdµ(x) be a decomposable von Neumann algebra.
Then M′ = ∫ ⊕X M′xdµ(x)
Proof. Let (T (n))n≥1 be a sequence inM which generatesM; upon enlarging
this sequence, we may assume that Mx is generated by (T (n)x )n≥1, for µ-almost
every x ∈ X .
Let T =
∫ ⊕
X Txdµ(x) be a decomposable operator. Then T ∈M′ if and only if
TT (n) = T (n)T and TT (n)
∗
= T (n)
∗
T
for every n ≥ 1. Hence, T ∈M′ if and only if
TxT
(n)
x = T
(n)
x Tx and TxT
(n)
x
∗
= T (n)x
∗
Tx
for every n ≥ 1 and µ-almost every x ∈ X . This shows that T ∈ M′ if and only if
Tx ∈M′x for µ-almost every x ∈ X . SinceM′ is decomposable (Proposition 1.I.3),
it follows that
M′ =
∫ ⊕
X
M′xdµ(x).

We give a necessary and sufficient for a von Neumann subalgebra of L(H) to
be decomposable.
Theorem 1.I.7. Assume that X is a standard Borel space and let M be a von
Neumann subalgebra of L(H). The following conditions are equivalent.
(i) M is decomposable over X.
(ii) We have A ⊂ M ⊂ B, where A,B are respectively the algebras of diago-
nalizable and decomposable operators on H = ∫ ⊕
X
Hxdµ(x).
Proof. It is obvious that (i) implies (ii). Assume that (ii) holds. Recall from
Theorem 1.H.1 that B = A′ and hence B′ = A. Since A ⊂ M, we have therefore
M′ ⊂ B. So, both M and M′ consist of decomposable operators.
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Let (T (n))n≥1 and (S(n))n≥1 be sequences generating M and M′ respectively.
Write
T (n) =
∫ ⊕
X
T (n)x dµ(x) and S
(n) =
∫ ⊕
X
S(n)x dµ(x).
For every x ∈ X , letMx denote the von Neumann algebra generated by (T (n)x )n≥1.
We claim that M = ∫ ⊕
X
Mxdµ(x).
Observe first that S
(n)
x and S
(n)
x
∗
commute with T
(m)
x and T
(m)
x
∗
for every
n,m ≥ 1 and for µ-almost every x ∈ X .
Let T =
∫ ⊕
X Txdµ(x) with Tx ∈ Mx for µ-almost every x ∈ X . Then, for
every n ≥ 1, the operator Tx commutes with S(n)x and S(n)x
∗
for µ-almost every
x ∈ X ; hence, T commutes with S(n) and S(n)∗ for every n ≥ 1. Therefore,
T ∈ (M′)′ =M. So, we have shown that∫ ⊕
X
Mxdµ(x) ⊂ M.
By Proposition 1.I.3, x 7→ M′x is a measurable field of von Neumann algebras;
moreover, by Theorem 1.I.6, the commutant of
∫ ⊕
X
Mxdµ(x) is
∫ ⊕
X
M′xdµ(x). So,
to prove that M is contained in ∫ ⊕
X
Mxdµ(x), it suffices to show that∫ ⊕
X
M′xdµ(x) ⊂ M′.
Let S =
∫ ⊕
X
Sxdµ(x) with Sx ∈ M′x for µ-almost every x ∈ X . Then, for every
n ≥ 1, the operator Sx commutes with T (n)x and T (n)x
∗
for µ-almost every x ∈ X .
It follows that S commutes with T (n) and T (n)
∗
for every n ≥ 1. Therefore,
S ∈ M′. 
Recall from Example 1.I.5 that, if
∫ ⊕
X
πxdµ(x) is a direct integral of repre-
sentations of a second countable locally compact group G, then x 7→ πx(G)′′ is a
measurable field of von Neumann algebras. The following corollary is therefore an
immediate consequence of Theorem 1.I.7 and Theorem 1.I.6.
Corollary 1.I.8. Assume that X is a standard Borel space and let π =
∫ ⊕
X
πxdµ(x)
be a direct integral of representations of a second countable locally compact group
G on H = ∫ ⊕X Hxdµ(x). The following conditions are equivalent.
(i) π(G)′′ =
∫ ⊕
X
πx(G)
′′dµ(x).
(ii) π(G)′′ contains the algebra A of diagonalizable operators on H.
Moreover, when these conditions hold, we have
π(G)′ =
∫ ⊕
X
πx(G)
′dµ(x).
Remark 1.I.9. We will apply Corollary 1.I.8 in the case where
∫ ⊕
X
πxdµ(x) is
the central decomposition of a representation π of G (see Section 6.C.c).

CHAPTER 2
Representations of locally compact abelian groups
In this chapter, we discuss representations of a second-countable locally compact
abelian group G, irreducible or not. In Section 2.A, we introduce the canonical
representation πµ of G attached to a probability measure µ on Ĝ, and show that
every representation of G is equivalent to a direct sum of such representations
(Corollary 2.A.7).
This result is refined in Section 2.B, where we establish that a representation
of G in a separable Hilbert space is equivalent to a representation determined by a
set of multiplicities I ⊂ N∗ and a sequence (µm)m∈I of mutually singular proba-
bility measures on Ĝ (Theorem 2.B.8). This refinement is a much deeper result;
on the one hand, it can be seen as a generalization of the multiplicity theorem of
Hahn–Hellinger, which classifies selfadjoint operators up to unitary equivalence (see
Remark 2.B.9); on the other hand, it admits an extension to representations of type
I groups (Theorem 6.D.7).
The SNAG Theorem, which is the theme of Section 2.C, shows that repre-
sentations of G are in a bijective correspondence with projection-valued measures
on Ĝ. In Section 2.D and 2.E, we reformulate containment and weak contain-
ment properties as well as the canonical decomposition result of representations of
a second-countable locally compact abelian group G in terms of projection-valued
measures on Ĝ.
These facts are useful to understand irreducible representations of some non-
abelian groups having abelian normal subgroups (Section 2.F)
2.A. Canonical representations of abelian groups
Let G be a locally compact abelian group, for short a LCA group. Let Ĝ its
dual group, which is itself a LCA group. From now on in this chapter and until
Section 2.E,
(∗) we assume that G is a second-countable locally compact abelian group.
For some reminder on LCA groups, see Appendix A.G.
In this chapter, a “measure” on G or on Ĝ is always meant to be a measure on
the Borel σ-algebra, B(G) or B(Ĝ) respectively, which is finite on compact subsets.
In particular, because of (∗), such a measure is a Radon measure (see Theorem
A.D.1).
Construction 2.A.1. Let µ be a Radon measure on Ĝ. Note that the Hilbert
space L2(Ĝ, µ) is separable since Ĝ is second-countable (see Proposition A.G.3 and
Theorem A.D.1).
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The canonical representation of G on L2(Ĝ, µ) is the representation πµ
defined by
(♯) (πµ(g)f)(χ) = χ(g)f(χ) for all g ∈ G, f ∈ L2(Ĝ, µ), and χ ∈ Ĝ.
For a bounded continuous function ϕ on Ĝ, we will often make no notational dis-
tinction between ϕ and its equivalence class in L∞(Ĝ, µ) and denote as in Definition
1.G.4 by m(ϕ) the multiplication operator
m(ϕ) : L2(Ĝ, µ)→ L2(Ĝ, µ), f 7→ ϕf
associated to ϕ. In particular, for g ∈ G, the map ĝ defined on Ĝ by ĝ(χ) = χ(g)
for χ ∈ Ĝ is a unitary character on Ĝ and we have
πµ(g) = m(ĝ).
Let us check that πµ is indeed a representation of G. It is clear that πµ(g) is
a unitary operator on L2(Ĝ, µ) for every g ∈ G and that the map g 7→ πµ(g) is a
group homomorphism. The issue is to check that the map πµ : G → U(L2(Ĝ, µ))
is continuous.
Let f ∈ L2(Ĝ, µ). By polarization it suffices to show that g 7→ 〈πµ(g)f | f〉 is
a continuous function on G. For every g ∈ G, we have
〈πµ(g)f | f〉 =
∫
Ĝ
χ(g)|f(χ)|2dµ(χ) =
∫
Ĝ
ĝ(χ)|f(χ)|2dµ(χ) = F(µf )(g),
where µf is the finite positive measure on Ĝ defined by dµf (χ) = |f(χ)|2dµ(χ) and
F(µf ) its inverse Fourier-Stieltjes transform (see Appendix A.G). Since F(µf ) is a
continuous function on G, this concludes the proof.
Proposition 2.A.2. Let µ, ν two Radon measures on Ĝ which are equivalent
to each other.
Then the canonical representations πµ, πν are equivalent to each other.
About the converse, see Proposition 2.A.9 (2).
Proof. Consider the Radon–Nikodym derivative dνdµ of ν with respect to µ.
Define a linear operator
T : L2(Ĝ, µ)→ L2(Ĝ, ν),
by
T (f)(χ) = f(χ)
√
dµ
dν
(χ) for all f ∈ L2(Ĝ, µ), χ ∈ Ĝ.
The map T is invertible; indeed, T−1 is given by the analogous formula, with dνdµ (χ)
instead of dµdν (χ). The map T is also isometric: for every f ∈ L2(Ĝ, µ), we have
‖T (f)‖2 =
∫
Ĝ
|f(χ)|2 dµ
dν
(χ)dν(χ) =
∫
Ĝ
|f(χ)|2dµ(χ) = ‖f‖2.
Moreover, T intertwines the representations πµ and πν :(
Tπµ(g)(f)
)
(χ) =
(
πµ(g)(f)
)
(χ)
√
dµ
dν
(χ) = χ(g)f(χ)
√
dµ
dν
(χ)
= χ(g)(T (f))(χ) =
(
πν(g)(T (f))
)
(χ)
for g ∈ G and χ ∈ Ĝ. 
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Example 2.A.3. (1) If µĜ is a Haar measure on Ĝ, then πµĜ is equivalent to
the regular representation λG of G. More precisely, let µG be the Haar measure
on G for which the Fourier transform F : L2(G,µG) → L2(Ĝ, µĜ) is unitary; as
already noted in Example 1.G.9, we have πµ
Ĝ
(g)F = FλG(g) for all g ∈ G.
(2) Let χ0 ∈ Ĝ, and µ the Dirac measure at χ0. Then L2(Ĝ, µ) = C and
πµ = χ0.
Remark 2.A.4. Let G be s above a second-countable LCA group. In the rest
of this chapter,
(∗∗)
we will consider canonical representations πµ of G
for probability measures on Ĝ only.
This is because we are interested in representations of G up to equivalence only, and
because every Radon measure on Ĝ is equivalent to a probability Radon measure
on Ĝ (Proposition A.C.5).
As we will see, representations of the form πµ are the building blocks of the
most general representations of G, in the sense that every representation of G in a
separable Hilbert space is equivalent to a direct sum
⊕
k πµk .
Our first goal is to show that, given a sequence (µk)k of probability measures
on Ĝ singular with each other, the direct sum
⊕
k πµk is itself a representation of
the form πµ, for some probability measures µ on Ĝ.
Proposition 2.A.5. Let (µk)k≥1 be a (possibly finite) sequence of probability
measures on Ĝ, singular with each other. Let (ck)k≥1 be a sequence of positive real
numbers with
∑
k≥1 ck = 1; set µ =
∑
k≥1 ckµk.
Then πµ is equivalent to
⊕
k≥1 πµk .
Proof. Since the µk ’s are mutually singular probability measures, we can
find a sequence (Ak)k≥1 of pairwise disjoint subsets in B(Ĝ) such that µk(Ak) = 1
for every k ≥ 1. Let
T : L2(Ĝ, µ)→
⊕
k≥1
L2(Ĝ, µk), f 7→
⊕
k≥1
√
ck1Akf.
Observe that, since every µk is absolutely continuous with respect to µ, the map T
is well-defined. Denoting by ‖ · ‖µ and ‖ · ‖µk the norms on L2(Ĝ, µ) and L2(Ĝ, µk),
we have
‖f‖2µ =
∫
Ĝ
|f(χ)|2dµ(χ) =
∑
k≥1
∫
Ak
|√ck1Ak(χ)f(χ)|2dµk(χ)
=
∑
k≥1
‖√ck1Akf‖2µk = ‖Tf‖2,
hence T is an isometry.
Moreover, it is straightforward that T intertwines πµ and
⊕
k≥1 πµk .
Finally, T is surjective; more precisely, one checks that the operator given by⊕
k≥1
L2(Ĝ, µk)→ L2(Ĝ, µ),
⊕
k≥1
fk 7→
∑
k≥1
1√
ck
1Akfk
is bounded, and is the inverse T−1 of T . 
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We now show that the representations of the form πµ are exactly the cyclic
representations of G (up to equivalence).
Proposition 2.A.6. Let G be as above a second-countable LCA group.
(1) Let µ be a probability measure on Ĝ. Then πµ is a cyclic representation,
with cyclic vector 1Ĝ.
(2) Every cyclic representation of G is equivalent to a representation πµ for
a probability measure µ on Ĝ.
Proof. (1) Since
{πµ(g)1Ĝ | g ∈ G} = {ĝ | g ∈ G},
the claim follows from Lemma A.G.7 (1), case p = 2.
(2) Let (π,H) be a cyclic representation of G and let ξ ∈ H be a cyclic unit
vector for π. The function
ϕ : G→ C, g 7→ 〈π(g)ξ | ξ〉
is a normalized function of positive type on G (see 1.B). Therefore, by Bochner’s
theorem A.G.5, there exists a probability measure µ on Ĝ such that ϕ = F(µ).
We claim that π is equivalent to πµ. Indeed, we have
〈πµ(g)1Ĝ | 1Ĝ〉 =
∫
Ĝ
ĝ(χ)dµ(χ) = F(µ) = ϕ(g), for every g ∈ G,
i.e., ϕ coincides with the function of positive type 〈πµ(·)1Ĝ | 1Ĝ〉. Since ξ and 1Ĝ are
cyclic vectors for respectively π and πµ, the claim follows from Proposition 1.B.8.

Corollary 2.A.7. Let π a representation of G on a separable Hilbert space H.
There exists a (possibly finite) sequence (µk)k≥1 of probability measures on Ĝ
such that π is equivalent to the direct sum
⊕
k≥1 πµk .
Proof. Since the corollary is trivial when H = {0}, we assume from now on
that H is not 0-dimensional. By Proposition 2.A.6 (2), it suffices to show that H
can be written as a direct sum
⊕
k≥1Kk of π(G)-invariant closed subspaces Kk
such that the restriction of π to Kk is cyclic.
Let {ξn | n ≥ 1} be a countable total subset of unit vectors in H. We construct
by induction on n ≥ 1 a strictly increasing sequence (kn)n≥1 of positive integers,
and a sequence (Kn)n≥1 of π(G)-invariant cyclic and mutually orthogonal subspaces
of H such that, for all n ≥ 1, we have ξk ∈
⊕n
i=1Ki for all k ≤ kn. [We leave it to
the reader to formulate the slight changes necessary below in case the construction
provides a finite sequence (kn)n≥1, possibly with the last kn the extended positive
integer ∞.]
Let K1 be the closed subspace of H generated by π(G)ξ1; set k1 = 1. Then K1
is π(G)-invariant, it contains ξ1, and the restriction of π to K1 is cyclic.
Assume now that, for n ≥ 1, sequences (k1 < . . . < kn) and (K1, . . . ,Kn) have
been constructed, with the desired properties. Let ηkn+1 be the projection of ξkn+1
on the orthogonal complement of
⊕n
i=1Ki. Two cases may occur.
• ηkn+1 = 0. Then ξkn+1 ∈
⊕n
i=1Ki and we may replace kn by kn + 1.
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• ηkn+1 6= 0. Let then Kn+1 be the closed subspace of H generated by
π(G)ηkn+1. ThenKn+1 is π(G)-invariant, cyclic, and orthogonal to
⊕n
i=1Ki.
The projection of ξkn+1 on the orthogonal complement of
⊕n
i=1Ki, which
is ηkn+1, as well as the projection of ξkn+1 on
⊕n
i=1Ki, belong both to⊕n+1
i=1 Ki. Therefore, ξkn+1 ∈
⊕n+1
i=1 Ki.
This provides the construction of the desired sequences.
Since ξk ∈
⊕
i≥1Ki for every k ≥ 1, and since {ξk | k ≥ 1} is total in H, we
have
H =
⊕
i≥1
Ki
and the corollary follows.
Note. Using Zorn’s lemma, it is easy to show that any representation of a
topological group in any Hilbert space is a direct sum of cyclic representations
[Dixm–C*, 2.2.7]. 
Remark 2.A.8. (1) Concerning the equivalence classes of the probability mea-
sures µk of Corollary 2.A.7, no uniqueness can be expected. For instance, let µ1 and
µ2 be probability measures on Ĝ with disjoint supports and let µ = (µ1 + µ2)/2;
then πµ is equivalent to πµ1 ⊕ πµ2 , by Proposition 2.A.5.
We will give in Theorem 2.B.8 a refinement of Corollary 2.A.7, with a unique-
ness property. For this, we will need to consider versions “with multiplicities” of
the canonical representations πµ of Construction 2.A.1.
(2) In the special case G = R, Corollary 2.A.7 is equivalent to the “multiplica-
tion operator form” of the spectral theorem for a (possibly unbounded) selfadjoint
operator on a separable Hilbert space (see [Halm–51]). In fact, Corollary 2.A.7
as well as its refined version (Theorem 2.B.8 below) can both be seen as particular
cases of a theorem for representations of abelian C*-algebras, for which we refer to
Chapter 2 of [Arve–76], or Section 3.5 of [Sund–97].
Next, we investigate when two representations of the form πµ have a common
subrepresentation.
Proposition 2.A.9. Let µ1, µ2 be probability measures on Ĝ.
(1) There exists a non-zero bounded operator L2(Ĝ, µ1) → L2(Ĝ, µ2) inter-
twining πµ1 and πµ2 if and only if µ1 and µ2 are not singular with each
other.
In particular, if µ1 and µ2 are singular with each other, then the
representations πµ1 and πµ2 are disjoint.
(2) The representations πµ1 and πµ2 are equivalent if and only if the measures
µ1 and µ2 are equivalent.
Proof. (1) Assume that there exists a non-zero bounded operator
T : L2(Ĝ, µ1)→ L2(Ĝ, µ2)
which intertwines πµ1 and πµ2 . Then H1 := (kerT )⊥ is πµ1(G)-invariant, the
closure H2 of the image of T is πµ2(G)-invariant, and there exists an isometric
bijective linear map U : H1 → H2 intertwining πµ1 and πµ2 (see Lemma 1.A.5).
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Let P : L2(Ĝ, µ1) ։ H1 be the orthogonal projection; set f1 := P (1Ĝ). By
Proposition 2.A.6, 1Ĝ is a cyclic vector for πµ1 . Since P intertwines πµ1 with itself,
f1 is a cyclic vector for the restriction of πµ1 to H1.
For i = 1, 2 and ϕ ∈ Cb(Ĝ), denote by mi(ϕ) the multiplication operator by ϕ
on L2(Ĝ, µi). We have
Um1(ĝ) = m2(ĝ)U for all g ∈ G.
Set
f2 := U(f1) ∈ L2(Ĝ, µ2).
For every g ∈ G, we have
U(ĝf1) = U(m1(ĝ)(f1)) = m2(ĝ)(U(f1)) = ĝf2.
Consider the non-zero finite measures ν1 and ν2 on Ĝ given by
dν1(χ) := |f1(χ)|2dµ1(χ) and dν2(χ) := |f2(χ)|2dµ2(χ).
For i = 1, 2, denote by 〈· | ·〉L2(Ĝ,µi) the scalar product on L2(Ĝ, µi). For every
g ∈ G, we have
F(ν1)(g) =
∫
Ĝ
ĝ(χ)|f1(χ)|2dµ1(χ) = 〈ĝf1 | f1〉L2(Ĝ,µ1).
Since U is an isometry, it follows that
F(ν1)(g) = 〈ĝf1 | f1〉L2(Ĝ,µ1) = 〈U(ĝf1) | U(f1)〉L2(Ĝ,µ2)
= 〈ĝf2 | f2〉L2(Ĝ,µ2) =
∫
Ĝ
ĝ(χ)|f2(χ)|2dµ2(χ) = F(ν2)(g).
Therefore we have
F(ν1) = F(ν2),
hence ν1 = ν2, by injectivity of the Fourier–Stieltjes transform (A.G.4).
Since ν1 is absolutely continuous with respect to µ1, and ν2 is absolutely con-
tinuous with respect to µ2, it follows that µ1 and µ2 are not singular with each
other.
Conversely, assume that µ1 and µ2 are not singular with each other. There
exists a probability measure µ on Ĝ and non-negative functions ψ1 in L
1(Ĝ, µ1)
and ψ2 in L
1(Ĝ, µ2) such that
dµ(χ) = ψ1(χ)dµ1(χ) and dµ(χ) = ψ2(χ)dµ2(χ).
Upon replacing ψ1 by ψ1/maxχ∈Ĝ ψ1(χ), we can assume that ψ1 ≤ 1Ĝ.
Define a linear operator
T : L2(Ĝ, µ1)→ L2(Ĝ, µ2),
by
T (f)(χ) = f(χ)ψ2(χ)
1/2 for all f ∈ L2(Ĝ, µ1), χ ∈ Ĝ.
Then T is a well defined and bounded; indeed, for every f ∈ Cb(Ĝ), we have
‖T (f)‖2 =
∫
Ĝ
|f(χ)|2ψ2(χ)dµ2(χ) =
∫
Ĝ
|f(χ)|2dµ(χ)
=
∫
Ĝ
|f(χ)|2ψ1(χ)dµ1(χ) ≤
∫
Ĝ
|f(χ)|2dµ1(χ) = ‖f‖2.
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Moreover, T intertwines the representations πµ1 and πµ2 :(
Tπµ1(g)(f)
)
(χ) =
(
πµ1(g)(f)
)
(χ)ψ2(χ)
1/2 = ĝ(χ)f(χ)ψ2(χ)
1/2
= ĝ(χ)(T (f))(χ) =
(
πµ2(g)T (f)
)
(χ)
for g ∈ G, f ∈ L2(Ĝ, µ1), and χ ∈ Ĝ. Finally, T 6= 0, since µ 6= 0, and hence
ψ2 6= 0.
(2) If µ1 and µ2 are equivalent, then πµ1 and πµ2 are equivalent, as was shown
in Proposition 2.A.2.
Conversely, assume that there exists a bijective isometry
T : L2(Ĝ, µ1)→ L2(Ĝ, µ2)
which intertwines πµ1 and πµ2 . Then kerT = {0} and the first part of the proof
of (1) shows that µ1 is absolutely continuous with respect to µ2. The same proof
for T−1 in place of T shows that µ2 is absolutely continuous with respect to µ1. It
follows that µ1 and µ2 are equivalent. 
We denote by N∗ the set {1, 2, . . . ,∞} of extended positive integers.
Construction 2.A.10. Let µ be a probability measure on Ĝ and n ∈ N∗ an
extended positive integer. We associate to the pair (µ, n) a representation π
(n)
µ of
G, defined as follows.
Let K be a Hilbert space of dimension n. Let L2(Ĝ, µ,K) denote the Hilbert
space of L2-functions from Ĝ to K (already introduced in Example 1.G.1). A
representation π
(n)
µ of G on L2(Ĝ, µ,K) is defined by
(π(n)µ (g)F )(χ) = χ(g)F (χ) for all g ∈ G, F ∈ L2(Ĝ, µ,K), and χ ∈ Ĝ.
Note that π
(n)
µ is equivalent to the multiple
nπµ = πµ ⊕ · · · ⊕ πµ︸ ︷︷ ︸
n−times
of the canonical representation πµ of Construction 2.A.1.
Given a representation π
(n)
µ , we will identify in Section 2.B the commuting
algebra
{T ∈ L(L2(Ĝ, µ,K)) | Tπ(n)µ (g) = π(n)µ (g)T for all g ∈ G}
and, more generally, the space of intertwining operators between two such repre-
sentations.
2.B. Canonical decomposition of representations of abelian groups
Let G be a second-countable locally compact abelian group. Refining Corol-
lary 2.A.7, we will give in this section a canonical decomposition for every repre-
sentation of G on a separable Hilbert space, in terms of the representations π
(n)
µ
defined in 2.A.10.
Given a probability measure µ on Ĝ, an extended positive integer n ∈ N∗, and
a Hilbert space K of dimension n, recall that the representation π(n)µ is defined on
L2(Ĝ, µ,K) by
(π(n)µ (g)F )(χ) = χ(g)F (χ) for g ∈ G, F ∈ L2(Ĝ, µ,K), and χ ∈ Ĝ.
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For g ∈ G, we have a unitary character ĝ : Ĝ → T defined by ĝ(χ) = χ(g) for all
χ ∈ Ĝ and a diagonalisable operator m(ĝ) on L2(Ĝ, µ,K), as in Definition 1.G.4.
Then we can write
π(n)µ (g) = m(ĝ) for all g ∈ G.
We draw from Section 1.H some consequences on common subrepresentations
between representations of the form π
(n)
µ . The following proposition generalizes
parts of Proposition 2.A.9.
Proposition 2.B.1. Consider two probability measures µ1, µ2 on Ĝ, two ex-
tended positive integers n1, n2 in N∗, and two Hilbert spaces K1,K2, respectively of
dimension n1, n2.
(1) Assume that µ1, µ2 are singular with each other. Then the representations
π
(n1)
µ1 and π
(n2)
µ2 are disjoint: there exists no non-zero bounded operator be-
tween L2(Ĝ, µ1,K1) and L2(Ĝ, µ2,K2) which intertwines π(n1)µ and π(n2)µ .
(2) Assume that the representations π
(n1)
µ1 and π
(n2)
µ2 are equivalent. Then the
measures µ1 and µ2 are equivalent.
Proof. (1) Assume, by contradiction, that there exists a non-zero bounded
operator
T˜ : L2(Ĝ, µ1,K1)→ L2(Ĝ, µ2,K2)
intertwining π
(n1)
µ1 and π
(n2)
µ2 . Recall that the representation π
(ni)
µi is equivalent to
niπµi , for i = 1, 2.
There exists a π
(n1)
µ1 (G)-invariant closed subspace H1 of L2(Ĝ, µ1,K1) such that
the restriction of π
(n1)
µ1 to H1 is equivalent to πµ1 = π(1)µ1 , and the restriction of T˜
to H1 is not zero. There exists also a π(n2)µ2 (G)-invariant closed subspace H2 of
L2(Ĝ, µ2,K2) such that the restriction of π(n2)µ2 to H2 is equivalent to πµ2 = π(1)µ2 ,
and such that the map
P ◦ (T˜ |H1) : H1 → H2
is not zero, where P : L2(Ĝ, µ2,K2)։ H2 is the orthogonal projection. Since P ◦ T˜
intertwines π
(n1)
µ1 and π
(n2)
µ2 and since the restrictions of π
(n1)
µ1 and π
(n2)
µ2 to H1 and
H2 are equivalent to πµ1 and πµ2 , this contradicts Proposition 2.A.9 (1).
(2) The proof is an extension of the proof of Proposition 2.A.9 (2). Let
T˜ : L2(Ĝ, µ1,K1)→ L2(Ĝ, µ2,K2)
be a bijective linear isometry intertwining π
(n1)
µ1 and π
(n2)
µ2 .
For ϕ ∈ L∞(Ĝ, µi), in particular for ϕ ∈ Cb(Ĝ), and ξ ∈ Ki, let ϕ ⊗ ξ denote
the vector-valued function in L2(Ĝ, µi,Ki) defined as in Section 1.H by (ϕ⊗ξ)(χ) =
ϕ(χ)ξ. Fix a unit vector ξ ∈ K1 and set
F := T˜ (1Ĝ ⊗ ξ) ∈ L2(Ĝ, µ2,K2)
For every g ∈ G, we have
T˜ (ĝ ⊗ ξ) = T˜ (m1(ĝ)(1Ĝ ⊗ ξ)) = m2(ĝ)(T˜ (1Ĝ ⊗ ξ)) = m2(ĝ)F.
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On the one hand, we have
F(µ1)(g) =
∫
Ĝ
ĝ(χ)dµ1(χ) =
∫
Ĝ
ĝ(χ)‖ξ‖2dµ1(χ)
= 〈m1(ĝ)(1Ĝ ⊗ ξ) | 1Ĝ ⊗ ξ〉 for all g ∈ G.
On the other hand, consider the bounded Borel measure µ on Ĝ, given by
dµ(χ) = ‖F (χ)‖2dµ2(χ).
Then, since T˜ is an isometry, we have
F(µ)(g) =
∫
Ĝ
ĝ(χ)‖F (χ)‖2dµ2(χ) = 〈m2(ĝ)F | F 〉
= 〈m2(ĝ)T˜ (1Ĝ ⊗ ξ) | T˜ (1Ĝ ⊗ ξ)〉
= 〈T˜ (m1(ĝ)(1Ĝ ⊗ ξ)) | T˜ (1Ĝ ⊗ ξ)〉
= 〈m1(ĝ)(1Ĝ ⊗ ξ)) | 1Ĝ ⊗ ξ〉 for all g ∈ G.
Therefore,
F(µ1) = F(µ).
By injectivity of the Fourier–Stieltjes transform, it follows that
dµ1(χ) = dµ(χ) = ‖F (χ)‖2dµ2(χ).
So, µ1 is absolutely continuous with respect to µ2.
The same argument, applied to T−1 in place of T , shows that µ2 is absolutely
continuous with respect to µ1. 
Next, we identify the intertwining operators between two representations of the
form π
(n1)
µ and π
(n2)
µ for a given probability measure µ on Ĝ.
Proposition 2.B.2. Consider a probability measure µ on Ĝ, two extended pos-
itive integers n1, n2 in N∗, and two Hilbert spaces K1,K2 respectively of dimension
n1, n2.
The space of bounded linear operators L2(Ĝ, µ,K1)→ L2(Ĝ, µ,K2) intertwining
π
(n1)
µ and π
(n2)
µ consists of the decomposable operators. In particular, π
(n1)
µ and
π
(n2)
µ are equivalent if and only if n1 = n2.
Proof. For i = 1, 2 and ϕ ∈ L∞(Ĝ, µ), denote by mi(ϕ) the corresponding
multiplication operator on L2(Ĝ, µ,Ki).
Suppose first that T˜ is decomposable: (T˜F )(χ) = T (χ)F (χ) for some µ-
essentially bounded measurable map T : Ĝ→ L(K1,K2) and for all F ∈ L2(Ĝ, µ,K1).
Then
(T˜ π(n1)µ (g)F )(χ) = T (χ)χ(g)F (χ) = χ(g)T (χ)F (χ) = (π
(n2)
µ (g)T˜F )(χ)
for all g ∈ G and F ∈ L2(Ĝ, µ,K1), so that T˜ intertwines π(n1)µ and π(n2)µ .
Conversely, suppose now that T˜ intertwines π
(n1)
µ and π
(n2)
µ , i.e., that
T˜m1(ĝ) = m2(ĝ)T˜ for all g ∈ G.
We also have
T˜m1(ϕ) = m2(ϕ)T˜
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for all trigonometric polynomial ϕ ∈ Trig(Ĝ), by linearity, and indeed for all ϕ ∈
L∞(Ĝ, µ) because Trig(Ĝ) is weak∗-dense in L∞(Ĝ, µ); see Lemma A.G.7 (2). It
follows from Theorem 1.H.4 that T˜ is decomposable. 
Remark 2.B.3. In the particular case n1 = n2 = 1, Proposition 2.B.2 shows
that πµ(G)
′ = HomG(πµ, πµ) coincides with the algebra {m(ϕ) | ϕ ∈ L∞(G,µ)} of
diagonalisable operators. In particular, πµ(G)
′ is abelian and so, with a terminology
to be introduced in Section 6.A, the canonical representation πµ is multiplicity-
free (see Theorem 6.B.20).
We will need the following two corollaries of Proposition 2.B.2. Given a prob-
ability measure µ on Ĝ, a Hilbert space K, and a Borel subset B in Ĝ, we denote
by Eµ(B) the projection operator on L
2(Ĝ, µ,K)) defined by
(Eµ(B)F )(χ) = 1B(χ)F (χ) for all F ∈ L2(Ĝ, µ,K), χ ∈ Ĝ.
Corollary 2.B.4. Let µ a probability measure on Ĝ, and K a Hilbert space
of some dimension n ∈ N∗. For a closed subspace H of L2(Ĝ, µ,K), the following
properties are equivalent:
(i) H is invariant under the commutant π(n)µ (G)′ of π(n)µ (G);
(ii) H is the range of a projection Eµ(B) for B ∈ B(Ĝ).
Proof. Assume that H is the range of a projection Eµ(B) for B ∈ B(Ĝ). It is
clear that Eµ(B) commutes with every decomposable operator on L
2(Ĝ, µ,K), that
is, with every element in π
(n)
µ (G)′, by Proposition 2.B.2. Therefore, H is invariant
under π
(n)
µ (G)′.
Conversely, assume that H is invariant under π(n)µ (G)′. The orthogonal pro-
jection P from L2(Ĝ, µ,K) to H belongs therefore to the von Neumann algebra
π
(n)
µ (G)′′. Proposition 1.H.2 and the proof of Proposition 2.B.2 show that π
(n)
µ (G)′′
coincides with the algebra {m(ϕ) | ϕ ∈ L∞(Ĝ, µ)} of diagonalisable operators on
L2(Ĝ, µ,K). Therefore, P = m(1B) = Eµ(B) for some B ∈ B(Ĝ). 
Notation 2.B.5. For the rest of this section, we denote for each n ∈ N∗ by
Kn a Hilbert space of dimension n, fixed once for all.
Corollary 2.B.6. Let I a subset of N∗, and (µn)n∈I a sequence of mutually
singular probability measures on Ĝ. Consider the representation
π =
⊕
n∈I
π(n)µn of G in the Hilbert space H =
⊕
n∈I
L2(Ĝ, µn,Kn).
For every n ∈ I, the orthogonal projection Pn of H onto L2(Ĝ, µn,Kn) belongs
to the centre of the von Neumann algebra π(G)′.
Proof. Since L2(Ĝ, µn,Kn) is invariant under π(G), we have Pn ∈ π(G)′ for
every n ∈ I.
Let T ∈ π(G)′. Then, Pk ◦ T ◦ Pℓ ∈ π(G)′ for every k, ℓ ∈ I. For k 6=
ℓ, the measures µk, µℓ are singular with each other and it follows therefore from
Proposition 2.B.1 that Pk ◦ T ◦ Pℓ = 0. Therefore
TPn =
(∑
m∈I
Pm
)
TPn = PnTPn = PnT
(∑
m∈I
Pm
)
= PnT,
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for every n ∈ I. This shows that Pn ∈ π(G)′′ for every n ∈ I. 
We will use in the sequel the following notation. Let µ be a probability measure
on a Borel space (X,B) and let B ∈ B be such that µ(B) > 0. We denote by µ|B
the probability measure on X defined by
(µ|B)(C) = µ(C ∩B)
µ(B)
for every C ∈ B.
Observe that µ|B is absolutely continuous with respect to µ and that the Radon–
Nikodym derivative d(µ|B)dµ vanishes outside B. When X is a disjoint union
⊔
n≥1Bn
of measurable subsets Bn ∈ B, we have
µ =
∑
n≥1,µ(Bn)>0
µ(Bn) µ|Bn.
Lemma 2.B.7. Let µ be a probability measure on (X,B) and f : X → R+ a
measurable function such that
∫
X fdµ = 1. Set Bf = {x ∈ X | f(x) > 0}.
Then µ(Bf ) > 0 and µ|Bf is equivalent to the probability measure ν = fµ on
X.
Proof. We have ν(Bf ) =
∫
Bf
f(x)dµ(x) = 1, and therefore µ(Bf ) > 0. For
C ∈ B, we have
ν(C) =
∫
X
1C(x)f(x)dµ(x) =
∫
C∩Bf
f(x)dµ(x).
Since f > 0 on Bf , it follows that ν(C) = 0 if and only if µ(C ∩Bf ) = 0. 
The main result in this chapter is the following theorem, which shows that
every representation of G in a separable Hilbert space admits a decomposition in
terms of representations of the form π
(n)
µ , with uniqueness up to the appropriate
equivalence.
Theorem 2.B.8 (Canonical decomposition of representations of abelian
groups). Let G be a second-countable locally compact abelian group and π a rep-
resentation of G in a separable Hilbert space H.
There exist a set I of extended positive integers and a sequence (µn)n∈I of
probability measures on Ĝ with the following properties:
(1) the measures µn are singular with each other;
(2) the representation π is equivalent to the direct sum
⊕
n∈I π
(n)
µn .
Moreover, this decomposition is unique in the following sense: assume that there
exist a set I ′ of extended positive integers and a sequence (µ′n)n∈I′ of probability
measures on Ĝ which are mutually singular with each other, such that π is equivalent
to the direct sum
⊕
n∈I′ π
(n)
µ′n
. Then I = I ′, and µn and µ′n are equivalent for every
n ∈ I.
Proof. Since the theorem is trivial when H = {0}, we assume from now
on that H is not 0-dimensional. By Corollary 2.A.7, there exist a (possibly finite)
sequence (λi)i≥1 of probability measures on Ĝ such that π is equivalent to
⊕
i≥1 πλi .
These probability measures are not necessarily mutually singular; the strategy is
to replace them by probability measures µn which are mutually singular, at the
cost of considering representations π
(n)
µn with multiplicities n. Our proof of the
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existence part of Theorem 2.B.8 is patterned after that of Part (1) of Theorem
3.5.3 in [Sund–97].
• First step. Choose a sequence of positive real numbers (ci)i≥1 such that∑
i≥1 ci = 1 and define a probability measure µ on Ĝ by
µ :=
∑
i≥1
ciλi.
For every i ≥ 1, note that λi is absolutely continuous with respect to µ and set
Bi =
{
χ ∈ Ĝ
∣∣∣ dλi
dµ
(χ) > 0
}
∈ B(Ĝ).
Note that µ(Bi) > 0, and that the probability measure µ|Bi is equivalent to λi =
dλi
dµ µ (Lemma 2.B.7). Since the representation π is equivalent to
⊕
i≥1 πλi , it is
also equivalent to
⊕
i≥1 πµ|Bi (see Proposition 2.A.2).
Set
B :=
⋃
i≥1
Bi ∈ B(Ĝ).
Observe that µ(B) = 1. For n ∈ N∗ and i ≥ 1, set
An :=
{
χ ∈ B
∣∣∣ ∑
j≥1
1Bj (χ) = n
}
and
Bi,n := Bi ∩ An.
In words, An [respectively Bi,n] is the set of χ ∈ B [respectively χ ∈ Bi] which
belong to exactly n of the sets Bj . The An’s are clearly disjoint, and so are the
Bi,n’s for fixed i ≥ 1, so that we have disjoint unions
(1) B =
⊔
n∈N∗
An
and
(2) Bi =
⊔
n∈N∗
Bi,n for all i ≥ 1.
(Note that one may have An = ∅ for several values of n: for example, if all Bi
coincide, then all but one of the An ’s are empty; of course, the non-empty An are
pairwise disjoint. Similarly, one may have Bi,n = ∅.) If n 6= n′, then Bi,n and Bi,n′
are disjoint; however, if i 6= i′, the sets Bi,n and Bi′,n need not be disjoint.
Let i ≥ 1 and n ∈ N∗. For ℓ ∈ N such that 0 ≤ ℓ ≤ n if n < ∞ (and no
condition on ℓ if n =∞), let
Bi,n,ℓ :=
{
χ ∈ Bi,n
∣∣∣ n∑
j=1
1Bj (χ) = ℓ
}
be the set of these χ ∈ Bi,n which belong to exactly ℓ of B1, B2, . . . , Bn. We have
disjoint unions
(3) Bi,n =
n⊔
ℓ=0
Bi,n,ℓ
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and, for every ℓ ∈ N such that 0 ≤ ℓ ≤ n if n <∞ (and no condition if n =∞),
(4) An =
⊔
i≥1
Bi,n,ℓ.
Let us check (4). By definition, the union
⋃
i≥1Bi,n,ℓ is contained in An for every
ℓ ≤ n. To show the reverse inclusion, let χ ∈ An. Then the set {j ≥ 1 | χ ∈ Bj}
consists of n indices, say i1 < i2 < · · · , a finite sequence with last index in if n <∞
and an infinite sequence if n =∞. Fix an integer ℓ with 1 ≤ ℓ ≤ n in case n <∞
and 1 ≤ ℓ in case n =∞. Then χ ∈ Biℓ and hence χ ∈ Biℓ,n,ℓ; moreover χ /∈ Bi,n,ℓ
for every i 6= iℓ. Therefore An =
⋃
i≥1Bi,n,ℓ; moreover this is a disjoint union,
hence (4) holds.
• Second step. For a Borel set C ⊂ Ĝ such that µ(C) = 0, we set µ|C = 0.
Whenever a representation πµ|C for such a µ-null set C appears below, it stands
for the representation on the 0-dimensional Hilbert space.
Let I be the (possibly finite) sequence of those extended positive integers n
such that µ(An) > 0. For all n ∈ I, define
µn := µ|An.
Fix i ≥ 1 and n ∈ I. Define
µi,n := µ|Bi,n.
It follows from (2) and from Proposition 2.A.5 that the representation πµ|Bi is
equivalent to
⊕
n∈I πµi,n . Consider now ℓ ∈ N such that 0 ≤ ℓ ≤ n if n <∞ (and
no condition if n =∞); define
µi,n,ℓ := µ|Bi,n,ℓ.
It follows from (3) and again from Proposition 2.A.5 that πµi,n is equivalent
⊕
ℓ≤n πµi,n,ℓ .
Therefore,
πµ|Bi is equivalent to
⊕
n∈I
⊕
ℓ≤n
πµi,n,ℓ ,
for every i ≥ 1. (When n =∞, the notation ℓ ≤ n should be understood as ℓ ∈ N.)
Since π is equivalent to
⊕
i≥1 πµ|Bi , it follows that
π is equivalent to
⊕
i≥1
⊕
n∈I
⊕
ℓ≤n
πµi,n,ℓ =
⊕
n∈I
⊕
ℓ≤n
⊕
i≥1
πµi,n,ℓ .
By (4) and Proposition 2.A.5,
⊕
i≥1 πµi,n,ℓ is equivalent to πµn for every ℓ ≤ n.
Therefore,
⊕
ℓ≤n
⊕
i≥1 πµi,n,ℓ is equivalent to π
(n)
µn . It follows that
π is equivalent to
⊕
n∈I
π(n)µn .
We have thus proved the existence part of the theorem.
• Third step. We prove the uniqueness property. By the existence part, we
may assume that π is the representation
⊕
n∈I π
(n)
µn on the Hilbert space
H =
⊕
n∈I
L2(Ĝ, µn,Kn),
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where I is a subset of N∗, (µn)n∈I is a sequence of mutually singular probability
measures on Ĝ, and Kn is the Hilbert space of dimension n chosen in 2.B.5. Set
Hn := L2(Ĝ, µn,Kn) for n ∈ I.
For a subset J of N∗, let
H =
⊕
m∈J
H′m,
be an orthogonal decomposition of H into π(G)-invariant closed subspaces H′m
such that the restriction of π to H′m is equivalent to the representation π(m)µ′m on
L2(Ĝ, µ′m,Km), for a sequence of mutually singular probability measures (µ′m)m∈J
on Ĝ. We claim that J = I and that H′n = Hn for every n ∈ I. Once established,
this will finish the proof.
For n ∈ I and m ∈ J , denote by Pn and P ′m the orthogonal projections from
H to Hn and H′m.
Fix n ∈ I and m ∈ J with P ′m ◦ Pn 6= 0. By Corollary 2.B.6, P ′m ◦ Pn
belongs to the centre of the von Neumann algebra π(G)′′. Therefore the orthogonal
complement K of ker(P ′m ◦Pn) and the closure K′ of the image of P ′m ◦Pn are non-
zero closed subspaces of Hn and H′m respectively which are invariant under π(G),
and the representations of G on K and K′ are equivalent (see Proposition 1.A.5, and
compare with the proof of Proposition 2.A.9). However, by Corollary 2.B.4, K and
K′ are the range of projections Eµn(B) and Eµ′m(B′) for some Borel subsets B and
B′ of Ĝ. We have µn(B) > 0 and µ′m(B
′) > 0 since K and K′ are non-zero. This
shows that the representations of G on K and K′ defined by π are equivalent to the
representations π
(n)
µn|B and π
(m)
µ′m|B′ respectively. It follows from Proposition 2.B.1
that µn|B and µ′m|B′ are equivalent and from Proposition 2.B.2 that n = m.
So, we have proved that
P ′m ◦ Pn = Pn ◦ P ′m = 0 whenever n 6= m.
Since IdH =
∑
n∈I Pn =
∑
m∈J P
′
m, it follows that I = J and that Hn = H′n for
every n ∈ I. 
Remark 2.B.9. (1) Theorem 2.B.8 gives a complete set of invariants for equiv-
alence classes of representations of G in separable Hilbert spaces: a subset I of N∗
of multiplicities and a sequence ([µn])n∈I of equivalence classes of mutually singular
probability measures on Ĝ.
(2) In the special case G = R, Theorem 2.B.8 is equivalent to the classi-
cal Hahn–Hellinger theorem which gives a complete set of invariants for the uni-
tary equivalence classes of selfadjoint operators on separable Hilbert spaces. See
[Halm–51]; see also [Sund–97] for a proof using a C*-algebra approach.
(3) Anticipating on a notion to be introduced in Chapter 6, we observe that a
LCA group is a group of type I (see Theorem 6.E.19). Theorem 2.B.8 is a special
case of a more general decomposition result for representations of such groups
(Theorem 6.D.7).
The case for which the set I of extended positive integers in Theorem 2.B.8
consists of a single number will be of special interest for us (see Proposition 2.F.3).
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Definition 2.B.10. A representation π of a second-countable LCA group G
in a separable Hilbert space H is said to be homogeneous, or more precisely n-
homogeneous, if the set I of extended positive integers attached to π by Theorem
2.B.8 (1) consists of a single number n ∈ N∗; equivalently: if π is equivalent to
the representation π
(n)
µ , for some probability measure µ on Ĝ and some extended
positive integer n ∈ N∗.
Remark 2.B.11. A representation π of G is homogeneous if and only if
its commutant π(G)′ is a homogenous von Neumann algebra, in the sense of
De´finition 1 in [Dixm–vN, Chap. III, § 3].
2.C. The SNAG Theorem
Let G be a second-countable locally compact abelian group. In Sections 2.A
and 2.B, we described the representations of G in terms of probability measures
on Ĝ and multiplicities. As with the spectral theorem for a selfadjoint operator
on a Hilbert space (see Remark 2.A.8), it is convenient to give another description
of representations of G, in terms of projection-valued measures; for these, see the
reminder in A.I.
Example 2.C.1 (Projection-valued measures on Ĝ). Let B(Ĝ) the σ-
algebra of Borel subsets of the dual group Ĝ. Let µ be a probability measure on
Ĝ.
(1) For every B ∈ B(Ĝ), define a projection Eµ(B) on L2(Ĝ, µ) by
(Eµ(B)f)(χ) = 1B(χ)f(χ) for all f ∈ L2(Ĝ, µ), χ ∈ Ĝ.
The map
Eµ : B 7→ Eµ(B)
is easily checked to be a projection-valued measure on Ĝ and L2(Ĝ, µ); see Appendix
A.I.
Let πµ be the canonical representation of G on L
2(Ĝ, µ), as in Construction
2.A.1; recall that, for all g ∈ G and f1, f2 ∈ L2(Ĝ, µ), we have
〈πµ(g)f1 | f2〉 =
∫
Ĝ
(πµ(g)f1)(χ)f2(χ)dµ(χ) =
∫
Ĝ
χ(g)f1(χ)f1(χ)dµ(χ).
Therefore
πµ(g) =
∫
Ĝ
χ(g)dEµ(χ) for all g ∈ G.
The measure µf1,f2 on Ĝ defined by Eµ and f1, f2 ∈ L2(Ĝ, µ) (see Appendix A.I)
is given by
µf1,f2(B) =
∫
B
f1(χ)f2(χ)dµ(χ) for all B ∈ B(Ĝ),
i.e., by µf1,f2 = f1f2µ. Note that µf1,f2 is a complex measure.
(2) More generally, let n ∈ N∗ and K a Hilbert space of dimension n. Let π(n)µ
be the associated representation of G on L2(Ĝ, µ,K), as in Construction 2.A.10. A
projection-valued measure
E(n)µ : B → Proj(L2(Ĝ, µ,K))
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is defined by the same formula,
(E(n)µ (B)F )(χ) = 1B(χ)F (χ) for all B ∈ B, F ∈ L2(Ĝ, µ,K), χ ∈ Ĝ.
One shows as above that
π(n)µ (g) =
∫
Ĝ
χ(g)dE(n)µ (χ) for all g ∈ G.
Observe that, for B ∈ B(Ĝ), we have E(n)µ (B) = 0 if and only if µ(B) = 0.
The following result shows in particular that there is a bijective correspondence
between representations of the LCA group G and projection-valued measures on Ĝ.
The name “SNAG Theorem” refers to Stone, Naimark, Ambrose, and Godement
[Ston–30, Naim–43, Ambr–44, Gode–44].
Theorem 2.C.2 (SNAG Theorem). Let G be a second-countable locally
compact abelian group and H a Hilbert space.
(1) Let π be a representation of G in H. There exists a unique projection-
valued measure E on Ĝ and H such that
π(g) =
∫
Ĝ
χ(g)dE(χ) for all g ∈ G.
For every ξ, η ∈ H, we have
〈π(g)ξ | η〉 = F(µξ,η)(g) for all g ∈ G,
where µξ,η is the complex Borel measure on Ĝ defined by E and ξ, η.
(2) Let G, (π,H) and E be as in (1). The commutant π(G)′ of π(G) coincides
with the commutant of the set {E(B) | B ∈ B(Ĝ)}. In particular, E(B)
belongs to the von Neumann algebra π(G)′′ and the range of E(B) is
π(G)-invariant, for every B ∈ B(Ĝ).
(3) If E is a projection-valued measure on Ĝ and H, the formula
πE(g) :=
∫
Ĝ
χ(g)dE(χ) for all g ∈ G
defines a representation of G in H.
Proof. (1) We first prove the uniqueness of E. Let E,E′ : B(Ĝ) → Proj(H)
be two projection-valued measures such that
π(g) =
∫
Ĝ
χ(g)dE(χ) =
∫
Ĝ
χ(g)dE′(χ) for all g ∈ G.
Let ξ, η ∈ H. Denote by µξ,η and µ′ξ,η the associated bounded measures on Ĝ
defined by E and E′, respectively. For every ξ, η ∈ H, we have
〈π(g)ξ | η〉 =
∫
Ĝ
ĝ(χ)dµξ,η(χ) = F(µξ,η)(g)
=
∫
Ĝ
ĝ(χ)dµ′ξ,η(χ) = F(µ′ξ,η)(g)
for all g ∈ G. By injectivity of the Fourier–Stieltjes transform, this implies µξ,η =
µ′ξ,η. Since this holds for all ξ, η ∈ H, it follows that E = E′.
Next, we show the existence of a projection-valued measure with the desired
property.
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By Corollary 2.A.7 there exists a family (µi)i∈I of probability measures on
B(Ĝ) such that π is equivalent to the direct sum ⊕i∈I πµi (for the case of H not
separable, see the note at the end of the proof of Corollary 2.A.7). So, it suffices to
prove the existence of a projection-valued measure E : B(Ĝ) → Proj(H) with the
desired property in the case of
H =
⊕
i∈I
L2(Ĝ, µi) and π =
⊕
i∈I
πµi .
For every i ∈ I, let
Eµi : B(Ĝ)→ Proj(L2(Ĝ, µi))
be the projection-valued measure as in Example 2.C.1. As noted there, we have
πµi(g) =
∫
Ĝ
χ(g)dEµi(χ) for all g ∈ G.
Let E : B(Ĝ)→ Proj(H) be the direct sum of the Eµi ’s:
E(B) =
⊕
i∈I
Eµi (B) for all B ∈ B(Ĝ).
Then E is a projection-valued measure and
π(g) =
⊕
i∈I
∫
Ĝ
χ(g)dEµi (χ) =
∫
Ĝ
χ(g)d(
⊕
i∈I
Eµi )(χ) =
∫
Ĝ
χ(g)dE(χ),
for all g ∈ G.
(2) Let T ∈ L(H). For g ∈ G and ξ, η ∈ H, we have, by (1),
〈π(g)Tξ | η〉 = F(µTξ,η)(g)
and
〈Tπ(g)ξ | η〉 = 〈π(g)ξ | T ∗η〉 = F(µξ,T∗η)(g).
Therefore T ∈ π(G)′ if and only if F(µTξ,η)(g) = F(µξ,T∗η)(g) for every g ∈ G and
ξ, η ∈ H. By injectivity of the Fourier–Stieltjes transform, we have T ∈ π(G)′ if
and only if µTξ,η = µξ,T∗η for every ξ, η ∈ H, hence if and only if
〈E(B)Tξ | η〉 = 〈E(B)ξ | T ∗η〉 = 〈TE(B)ξ | η〉
for all B ∈ B(Ĝ) and ξ, η ∈ H. Therefore, T ∈ π(G)′ if and only TE(B) = E(B)T
for every B ∈ B(Ĝ).
(3) Let E : B(Ĝ)→ Proj(H) be a projection-valued measure. The map
f 7→
∫
Ĝ
f(χ)dE(χ)
is a ∗-homomorphism from Borb(Ĝ) to L(H); for the ∗-algebra Borb(Ĝ) of bounded
Borel functions from Ĝ to C and for this ∗-homomorphism, see Construction A.I.1.
In particular,
πE(g) :=
∫
Ĝ
ĝ(χ)dE(χ) =
∫
Ĝ
χ(g)dE(χ)
defines a unitary operator on H for every g ∈ G and
πE(g1)πE(g2) =
∫
Ĝ
χ(g1)χ(g2)dE(χ) =
∫
Ĝ
χ(g1g1)dE(χ) = πE(g1g2)
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for all g1, g2 ∈ G. So, g 7→ πE(g) is a homomorphism from G to the unitary group
of H. For ξ, η ∈ H, we have (as in (1))
〈πE(g)ξ | η〉 = F(µξ,η)(g) for all g ∈ G.
Since F(µξ,η) is a continuous on Ĝ, it follows that g 7→ πE(g) is a representation
of G. 
Next, we show how the projection-valued measures associated to a representa-
tion of G and to its conjugate by an automorphism are related.
Recall from Remark 1.A.16 that Aut(G) acts on the right by automorphisms
of Ĝ:
(χ, θ) 7→ χθ for χ ∈ Ĝ, θ ∈ Aut(G),
with χθ = χ ◦ θ.
Corollary 2.C.3. Let (π,H) a representation of G, and θ ∈ Aut(G). Let
E : B(Ĝ)→ Proj(H) be the projection-valued measure associated to π.
Then the projection-valued measure associated to the conjugate representation
πθ is the map Eθ : B(Ĝ)→ Proj(H) defined by
Eθ(B) = E(Bθ
−1
) for B ∈ B(Ĝ),
where Bθ
−1
= {χθ−1 | χ ∈ B}.
Proof. One checks immediately that Eθ is indeed a projection-valued measure
on Ĝ and H.
Let ξ, η ∈ H; let µξ,η and νξ,η be the associated bounded measures on Ĝ defined
by E and Eθ. Denote by θ∗(µξ,η) the measure on Ĝ which is the image of µξ,η under
the map
Ĝ→ Ĝ, χ 7→ χθ.
For every B ∈ B(Ĝ), we have
νξ,η(B) = 〈Eθ(B)ξ | η〉 = 〈E(Bθ−1)ξ | η〉 = µξ,η(Bθ−1) = θ∗(µξ,η)(B).
Therefore, we have
νξ,η = θ∗(µξ,η).
It follows that, for every g ∈ G, we have
〈πθ(g)ξ | η〉 = 〈π(θ(g))ξ | η〉 =
∫
Ĝ
θ̂(g)(χ)dµξ,η(χ)
=
∫
Ĝ
ĝ(χθ)dµξ,η(χ) =
∫
Ĝ
ĝ(χ)dθ∗(µξ,η)(χ) =
∫
Ĝ
ĝ(χ)dνξ,η(χ).
Therefore, we have
πθ(g) =
∫
Ĝ
χ(g)dEθ(χ) for all g ∈ G
and the uniqueness part of the SNAG Theorem shows that Eθ is the projection-
valued measure associated to πθ. 
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2.D. Containment and weak containment in terms of projection-valued
measures
Let G be a second-countable LCA group, H a Hilbert space, π a representation
of G in H, and E the corresponding projection-valued measure on Ĝ and H. Con-
tainment and weak containment of unitary characters of G in π can be expressed
neatly in terms of the atoms and of the support of E (atoms and supports are
defined in Appendix A.I).
Proposition 2.D.1. Let H a Hilbert space, π a representation of G in H, and
E the projection-valued measure associated to π as in the SNAG theorem 2.C.2.
Let χ0 ∈ Ĝ. Set
Hχ0 = {ξ ∈ H | π(g)ξ = χ0(g)ξ for all g ∈ G} .
(a) The following properties are equivalent:
(i) χ0 is contained in π, i.e., Hχ0 6= {0};
(ii) χ0 is an atom of E;
when they hold, E({χ0}) is the orthogonal projection on Hχ0 .
(b) The following properties are equivalent:
(iii) χ0 is weakly contained in π;
(iv) χ0 belongs to the support of E.
Proof. (a) Assume that χ0 is contained in π. Let ξ be a unit vector in Hχ0
and µξ the probability measure on Ĝ associated to E and ξ. For every g ∈ G, we
have
χ0(g) = 〈π(g)ξ | ξ〉 =
∫
Ĝ
χ(g)dµξ(χ).
Since the points in the unit circle are extremal points of the unit disc, it follows
that µξ is the Dirac measure δχ0 ; so
〈E({χ0})ξ | ξ〉 = µξ({χ0}) = 1.
Therefore E({χ0})ξ = ξ, that is, ξ is in the range of E({χ0}), and in particular
E({χ0}) 6= {0}.
Assume now that E({χ0}) 6= 0. Let ξ be a unit vector in the range of the
projection E({χ0}). Since 〈E({χ0})ξ | ξ〉 = 1, the probability measure on Ĝ
associated to E and ξ is the Dirac measure δχ0 . Therefore, for every g ∈ G, we
have
〈π(g)ξ | ξ〉 =
∫
Ĝ
χ(g)dδχ0(χ) = χ0(g).
By the equality case of the Cauchy–Schwarz inequality, we have
π(g)ξ = χ0(g)ξ for all g ∈ G,
that is, ξ ∈ Hχ0 , and so Hχ0 6= {0}.
Observe that we have shown in the course of the proof that Hχ0 coincides with
the range of E({χ0}).
(b) Assume that χ0 is weakly contained in π. Then there exists a sequence
(ξi)i of unit vectors in H such that
lim
i
〈π(g)ξi | ξi〉 = χ0(g)
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uniformly on compact subsets of G (see [BeHV–08, F.1.4]). Denote by µi the
probability measure on Ĝ associated to E and ξi (with the notation of Appendix
A.I, µi should be µξi). We have therefore
(∗) lim
i
F(µi)(g) = lim
i
∫
Ĝ
χ(g)dµi(χ) = χ0(g)
uniformly on compact subsets of G.
Let U be an arbitrary compact neighbourhood of χ0. We claim that limi µi(U) = 1;
once proved, it will follow that
µi(U) = 〈E(U)ξi | ξi〉 6= 0
for i large enough and therefore E(U) 6= 0, showing that χ0 is in the support of E.
Denote by µG a Haar measure on G. As is well-known (see Theorem (31.34)
in [HeRo–70]), there exists a function ϕ : G → [0, 1] in L1(G,µG) such that
F(ϕ)(χ0) = 1 and F(ϕ)(χ) = 0 for all χ ∈ Gr U .
For every probability measure µ on Ĝ, we have, by Fubini’s theorem (which
can be applied, because Ĝ is second-countable, and therefore µ and µG are σ-finite
measures) ∫
Ĝ
F(ϕ)(χ)dµ(χ) =
∫
Ĝ
∫
G
χ(g)ϕ(g)dµG(g)dµ(χ)
=
∫
G
ϕ(g)
(∫
Ĝ
χ(g)dµ(χ)
)
dµG(g)
=
∫
G
ϕ(g)F(µ)(g)dµG(g).
As
|ϕ(g)F(µi)(g)| ≤ |ϕ(g)| for all g ∈ G,
it follows from Lebesgue dominated convergence theorem that
lim
i
∫
Ĝ
F(ϕ)(χ)dµi(χ) =
∫
Ĝ
lim
i
ϕ(g)F(µi)(g)dµG(g)
=
∫
G
ϕ(g)χ0(g)dµG(g) = F(ϕ)(χ0) = 1.
Since F(ϕ) ≤ 1U and hence∫
Ĝ
F(ϕ)(χ)dµi(χ) ≤
∫
Ĝ
1U (χ)dµi(χ) = µi(U) ≤ 1,
it follows that limi µi(U) = 1 and the claim is proved.
Conversely, assume that E(U) 6= 0 for every neighbourhood U of χ0. Let (Ui)i
be a sequence of decreasing open neighbourhoods of χ0 such that⋂
i
Ui = {χ0}.
For every i, let ξi be a unit vector in the range of the projection E(Ui). Since
E(B)ξi = E(B)E(Ui)ξi = E(B ∩ Ui)ξi = 0
for every B ∈ B(Ĝ) such that B ∩ Ui = ∅, the support of the corresponding
probability measure µi := µξi on Ĝ is contained in Ui.
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Let K be a compact subset of G and ε > 0. Then the family {ĝ | g ∈ K} ⊂
C(Ĝ) is equicontinuous and we have therefore, for i large enough,
|ĝ(χ)− ĝ(χ0)| ≤ ε for all χ ∈ Ui and g ∈ K.
Since the support µi is contained in Ui, it follows that, for i large enough,∣∣∣∣∫
Ĝ
χ(g)dµi(χ)− χ0(g)
∣∣∣∣ = ∣∣∣∣∫
Ĝ
ĝ(χ)dµi(χ)− ĝ(χ0)
∣∣∣∣ ≤ ∫
Ui
|ĝ(χ)−ĝ(χ0)|dµi(χ) ≤ ε
for all g ∈ K. This shows that
lim
i
〈π(g)ξi | ξi〉 = lim
i
∫
Ĝ
χ(g)dµi(χ) = χ0(g)
uniformly on K. Therefore, χ0 is weakly contained in π. 
For later reference, we note the following consequence of Proposition 2.D.1.
Corollary 2.D.2. Let G, H, π, and E be as in Proposition 2.D.1. Assume
that the support of E is a finite subset {χ1, . . . , χn} of Ĝ. For i ∈ {1, . . . , n}, define
Hχi as in 2.D.1.
Then Hχi 6= {0} for every i ∈ {1, . . . , n}, and H decomposes as the direct sum
H = Hχ1 ⊕ · · · ⊕ Hχn .
In particular, π is equivalent to k1χ1 ⊕ · · · ⊕ knχn, for multiplicities k1, . . . , kn ∈
{1, 2, 3, . . . ,∞}.
Proof. The complement U of {χ1, . . . , χn} in Ĝ is an open set with E(U) = 0.
For i ∈ {1, . . . , n}, we have E({χi}) 6= 0, since χi is in the support of E. Moreover,
by the proof of Proposition 2.D.1, E({χi}) is the orthogonal projection on Hχi .
Since
IdH = E(U) + E({χ1, . . . , χn}) = E({χ1})⊕ · · · ⊕ E({χn}),
the claim follows. 
Remark 2.D.3. Let π be a representation of G. By the existence and the
uniqueness part of Theorem 2.B.8, there exists a unique sequence ([µk])k of equiv-
alence classes of probability measures µk on Ĝ attached to π.
For every k, denote by Ak the set of atoms and by Sk the support of µk.
Obviously, Ak and Sk only depend on the class of µk. Let E be the projection-
valued measure associated to π. As is easily checked, the set of atoms of E is
⋃
k Ak
and the support of E is the closure of
⋃
k Sk.
2.E. Canonical decomposition of projection-valued measures
Let G be a second-countable locally compact abelian group. Theorem 2.B.8
shows that every representation ofG on a separable Hilbert space admits a canonical
decomposition as a direct sum of representations of the form π
(nk)
µk . Using the SNAG
Theorem, we will reformulate this result in terms of projection-valued measures:
every projection-valued measure on Ĝ is equivalent, in a canonical way, to a direct
sum of projection-valued measures associated to representations of the form π
(nk)
µk .
We define equivalence of projection-valued measures in the obvious way: two
projection-valued measures
E : B(Ĝ)→ Proj(H) and E′ : B(Ĝ)→ Proj(H′)
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are equivalent if there exists a Hilbert space isomorphism T : H → H′ such that
TE(B) = E′(B)T for all B ∈ B(Ĝ).
By the SNAG Theorem 2.C.2, this is the case if and only if the associated repre-
sentations πE and πE′ are equivalent.
Theorem 2.E.1 (Canonical decomposition of projection-valued mea-
sures of abelian groups). Let G be a second-countable locally compact abelian
group. Let
E : B(Ĝ)→ Proj(H)
a projection-valued measure on Ĝ and a separable Hilbert space H. Denote by
M⊂ L(H) the von Neumann algebra {E(B) | B ∈ Ĝ}′′ generated by the image of
E.
There exist a set I ⊂ N∗ of extended positive integers, a sequence (Pn)n∈I
of mutually orthogonal projections in the centre of M, and a sequence (µn)n∈I of
mutually singular probability measures on Ĝ with the following properties:
(1) E =
⊕
n∈I En, where En is the projection-valued measure En = Pn ◦ E.
(2) For every n ∈ I, the projection-valued measure En is equivalent to the
projection-valued measure E
(n)
µn as in Example 2.C.1.
Moreover, this decomposition is unique in the following sense: assume that there
exists a subset J ⊂ N∗, a sequence (Qm)m∈J of mutually orthogonal projections in
the commutantM′ of M, and a sequence (µ′m)m∈J of mutually singular probability
measures on Ĝ, with properties analogous to (1) and (2). Then J = I, and Qn =
Pn, and µn and µ
′
n are equivalent for every n ∈ I.
Proof. Let π be the representation of G in H defined by E. In view of
Theorem 2.B.8, we can assume that
π =
⊕
n∈I
π(n)µn
for a subset I of N∗ and a sequence (µn)n∈I of mutually singular probability mea-
sures on Ĝ. So, we have
H =
⊕
n∈I
L2(Ĝ, µn,Kn),
where Kn is a Hilbert space of dimension n.
For every n ∈ I, denote by Pn the orthogonal projection ofH onto L2(Ĝ, µn,Kn).
The mutually orthogonal projections Pn belong to the centre of M = π(G)′′, by
Corollary 2.B.6.
We claim that the sequence (Pn)n∈I satisfies Properties (1) and (2) of the
theorem.
(1) Since
∑
n∈I Pn = I, we have E =
⊕
n∈I En for En = Pn ◦ E.
(2) It is clear that En coincides with the projection-valued measure E
(n)
µn asso-
ciated to π
(n)
µn , for every n ∈ I.
It remains to check the uniqueness assertion. Let J ⊂ N∗, (Qm)m∈J a sequence
of mutually orthogonal projections in the centre ofM, and (µ′m)m∈I a sequence of
mutually singular probability measures on Ĝ, with properties (1) and (2). As π is
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determined by E, it follows from the uniqueness part of Theorem 2.B.8, that J = I
and that µ′n is equivalent to µn for every n ∈ I.
For every n ∈ I, the range of Qn is π(G)-invariant, since Qn ∈ π(G)′; moreover,
the subrepresentation of π defined by the range of Qn is equivalent to π
(n)
µn , since µ
′
n
is equivalent to µn. Since π
(n)
µn and π
(m)
µm are disjoint (see Proposition 2.B.1), we have
therefore QmPn = 0 for all m,n ∈ I with m 6= n. As
∑
m∈I Qm =
∑
n∈I Pn = I, it
follows that Qn = Pn for every n ∈ I. 
2.F. Applying the SNAG Theorem to non-abelian groups
We will be interested in representations of groups G which are non-abelian but
which have a “large” abelian normal subgroup N (this holds for the examples of
Sections 3.A to 3.E). We will analyze a given representation of G by applying the
SNAG theorem and the canonical decomposition Theorem 2.E.1 to its restriction
to N . This procedure is the first step of the so-called Mackey machine; see Remark
2.F.5.
In order to state our next proposition, we need one more notion. A represen-
tation (π,H) of a group G is said to be factorial, or a factor representation, if
the von Neumann algebra π(G)′′ ⊂ L(H) generated by π(G) is a factor, that is, if
the centre of π(G)′′ consists of the scalar operators on H only. We come back to
this notion in Chapter 6; see in particular Definition 6.A.7 and Proposition 6.B.6.
Let N be closed abelian normal subgroup of G. Recall from Remark 1.A.16
the natural right action N̂ x G, defined by χg(n) = χ(gng−1) for χ ∈ N̂ , g ∈ G,
and n ∈ N . For a subset B of N̂ , we write Bg for the image of B under the action
of g ∈ G, that is, Bg = {χg | χ ∈ B}.
Proposition 2.F.1. Let G be a locally compact group, N a closed second-
countable abelian normal subgroup of G, and (π,H) a representation of G. Let E
be the projection-valued measure on N̂ associated to the restriction π|N of π to N .
(1) For every g ∈ G, we have
π(g)E(B)π(g)−1 = E(Bg
−1
) for all B ∈ B(N̂).
(2) Assume that π is factorial. Then the support of E coincides with the
closure of a G-orbit in N̂ .
Proof. (1) Set σ := π|N . For g ∈ G, let
Eg : B(N̂)→ Proj(H)
be the projection-valued measure associated to the conjugate representation σg
of σ.
On the one hand, since
σg(n) = π(g)σ(n)π(g−1) for all n ∈ N,
we have
Eg(B) = π(g)E(B)π(g−1) for all B ∈ B(N̂).
On the other hand, by Corollary 2.C.3, we have
Eg(B) = E(Bg
−1
) for all B ∈ B(N̂).
Claim (1) follows from the uniqueness part of the SNAG Theorem.
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(2) The support S of E is a closed subset of N̂ , which is G-invariant, by (1).
Since N is a second-countable LCA group, N̂ is also second-countable (Proposi-
tion A.G.3). Let (Ui)i∈N be a countable basis for the topology of N̂ . Denote by
I ⊂ N the subset of integers i such that Ui ∩ S 6= ∅.
Let i ∈ I. Then
UGi := {χg | χ ∈ Ui, g ∈ G}
is a G-invariant open subset of N̂ . For the projection Pi = E(U
G
i ), we have Pi 6= 0,
since UGi is an open set with a non-empty intersection with S.
On the one hand, by the SNAG theorem, Pi belongs to the von Neumann
algebra π(N)′′ generated by N ; in particular, Pi ∈ π(G)′′. On the other hand,
since UGi is G-invariant, it follows from (1) that Pi commutes with π(g) for every
g ∈ G, that is, Pi ∈ π(G)′. Therefore,
Pi ∈ π(G)′′ ∩ π(G)′,
that is, Pi belongs to the centre of the von Neumann algebra π(G)
′′. Since π(G)′′
is a factor and Pi 6= 0, it follows that Pi = I. We have therefore, for every i ∈ I,
E(N̂ r UGi ) = I − Pi = 0.
Therefore, since I is a countable set and by the properties of a projection-valued
measure, we have
E
(⋃
i∈I
(N̂ r UGi )
)
= 0.
It follows that E
(⋂
i∈I U
G
i
)
= I and therefore
E
(
S ∩ (⋂
i∈I
UGi
))
= E(S)E
(⋂
i∈I
UGi
)
= I,
because E(S) = I. In particular, we have
S ∩ (⋂
i∈I
UGi
) 6= ∅.
Let χ0 ∈ S∩
(⋂
i∈I U
G
i
)
. We claim that the G-orbit of χ0 is dense in S. Indeed,
let χ ∈ S and let U be an open neighbourhood of χ. Then, Ui ⊂ U for some i ∈ I.
Since χ0 ∈ UGi , the G-orbit of χ0 has a non-empty intersection with Ui and hence
with U . 
Remark 2.F.2. The formula of (1) in Proposition 2.F.1 shows that B 7→ E(B)
is a system of imprimitivity for (π,H) based on the G-space N̂ , in the sense of
[Mack–58].
We will need later (proof of Theorem 5.B.14) the following refinement of Propo-
sition 2.F.1 (2).
Proposition 2.F.3. Let G be a locally compact group, N a closed second-
countable abelian normal subgroup of G, and π a representation of G in a separable
Hilbert space H. Let I be the subset of N∗ and let (µn)n∈I be a sequence of probabil-
ity measures on N̂ attached to the restriction π|N of π to N , as in Theorem 2.B.8.
(1) Every probability measure µn is quasi-invariant under G.
2.F. APPLYING THE SNAG THEOREM TO NON-ABELIAN GROUPS 97
(2) Assume that π is factorial. Then π|N is a homogeneous representation
of N , that is, π|N is equivalent to the representation (π(n)µ , L2(N̂ , µ,K))
for a probability measure µ on N̂ which is quasi-invariant by G and a
Hilbert space K of some dimension n ∈ N∗. Moreover, µ is ergodic under
the G-action.
Proof. (1) Set σ = π|N and let E : B(N̂)→ Proj(H) be the projection-valued
measure associated to σ. Let (Pn)n∈I be the sequence of orthogonal projections in
the centre of σ(N)′′ attached to E as in Theorem 2.E.1, so that E =
⊕
n∈I Pn ◦E.
Fix g ∈ G and denote by Eg the projection-valued measure associated to the
conjugate representation σg.
On the one hand, we have
Eg(B) = π(g)E(B)π(g−1) for all B ∈ B(N̂).
It follows that I, (µn)n∈I and (π(g)Pnπ(g−1))n∈I are respectively a subset of N∗, a
sequence of mutually singular probability measures on N̂ , and a sequence of mutu-
ally orthogonal projections in the centre of σg(N)′′, satisfying together Properties
(1) and (2) of Theorem 2.E.1 for the projection-valued measure Eg.
On the other hand, by Proposition 2.F.1, we have
Eg(B) = E(Bg
−1
) for all B ∈ B(N̂).
In particular, this implies (see Theorem (2.C.2(ii)) that σg(N)′′ = σ(N)′′.
For every n ∈ I, consider the conjugate representation
((
π
(n)
µn
)g
, L2(N̂ , µn,Kn)
)
;
we have((
π(n)µn
)g
(x)F
)
(χ) =
(
π(n)µn (gxg
−1)F
)
(χ) = χ(gxg−1)F (χ) = χg(x)F (χ),
for all x ∈ N,χ ∈ N̂ and F ∈ L2(N̂ , µn,Kn). It follows that
(
π
(n)
µn
)g
is (equivalent
to) the representation of N corresponding to the projection-valued measure Pn◦Eg.
Since
(
π
(n)
µn
)g
is equivalent to π
(n)
g∗(µn)
, it follows that I, (g∗(µn))n∈I and (Pn)n∈I are
another subset of N∗, a sequence of mutually singular probability measures on N̂ ,
and a sequence of mutually orthogonal projections in the centre of σ(N)′′ = σg(N)′′,
satisfying together Properties (1) and (2) of Theorem 2.E.1 for the projection-valued
measure Eg.
It follows from the uniqueness part of Theorem 2.E.1 that:
• g∗(µn) and µn are equivalent for every n ∈ I;
• Pn = π(g)Pnπ(g−1) for every n ∈ I.
Since this holds for every g ∈ G, and since Pn belongs to π(N)′′ and hence to
π(G)′′, this implies that
• every measure µn is quasi-invariant by G;
• every projection Pn belongs belongs to the centre of π(G)′′.
(2) Assume now that π is factorial. Since every Pn belongs to the centre of
π(G)′′, and
∑
n∈I Pn = I, it follows that the subset I of N∗ consists of a single
element n ∈ N∗, that is, π is n-homogeneous for this n.
Denote now by µ the probability measure on N̂ associated to n. Let B ∈ B(N̂)
be G-invariant. The projection E(B) belongs to π(G)′′, and also to π(G)′, because
E(B) = E(Bg) = π(g)E(B)π(g−1) for all g ∈ G.
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It follows that E(B) belongs to the centre of π(G)′′, and we have E(B) = 0 or
E(B) = I. This implies that µ(B) = 0 or µ(B) = 1, and shows that µ is ergodic. 
Corollary 2.F.4. Let G be a locally compact group, N a closed second-countable
abelian normal subgroup of G, and π a factor representation of G in a separable
Hilbert space H. Let E be the projection-valued measure associated to π|N .
(1) The equivalence class of the ergodic G-quasi-invariant probability measure
µ on N̂ attached to π|N as in Proposition 2.F.3 is unique. More specifi-
cally, the sets B ∈ B(N̂) such that µ(B) = 0 for any such measure µ are
exactly the sets B ∈ B(N̂) such that E(B) = 0.
(2) The support (respectively, the set of atoms) of every probability measure µ
on N̂ attached to π|N as in Proposition 2.F.3 coincides with the support
(respectively, the set of atoms) of E.
Proof. Let µ be an ergodic G-quasi-invariant probability measure N̂ attached
to π|N .
(1) By Proposition 2.F.3 (2), we can assume that H = L2(N̂ , µ,K) for a Hilbert
space K of some dimension n ∈ N∗ and that π|N coincides with the canonical rep-
resentation π
(n)
µ of N in L2(N̂ , µ,K). As we have already observed in the beginning
of Section 2.E, concerning the projection-valued measure E
(n)
µ associated to π
(n)
µ ,
we have, for every B ∈ B(N̂) :
E(n)µ (B) = 0 ⇐⇒ µ(B) = 0.
This shows Item (1)
Item (2) is an immediate consequence of Item (1). 
Remark 2.F.5 (Mackey machine). We give some indications on theMackey
machine, which is a procedure for producing and analyzing representations of a
locally compact group G in terms of the representations of a closed normal sub-
group N and of subgroups of G/N . The terminology refers to [Mack–58]. For
details and proofs, see also [Foll–16, Section 6.4] or/and [KaTa–13, Section 4.3].
The procedure can be adapted to a variety of situations, with various degrees of
sophistication.
Here, we only address the easiest situation, and assume that the three following
properties hold.
(a) The group G is a semi-direct product G = H ⋉N of a closed subgroup H
of G with an abelian closed normal subgroup N of G.
(b) The groups H and N are second-countable, hence so is G.
(c) The semi-direct product is regular, i.e., there exists a Borel subset B ⊂ N̂
such that B intersects each H-orbit in N̂ in exactly one point, where the
right action N̂ x H is the restriction to H of the natural action of G
on the dual of N (this is not the orthodox notion of a regular semi-direct
product, but our Condition (c) implies the usually defined property).
The machine produces irreducible representations, indeed all of them, as follows.
For χ ∈ N̂ , denote by Oχ its H-orbit and by Hχ = {h ∈ H | χh = χ} its isotropy
in H . For any representation σ of Hχ, we have a representation σχ defined by
(σχ)(h, n) = σ(h)χ(n) for all (h, n) ∈ Hχ ⋉N.
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Set πσ,χ = Ind
G
Hχ⋉N(σχ). Then
(1) Let χ ∈ N̂ and σ ∈ Ĥχ an irreducible representation of Hχ; the represen-
tation πσ,χ of G is irreducible.
(2) Every irreducible representation of G is equivalent to a representation
πσ,χ, for some χ ∈ N̂ and σ ∈ Ĥχ.
(3) Two irreducible representations of G of the previous form, say πσ1,χ1 and
πσ2,χ2 , are equivalent if and only if χ1, χ2 are in the same H-orbit, i.e.,
there exists h ∈ H such that χ2 = (χ1)h, and the representations x 7→
σ1(x) and x 7→ σ2(h−1xh) of Hχ1 are equivalent.
There are refined versions of the machine, to deal with locally compact groups G
having a closed normal subgroup N which is of type I, and such that the exten-
sion N → G→ G/N satisfies appropriate conditions; but sophistication increases,
among other reasons because projective representations have to be considered.

CHAPTER 3
Examples of irreducible representations
Using the irreducibility and equivalence criteria from Section 1.F, we construct
families of non-equivalent irreducible representations for various discrete groups:
• the infinite dihedral group D∞ (Section 3.A),
• two-step nilpotent discrete groups, in particular Heisenberg groups over
fields and over the integers (Section 3.B),
• the affine group Aff(K) over a field K (Section 3.C),
• the Baumslag–Solitar group BS(1, p) for a prime p (Section 3.D),
• the lamplighter group Z⋉⊕k∈Z Z/2Z (Section 3.E),
• and the general linear group GLn(K) over K (Section 3.F).
For D∞, we obtain in this way a complete description of the dual D̂∞. More-
over, this space coincides with the primitive dual Prim(D∞), and also with the
quasi-dual QD(D∞) introduced in Section 6.C.
By contrast, for any group Γ of Sections 3.B to 3.F, we will see that it is impos-
sible to select in these families, in a measurable way, a set of pairwise inequivalent
irreducible representations, and a fortiori impossible to parametrize in a measurable
way the dual Γ̂ of Γ. This is a manifestation of the fact that these groups are not
of type I (a notion defined in Section 6.D). Moreover, as checked below (Section
9.G), each group of Sections 3.B to 3.F has an uncountable family of representa-
tions which are pairwise non-equivalent and nevertheless weakly equivalent to each
other.
In later chapters, we will indicate further constructions providing more irre-
ducible representations of the groups listed above.
The final Section 3.G refers briefly to the duals of some non-discrete groups.
3.A. Infinite dihedral group
Let D∞ be the infinite dihedral group, viewed here as the semi-direct prod-
uct Z/2Z ⋉ Z, for the non-trivial action of the two-element group Z/2Z = {1, ε}
on Z, that is, for the action given by ε · n = −n for all n ∈ Z. The group has a
matrix form: D∞ =
({±1} Z
0 1
)
. It is well known that D∞ is also isomorphic to
the free product of two groups of order two.
Observe that the commutator subgroup [D∞, D∞] is the subgroup 2Z of Z,
and that the abelianized group (D∞)ab = D∞/[D∞, D∞] is isomorphic to the
Vierergruppe V4 = Z/2Z× Z/2Z.
In this section, we write Γ for D∞ and N for its normal subgroup Z of index
2. As usual, we identity N̂ with the circle group T = {z ∈ C | |z| = 1} through the
map
T
≈−→ N̂ , z 7→ χz,
101
102 3. EXAMPLES OF IRREDUCIBLE REPRESENTATIONS
where
χz(n) = z
n for all n ∈ Z,
and we view N̂ as a right Γ-space. The action of ε on N̂ is described by
χεz = χz for all z ∈ T.
In particular, χ1 and χ−1 are Γ-fixed. For z 6= ±1, the Γ-orbit of χz consists of
the two-element set {χz, χz}. The space of Γ-orbits in N̂ can be identified with the
quotient space T/∼ for the equivalence relation on T defined by z ∼ z.
For every z ∈ T, define a representation ρz of Γ by
ρz = Ind
Γ
Nχz.
It is of dimension 2. Observe that ρz is equivalent to ρz, since χz is in the Γ-orbit
of χz (see Proposition 1.F.8).
Proposition 3.A.1. Let Γ = D∞. The map
Φ : Γ̂ab ⊔
(
(Tr {1,−1})/∼) −→ Γ̂,
defined by Φ(χ) = χ for χ ∈ Γ̂ab and Φ({z, z}) = ρz for z ∈ T r {1,−1}, is a
bijection.
Note that Γ̂ab = V̂4 is a four elements set, and (T r {1,−1})/∼ is in natural
bijection with the upper open half-circle {eiθ ∈ T | 0 < θ < π}.
Proof. The method of proof of Proposition 3.A.1 is a special case of the
Mackey machine, mentioned in Remark 2.F.5.
• First step. We claim that the range of Φ is contained in Γ̂ and that Φ is
injective.
Indeed, for z ∈ T r {1,−1}, the stabilizer of χz in Γ is N , so that the repre-
sentation ρz is irreducible, by the Mackey–Shoda irreducibility criterion (Corollary
1.F.15). Moreover, if z, w ∈ T are not in the same equivalence class, then ρz and ρw
are not equivalent by the Mackey–Shoda equivalence criterion (Corollary 1.F.19).
This proves the non-trivial part of the first step.
Let (ρ,H) be an irreducible representation of Γ. Assume that ρ is not one-
dimensional . To prove that Φ is surjective, we have to show that ρ is equivalent
to ρz for some z ∈ Tr {1,−1}. We denote by E the projection-valued measure on
N̂ associated to ρ|N , and by S the support of E.
• Second step. We claim that S consists of exactly one Γ-orbit in N̂ .
Indeed, by Proposition 2.F.1 (2), S is the closure of a Γ-orbit in N̂ . Since the
Γ-orbits are finite and hence closed, the claim follows.
• Third step. We claim that S 6= {χ1} and S 6= {χ−1}.
Indeed, assume that S = {χ1} or S = {χ−1}. Then H = Hχ1 or H = Hχ−1 , by
Corollary 2.D.2. Observe that χ1 and χ−1 are trivial on the commutator subgroup
[Γ,Γ] = 2Z ⊂ N . Therefore ρ factorizes through Γab and hence is one-dimensional.
This is a contradiction.
• Fourth step. We have ρ = IndΓNχz for some z ∈ Tr {−1, 1}.
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Indeed, by the second and the third step, we have S = {z, z} for some z ∈
Tr {−1, 1}. By Corollary 2.D.2 again, we have
H = Hχz
⊕
Hχz .
The formula from Proposition 2.F.1 (1) shows that
Hχz = ρ(ε)Hχz .
Since {e, ε} is a transversal for Γ/N , we see that ρ = IndΓNσ, where the representa-
tion σ of N is the multiple of χz defined on Hχz (see Definition 1.F.1). Since ρ is
irreducible, σ is irreducible and hence σ = χz (that is, dimHχz = 1). 
Proposition 3.A.1 describes the dual D̂∞ of the infinite dihedral group as a set.
We describe now this dual as a topological space.
Set C = {eiθ ∈ T | 0 ≤ θ ≤ π} × {1,−1}; it is a compact topological space,
homeomorphic to the the disjoint union of two closed intervals. Define an equiva-
lence relation on C by (eiθ, j) ∼ (eiθ′ , j′) if either 0 < θ = θ′ < π, or θ = θ′ ∈ {0, π}
and j = j′; we write [eiθ, j] ∈ C/ ∼ for the equivalence class of (eiθ, j) in C.
Note that C/ ∼ is a non-Hausdorff quasi-compact topological space, that can be
described as an interval having pairs of non-separated points at each of its ends.
For the infinite dihedral group, we choose the matrix model D∞ =
({±1} Z
0 1
)
and we will write (ε, n) for
(
ε n
0 1
)
∈ D∞. There are four unitary characters of
D∞ denoted by ρ0,1, ρ0,−1, ρπ,1, ρπ,−1 and defined, for (ε, n) ∈ D∞, by
ρ0,1(ε, n) = 1, ρ0,−1(ε, n) = ε,
ρπ,1(ε, n) = (−1)n, ρπ,−1(ε, n) = (−1)nε.
Let z = eiθ ∈ T be such that 0 ≤ θ ≤ π. For IndΓNχz, we write now ρθ, rather
than ρz as above. According to Definition 1.F.1, the induced representation ρθ can
be viewed as acting on the Hilbert space C2, and defined by
ρθ(1, n) =
(
einθ 0
0 e−inθ
)
and ρθ(−1, n) =
(
0 einθ
e−inθ 0
)
for all n ∈ Z. The normalized function ϕρθ,s,t of positive type associated to ρθ and
defined by a unit vector ξ =
(
s
t
)
∈ C2 is given by
(PT) ϕρθ ,s,t(ε, n) =
{
einθ |s|2 + e−inθ |t|2 if ε = 1,
einθ s t+ e−inθst = 2Re(einθst) if ε = −1,
for all n ∈ Z (see Definition 1.B.3).
Note that the representation ρθ is cyclic. When 0 < θ < π, it is irreducible.
When θ = 0, we have a direct sum ρ0 = ρ0,1 ⊕ ρ0,−1 in a a direct sum of Hilbert
spaces C2 = C
(
1/
√
2
1/
√
2
)
⊕C
(
1/
√
2
−1/√2
)
. When θ = π, we have ρπ = ρπ,1 ⊕ ρπ,−1,
in the same decomposition of C2 in a direct sum of two one-dimensional Hilbert
spaces.
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Proposition 3.A.2. Let the notation be as above. Define a map Ψ : C/ ∼ →
D̂∞ by
Ψ([eiθ, j]) = ρθ for [e
iθ, j] ∈ C/ ∼,
Ψ([1, 1]) = ρ0,1, Ψ([1,−1]) = ρ0,−1,
Ψ([−1, 1]) = ρπ,1, Ψ([−1,−1]) = ρπ,−1.
Then Ψ is a homeomorphism.
Proof. By Proposition 3.A.1, the map Ψ is a bijection.
• First step. The map Ψ is continuous.
Since the space C/ ∼ is first countable, it suffices to consider sequences, rather
than nets. Consider a point [eiθ, j] in C/ ∼. We have to check that, for any se-
quence ([eiθk , jk])k≥1 converging to [eiθ, j] in C/ ∼, the sequence of representations
(Ψ([eiθ, j]))k≥1 converges to Ψ([eiθ, j]) in D̂∞, i.e., that, for each u, v ∈ C, there ex-
ists a sequence (ϕρθk ,uk,vk)k≥1 of functions of positive type associated to the ρθk ’s
such that
(Lim) lim
k→∞
ϕρθk ,uk,vk = ϕρθ,u,v (limit in the topology of simple convergence).
Assume first that 0 < θ < π. Then Ψ([eiθ, j]) = ρθ. It is obvious from the
explicit formulas (PT) that limk→∞ ϕρθk ,u,v = ϕρθ,u,v for all u, v ∈ C.
Assume next that θ = 0 and j = −1. Then Ψ([1,−1]) = ρ0,−1. For any vector(
u
−u
)
in the space C
(
1/
√
2
−1/√2
)
of ρ0,−1, the function of positive type ϕρ0,u,−u
is a constant multiple of the unitary character ρ0,−1. It is again obvious from
the explicit formulas (PT) that limk→∞ ϕρθk ,u,−u = ϕρ0,u,−u for all u ∈ C. The
arguments for the three other cases (θ, j) = (0, 1), (π, 1), (π,−1) are similar.
• Second step. The map Ψ−1 : D̂∞ → C/ ∼ is continuous.
Let A be a subset of D̂∞ and ρ ∈ A. We have to show that Ψ−1(ρ) ∈ Ψ−1(A).
Two cases may occur.
◦ First case. ρ is in the closure of A∩{ρ0,1, ρ0,−1, ρπ,1, ρπ,−1}. Then ρ belongs
to A∩{ρ0,1, ρ0,−1, ρπ,1, ρπ,−1}, since every unitary character of D∞ is a closed point
in D̂∞ (see Corollary 1.C.12). In particular, Ψ−1(ρ) ∈ Ψ−1(A).
◦ Second case.ρ is in the closure of A ∩ {ρθ | 0 < θ < π}.
Let ξ be a unit vector in the Hilbert space of ρ and ϕρ,ξ the corresponding
normalized function of positive type associated to ρ. Then there exists a sequence
(θk)k≥1 in (0, π) with ρθk ∈ A and sequences (sk)k≥1, (tk)k≥1 in C with |sk|2 +
|tk|2 = 1 such that
lim
k
ϕρθk ,sk,tk(1, 1) = ϕρ,ξ(1, 1).
Therefore, we have (see the formulas PT)
(∗) lim
k
(
eiθk |sk|2 + e−iθk |tk|2
)
= ϕρ,ξ(1, 1).
Assume first that ρ = ρθ for 0 < θ < π. Choose ξ =
(
1
0
)
. Then ϕρ,ξ(1, 1) = e
iθ
and it follows from (∗) and from the uniform convexity of the unit disc in R2 that
limk θk = θ. So, Ψ
−1(ρ) = [eiθ, 1] = limk[eiθk , 1] is in the closure of Ψ−1(A).
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Assume next that ρ = ρ0,1 or ρ = ρ0,−1. With ξ = 1, we have ϕρ,ξ(1, 1) = 1
and therefore
lim
k
(
eiθk |sk|2 + e−iθk |tk|2
)
= 1.
As before, this implies that limk θk = 0. So, Ψ−1(A) contains [1, 1] and [1,−1] and
this shows that Ψ−1(ρ) ∈ Ψ−1(A).
Finally, assume that ρ = ρπ,1 or ρ = ρπ,−1. With ξ = 1, we have ϕρ,ξ(1, 1) = −1
and therefore
lim
k
(
eiθk |sk|2 + e−iθk |tk|2
)
= −1.
As before, this implies that limk θk = π. So, Ψ−1(A) contains [−1, 1] and [−1,−1]
and this shows that Ψ−1(ρ) ∈ Ψ−1(A). 
3.B. Two-step nilpotent groups
Let Γ be a two-step nilpotent group, that is, Γ is a group of which the
derived group [Γ,Γ] is contained in the centre Z = Z(Γ). Observe that Γ could
be abelian; we do not exclude this case, as we sometimes have to consider abelian
quotients of Γ.
Theorem 3.B.5 provides a procedure constructing irreducible representations
of Γ, which is reminiscent of Kirillov’s orbit method for nilpotent connected real
Lie groups [Kiri–62]. Our exposition is inspired in part by [Howe–77b], which
provides a description of Prim(Γ) for finitely generated discrete nilpotent groups.
We will come back to representations of two-step nilpotent groups in (Sub)sections
4.B.a, 9.B, and 12.B.
Definition 3.B.1. Let ∆ be a group. A bihomomorphism from ∆ to T is
a map ω : ∆×∆→ T such that the partial maps
ωa : ∆ → T, δ 7→ ω(a, δ) and ωb : ∆ → T, δ 7→ ω(δ, b)
ae homomorphisms. For such a bihomomorphism ω, the map
∆ → Hom(∆,T), a 7→ ωa
is a homomorphism; when ∆ is abelian, this is a homomorphism ∆→ ∆̂.
Lemma 3.B.2. Let Γ be a two-step nilpotent group. Let Z be its centre.
(1) Every maximal abelian subgroup of Γ is normal in Γ and contains its
centre.
(2) For every γ ∈ Γ, the maps
Γ→ Z, a 7→ [a, γ] and Γ→ Z, a 7→ [γ, a] = [a, γ]−1
are group homomorphisms.
(3) Let ψ ∈ Ẑ be a unitary character of Z. The map
ω : Γ/Z × Γ/Z → T, (aZ, bZ) 7→ ψ([b, a])
is a bihomomorphism from Γ/Z to T.
(4) Let ψ ∈ Ẑ and ω be as in (3); assume moreover that ψ is faithful character.
Then
Γ/Z −→ Γ̂/Z, aZ 7→ ωa
is an injective homomorphism.
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Proof. (1) Maximal abelian subgroups exist in Γ, by Zorn’s lemma; let N be
such a subgroup. Since N is its own centralizer, Z is contained in N . Therefore
[Γ, N ] ⊂ [N,N ] ⊂ Z ⊂ N . It follows that N is normal in Γ.
(2) For all a, b ∈ Γ,
[ab, γ] = b−1a−1γ−1abγ = b−1(a−1γ−1aγ)γ−1bγ
= (a−1γ−1aγ)b−1γ−1bγ = [γ, a][γ, b],
i.e., the map Γ → Z, a 7→ [a, γ] is a group homomorphism. The argument for
Γ→ Z, a 7→ [γ, a] is similar.
Observe that these homomorphisms factorize through Γ/Z.
Claim (3) is a straightforward consequence of (2), and Claim (4) is equally
straightforward. 
We continue with a non-abelian two-step nilpotent group Γ, its centre Z, and
a maximal abelian subgroup N of Γ. We have a continuous homomorphism
r : N̂ → Ẑ, χ 7→ χ|Z ,
given by restriction to Z of unitary characters of N . By Pontrjagin theory, uni-
tary characters extend from closed subgroups of LCA groups (see, e.g., [BTS1–2,
Chap. II, § 1, no 7, th. 4]). In particular, the map r is surjective. Since Z is central,
the action of Γ on Ẑ is trivial and hence
r(χγ) = r(χ) for all χ ∈ N̂ , γ ∈ Γ.
For ψ ∈ Ẑ, set
N̂(ψ) := r−1(ψ) =
{
χ ∈ N̂ ∣∣ χ|Z = ψ} .
If we agree to identify N̂/Z to a subgroup of N̂ , we also have for any χ0 ∈ N̂(ψ)
N̂(ψ) =
{
χ ∈ N̂ ∣∣ χ = χ0ρ for some ρ ∈ N̂/Z} .
Observe that N̂(ψ) is a Γ-invariant subset of N̂ : for a ∈ Γ and χ ∈ N̂(ψ), the
conjugate unitary character χa is again in N̂(ψ).
Lemma 3.B.3. Let Γ be a non abelian two-step nilpotent group, Z its centre,
N a maximal abelian subgroup of Γ, and ψ ∈ Ẑ a faithful unitary character of Z;
let a ∈ Γ. Let N̂(ψ) be as above, and, for a ∈ Γ, let ωa be as in Definition 3.B.1.
(1) Let a ∈ ΓrN . The restriction of ωa to N/Z, that is the map
ωa|N/Z : N/Z → T, nZ 7→ ψ([n, a]),
is a unitary character of N/Z that is distinct from 1N/Z .
(2) Let χ ∈ N̂(ψ) and a ∈ Γ. Then χa−1 = (ωa|N/Z)χ ∈ N̂(ψ), where ωa|N/Z
is viewed as a unitary character of N .
(3) The group Γ/N acts freely on N̂(ψ).
(4) The Γ-orbit of every element χ ∈ N̂(ψ) is dense in N̂(ψ).
Proof. (1) Since Γ is not abelian, N $ Γ. Since a /∈ N , there exists n ∈ N
such that [n, a] 6= 1. Since ψ is faithful, we have (ψa|N/Z) (nZ) = ψ([n, a]) 6= 1.
Therefore ψa|N/Z 6= 1N/Z .
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(2) Since χ|Z = ψ, we have, for every n ∈ N ,
χa
−1
(n) = χ(a−1na) = χ(n[n, a]) = ψ([n, a])χ(n) = ωa(nZ)χ(n).
(3) Let a ∈ ΓrN and χ ∈ N̂ψ. By (1), we have ωa−1 |N/Z 6= 1N/Z . Therefore
χa 6= χ, by (2).
(4) Any two elements in N̂(ψ) differ by a unitary character of N that is trivial
on Z. In view of (2), it is enough to show that the subgroup
H := {ρ ∈ N̂/Z | ρ = ωa|N/Z for some a ∈ Γ}
is dense in N̂/Z.
By Pontrjagin duality, it is equivalent to show that H⊥ = {e}, where
H⊥ = {nZ ∈ N/Z | ρ(nZ) = 1 for all ρ ∈ H}
(see Corollaire 6 of The´ore`me 4 in [BTS1–2, Chap. II, § 1, no 7]).
Let n ∈ N be such that ωa(nZ) = 1 for all a ∈ Γ, i.e., such that ψ([n, a]) = 1
for all a ∈ Γ. Then n ∈ Z, because ψ is faithful, i.e., nZ is the neutral element of
N/Z, as was to be shown. 
Definition 3.B.4. Let G be a topological group; let Z denote its centre. Let
π be an irreducible representation of G. Schur’s lemma implies that, for g ∈ G,
there exists λπ(g) ∈ T such that π(g) = λπ(g)IdHπ . The map
λπ : Z → T, g 7→ λπ(g)
is a unitary character of Z called the central character of π. It only depends on
the equivalence class of π. For more one this, see Section 8.E.
Theorem 3.B.5. Let Γ be a non-abelian two-step nilpotent discrete group with
centre Z and N a maximal abelian subgroup of Γ. Let ψ be a faithful unitary
character of Z; set N̂(ψ) = {χ ∈ N̂ | χ|Z = ψ}.
(1) Let χ ∈ N̂(ψ). Then IndΓNχ is an irreducible representation of Γ, with
central character ψ.
(2) Let χ1, χ2 ∈ N̂(ψ) be such that χγ1 6= χ2 for every γ ∈ Γ. Then IndΓNχ1
and IndΓNχ2 are non-equivalent irreducible representations of Γ.
Proof. (1) By Lemma 3.B.3 (3) we have χγ 6= χ for every γ ∈ Γ r N .
Therefore IndΓNχ is irreducible by the Mackey–Shoda irreducibility criterion (Corol-
lary 1.F.15).
It remains to show that ψ is the central character of π = IndΓNχ. Choose a
right transversal T for N in Γ, so that Γ =
⊔
t∈T Nt. For n ∈ N and t ∈ T , let
α(t, n) ∈ N and t · n ∈ T be as in Construction 1.F.4(2), so that tn = α(t, n)(t · n).
In the particular case of z ∈ Z, we have α(t, z) = z and t · z = t. It follows that
(π(t)f)(t) = χ(z)f(t) = ψ(z)f(t)
for all z ∈ Z, f ∈ ℓ2(T,C) = Hπ, and t ∈ T . Therefore π(z) = ψ(z)I for every
z ∈ Z.
(2) It follows from (1) that the representations IndΓNχ1 and Ind
Γ
Nχ2 are irre-
ducible and from the Mackey–Shoda equivalence criterion (Corollary 1.F.19) that
they are not equivalent. 
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Remark 3.B.6. The central characters of the irreducible representations of Γ
in Theorem 3.B.5 are faithful. Irreducible representations of Γ having non-faithful
central characters can be constructed as follows. (Note that a group need not con-
tain any faithful central character; this is for example the case of groups containing
non-cyclic finite central subgroups.)
Let ψ be a unitary character of the centre Z of Γ, not necessarily a faithful
character. Consider the quotient group Γ/ kerψ, its centre Z(Γ/ kerψ), and the
canonical projection p : Γ ։ Γ/ kerψ. For some time, we view ψ as a unitary
character of Z/ kerψ, and extend it as a unitary character, say ψ˜, of Z(Γ/ kerψ);
observe that the subgroup ker ψ˜ of Γ/ kerψ is central, and therefore normal, so that
p−1
(
ker ψ˜
)
is a normal subgroup of Γ. Set Zψ = p
−1 (Z(Γ/ kerψ)); then Zψ is a
normal subgroup of Γ, and Z(Γ/ kerψ) = Zψ/ kerψ.
We view now ψ˜ as a unitary character of Zψ, and therefore ker ψ˜ as a subgroup
of Γ which is normal; note that Γ ⊃ Zψ ⊃ ker ψ˜. Consider the quotient group
Γ = Γ/ ker ψ˜. We claim that Zψ/ ker ψ˜ is the centre of Γ.
Since kerψ ⊂ ker ψ˜, the quotient Zψ/ ker ψ˜ is in the centre of Γ. Conversely,
let γ ∈ Γ be such that γ ker ψ˜ is in the centre of Γ; then γx ∈ xγ ker ψ˜, i.e.,
[γ, x] ∈ ker ψ˜, for all x ∈ Γ. Since [γ, x] ∈ [Γ,Γ] ⊂ Z, and ψ|Z = ψ˜|Z , it follows that
[γ, x] ∈ kerψ for all x ∈ Γ, i.e., that γ ∈ Zψ; hence the centre of Γ is contained in
Zψ/ ker ψ˜. This proves the claim.
Moreover, ψ˜, viewed as a unitary character of the centre of Γ, is faithful. Now,
Theorem 3.B.5 applies to ψ˜ and provides an irreducible representation π of Γ having
ψ˜ as central character. Lifting π to Γ, we obtain an irreducible representation of Γ
having ψ as central character.
Heisenberg group over a ring. Next, we treat Heisenberg groups, which
are prominent examples of two-step nilpotent groups. We will deal with them in
a way independent of Theorem 3.B.5 (which concerns faithful central characters)
and Remark 3.B.6 (which concerns non-faithful central characters).
Let R be a commutative ring with unit. Let Γ = H(R) be the Heisenberg
group over R, that is,
Γ =
1 R R0 1 R
0 0 1
 .
We identify Γ with R3, by writing (a, b, c) for the matrix1 a c0 1 b
0 0 1
 .
The group law on Γ is given by
(a, b, c)(a′, b′, c′) = (a+ a′, b+ b′, c+ c′ + ab′) for (a, b, c), (a′, b′, c′) ∈ R3.
The centre of Γ is Z = {(0, 0, c) | c ∈ R} ≈ R. Since
[(a, b, c), (a′, b′, c′)] = (0, 0, ab′ − a′b) ∈ Z for (a, b, c), (a′, b′, c′) ∈ R3,
we see that Γ is two-step nilpotent; moreover, [Γ,Γ] = Z. The bihomomorphism
associated to a faithful unitary character ψ of Z as in Lemma 3.B.2 (3) can be
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viewed as the “symplectic form” ω : R2 ×R2 → T, given by
ω((a, b), (a′, b′)) = ψ(ab′ − a′b) for (a, b), (a′, b′) ∈ R2.
The subgroup of Γ
N = {(0, b, c) ∈ Γ | b, c ∈ R} ≈ R2
is maximal abelian.
Fix a unitary character ψ of the centre Z of Γ. Let Iψ be the ideal of R defined
by
Iψ := {a ∈ R | aR ⊂ kerψ};
in other words, Iψ is the largest ideal of R contained in kerψ. Define
Zψ := {(a, b, c) ∈ Γ | a, b ∈ Iψ, c ∈ R} and Nψ := {(a, b, c) ∈ Γ | a ∈ Iψ , b, c ∈ R}.
As easily checked, Zψ and Nψ are normal subgroups of Γ, and Zψ ⊂ Nψ. The
subgroup kerψ of Z is central, and therefore normal, in Γ; denote by Γ the quotient
group Γ/ kerψ and by p : Γ։ Γ the canonical projection.
Lemma 3.B.7. For ψ ∈ Ẑ. Let Zψ, Nψ, and p : Γ։ Γ be as above
(1) The subgroup Zψ is the inverse image in Γ of the centre Z of Γ.
(2) The subgroup Nψ is the inverse image in Γ of the subgroup p(Nψ), which
is a maximal abelian subgroup in Γ.
In particular, if ψ is faithful, then Zψ = Z and Nψ = N .
Proof. Let γ = (a, b, c) ∈ Γ.
(1) We have [γ, γ′] = (0, 0, ab′ − a′b) ∈ kerψ for all γ′ = (a′, b′, c′) ∈ Γ if and
only if ab′ ∈ kerψ and ba′ ∈ kerψ for all a′, b′ ∈ R, that is, if and only a ∈ Iψ and
b ∈ Iψ . Therefore, [γ, γ′] ∈ kerψ for all γ′ ∈ Γ if and only if γ ∈ Zψ. This shows
that Zψ = p
−1(Z).
(2) We have [γ, γ′] = (0, 0, ab′ − a′b) ∈ kerψ for all γ′ = (a′, b′, c′) ∈ Nψ if and
only if ab′ ∈ kerψ for all b′ ∈ R, that is, if and only a ∈ Iψ. Therefore, [γ, γ′] ∈ kerψ
for all γ′ ∈ Nψ if and only if γ ∈ Nψ. This shows that Nψ := p(Nψ) is a maximal
abelian subgroup in Γ and that Nψ = p
−1(Nψ). 
Let ψ ∈ Ẑ; view the ring R and the ideal Iψ of R defined above as abelian
groups. For (α, β) ∈ Îψ × R̂, define χψ,α,β : Nψ → T by the formula
χψ,α,β(a, b, c) = α(a)β(b)ψ(c) for a ∈ Iψ , b, c ∈ R.
The following lemma gives a concrete description of the sets
Ẑψ(ψ) := {χ ∈ Ẑψ | χ|Z = ψ} and N̂ψ(ψ) := {χ ∈ N̂ψ | χ|Z = ψ}.
Lemma 3.B.8. Let ψ ∈ Ẑ. With the notation introduced above, the maps
Îψ × Îψ → Ẑψ(ψ), (α, β) 7→ χψ,α,β
Îψ × R̂ → N̂ψ(ψ), (α, β) 7→ χψ,α,β
are bijections.
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Proof. We give the proof for N̂ψ(ψ). That for Ẑψ(ψ) is similar.
Let (α, β) ∈ Îψ × R̂. Then χψ,α,β is a unitary character of Nψ. Indeed, let
γ = (a, b, c) and γ′ = (a′, b′, c′) in Nψ. Since ab′ ∈ kerψ, we have
χψ,α,β(γγ
′) = χψ,α,β(a+ a′, b+ b′, c+ c′ + ab′)
= α(a+ a′)β(b + b′)ψ(c+ c′)ψ(ab′)
= α(a+ a′)β(b + b′)ψ(c+ c′)
= α(a)α(a′)β(b)β(b′)ψ(c)ψ(c′)
= χψ,α,β(γ)χψ,α,β(γ
′).
It is obvious that χψ,α,β |Z = ψ.
Conversely, let χ be a unitary character of Nψ such that χ|Z = ψ. Let a, a′ ∈ Iψ
and b, b′ ∈ R. Since χ(0, 0, ab′ − a′b) = ψ(ab′ − a′b) = 1, we have
χ(a+ a′, b+ b′, 0) = χ((a+ a′, b+ b′, 0)(0, 0, ab′ − a′b))
= χ(a+ a′, b+ b′, ab′ − a′b)
= χ((a, b, 0)(a′, b′, 0))
= χ(a, b, 0)χ(a′, b′, 0).
This shows that (a, b) 7→ χ(a, b, 0) is a unitary character of the group Iψ × R,
which can therefore be written as (a, b) 7→ α(a)β(b) for a uniquely defined pair
(α, β) ∈ Îψ × R̂. Moreover, since χ|Z = ψ and since Z is contained in the centre of
Nψ, it follows that χ = χψ,α,β . 
We are ready to construct a family of irreducible representations of H(R).
Theorem 3.B.9. Let R be a commutative ring with unit, Γ the Heisenberg
group H(R), and Z the centre of Γ. Let ψ ∈ Ẑ be a unitary character; let Nψ be
the normal subgroup of Γ defined just before Lemma 3.B.7.
(1) Let χ be a unitary character of Nψ such that χ|Z = ψ. Then IndΓNψχ is
an irreducible representation of Γ, and its central character is ψ.
(2) Let χ1, χ2 be unitary characters of Nψ such that χ1|Z = χ2|Z = ψ, and
χγ1 6= χ2 for every γ ∈ Γ. Then IndΓNψχ1 and IndΓNψχ2 are non-equivalent
irreducible representations of Γ.
(3) Let ψ′ ∈ Ẑ, with ψ′ 6= ψ. Let χ ∈ N̂ψ be such that χ|Z = ψ and χ′ ∈ N̂ψ′
be such that χ′|Z = ψ′. Then the irreducible representations IndΓNψχ and
IndΓNψ′χ
′ of Γ are not equivalent.
Proof. (1) To show that IndΓNψχ is irreducible, by the Mackey–Shoda criterion
(Corollary 1.F.15), it suffices to check that χγ
−1 6= χ for all γ ∈ Γ r Nψ. An
argument similar to that of 3.B.3 (3) shows that this is the case.
Indeed, let γ ∈ Γ be such that χγ−1 = χ. Since χ|Z = ψ, we have
χ(γ′) = χγ
−1
(γ′) = χ(γ′[γ′, γ]) = ψ([γ′, γ])χ(γ′) for all γ′ ∈ Nψ.
Therefore [Nψ, γ] ⊂ kerψ, and hence γ ∈ Nψ since the image of Nψ in Γ/ kerψ is
a maximal abelian subgroup (Lemma 3.B.7).
For the claim concerning the central character, see the proof of Theorem 3.B.5 (1).
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(2) The claim is a direct consequence of the Mackey–Shoda equivalence criterion
(Corollary 1.F.19).
(3) The representations IndΓNψχ and Ind
Γ
Nψ′
χ′ are not equivalent because their
central characters are not equal. 
In the situation of Theorem 3.B.9, the representations IndΓNψχ and Ind
Γ
Nψχ
γ
are equivalent for all γ ∈ Γ, by Proposition 1.F.8. The theorem can therefore be
restated as follows.
Corollary 3.B.10. Let the notation be as in Theorem 3.B.9. For ψ ∈ Ẑ, let
the normal subgroup Nψ of Γ and the subset N̂ψ(ψ) = {χ ∈ N̂ψ | χ|Z = ψ} of the
dual of Nψ be as above. Define
X :=
⊔
ψ∈Ẑ
{ψ} × N̂ψ(ψ),
a set equipped with the right Γ-action
X × Γ → X, ((ψ, χ), γ) 7→ (ψ, χγ).
Then IndΓNψχ is irreducible for all (ψ, χ) ∈ X, and the map
X → Γ̂, χ 7→ IndΓNψχ
factorizes to an injective map from the space of Γ-orbits in X to the dual Γ̂ of Γ.
We will consider two particular cases: R = K, a field, and R = Z, the ring of
integers.
Heisenberg group over a field. Let K be a field, Γ = H(K), and Z the
centre of Γ. Fix a unitary character ψ ∈ Ẑ ≈ K̂; let Iψ be defined as before Lemma
3.B.7. Two cases may occur:
• If ψ = 1Z , then Iψ = K and hence Nψ = Γ.
• If ψ 6= 1Z , then Iψ = {0} and hence Nψ coincides with the maximal
abelian subgroup
N = {(0, b, c) | b, c ∈ K} ≈ K2.
Corollary 3.B.10 takes therefore the following form.
Corollary 3.B.11. Let K be a field, Γ = H(K), with centre Z, and p : Γ ։
Γ/Z the canonical projection. Let N be the maximal abelian subgroup {(0, b, c) ∈
Γ | b, c ∈ K}. For ψ ∈ Ẑ, set N̂(ψ) = {χ ∈ N̂ | χ|Z = ψ}. Define
X := Γ̂/Z
⊔ ( ⊔
ψ∈Ẑr{1Z}
{ψ} × N̂(ψ)
)
.
Then IndΓNχ is irreducible for all (ψ, χ) ∈
⊔
ψ∈Ẑr{1Z}{ψ} × N̂(ψ). The map
X → Γ̂, defined by
χ 7→ χ ◦ p for χ ∈ Γ̂/Z,
and
(ψ, χ) 7→ IndΓNχ for ψ ∈ Ẑ r {1Z}, χ ∈ N̂ψ
factorizes to an injective map from the space of Γ-orbits in X to the dual Γ̂ of Γ.
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Remark 3.B.12. Let (ψ, χ) ∈ ⊔ψ∈Ẑr{1Z}{ψ} × N̂(ψ). The irreducible rep-
resentation IndΓNχ is finite dimensional if K (and therefore Γ) is finite, and infinite
dimensional if K is infinite.
When K is finite, the map X → Γ̂ in Corollary 3.B.11 is surjective, onto Ĥ(K);
see Corollary 4.B.4. When K is infinite, this is far from being true; see Remark
5.C.2(1).
Remark 3.B.13. Fields, considered as discrete abelian groups for the addition,
have duals which are compact abelian groups; these duals appear above in Corollary
3.B.11, since Z ≈ K, and again below, in Remarks 3.C.5 and 5.C.2(2) concerning
Aff(K). They can be described as follows.
The dual Q̂ of Q is isomorphic to the quotient AQ/Q of the rational adele ring
by its cocompact discrete subgroup Q. There is a nice exposition of this fact in
[Conr].
Let K be a field of characteristic 0, viewed as a discrete abelian group. Since
K is a vector space over Q, it is a direct sum of copies of Q, hence its dual K̂ is
isomorphic to a direct product of copies of AQ/Q.
Let p be a prime. The dual of the finite field Fp of order p is isomorphic
(non-canonically) to Fp itself.
Let K be a field of characteristic p, viewed as a discrete abelian group. Since
K is a direct sum of copies of Fp, the dual K̂ is isomorphic to a direct product of
copies of Fp.
Heisenberg group over the integers. Let Γ = H(Z) be the Heisenberg
group over Z. The irreducible representations of this group which appear below
can also be found in [Foll–16, Pages 210–218]. Further irreducible representations
of H(Z) will be constructed in Chapter 5 (see Remark 5.C.2).
The centre of Γ is Z = {(0, 0, c) ∈ Γ | c ∈ Z} ≈ Z and we have
Ẑ = {ψθ | θ ∈ [0, 1[} ≈ T,
where, for θ ∈ [0, 1[, the character ψθ is defined by
ψθ(0, 0, c) = e
2πiθc for all (0, 0, c) ∈ Z.
We denote by Ẑ∞ the subset of Ẑ of elements of infinite order, i.e., of faithful
characters of Z, i.e.,
Ẑ∞ = {ψθ | θ ∈ ]0, 1] and θ /∈ Q}.
Fix ψ = ψθ ∈ Ẑ∞. Since ψ is faithful, the corresponding ideal is Iψθ = {0}
(notation as before Theorem 3.B.9), so that Nψ coincides with the maximal abelian
subgroup N = {(0, b, c) | b, c ∈ Z}. Define N̂(ψ) as in Theorem 3.B.5, i.e., N̂(ψ) =
{χ ∈ N̂ | χ|Z = ψ}. Then
N̂(ψ) = {χθ,β | β ∈ [0, 1[} ≈ T,
where, for θ, β ∈ [0, 1[, the character χθ,β ∈ N̂ is defined by
χθ,β(0, b, c) = e
2πi(βb+θc) for all (0, b, c) ∈ N.
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Consider χ = χθ,β ∈ N̂(ψ). For every γ = (a, b, c) ∈ Γ and γ′ = (0, b′, c′) ∈ N ,
we have
χγ(γ′) = χ(γγ′γ−1) = χ(γ′)χ([γ′, γ−1]) = χ(γ′)ψ([γ′, γ])
= e2πi(βb
′+θc′)e2πiθ(ab
′) = e2πi[(β+aθ)b
′+θc′)]
= χθ,β+aθ(0, b
′, c′).
Therefore the Γ-orbit of χθ,β is
{χθ,β+aθ ∈ N̂ | a ∈ Z}.
Observe that {β+aθ (mod 1) | a ∈ Z} is the orbit of β under the irrational rotation
Rθ : T→ T.
The following result is a direct consequence of Corollary 3.B.10.
Corollary 3.B.14. Consider the Heisenberg group Γ = H(Z) over Z, its centre
Z = {(0, 0, c) ∈ Γ | c ∈ Z}, and its maximal abelian subgroup N = {(0, b, c) ∈ Γ |
b, c ∈ Z}. For each θ ∈ [0, 1[ irrational, consider as above
the unitary character ψθ ∈ Ẑ∞,
the subset N̂(ψθ) = {χθ,β ∈ N̂ | β ∈ [0, 1[} ≈ T of the character group N̂ ,
the irrational rotation Rθ : [0, 1[→ [0, 1[, β 7→ β + θ (mod 1),
and the orbit space Oθ = [0, 1[/Rθ.
Then:
(1) For each β ∈ [0, 1[ and irrational θ ∈ [0, 1[, the representation IndΓNχθ,β
of Γ is irreducible, infinite dimensional, with central character ψθ.
(2) For each irrational θ ∈ [0, 1[, the map [0, 1[ 7→ Γ̂, β 7→ IndΓNχθ,β factor-
izes to an injective map from Oθ into Γ̂.
(3) For θ, θ′ ∈ [0, 1[ irrational and distinct, the images of the corresponding
maps in (2) are disjoint, so that these maps provide an injective map⊔
θ∈[0,1[,θ /∈Q
Oθ →֒ Γ̂.
Remark 3.B.15. (1) For an irrational θ ∈ [0, 1[ and for β ∈ [0, 1[, let πθ,β :=
IndΓNχθ,β be the irreducible representation of Γ of Corollary 3.B.14.
We choose H = {(a, 0, 0) ∈ Γ | a ∈ Z} ≈ Z as transversal for N\Γ. Construc-
tion 1.F.4(2), of which we keep the notation here, shows that the induced represen-
tation πθ,β can be realized on the Hilbert space ℓ
2(Z) as follows. For t = (k, 0, 0)
in the transversal and g = (a, b, c) ∈ Γ, we have
(k, 0, 0)(a, b, c) = (k + a, b, c+ kb) = (0, b, c+ kb)(k + a, 0, 0),
hence
α(t, g) = (0, b, c+ kb) and t · g = (k + a, 0, 0).
Thus
(πθ,β(a, b, c)f)(k) = χθ,β(0, c, c+ kb)f(a+ k) = e
2πiθce2πi(β+kθ)bf(a+ k)
for f ∈ ℓ2(Z), (a, b, c) ∈ Γ, and k ∈ Z.
(2) The map of 3.B.14 (3) above is far from being surjective. See Remarks 5.C.2,
and also [Brow–73a].
(3) Given a unitary character ψθ of the centre Z of Γ = H(Z) with irrational
θ, Corollary 3.B.14 shows that every Γ-orbit in N̂(ψθ) provides one equivalence
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class of irreducible representations of Γ with central character ψθ. Moreover, these
orbits are in a one-to-one correspondence with the orbits of the irrational rotation
Rθ on T. Since there are uncountably many Rθ-orbits, there are uncountably many
non-equivalent irreducible representations of Γ with central character ψθ.
We will show in Subsection 6.C.b that the dual space Γ̂ of Γ is equipped with a
natural Borel structure, called the Mackey–Borel structure. We now deduce from
Corollary 3.B.14 that the Borel space Γ̂ is not countably separated. This is a
manifestation of the fact that Γ is not type I (see Section 6.D for this notion) and
is a particular instance of Glimm theorem 0f Chapter 8.
Corollary 3.B.16. Let Γ = H(Z) be the Heisenberg group over Z.
The Borel space Γ̂ is not countably separated.
Proof. Fix an irrational number θ ∈ [0, 1[. It is well-known that the rotation
Rθ is ergodic with respect to the Lebesgue measure µ on [0, 1[ (see for instance
[BeMa–00, Chapter I, Example 1.4.ii]). Since µ is not supported by an Rθ-orbit,
this implies that the orbit space Oθ = [0, 1[/Rθ is not countably separated for its
canonical quotient Borel structure (see [Zimm–84, Proposition 2.1.10]). In order
to show that Γ̂ is not countably separated, it suffices therefore to show that the
map
[0, 1[ → Γ̂, β 7→ IndΓNχθ,β
of Corollary 3.B.14 (2) is measurable.
As shown in Remark 3.B.15, the representations πθ,β = Ind
Γ
Nχθ,β are realized
in ℓ2(Z), for all β ∈ [0, 1[. By definition of the Mackey–Borel structure on Γ̂, see
Subsection 6.C.b, it suffices to prove that the functions β 7→ 〈πθ,β(a, b, c)f1 | f2〉
are Borel measurable, for all (a, b, c) ∈ Γ and f1, f2 ∈ ℓ2(Z).
Let (a, b, c) ∈ Γ and f1, f2 ∈ ℓ2(Z). As measurability is inherited by linear
combinations and pointwise limits, we can assume that f1 = δk1 and f2 = δk2 for
k1, k2 ∈ Z. In this case, by the formula of Remark 3.B.15 for πθ,β, we have
〈πθ,β(a, b, c)δk1 | δk2〉 =
{
e2πiθce2πi(β+(k1−a)θ)b if k2 = k1 − a
0 if k2 6= k1 − a.
Clearly, this shows that β 7→ 〈πθ,β(a, b, c)δk1 | δk2〉 is measurable. 
We now turn to the construction of irreducible representations of Γ = H(Z)
with a non faithful central character.
For this, fix a character ψ = ψθ ∈ Ẑ for θ ∈ [0, 1[ rational. Write
θ =
p
n
where n ∈ N∗, p ∈ {0, 1, . . . , n− 1} and (p, n) = 1,
so that ψ is of order n. Then (with the notation as before Theorem 3.B.9), we have
Iψθ = kerψθ = nZ,
and Nψ coincides with the normal subgroup
Γ(n) = {(a, b, c) ∈ Γ | a ∈ nZ, b ∈ Z, c ∈ Z}
of Γ.
We parametrize the dual of nZ by [0, 1/n[: every element of n̂Z is of the form
nZ ∋ a 7→ e2πiαa ∈ T for a unique α ∈ [0, 1/n[.
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By Lemma 3.B.8, every unitary character χ of Γ(n) such that χ|Z = ψθ is of
the form χθ,α,β for a unique pair (α, β) ∈ [0, 1/n[× [0, 1[, where
χθ,α,β(a, b, c) = e
2πi(αa+βb+θc) for a ∈ nZ, b ∈ Z, c ∈ Z.
For every γ′ = (a′, b′, c′) ∈ Γ and γ = (a, b, c) ∈ Γ(n), we have θab′ ∈ Z and
χγ
′
θ,α,β(γ) = χθ,α,β(γ)ψθ([γ, (γ
′)−1]
= e2πi(αa+βb+θc)e2πiθ(a
′b−ab′)
= e2πi(αa+βb+θc)e2πiθ(a
′b)
= e2πi[αa+(β+a
′θ)b+θc)]
= χθ,α,β+a′θ(γ).
Therefore the Γ-orbit of χθ,α,β is
{χθ,α,β+a′θ ∈ N̂ | a′ ∈ Z} = {χθ,α,β+ k
n
∈ N̂ | k ∈ Z}
and so contains a character χθ,α,β′ for a unique pair (α, β
′) in [0, 1/n[× [0, 1/n[.
In view of the previous remarks, the following result is a direct consequence of
Corollary 3.B.10.
Corollary 3.B.17. Let n be a positive integer, ψ = ψθ a unitary character
of Z of order n, and (α, β) ∈ [0, 1/n[× [0, 1/n[. Let Γ(n) and χθ,α,β be defined as
above.
The induced representation
πθ,α,β := Ind
Γ
Γ(n)χθ,α,β
is an irreducible representation of Γ = H(Z) of dimension n.
Moreover, for another triple θ′ = p
′
n′ and (α
′, β′) ∈ [0, 1/n′[ × [0, 1/n′[ of the
same kind, the representations πθ,α,β and πθ′,α′,β′ are equivalent if and only if
(θ, α, β) = (θ′, α′, β′).
Remark 3.B.18. We will see later (Corollary 4.B.6) that every finite dimen-
sional irreducible representation of Γ = H(Z) is equivalent to one of the represen-
tations πθ,α,β of Corollary 3.B.17.
Remark 3.B.19. Consider the real Heisenberg group H(R), now with its
natural connected and locally compact topology. Up to isomorphism, it is the only
non-abelian nilpotent connected simply connected real Lie group of dimension 3.
In H(R), we consider the abelian normal closed subgroup
N =
1 0 R0 1 R
0 0 1
 ⊂ H(R) =
1 R R0 1 R
0 0 1
 .
Write again (x, y, z) for
1 x z0 1 y
0 0 1
. The unitary characters of H(R) and N are
χu,v : H(R)→ T, (x, y, z) 7→ w2πi(ux+vy) for u, v ∈ R,
χv,w : N → T, (0, y, z) 7→ w2πi(vy+wz) for v, w ∈ R.
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It is a version of the Stone–von Neumann theorem [Ston–30, vNeu–31] that
the dual of H(R) can be seen as a disjoint union:
Ĥ(R) = R2 ⊔R×,
where
· R2 is identified with the space of unitary characters of H(R), i.e., the
dual of the abelian group H(R)ab = H(R)/[H(R), H(R)] ≈ R2;
· R× is identified with the space of equivalence classes of infinite-dimensional
representations Ind
H(R)
N χ0,w, for w ∈ R×.
For the Fell topology, the induced topology on either R2 or R× is the usual one,
but a sequence of points in R× that tends to 0 in the usual sense tends to all points
of R2 in R2 ⊔R× = Ĥ(R).
One method to obtain these results is to use the Mackey machine. The group
H(R) acts naturally on the dual of N , that is on
N̂ = {χv,w | (v, w) ∈ R2}.
The set of orbits splits in two parts:
· the set of one-point orbits, i.e., of orbits {χv,0}, where v ∈ R,
· the set of line-orbits Ow = {χt,w | t ∈ R}, where w ∈ R×.
The one-point orbits provide the unitary characters of H(R), and the line-orbits
provide the infinite-dimensional irreducible representations of H(R). Details can
be found in [Fell–62]; see also [Foll–16, Section 6.7].
More generally, let G be a nilpotent, simply connected, connected, real Lie
group with Lie algebra g; the natural action of G on the dual space g∗ is called
the coadjoint representation. Kirillov has constructed a map from the space of co-
adjoint orbits G\g∗ to the dual Ĝ, has shown that it is a continuous bijection, and
has conjectured that it is a homeomorphism [Kiri–62]; the conjecture has been
established by Brown [Brow–73b]. This has been generalized to soluble, simply
connected, connected, real Lie groups for which the exponential map is surjective
[LeLu–94]. Indeed, the orbit method has shown to be a fruitful inspiration for
very large classes of groups and various problems [Kiri–99].
3.C. The affine group of a field
Let K be field and let Aff(K) be the affine group over K, that is, the group
of affine transformations of K; in matrix form:(
K× K
0 1
)
≈ K× ⋉K.
The semi-direct product refers to the left action K× y K defined by (a, t) 7→ at
for all a ∈ K× and t ∈ K. The derived group and the abelianized group,
[Aff(K),Aff(K)] =
(
1 K
0 1
)
≈ K and Aff(K)/[Aff(K),Aff(K)] ≈ K×,
are both abelian, and we have a short exact sequence
K ≈
(
1 K
0 1
)
→֒ Aff(K) =
(
K× K
0 1
)
։ Aff(K)/[Aff(K),Aff(K)] ≈ K×.
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The left action K× y K extends to a left action Aff(K) y K defined by((
a s
0 1
)
, t
)
7→ at, with kernel [Aff(K),Aff(K)]. By duality, there is a corre-
sponding right action K̂x K×, (χ, a) 7→ χa, defined by
χa(t) = χ(at) for all χ ∈ K̂, a ∈ K×, t ∈ K.
As above, it extends to a right action K̂x Aff(K) with kernel [Aff(K),Aff(K)].
For convenience until the end of this section, we often write Γ for the group
Aff(K), and N for its derived group. We identify N with K and Γ/N with K×.
Lemma 3.C.1. We keep the notation above.
(1) The group Γ/N acts freely on N̂ r {1N}.
(2) If K is finite, the action of Γ on N̂ r {1N} is transitive.
(3) If K is infinite, the Γ-orbit of every χ ∈ N̂ r {1N} is dense in N̂ .
Proof. (1) Let χ ∈ N̂ , χ 6= 1N , and a ∈ K×. Since χa(t) = χ(at) or all t ∈ K,
we have χa = χ if and only (a− 1)t ∈ ker(χ) for all t ∈ K. Since ker(χ) 6= K, this
holds if and only if a = 1. Therefore Γ/N acts freely on N̂ r {1N}.
(2) Let χ ∈ N̂ , χ 6= 1N . If K is finite of cardinality q, it follows from (1) that
the Γ-orbit of χ has cardinality q − 1 and the action of Γ on N̂ r {1N} is therefore
transitive.
(3) Write χ0 for 1N , so that χ
a is now defined for all a ∈ K. Then
H := {ρ ∈ N̂ | ρ = χa for some a ∈ K}
is a subgroup of N̂ . Indeed, we have, for all a, b, t ∈ K,
(χaχb)(t) = χ(at)χ(bt) = χ((a+ b)t) = χa+b(t).
Assume, by contradiction, that the Γ-orbit
O := {ρ ∈ N̂ | ρ = χa for some a ∈ K×}
is not dense in N̂ . We have H = O ∪ {1N}; since N = K is infinite, its Pontrjagin
dual N̂ is not discrete. It follows thatH is not dense in N̂ , so that the quotient group
N̂/H is a nontrivial LCA group. By Pontrjagin duality there exists t0 ∈ K r {0}
such that χa(t0) = 1 for all χ
a ∈ H , that is, such that χ(at0) = 1 for all a ∈ K.
This implies that χ(t) = 1 for all t ∈ K, which contradicts the fact that χ 6= 1N . 
Theorem 3.C.2. Let Γ = Aff(K) the group of affine transformations of a field
K and N ≈ K the derived group of Γ, as above.
(1) For every χ ∈ K̂r {1K}, the induced representation IndΓNχ is irreducible.
(2) Let χ1, χ2 ∈ K̂ r {1K} be such that χγ1 6= χ2 for every γ ∈ Γ. Then
IndΓNχ1 and Ind
Γ
Nχ2 are non-equivalent irreducible representations of Γ.
Concerning (2) above, observe that, for χ ∈ K̂ and γ = (b, t) ∈ Γ, we have χγ = χb.
Proof. Claim (1) follows from the Mackey–Shoda criterion for irreducibility
of monomial representations (Corollary 1.F.15) and from Lemma 3.C.1 (1). Claim
(2) follows from the Mackey–Shoda criterion for equivalence of monomial represen-
tations (Corollary 1.F.19). 
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Theorem 3.C.2 can be restated as follows.
Proposition 3.C.3. Let Γ = Aff(K) and N ≈ K be as in Theorem 3.C.2.
The map
K̂→ Γ̂, χ 7→
{
IndΓNχ if χ ∈ K̂r {1K}
1Γ if χ = 1K
factorizes to an injective map from the space of Γ-orbits in K̂ to the dual Γ̂ of Γ.
Remark 3.C.4. Let χ ∈ K̂ r {1K}. Following Construction 1.F.4(2), the
induced representation IndΓNχ can be realized as follows. The subgroup{(
a 0
0 1
)
∈ Aff(K)
∣∣∣ a ∈ K×} ≈ K×
is a right transversal for N in Γ, i.e.,
Γ =
⊔
a∈K×
N
(
a 0
0 1
)
.
Therefore the induced representation πχ := Ind
Γ
Nχ acts on ℓ
2(K×), and is given by
(πχ(a, b)f)(t) = χ(tb)f(at) for all (a, b) ∈ Aff(K), f ∈ ℓ2(K×), and t ∈ K×.
Note that, when K is finite, πχ is the unique irreducible representation of Aff(K)
of dimension greater than one up to equivalence (Corollary 4.B.7).
Remark 3.C.5. Theorem 3.C.2 shows that every K×-orbit in K̂ provides one
equivalence class of irreducible representations of Γ = Aff(K).
Assume from now on that K is infinite. Let K̂ be equipped with its normalized
Haar measure µ. By uniqueness of µ as translation-invariant probability measure,
the action of K× on K̂ preserves µ. Moreover this action is ergodic, since {0} is
the only finite orbit for the action of K× on ̂̂K ≈ K (see [BeMa–00, Chapter I,
Proposition 1.5]).
As in Corollary 3.B.16, we conclude that the Borel space Γ̂ is not countably
separated. This is another illustration of Glimm theorem of Chapter 8.
Remark 3.C.6. Let K be a topological field. The affine group Aff(K) =
K× ⋉ K has a topology as a subspace of the product K × K which makes it a
topological group. When K is moreover a local field, Aff(K) is a second-countable
locally compact group, of which the dual can be described as follows. The results
can be obtained by using the Mackey machine.
Consider first the orientation preserving affine group of the real line
G = Aff(R)0 =
(
R×+ R
0 1
)
,
which is a connected locally compact group; here R×+ := {a ∈ R | a > 0}. The
abelian normal closed subgroup of interest is the translation group N =
(
1 R
0 1
)
≈
R. The dual of Aff(R)0 can be described as
Âff(R)0 = R ⊔ {π−1} ⊔ {π1} = {χt}t∈R ⊔ {π−1} ⊔ {π1}.
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The three parts correspond to the three orbits of the natural action of Aff(R)0
[equivalently of R×+] on N̂ ≈ R: the orbit {0} corresponds to the family of unitary
characters
χt : Aff(R)0 → T,
(
a b
0 1
)
7→ ait, where t ∈ R,
the orbits ]−∞, 0[ and ]0,∞[ correspond to πε = IndAff(R)0N ρε, where ε ∈ {−1, 1}
and
ρε : N → T,
(
1 b
0 1
)
7→ eεib.
For the Fell topology, the induced topology on R is the usual one, the closure of
{π1} is R ⊔ {π1}, and the closure of {π−1} is R ⊔ {π−1}. We refer to [Mack–52,
Page 132] or [Fell–62, Page 263], or [Foll–16, § 6.7].
The affine group Aff(R) =
(
R× R
0 1
)
has two connected components, one
being Aff(R)0. The abelian normal closed subgroup to consider is the same trans-
lation group N as above. The action of Aff(R) [equivalently of R×] has now two
orbits. There exists an infinite-dimensional irreducible representation π of Aff(R),
unique up to equivalence. The dual of Aff(R) can be described as
Âff(R) = R̂× ⊔ {π} = (R× {0, 1}) ⊔ {π}.
For R× = {a ∈ R | a 6= 0}, the dual R̂× can be identified to R × {0,−1}; a point
(t, δ) ∈ R× {0, 1} is the equivalence class of the one-dimensional representation(
a b
0 1
)
7→ |a|itsign(a)δ.
The representation π is that induced from ρ1 (or equivalently from ρ−1); equiva-
lently, π is the representation of Aff(R) on L2(R×, dt/|t|) defined by(
π
(
a b
0 1
))
ξ(t) = exp (−2πibt) ξ(at)
for all
(
a b
0 1
)
∈ Aff(R), ξ ∈ L2(R×, dt/|t|), and t ∈ R×. See [GGPS–69, Page
224], where the setting is more generally that of a non-discrete locally compact
field K, rather than R as here. For the Fell topology, the subspace R× {0,−1} of
Âff(R) has its usual topology and the closure of {π} is the whole of Âff(R).
It is known that the regular representation λ of Aff(R) is equivalent to a mul-
tiple of the infinite-dimensional irreducible representation π [KlLi–72, Example 1,
Page 510]. In other words, anticipating on the terminology of Chapter 6, λ is a
factor representation of type I∞, equivalent to∞π, and therefore weakly equivalent
to π.
A similar description holds for the dual of the affine group Aff(K) =
(
K× K
0 1
)
of a non-Archimedean locally compact field K. Its dual is the union of the Pontr-
jagin dual of K× and one infinite-dimensional representation π, dense in the dual
for the Fell topology.
120 3. EXAMPLES OF IRREDUCIBLE REPRESENTATIONS
3.D. Solvable Baumslag–Solitar groups BS(1, p)
Let p be a prime. The correspondingBaumslag–Solitar group is the solvable
group BS(1, p) defined by the presentation
(BS) BS(1, p) = 〈t, x | txt−1 = xp〉.
Let
Z[1/p] = {kpn | k, n ∈ Z}
be the subring of Q generated by 1/p. The group BS(1, p) is isomorphic to the
group of matrices(
pZ Z[1/p]
0 1
)
=
{(
pn b
0 1
)
∈ GL2(Z[1/p])
∣∣∣ n ∈ Z, b ∈ Z[1/p]} .
There is a decomposition in semi-direct product
BS(1, p) = A⋉N ≈ Z⋉ Z[1/p],
where
A =
{(
pn 0
0 1
) ∣∣∣ n ∈ Z} ≈ Z and N = {(1 b
0 1
) ∣∣∣ b ∈ Z[1/p]} ≈ Z[1/p],
and where elements of A ≈ Z act on N ≈ Z[1/p] by multiplication by powers of p.
In particular, the group BS(1, p) is solvable.
Two remarks are in order. The first is that the presentation (BS) defines a
solvable Baumslag–Solitar groups for any p ∈ Z, not only for p prime. Though part
of what follows carries over to BS(1, p) for p ∈ Z, we will stick to the examples with
p prime, for simplicity. The second is that non-solvable Baumslag–Solitar groups,
despite their importance from many points of view, do not appear in this book.
Dual of the group Z[1/p] and p-adic solenoid. We need to determine the
dual group N̂ of N ≈ Z[1/p]. For this, we introduce the field Qp of p-adic numbers.
On the one hand, we identify the ring Z[1/p] with its image in the product Qp×R,
by the diagonal embedding:
Z[1/p] = {(a, a) ∈ Qp ×R | a ∈ Z[1/p]}.
As is well-known, Z[1/p] is a cocompact discrete subring of Qp × R; see, e.g.,
[CoHa–16, Example 5.C.10(2)]. On the other hand, we introduce the subgroup
∆ := {(a,−a) ∈ Qp ×R | a ∈ Z[1/p]} ≈ Z[1/p].
Recall that R̂ is isomorphic to R through the map
(dual R) R → R̂, y 7→ ey
where ey is the unitary character defined by ey(t) = e
2πiyt for all t ∈ R.
We will identify Q̂p with Qp, in the following way. Every s 6= 0 in Qp can be
uniquely written as
s =
∞∑
j=m
ajp
j
3.D. SOLVABLE BAUMSLAG–SOLITAR GROUPS BS(1, p) 121
for integers m ∈ Z and aj ∈ {0, . . . , p− 1} for j ≥ m, with am 6= 0. The “fractional
part” {s} of s ∈ Qp is the number in [0, 1[ ∩ Z[1/p] defined by
{s} =
{∑−1
j=m ajp
j if m < 0
0 if m ≥ 0
if s 6= 0, and {s} = 0 if s = 0. Then s = {s} + [s], where the “integer part”
[s] = s − {s} belongs to the ring Zp of p-adic integers. Observe that, for s ∈ Qp,
we have s− {s} ∈ Z if and only if s ∈ Z[1/p]. A special unitary character χ of Qp
is defined by
χ : Qp → T, s 7→ e2πi{s}.
Note that ker(χ) = Zp, so that χ is locally constant, and in particular continuous.
For x ∈ Qp, define χx ∈ Q̂p by χx(s) = χ(xs). The map
(dual Qp) Qp → Q̂p, x 7→ χx
is a topological group isomorphism (see [BTS1–2, Chapitre 2, § 1, No 9]).
We have therefore an isomorphism
Φ : Qp ×R→ Q̂p ×R, (x, y) 7→ χxey.
Observe that Z acts on Qp ×R by multiplications by powers of p, that we have
Φ(pnx, pny) = Φ(x, y)p
n
for all n ∈ Z and (x, y) ∈ Qp ×R,
and that the closed subring ∆ of Qp ×R is invariant by this action.
For the dual of the subgroup Z[1/p] of Qp ×R, we have by Pontrjagin duality
(∗) Ẑ[1/p] ≈ Q̂p ×R/Z[1/p]⊥,
where
Z[1/p]⊥ :=
{
χ ∈ Q̂p ×R
∣∣ χ(a) = 1 for all a ∈ Z[1/p]} .
Lemma 3.D.1. By restriction to ∆, the isomorphism Φ : Qp ×R→ Q̂p ×R
provides an isomorphism ∆→ Z[1/p]⊥.
Proof. Let (x, y) ∈ Qp ×R. We have to prove that
(x, y) ∈ ∆ ⇐⇒ Φ(x, y) ∈ Z[1/p]⊥.
Assume that (x, y) ∈ ∆, that is, x ∈ Z[1/p] and y = −x. Then, for every
a ∈ Z[1/p], we have
Φ(x, y)(a, a) = χx(a)e−x(a) = e2πi{xa}e−2πixa = e2πi({xa}−xa) = 1,
since {xa} − xa ∈ Z. Therefore, Φ(x, y) ∈ Z[1/p]⊥.
Conversely, assume that Φ(x, y) ∈ Z[1/p]⊥, i.e.,
Φ(x, y)(a, a) = e2πi({xa}+ya) = 1 for all a ∈ Z[1/p],
i.e., {xa} + ya ∈ Z for every a ∈ Z[1/p]. Note that this implies y ∈ Z[1/p]. Since
xa− {xa} ∈ Zp for all a ∈ Qp, we have
(x+ y)a = (xa− {xa}) + {xa}+ ya ∈ Zp for all a ∈ Z[1/p].
We have in particular
x+ y
pn
∈ Zp for all n ∈ N,
and therefore x+ y = 0. It follows that x ∈ Z[1/p], and (x, y) ∈ ∆. 
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The compact group
Solp := (Qp ×R)/∆,
is known as the p-adic solenoid. Recall that a solenoid is a topological group
G such that there exists a continuous homomorphism R → G with dense image.
A locally compact solenoid is abelian, and either topologically isomorphic to R
or compact. More on this particular solenoid Solp in Appendix to Chapter I of
[Robe–00].
The following proposition shows that Solp can be identified with the dual of
N ≈ Z[1/p]. It is a consequence of Lemma 3.D.1 and of (*); see also Exercice 9 in
[BTS1–2, Chapitre 2, § 2].
We write [(x, y)] for the class in Solp of (x, y) ∈ Qp × R, and [χxey] for the
class in Q̂p ×R/Z[1/p]⊥ of χxey ∈ Q̂p ×R.
Proposition 3.D.2. For a prime p, the map
(dual Z[1/p])
{
Solp
≈→ Ẑ[1/p] ≈ Q̂p ×R/Z[1/p]⊥
[(x, y)] 7→ [χxey]
is an isomorphism from the p-adic solenoid to the dual of the group Z[1/p].
The action of Z on Ẑ[1/p] by multiplications by powers of p corresponds to the
action of Z on Solp for which the generator 1 ∈ Z acts by the map
Tp :
{
Solp → Solp
[(x, y)] 7→ [(px, py)] .
We will need to identify the set Per(Tp) of periodic points of Tp in Solp.
Lemma 3.D.3. The set Per(Tp) of Tp-periodic points in Solp is the countable
subset
Per(Tp) =
{[(
a
pn − 1 ,
−a
pn − 1
)]
∈ Solp
∣∣∣∣ n ∈ N∗, a ∈ Z[1/p]}
of Solp.
Proof. For (x, y) ∈ Qp ×R and n ∈ N∗, we have T np [(x, y)] = [(x, y)] if and
only if (pn − 1)x ∈ Z[1/p], (pn − 1)y ∈ Z[1/p], and (pn − 1)(x+ y) = 0, if and only
if x = a/(pn − 1) and y = −a/(pn − 1) for some a ∈ Z[1/p]. 
Some irreducible representations of the group BS(1, p). We return to
the Baumslag–Solitar group
BS(1, p) = A×N, where A =
(
pZ 0
0 1
)
≈ Z and N =
(
1 Z[1/p]
0 1
)
≈ Z[1/p],
and where the semi-direct product refers to the left action A y N, (pn, t) 7→ pnt.
The dual right action N̂ x A, (χ, pn) 7→ χpn is defined by χpn(t) = χ(pnt) for all
χ ∈ N̂ , n ∈ Z, and t ∈ N . By the isomorphism of Proposition 3.D.2, this action is
equivalent to
Solp x A,
(
[(x, y)], pn
) 7→ [(pnx, pny)] = T np ([(x, y)])
for all [(x, y)] ∈ Solp and n ∈ Z. Moreover, the set
N̂per = {χ ∈ N̂ | the orbit N̂ ·A is finite}
corresponds to the set Per(Tp) of Tp-periodic points in Solp.
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Proposition 3.D.4. Let p be a prime, Γ = BS(1, p) = A⋉N the corresponding
solvable Baumslag–Solitar group, and N̂per ⊂ N̂ be as above.
(1) For every χ ∈ N̂ r N̂per, the induced representation πχ := IndΓNχ is
irreducible.
(2) Let χ1, χ2 ∈ N̂ r N̂per be such that χγ1 6= χ2 for every γ ∈ A. Then πχ1
and πχ2 are non-equivalent irreducible representations of Γ.
Proof. Since A obviously acts freely on N̂ r N̂per, Items (1) and (2) follow
from Mackey–Shoda criteria for irreducibility and equivalence of monomial repre-
sentations (Corollaries 1.F.15 and 1.F.19). 
Proposition 3.D.4 can be restated as follows.
Proposition 3.D.5. For s ∈ Solp, denote by χs the unitary character of N
under the identification N̂ = Ẑ[1/p] ≈ Solp of Proposition 3.D.2. The map
Solp r Per(Tp) → Γ̂, s 7→ IndΓNχs
factorizes to an injective map from the space of non-periodic Tp-orbits in Solp into
the dual Γ̂ of Γ = BS(1, p).
Remark 3.D.6. Proposition 3.D.5 shows that every non-periodic Tp-orbit in
Solp provides one equivalence class of irreducible representations of BS(1, p).
Equip the compact group Solp with the normalized Haar measure µ. Then, by
uniqueness of µ as a translation-invariant probability measure, µ is Tp-invariant.
Moreover, the action of Tp on (Solp, µ) is ergodic. Indeed, the character group
of Solp can be identified with Z[1/p], with the dual action of Tp on Z[1/p] corre-
sponding to multiplication by p. Since {0} is the only Tp-fixed point in Z[1/p], the
transformation Tp of Solp is ergodic (see [BeMa–00, Chap I, Proposition 1.5]).
As in Corollary 3.B.16 and Remark 3.C.5, we conclude that the Borel space
B̂S(1, p) is not countably separated.
We proceed now with the construction of irreducible representations of BS(1, p)
associated to the periodic orbits in Solp. It will turn out that these representations
are finite-dimensional. We will see later (Corollary 4.B.8) that they exhaust the
space B̂S(1, p)fd of finite-dimensional irreducible representations of BS(1, p).
For n ∈ N∗, we denote by Solp(n) the elements in Solp with Tp-period n. For
k ∈ Z and b ∈ Z[1/p], we write (k, b) for the element
(
pk b
0 1
)
of BS(1, p). Fix an
integer n ∈ N∗ and a point s ∈ Solp(n). The stabilizer of s in A is the subgroup
A(n) = {(k, 0) ∈ BS(1, p) | k ∈ nZ} ≈ nZ.
For Γ = BS(1, p), the set
Γ(n) := A(n)⋉N = {(k, b) ∈ Γ | k ∈ nZ, b ∈ Z[1/p]}
is a normal subgroup of index n in Γ. As in Section 3.B, we parametrize the dual
of nZ by [0, 1/n[; for θ ∈ [0, 1/n[, we define χs,θ : Γ(n)→ T by
χs,θ(k, b) = χθ(k)χs(b) for all (k, b) ∈ Γ(n).
Since χs is A(n)-invariant, χs,θ is a unitary character of Γ(n); obviously, we have
χs,θ|N = χs. Conversely, it is clear that every unitary character χ of Γ(n) such
that χ|N = χs is of the form χs,θ for a unique θ ∈ [0, 1/n[.
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Proposition 3.D.7. Let Γ = BS(1, p) be the Baumslag–Solitar group. Fix an
integer n ≥ 1.
(1) Let s ∈ Solp(n) and θ ∈ [0, 1/n[. Then
πs,θ := Ind
Γ
Γ(n)χs,θ
is an irreducible representation of Γ of dimension n, where Γ(n) is the
normal subgroup of Γ defined above.
(2) Let (s, θ), (s′, θ′) ∈ Solp(n)× [0, 1/n[. The representations πs,θ and πs′,θ′
are equivalent if and only if s and s′ are in the same Tp-orbit and θ = θ′.
Proof. (1) It is clear that χγs,θ 6= χs,θ for all γ ∈ Γ r Γ(n). Therefore πs,θ is
irreducible, by Mackey–Shoda criterion (Corollary 1.F.15). Moreover, since Γ(n)
has index n in Γ and since χs,θ is one-dimensional, the induced representation πs,θ
is finite-dimensional, of dimension n.
(2) Let (s, θ), (s′, θ′) ∈ Solp(n) × [0, 1/n[. The unitary characters χs,θ and
χs′,θ′ of Γ(n) are conjugate under Γ if and only if s and s
′ are in the same Tp-orbit
and θ = θ′. Therefore, the claims follows from the Mackey–Shoda criterion for
equivalence of monomial representations (Corollary 1.F.19). 
3.E. Lamplighter group
The lamplighter group is the solvable group Γ defined by the presentation
Γ = 〈t, x | x2 = 1, [tkxt−k, tlxt−l] = 1 for all k, l ∈ Z〉.
The group Γ can also be described as the wreath product
Z ≀ (Z/2Z) = A⋉N, where A = Z and N =
⊕
k∈Z
Z/2Z,
where the action of Z on
⊕
k∈Z Z/2Z defining the semi-direct product is given by
shifting the coordinates.
The dual group of N can be identified with the compact group
X :=
∏
k∈Z
{0, 1}.
Under this identification, the action of Z on N̂ is given by the shift transformation
T :
∏
k∈Z
{0, 1} →
∏
k∈Z
{0, 1}, (xn)n∈Z 7→ (xn+1)n∈Z.
Moreover, the normalized Haar measure on N̂ = X is the measure µ = ⊗Zν, where
ν is the uniform probability measure on {0, 1}.
Observe that µ is T -invariant (as it should be, since T is an automorphism of
X). The action of T on (X,µ) is ergodic, since {0} is the only T -fixed point in
X̂ = N (see [BeMa–00, Chap I, Proposition 1.5]).
For an integer n ≥ 1, the set X(n) of elements in X with T -period n consists
of the sequences (xm)m∈Z ∈ {0, 1}Z with
xj+kn = xj for all j = 0, · · · , n− 1 and k ∈ Z.
So, X(n) has exactly 2n elements and the set
Per(T ) =
⋃
n≥1
X(n)
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of periodic points of T is a countable dense subset of X .
We can construct a family of irreducible representations of the lamplighter
group associated to the non-periodic T -orbits, as we did in Section 3.D for the
Baumslag–Solitar group BS(1, p). The proof of Proposition 3.D.4 carries over mu-
tatis mutandis and yields the following result.
Proposition 3.E.1. Let Γ = A⋉N = Z⋉
⊕
k∈Z Z/2Z and X =
∏
k∈Z{0, 1}
be as above. For x ∈ X, denote by χx the corresponding unitary character of N
under the identification N̂ ≈ X.
For every x ∈ X r Per(T ), the representation IndΓNχx is irreducible. The map
X r Per(T ) → Γ̂, x 7→ IndΓNχx
factorizes to an injective map from the space of non-periodic T -orbits in X into the
dual Γ̂ of Γ.
As for the Baumslag–Solitar group BS(1, p), we will also construct irreducible
representations of Γ = A⋉N associated to periodic orbits inX . It will turn out that
these representations are finite-dimensional and we will see later (Corollary 4.B.9)
that they exhaust the space Γ̂fd of finite-dimensional irreducible representations
of Γ.
Fix an integer n ≥ 1. Let x ∈ X(n) be an element of X of T -period n, and
χx ∈ N̂ the corresponding unitary character of N . The stabilizer of χx in A is the
subgroup A(n) := nZ of A = Z. Then Γ(n) := A(n) ⋉N is a normal subgroup of
index n in Γ. As in Section 3.D, we parametrize Â(n) by the interval [0, 1/n[: for
every θ ∈ [0, 1/n[, we have a unitary character χx,θ of Γ(n) defined by
χx,θ(k, b) = χθ(k)χx(b) for all (k, b) ∈ Γ(n) = nZ⋉N.
The following proposition is proved along the same lines as the corresponding result
(Proposition 3.D.7) for the Baumslag–Solitar group.
Proposition 3.E.2. Let Γ = A⋉N be the lamplighter group; set X = N̂ . Fix
an integer n ≥ 1; let X(n) be the subset of X and Γ(n) the subgroup of index n of
Γ defined above.
(1) Let x ∈ X(n) and θ ∈ [0, 1/n[, and χx,θ ∈ Γ̂(n) as above. Then
πx,θ := Ind
Γ
Γ(n)χx,θ
is an irreducible representation of Γ of dimension n.
(2) Let (x, θ), (x′, θ′) ∈ X(n) × [0, 1/n[. The representations πx,θ and πx′,θ′
are equivalent if and only if x and x′ are in the same T -orbit and θ = θ′.
3.F. General linear groups
Let K be a field and n an integer, n ≥ 2. Let Γ = GLn(K) be the general
linear group over K.
Basic representations of Γ are the principal series representations, which
are defined as follows. Let
B =

K∗ K · · · K
0 K∗ · · · K
...
...
. . .
...
0 0 · · · K∗

126 3. EXAMPLES OF IRREDUCIBLE REPRESENTATIONS
be the subgroup of upper-triangular matrices in Γ. Then B = A⋉ N is the semi-
direct product of the subgroup
A =


a1 0 · · · 0
0 a2 · · · 0
...
...
. . .
...
0 0 · · · an

∣∣∣∣∣ a1, . . . , an ∈ K×
 ≈ (K
×)n
of diagonal matrices with the subgroup
N =

1 K · · · K
0 1 · · · K
...
. . .
. . .
...
0 0 · · · 1

of upper-triangular matrices in Γ with 1’s on the diagonal.
A fundamental fact about B is the following result.
Lemma 3.F.1. Assume that K is infinite.
Then B coincides with its own commensurator CommΓ(B).
Proof. Let X denote the set of complete flags in Kn and x0 the complete flag
V1 = 〈e1〉 ⊂ V2 = 〈e1, e2〉 ⊂ · · · ⊂ Vn = 〈e1, · · · , en〉,
where (e1, e2, . . . , en) is the canonical basis of K
n.
The group Γ = GLn(K) acts transitively on X and B is the stabilizer of x0.
The claim is that x0 is the only point in X with a finite B-orbit; equivalently, the
claim is that, for every subgroup H of B of finite index, x0 is the unique H-fixed
point. (On commensurators, see Proposition A.E.6.)
Let H be a subgroup of finite index in B. It suffices to prove that V1, . . . , Vn
are the unique non-zero H-invariant subspaces of Kn.
Let V be a non-zeroH-invariant subspace ofKn. Let j ∈ {1, . . . , n} be minimal
such that V ⊂ Vj . There exists v ∈ V such that v =
∑j
k=1 αkek for scalars αk ∈ K,
with αj 6= 0. If j = 1, then V = Vj and the claim is proved. So, we can assume
that j ≥ 2.
Let i ∈ {1, . . . , j − 1}. Consider the subgroup Bi,j ∼= K of B consisting of the
elementary matrices Ei,j(α), for α ∈ K. (Thus, Ei,j(α) is the matrix (αk,l)1≤k,l≤n
with αk,k = 1 for all k, with αi,j = α and with αk,l = 0 otherwise.) Then Hi,j :=
Bi,j ∩H is a finite index subgroup of Bi,j . Observe that Hi,j is infinite, since K is
infinite; in particular, Hi,j is not the trivial group and so, there exists α 6= 0 such
that Ei,j(α) ∈ H . On the one hand,
Ei,j(α)v − v ∈ V,
since V is H-invariant. On the other hand,
Ei,j(α)v − v = Ei,j(α)
( j∑
k=1
αkek
)
−
j∑
k=1
αkek = ααjei.
Since ααj 6= 0, this shows that ei ∈ V for all i ∈ {1, . . . , j − 1}. Therefore we also
have ej ∈ V , since v ∈ V . Therefore, V = Vj and the claim is proved. 
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Let χ = (χ1, . . . , χn) ∈ (K×)n. Define a representation of B, again denoted by
χ, by lifting the unitary character of A defined by χ to B, that is,
χ

a1 ∗ · · · ∗
0 an · · · ∗
...
...
. . .
...
0 0 · · · an
 = χ1(a1) · · ·χn(an).
The following result is a consequence of Lemma 3.F.1 in combination with the
Mackey–Shoda criteria (Theorems 1.F.11 and 1.F.16).
Theorem 3.F.2. Let Γ = GLn(K) for an infinite field K.
(1) For every χ ∈ (K×)n, the representation IndΓBχ is irreducible.
(2) For χ, χ′ ∈ (K×)n with χ 6= χ′, the representations IndΓBχ and IndΓBχ′
are not equivalent.
3.G. Some non-discrete examples
There are some well-studied examples of topological groups, non-discrete ones,
of which the dual has been determined, either as a set, or more rarely as a topo-
logical space.
We have already described the dual of the real Heisenberg group H(R) in
Remark 3.B.19, and the dual of the affine group Aff(R) in Remark 3.C.6.
For the simple complex Lie group G = SL2(C), the dual as a set has been
determined as soon as 1947, independently by Bargmann, Gel’fand and Naimark,
and Harish–Chandra [Barg–47, GeNa–47b, Hari–47]. They showed that Ĝ
consists of three parts, the first is the so-called principal series (a disjoint union of
a half-line with an infinite number of copies of R), the second the supplementary
series (an open interval) and the third a point (the representation 1G). The Fell
topology on Ĝ has been described by Fell [Fell–61]. See also [Fell–60a] for the
dual of SLn(C).
For G = SL2(R), we refer to [Foll–16, Section 7.6] for a short description of
the dual and its topology, without proofs; see also [Vale–84]. The determination
of the dual as a set was obtained in [Barg–47], and the Fell topology in [Mili–71].
For SO(n)⋉Rn, we refer to [KaTa–13, Example 5.59].
For semisimple groups in general, there are descriptions of the Fell topology on
parts of the dual, in particular on parts defined by the irreducible principal series,
or by the discrete series. For the simple linear groups of so-called split-rank 1, there
is also a description of the Fell topology on the reduced dual, i.e., on that part of
the dual consisting of irreducible representations that are weakly contained in the
regular representation. See [Lips–70].
Example 3.G.1 (some groups which are not locally compact). Consider
now the following non-LC topological groups. Let H be an infinite-dimensional
separable Hilbert space.
Let first U∞(H) be the group of unitary operators x on H such that x− IdH is
compact, with the topology inherited from the distance defined by d(x, y) = ‖x−y‖.
The dual of U∞(H) is countable and discrete [Kiri–73, Ol’s–78]. Moreover, every
representation of U∞(H) is a direct sum of irreducible subrepresentations [Ol’s–78,
Theorem 1.11].
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Representations of infinite-dimensional unitary groups have been studied earlier
in [Sega–57].
Let then U(H)str denote the unitary group of H with the strong topology. The
inclusion i : U∞(H)→ U(H)str is continuous with dense image, so that there is an
embedding π 7→ π ◦ i from the dual of U(H)str into that of U∞(H). Moreover, the
explicit description by Kirillov and Ol’shanskii of the dual of U∞(H) shows that
every irreducible representation of U∞(H) is of the form π ◦ i for some irreducible
representation π of
U(H)str; it follows that the restriction of irreducible representations provides a
homeomorphism from the dual of U(H)str onto that of U∞(H). If ρ is a represen-
tation of U(H)str, its restriction to U∞(H) is continuous, and therefore is a direct
sum of irreducible representations, so that ρ itself is a direct sum of irreducible
representations.
With the terminology of Chapter 6, this shows that the groups U∞(H) and
U(H)str are of type I (see Theorem 6.E.20).
CHAPTER 4
Finite dimensional irreducible representations
This chapter is dedicated to the study of the space Ĝfd of equivalence classes of
finite dimensional irreducible representation of a group G. We describe Ĝfd for a
locally compact group which is a semi-direct product G = H ⋉N , where
• H is an abelian discrete subgroup of G;
• N is a locally compact abelian normal closed subgroup of G.
It turns out that every finite dimensional irreducible representation π of G is equiv-
alent to a representation of the form IndGMχ, where M is a finite index subgroup of
G which contains N and χ a unitary character of M (Theorem 4.A.3).
This implies that the finite dimensional irreducible representations constructed
in Chapter 3 exhaust the space Γ̂fd for the groups Γ considered there, i.e., for the
Heisenberg group over a commutative ring R, the affine group Aff(K) over a field
K, the Baumslag–Solitar group BS(1, p), and the lamplighter group — the case of
GLn(K) over an infinite field K is treated separately (Section 4.B). For all these
groups (apart from the special case of finite groups), Γ̂fd is a much smaller space
that Γ̂.
The set Γ̂fd separates the points of Γ for some of these groups: for the Heisen-
berg group H(Z) over the integers, and for the Baumslag–Solitar group BS(1, p)).
By contrast, Γ̂fd consists only of one-dimensional representations for other groups:
for H(K) or GLn(K) over an infinite field K.
There are several interesting classes of groups G defined in terms of the space
Ĝfd. We first survey results concerning the so-called Moore groups, which are those
groups G such that Ĝfd = Ĝ (4.C.a). Maximally almost periodic groups are topo-
logical groups G such that Ĝfd separates the points of G (4.C.b), and minimally
almost periodic groups are these G such that Ĝfd = {1G} (4.C.d). These classes
can be characterized in terms of properties of the Bohr compactification Bohr(G) of
G, a compact group which encodes the space Ĝfd (4.C.c).
We discuss the class of discrete groups Γ with the property that every finite
dimensional representation of Γ has finite image; these are the groups Γ for which
the Bohr compactification Bohr(Γ) coincides with another compactification of Γ,
the profinite completion Prof(Γ) of Γ (Proposition 4.C.14). A prominent example
of a group with this property is the group SLn(Z) for n ≥ 3 (Corollary 4.C.16).
4.A. Finite dimensional irreducible representations of some semi-direct
products
Convention 4.A.1. We need to specify the definition we will adopt for a semi-
direct product. Let H be a group acting on the left by automorphisms on another
group N ; let ϕ : H → Aut(N) denote the corresponding group homomorphism.
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The semi-direct product G = H ⋉N is defined as the group with underlying set
H ×N and with the product
(h1, n1)(h2, n2) = (h1h2, n1ϕ(h1)(n2)) for (h1, n1), (h2, n2) ∈ G.
The obvious maps H → G and N → G are injective group homomorphisms; we
can therefore identify H with the subgroup H × {e} of G and N with the normal
subgroup {e} × N of G. When ϕ is understood, we also write h · n for ϕ(h)(n).
Observe that we way write nh = (h, n) but that, in general, hn 6= (h, n); indeed,
we have hn = (h, h · n).
The following identities will be often used below; we use the identifications
noted above. For h ∈ H,n′ ∈ N , we have hn′h−1 = h · n′. When N is moreover
abelian, for g = (h, n) ∈ G and n′ ∈ N , we have gn′g−1 = hn′h−1 = h · n′.
Beware that, elsewhere and for example in [BA1–3], the semi-direct product
of H and N is defined as the set N ×H , with the same law as above, and is then
denoted by N ⋊H .
Suppose moreover that H and N are locally compact groups and that ϕ is a
continuous homomorphism from H to the group of bicontinuous automorphisms of
N . Then H ⋉N is a locally compact group for the product topology on H ×N .
For a topological group G, denote by Ĝfd the subset of its dual containing those
equivalence classes of irreducible representations which are finite-dimensional.
Given a closed normal subgroupN of G, recall from Section 1.F that G acts (on
the right) on the dual space N̂ by (π, g)→ πg, where πg is given πg(n) = π(gng−1)
for π ∈ N̂ , g ∈ G, and n ∈ N .
Assume from now on that G = H ⋉ N is a semi-direct product of an abelian
discrete subgroup H and a locally compact abelian normal closed subgroup N . For
χ ∈ N̂ , let
Hχ = {h ∈ H | χh = χ}
be the stabilizer of χ in H . Observe that Gχ = Hχ ⋉N is the stabilizer of χ in G.
Lemma 4.A.2. Consider G = H ⋉N and χ ∈ N̂ , with Hχ ⊂ H and Gχ ⊂ G,
as above.
(1) For every α ∈ Ĥχ, the map
α⊗ χ : Hχ ⋉N → T, (h, n) 7→ α(h)χ(n).
is a unitary character of Gχ which extends χ.
(2) Let π be an irreducible representation of Gχ such that π|N is a multiple
of χ. Then π is a unitary character of Gχ and there exists α ∈ Ĥχ such
that π = α⊗ χ.
Proof. (1) It is obvious that α⊗χ is continuous and that it extends χ. We have
to check that α ⊗ χ is a homomorphism. This is indeed the case: for h1, h2 ∈ Hχ
and n1, n2 ∈ N , we have
(α⊗ χ)((h1, n1)(h2, n2)) = (α⊗ χ)((h1h2, e)(e, n1(h1 · n2)))
= α(h1)α(h2)χ(n1)χ(h1 · n2)
= α(h1)α(h2)χ(n1)χ(n2)
= (α⊗ χ)(h1, n1) (α⊗ χ)(h2, n2).
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(2) For g1 = (h1, n1), g2 = (h2, n2) ∈ Gχ, we have
π(g1g2) = π
(
(h1h2, e)(e, n1(h1 · n2))
)
= π(h1)π(h2)χ(n1)χ(h1 · n2)
= π(h1)π(h2)χ(n1)χ(n2)
= π(h1h2)χ(n1n2)
and hence, since H is abelian, π(g1g2) = π(g2g1). This shows that π is trivial on
the commutator subgroup of Gχ, that is π is a unitary character of Gχ. Moreover,
π = α⊗ χ for α := π|Hχ ∈ Ĥχ. 
Set
N̂per = {χ ∈ N̂ | the orbit χ ·H is finite}
(equivalently, the orbit χ · G is finite). Thus, N̂per is the set χ ∈ N̂ such that Hχ
is a subgroup of finite index in H . Observe that, since H is abelian, we have
Hχ = Hχh for all h ∈ H.
Set
Xfd =
⊔
χ∈N̂per
{χ} × Ĥχ.
There is a natural action Xfd x H of H on Xfd given by
(Xfd, H) → Xfd, ((χ, α), h) 7→ (χh, α).
Theorem 4.A.3. Let G = H ⋉ N be the semi-direct product of a discrete
abelian subgroup H and a locally compact abelian normal subgroup N of G. Let Xfd
be as above.
The map Φ : Xfd → Ĝfd, defined by
Φ : (χ, α) 7→ IndGHχ⋉N (α⊗ χ)
induces a bijection between the space of H-orbits in Xfd and the space Ĝfd of finite-
dimensional irreducible representations of G.
Proof. • First step. We claim that the range of Φ is contained in Ĝfd.
Indeed, let χ ∈ N̂per and α ∈ Ĥχ. Then
(α⊗ χ)h = α⊗ χh 6= α⊗ χ for all h ∈ H rHχ.
Therefore IndGHχ⋉N(α ⊗ χ) is irreducible, by the Mackey–Shoda criterion (Corol-
lary 1.F.15). Moreover, since Hχ has finite index in Γ and since α ⊗ χ is finite-
dimensional, the induced representation IndGHχ⋉N (α⊗ χ) is finite-dimensional.
• Second step. We claim that Φ factorizes to an injective map from the space
of H-orbits in Xfd to Ĝfd.
Indeed, let (χ, α) and (χ′, α′) in Xfd.
Assume that (χ, α) and (χ′, α′) are in the same H-orbit. Then χ and χ′ are
conjugate under H and α = α′. Therefore, Hχ = Hχ′ and the unitary characters
α⊗χ and α′⊗χ′ of Hχ⋉N are conjugate under H . It follows that IndGHχ⋉N (α⊗χ)
and IndGHχ⋉N (α
′ ⊗ χ′) are equivalent (Proposition 1.F.8).
Assume now that (χ, α) and (χ′, α′) are not in the same H-orbit. Two cases
may occur:
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◦ First case: χ and χ′ are conjugate under H . Then Hχ = Hχ′ and α 6= α′.
Therefore the unitary characters α⊗ χ and α′ ⊗ χ′ of Hχ ⋉N are not in the same
H-orbit. It follows from the Mackey–Shoda criterion for equivalence of monomial
representations (Corollary 1.F.19) that IndGHχ⋉N (α⊗χ) and IndGHχ⋉N (α′⊗χ′) are
not equivalent.
◦ Second case: χ and χ′ are not conjugate under H . By Proposition 1.F.8 (2),
the restriction of IndGHχ⋉N (α ⊗ χ) to Hχ ⋉ N is equivalent to a direct sum of
conjugates of α ⊗ χ; similarly, the restriction of IndGHχ′⋉N (α′ ⊗ χ′) to Hχ′ ⋉ N is
equivalent to a direct sum of conjugates of α′ ⊗ χ′. Therefore, the restriction of
IndGHχ⋉N (α ⊗ χ) to N is equivalent to a direct sum of conjugates of χ and the
restriction of IndGHχ′⋉N (α
′ ⊗ χ′) to N is equivalent to a direct sum of conjugates
of χ′. Since χ and χ′ are not conjugate, it follows that IndGHχ⋉N (α ⊗ χ) and
IndGH′χ⋉N (α
′ ⊗ χ′) cannot be equivalent.
• Third step. We claim that Φ is surjective.
Indeed, let (π,H) be a finite-dimensional irreducible representation of G. The
restriction π|N is a finite-dimensional representation of the abelian normal subgroup
N . So, there exists a finite subset S of N̂ such that H =⊕χ∈S Hχ, where
Hχ := {ξ ∈ H | π(n)ξ = χ(n)ξ for all n ∈ N}
is non-zero for every χ ∈ S.
Since N is a normal subgroup of G, we have
(∗) π(g)Hχ = Hχg
−1
for all g ∈ G, χ ∈ S.
Therefore S is H-invariant. Since π is irreducible, it follows that S is a single
H-orbit. Since S is finite, S is the H-orbit of some χ ∈ N̂per.
By (∗), we have
π(h)Hχ = Hχ
for every h in the stabilizer Hχ of χ in H .
Let T be a transversal for the right coset space (Hχ⋉N)\G, with e ∈ T . Since
S is the G-orbit of χ, we have
H =
⊕
t∈T
π(t)Hχ.
This shows that π is equivalent to the induced representation IndGHχ⋉Nσ, where σ
is the subrepresentation of π|Hχ⋉N defined on the (Hχ⋉N)-invariant subspace Hχ
(see Definition 1.F.1).
We claim that σ = α ⊗ χ for some α ∈ Ĥχ. Indeed, σ is an irreducible
representation of Gχ = Hχ ⋉ N , since IndGHχ⋉Nσ ≃ π is irreducible (see Propo-
sition 1.F.6.iii). Moreover, σ|N is a multiple of χ. So, the claim follows from
Lemma 4.A.2 and we conclude that π is equivalent to IndGHχ⋉N (α⊗ χ). 
4.B. All finite dimensional irreducible representations for some groups
We are going to apply Theorem 4.A.3 to Heisenberg groups, affine groups,
solvable Baumslag–Solitar groups, and the lamplighter group.
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4.B.a. Heisenberg groups over rings. Let H(R) be the Heisenberg group
over a unital commutative ring R, as in Section 3.B. Recall that we may identify
H(R) with R3, equipped with the group law
(a, b, c)(a′, b′, c′) = (a+ a′, b+ b′, c+ c′ + ab′).
The centre of H(R) is Z = {(0, 0, c) | c ∈ R} ≈ R, and N = {(0, b, c) | b, c ∈ R} ≈
R2 is a maximal abelian subgroup of H(R). Observe that H(R) is a semi-direct
product H ⋉N for H = {(a, 0, 0) | a ∈ R} ≈ R.
Let χ be a unitary character of N . Then χ = χψ,β for a unique pair (ψ, β) ∈
(R̂)2, where χψ,β is defined by
χψ,β(0, b, c) = β(b)ψ(c) for b, c ∈ R.
For h = (a, 0, 0) ∈ H , we have
χhψ,β(0, b, c) = β(b)ψ(ab)ψ(c) = χψ,βψa(0, b, c) for b, c ∈ R,
where ψa ∈ R̂ is defined by ψa(b) = ψ(ab) for b ∈ R. It follows that the H-orbit of
χψ,β is
{χψ,βψa | a ∈ R},
and that the stabilizer of χψ,β , which only depends on ψ, is
Hψ = {(a, 0, 0) | a ∈ Iψ},
where Iψ is the ideal
Iψ = {a ∈ R | aR ⊂ kerψ}
of R, already considered in Section 3.B.
Denote by R̂per the set of ψ ∈ R̂ such that Iχ has finite index in R. We see
that the set N̂per of unitary characters of N with a finite H-orbit is
N̂per = {χψ,β | ψ ∈ R̂per, β ∈ R̂}.
Recall from Lemma 4.A.2 that, for α ∈ Îψ , the formula
α⊗ χψ,β : (a, b, c) 7→ α(a)β(b)ψ(c)
defines a unitary character of Hψ ⋉N . Set
Xfd =
⊔
ψ∈R̂per
{ψ} × {(α, β) | α ∈ Îψ, β ∈ R̂},
with the R-action Xfd x R on Xfd given by
Xfd ×R → Xfd, ((ψ, α, β), a) 7→ (ψ, α, βψa).
In view of these remarks, the following result is a direct consequence of Theo-
rem 4.A.3.
Corollary 4.B.1. Let Γ be the Heisenberg group H(R) over a unital commu-
tative ring R. We keep the notation above. The map Xfd → Γ̂fd, defined by
(ψ, α, β) 7→ IndΓHψ⋉N (α⊗ χψ,β),
induces a bijection between the space of R-orbits in Xfd and the space Γ̂fd of equiv-
alence classes of finite-dimensional irreducible representations of Γ.
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• First particular case: R = K is a field. As already noted in Section 3.B,
for ψ ∈ K̂ r {1K}, we have Iψ = {0} and hence Hψ = {0}; for ψ = 1K, we have
Iψ = K and hence Hψ = H .
We will need the following lemma.
Lemma 4.B.2. Let K be a field and ψ ∈ K̂r {1K}.
Then {ψa | a ∈ K} is a dense subgroup of K̂, where ψa is defined by ψa(x) =
ψ(ax). In particular, {ψa | a ∈ K} = K̂ when K is finite.
Proof. It is clear that L := {ψa | a ∈ K} is a subgroup of K̂. By Pontrjagin
duality, it suffices to show that L⊥ = {0}, where L⊥ = ⋂χ∈L kerχ.
Let x ∈ L⊥. Then ψ(ax) = 1 for all a ∈ K and hence x = 0; indeed, otherwise
{ax | a ∈ K} = K and this would contradict the assumption that ψ 6= 1K. 
◦ Assume first that K is infinite. Then K̂per = {1K} and the following result
is a direct consequence of Corollary 4.B.1.
Corollary 4.B.3. Let Γ = H(K) for an infinite field K.
The unitary characters of Γ are the only finite-dimensional irreducible repre-
sentations of Γ, that is, the map
Γ̂/Z → Γfd, χ 7→ χ ◦ p
is a bijection, where Z denotes the centre of Γ and p : Γ ։ Γ/Z the canonical
projection.
◦ Assume now that K is finite. Let ψ ∈ K̂ r {1K}. Recall that, for β0 ∈ K̂,
the H-orbit of χ0 = χψ,β0 is
{χψ,β0ψa | a ∈ K}.
Therefore the H-orbit of χ0 coincides with {χψ,β | β ∈ K̂}, by Lemma 4.B.2. In
particular, χψ,1K belongs to the H-orbit of χ0.
In view of these remarks, the following result is again a direct consequence of
Corollary 4.B.1.
Corollary 4.B.4. Let Γ = H(K) for a finite field K. Let Z denote the centre
of Γ and p : Γ։ Γ/Z the canonical projection.
The map (
K̂r {1K}
)
⊔ Γ̂/Z → Γ̂,
defined by
ψ 7→ IndΓNχψ,1K for ψ ∈ K̂r {1K}
and
χ 7→ χ ◦ p for χ ∈ Γ̂/Z,
is a bijection.
Remark 4.B.5. Let Γ = H(K) for a finite fieldK and let ψ ∈ Ẑr{1Z}. Using
the model of Construction 1.F.4(2), we give an explicit formula for the irreducible
representation πψ := Ind
Γ
Nχψ,1K of Γ of Corollary 4.B.4: for every (a, b, c) in Γ, the
operator πψ(a, b, c) acts on ℓ
2(K) by
(πψ(a, b, c)f)(x) = ψ(c)ψ(bx)f(x + a) for f ∈ ℓ2(K), x ∈ K.
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Observe that a consequence of Corollary 4.B.4 is that any two irreducible represen-
tations of Γ with central character ψ are equivalent; this result may be viewed as an
analog for Heisenberg groups over finite fields of the classical Stone–von Neumann
theorem on the uniqueness of the commutation relations (see [Foll–16, Theorem
6.50], and Remark 3.B.19).
• Second particular case: R = Z is the ring of rational integers. Recall that
Ẑ ≈ Ẑ = {ψθ | θ ∈ [0, 1[}, with ψθ(n) = e2πinθ for n ∈ Z.
Let ψ = ψθ. We have Iψ = {0} if ψ has infinite order, that is, if θ is irrational.
We have Iψ = nZ if ψ has order n ≥ 1, that is, if θ = p/n for p ∈ {0, 1, . . . , n− 1},
with p and n coprime. As a consequence, denoting by Ẑn the elements of order
n ≥ 1 in Ẑ, we have
Ẑper =
⊔
n≥1
Ẑn.
Fix n ≥ 1 and ψ = ψθ ∈ Ẑn. We have
Hψ = {(a, 0, 0) | a ∈ nZ}.
So, the stabilizer Hψ ⋉N of ψ in Γ = H(Z) only depends on n and coincides with
the normal subgroup
Γ(n) = {(a, b, c) | a ∈ nZ, b, c ∈ Z},
which was already introduced in Section 3.B. Every unitary character χ of Γ(n)
with χ|Z = ψθ is of the form χθ,α,β for a unique pair (α, β) ∈ [0, 1/n[× [0, 1[, where
χθ,α,β(a, b, c) = e
2πi(αa+βb+θc) for a ∈ nZ, b ∈ Z, c ∈ Z.
The H-orbit of χθ,α,β is
{χθ,α,β+aθ ∈ N̂ | a ∈ Z} = {χθ,α,β+ k
n
∈ N̂ | k ∈ Z}
and so contains a character χθ,α,β′ for a unique β
′ ∈ [0, 1/n[. Set
X =
⊔
n≥1
⊔
ψ∈Ẑn
{ψ} × [0, 1/n[2.
The following result is therefore a direct consequence of Corollary 4.B.1.
Corollary 4.B.6. Let Γ = H(Z). We keep the notation above.
For each n ≥ 1 and (ψ, α, β) ∈ X, with ψ = ψθ ∈ Ẑn, the representation
IndΓΓ(n)χθ,α,β of Γ is irreducible of dimension n.
The map X → Γ̂fd defined by (ψ, α, β) 7→ IndΓΓ(n)χθ,α,β is a bijection.
This corollary shows that the set Ĥ(Z)fd can be seen as a disjoint union
parametrized by [0, 1[ ∩Q of two-dimensional tori.
4.B.b. Affine group of arbitrary fields. Let Γ = Aff(K) be the affine
group of a field K, as in Section 3.C. Recall that Γ = K× ⋉K, for the action of
K× on K defined by (a, t) 7→ at for all a ∈ K× and t ∈ K. We set
H = K× and N = K.
Corollary 4.B.7. Let Γ = Aff(K) the group of affine transformations of a
field K.
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(1) Assume that K is infinite. The unitary characters of Γ are the only finite-
dimensional irreducible representations of Γ, that is, the map
Γ̂/N → Γ̂fd, χ 7→ χ ◦ p
is a bijection, where p : Γ։ Γ/N is the canonical projection.
(2) Assume that K is finite of cardinality q. Fix any χ ∈ K̂ r {1K}. Up to
equivalence, the irreducible representations of Γ are the representations of
dimension one and the representation IndΓNχ of dimension q − 1.
Proof. For χ ∈ K̂r {1K}, we have Hχ = {1} by Lemma 3.C.1 (1).
In particular, if K is infinite, then N̂per = {1N} and (1) is a direct consequence
of Theorem 4.A.3.
(2) If K is finite of cardinality q, then Γ has |Γ/[Γ,Γ]| = q−1 representations of
degree 1, and one representation of degree q− 1 denoted by IndΓNχ (where χ 6= 1K)
in Proposition 3.C.3. Since
(q − 1)2 + (q − 1)× 12 = (q − 1)q = |Γ|,
any irreducible representation of Γ is equivalent to one of these (see [Dixm–C*,
Proposition 15.4.1]). 
4.B.c. Solvable Bausmslag–Solitar group. Let p be a prime. Recall from
Section 3.D that the Baumslag–Solitar Γ = BS(1, p) is the semi-direct product
BS(1, p) = A×N, where A =
(
pZ 0
0 1
)
≈ Z and N =
(
1 Z[1/p]
0 1
)
≈ Z[1/p],
and the generator
(
p 0
0 1
)
of A acts on N by multiplication by p. We often denote
by (k, b) the element
(
pk b
0 1
)
of Γ, where k ∈ Z and b ∈ Z[1/p].
Recall also that we can identify N̂ with the p-adic solenoid
Solp = (Qp ×R)/∆ for ∆ = {(a,−a) | a ∈ Z[1/p]};
the action of A on N̂ corresponds to the action of Z on Solp for which the generator
1 ∈ Z acts by the transformation Tp : Solp → Solp of multiplication by p. For s ∈
Solp, denote by χs the corresponding unitary character ofN under the identification
N̂ ≈ Solp. The set N̂per of characters of N with finite A-orbit coincides with
{χs | s ∈ Per(Tp)},
where Per(Tp) is the set of Tp-periodic points in Solp.
For n ∈ N∗, let s ∈ Solp(n), where Solp(n) is the set of elements in Solp with
Tp-period n. The stabilizer of χs in A is
A(n) = {(k, 0) ∈ BS(1, p) | k ∈ nZ} ≈ nZ.
and so the stabilizer of χs in Γ is the normal subgroup
Γ(n) := A(n)⋉N = {(k, b) ∈ Γ | k ∈ nZ, b ∈ Z[1/p]}
of index n in Γ. We parametrize the dual of nZ by [0, 1/n[ through the map
[0, 1/n[ → n̂Z, θ 7→ χθ,
with χθ defined by χθ(k) = e
2πiθk for all k ∈ nZ
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Every unitary character χ of Γ(n) with χ|N = χs is of the form χs,θ for a
unique θ ∈ [0, 1/n[, where χs,θ : Γ(n)→ T is defined by
χs,θ(k, b) = χθ(k)χs(b) for all (k, b) ∈ Γ(n).
We obtain the following direct consequence of Theorem 4.A.3.
Corollary 4.B.8. Let p be a prime and Γ = BS(1, p) be corresponding Baumslag–
Solitar group. Set
Xfd =
⊔
n≥1
(
Solp(n)× [0, 1/n[
)
and let T˜p : Xfd → Xfd be defined by T˜p(s, θ) = (Tps, θ).
The map Xfd → Γ̂fd, defined by
(s, θ) 7→ IndΓΓ(n)χs,θ for n ≥ 1, (s, θ) ∈ Solp(n)× [0, 1/n[,
induces a bijection between the space of T˜p-orbits in Xfd and the space Γ̂fd of equiv-
alence classes of finite-dimensional irreducible representations of Γ.
4.B.d. Lamplighter group. Recall from Section 3.E that the lamplighter
group is the semi-direct product Γ = A ⋉ N of A = Z with N =
⊕
k∈Z Z/2Z,
where the action of Z on
⊕
k∈Z Z/2Z is given by shifting the coordinates. Recall
also that N̂ can be identified with X =
∏
k∈Z{0, 1}, the dual action of Z on N̂
being given by the shift transformation T on X .
For x ∈ X , we denote by χx the corresponding element in N̂ under the iden-
tification N̂ ≈ X . The set N̂per of characters of N with finite A-orbits coincides
with
{χx | x ∈ Per(T )},
where Per(T ) is the set of T -periodic points in X .
For n ∈ N∗, let x ∈ X(n), where X(n) is the set of elements in X with T -
period n. The stabilizer of χx in A is nZ and so the stabilizer of χx is the normal
subgroup
Γ(n) = nZ⋉N
of index n in Γ.
Parametrizing the dual of nZ by [0, 1/n[ as before, every unitary character
χ of Γ(n) with χ|N = χx is of the form χx,θ for a unique θ ∈ [0, 1/n[, where
χx,θ : Γ(n)→ T is defined by
χx,θ(k, b) = χθ(k)χx(b) for all (k, b) ∈ Γ(n).
We obtain the following direct consequence of Theorem 4.A.3.
Corollary 4.B.9. Let Γ = A⋉N be the lamplighter group, Set
Xfd =
⊔
n≥1
(
X(n)× [0, 1/n[)
and let T˜ : Xfd → Xfd be defined by T˜ (x, θ) = (Tx, θ).
The map Xfd → Γ̂fd, defined by
(s, θ) 7→ IndΓΓ(n)χx,θ for n ≥ 1, (x, θ) ∈ X(n)× [0, 1/n[,
induces a bijection between the space of T˜ -orbits in Xfd and the space Γ̂fd of finite-
dimensional irreducible representations of Γ.
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4.C. Classes of groups in terms of fd representations
Given a topological group G, one may ask how large is the set Ĝfd compared
to Ĝ. More specifically, consider the following properties that G may possess:
• every irreducible representation of G is finite dimensional, that is, Ĝ =
Ĝfd;
• G has sufficiently many finite dimensional representations, in the sense
that Ĝfd separates the points of G;
• G has only trivial finite dimensional representations, that is, Ĝfd = {1G};
• the set Ĝfd is dense in Ĝ.
We will discuss in the following subsections the classes of LC groups singled out by
either one of the three first properties. The class of discrete groups with the fourth
property will be treated in Section 15.E.
4.C.a. Moore groups. A locally compact group G is a Moore group if all
irreducible representations of G are finite-dimensional. LCA groups and compact
groups are clearly Moore groups. Other obvious examples are products K × A,
where K is a compact group and A a LCA group. More generally, using the
Mackey machine (see Remark 2.F.5), it can be shown that a central-by-compact
LC group is a Moore group. As indicated by the following result, the class of Moore
groups is a rather restricted class of LC groups.
For the next theorem, a Lie group is a LC group in which the connected com-
ponent of the identity is open, and is a connected Lie group.
Theorem 4.C.1. (1) A Lie group is a Moore group if and only if it has
an open subgroup of finite index that is central-by-compact.
(2) A connected locally compact group is a Moore group if and only if it is a
Cartesian product K ×Rn, with K compact and n ≥ 0.
(3) A locally compact group is a Moore group if and only if it is a projective
limit of Moore Lie groups. In particular:
(4) A discrete group is a Moore group if and only if it has an abelian subgroup
of finite index.
(5) The class of Moore groups is stable under subgroups, quotient groups, in-
verse limits, and finite extensions.
References for the proof. See [Moor–72], as well as [Robe–69]. The
article by Moore was available as a preprint before the article by Robertson was
submitted. 
Remark 4.C.2. (1) Note that (1) in Theorem 4.C.1 does not carry over to
locally compact groups: the example in [Moor–72, Section 5] is a Moore group
without any central-by-compact finite index subgroup.
(2) Note also that an abelian-by-compact locally compact group need not be
a Moore group. For example, the Euclidean group SO(2) ⋉ R2 has a well-known
family of infinite dimensional irreducible representations indexed by the orbits of
SO(2) in R˜2 r {0}, i.e., indexed by R×+; see, e.g., [Mack–76, Pages 195–196].
(3) Concerning (1) and (2) in Theorem 4.C.1, note that a connected locally
compact group G is central-by-compact if and only if G is isomorphic to a direct
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productK×Rn for some compact groupK and some integer n ≥ 0 (see [Dixm–C*,
16.4.6] and Example 4.C.7 below).
4.C.b. Maximally almost periodic groups
and Bohr compactification. A topological group G is maximally almost pe-
riodic, or MAP, if its finite-dimensional representations separate its points, i.e.,
if for any g 6= e in G there exists a finite-dimensional representation π of G in some
Hilbert space H such that π(g) 6= IdH. This class is strictly larger than the class of
Moore groups. It was introduced by von Neumann [vNeu–34]; see also [Weil–40,
Chap. VII] and [Dixm–C*, § 16].
We will put this class in perspective with Proposition 4.C.6. For this, we need
the notion of Bohr compactification.
Theorem 4.C.3. Let G be a topological group.
There exists a compact group K and a continuous homomorphism β : G → K
with dense image, with the following universal property: for every compact group L
and every continuous homomorphism α : G → L, there exists a continuous homo-
morphism α′ : K → L such that α = α′ ◦ β.
The pair (K,α) is unique in the following sense: let (K ′, β′) be a pair consisting
of a compact group and a continuous homomorphism β′ : G→ K ′ with dense image
satisfying the same universal property. Then there exists an isomorphism α : K →
K ′ of topological groups such that β′ = α ◦ β.
Proof. • Existence part. Here is one way to prove the existence of K. Choose
a family (πi,Hi)i∈I of representatives for the set of equivalence classes of finite
dimensional representations of G. Let
β : G→
∏
i∈I
U(Hi), g 7→
⊕
i∈I
πi(g).
Let K be the closure of β(G) in the compact group
∏
i∈I U(Hi). Then β is a
continuous homomorphism and K is a compact group.
Let L be a compact group and α : G → L a continuous homomorphism. Let
(σj ,Kj)j∈J be a family of representatives for the set of equivalence classes of finite
dimensional representations of L. By Peter–Weyl theory, the continuous homomor-
phism ∏
j∈J
σj : L→
∏
j∈J
U(Kj)
is injective. So, L is topologically isomorphic to its image in the compact group
L˜ :=
∏
j∈J U(Kj). We may therefore assume that L is a closed subgroup of L˜.
Let j ∈ J and let pj : L˜։ U(Kj) be the canonical projection. The composition
pj ◦ α : G→ U(Kj) is a finite dimensional representation of G. Therefore pj ◦ α is
equivalent to πi(j) for a unique i(j) ∈ I. Let Vj : Hi(j) → Kj be a unitary operator
intertwining πi(j) and pj ◦ α, so that
Vjπi(j)(g)V
−1
j = pj ◦ α(g) for all g ∈ G.
Let α′ : K → L˜ be the continuous homomorphism defined by
α′
(
(Ui)i∈I
)
=
(
VjUi(j)V
−1
j
)
j∈J
for (Ui)i∈I ∈ K ⊂
∏
i∈I U(Hi). Then
α′(β(g)) =
(
Vjπi(j)(g)V
−1
j
)
j∈J =
(
pj ◦ α(g)
)
j∈J = α(g)
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for every g ∈ G. Therefore α = α′ ◦ β.
• Uniqueness part. Let (K ′, β′) be a pair consisting of a compact group and
a continuous homomorphism β′ : G → K ′ with dense image and satisfying the
same universal property as (K,β). Then, by the universal property, there exist
continuous homomorphisms α : K → K ′ and α′ : K ′ → K such that β′ = α◦β and
β = α′ ◦ β′. Then
α′(α(β(g))) = α′(β′(g)) = β(g) for all g ∈ G
and hence α′ ◦α = IdK , since β(G) is dense in K. Similarly, we have α ◦α′ = IdK′
and this shows that α is an isomorphism. 
The compact group associated to G as in Theorem 4.C.3 is denoted by Bohr(G)
and the corresponding homomorphism by βB : G→ Bohr(G); the group Bohr(G),
or more precisely the pair (Bohr(G), βB), is called the Bohr compactification of
G. It follows from the definition that Bohr(·) is a covariant functor: every con-
tinuous group homomorphism G1 → G2 gives rise to a continuous homomorphism
Bohr(G1)→ Bohr(G2).
We are going to describe the Bohr compactification of a LCA group. For a
topological group G, we denote by Gdisc the group G made discrete (that is, viewed
as a discrete group).
Let G be a LCA group. Denote by Γ = Ĝdisc the dual of G, viewed as a
discrete group. Observe that Γ̂ is a compact group, and that we have an injective
continuous homomorphism i : G→ Γ̂, g 7→ ĝ, defined by ĝ(χ) = χ(g) for all g ∈ G
and χ ∈ Γ.
Proposition 4.C.4. Let G be a locally compact abelian group and let Γ = Ĝdisc
be the dual group of G made discrete.
The Bohr compactification of G coincides with the compact group Γ̂, together
with the embedding i : G→ Γ̂ as above.
Proof. Observe first that i(G) is dense in Γ̂. Indeed, by Pontrjagin duality,
every element in
̂̂
Γ is of the form χˆ for some χ ∈ Γ = Ĝdisc. Therefore the annihilator
of i(G) in
̂̂
Γ consists of the unit character 1G. Therefore, i(G) is dense in Γ̂, by
Pontrjagin duality.
To check that the pair (Γ̂, i) has the universal property of a Bohr compactifica-
tion, let K be a compact group and α : G→ K a continuous homomorphism. The
closure L of α(G) in K is a compact abelian group.
Let αt : L̂ → Ĝ be the continuous homomorphism obtained by duality from
α : G→ L. Observe that, since L is compact, we can view αt as a homomorphism
from the discrete groups L̂ to the discrete group Γ = Ĝdisc. Identifying L with
̂̂
L, we
can view the dual homomorphism of αt as a continuous homomorphism α′ : Γ̂→ L.
For every g ∈ G and χ ∈ L̂, we have
χ(α′(i(g))) = i(g)(αt(χ)) = χ(α(i(g))).
This shows that α′ ◦ i = α. 
Let G be a topological group. The kernel of the continuous homomorphism
βB : G → Bohr(G) is the von Neumann kernel NG of G ; it is a topologically
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characteristic closed subgroup of G. There is a natural bijection from the subset
Ĝfd of Ĝ introduced above onto the dual ̂Bohr(G) of the Bohr compactification of
G. (Observe however that the Fell topology on ̂Bohr(G) is discrete, but that Ĝfd
in general is not a discrete subspace of Ĝ.)
Next, we characterize the functions on G which “extend” to continuous func-
tions on Bohr(G). For a proof, we refer to [Dixm–C*, 16.2.1].
Theorem 4.C.5. Let G be a topological group. For a continuous function
f : G→ C, the following properties are equivalent:
(i) there exists a continuous function f ′ : Bohr(G)→ C such that f = f ′◦βB;
(ii) the set of left translates {g 7→ f(a−1g)}a∈G is relatively compact in the
Banach space Cb(G) of bounded continuous functions on G;
(iii) f is a uniform limit of linear combinations of coefficients of finite-dimen-
sional irreducible representations of G.
A function on the topological group G which satisfies the equivalent properties
of Theorem 4.C.5 is called almost periodic, and the space AP (G) of these is a
closed subalgebra of the Banach algebra Cb(G), for the norm f 7→ supg∈G |f(g)| of
uniform convergence on G.
Maximally almost periodic groups can be characterized in terms of almost
periodic functions.
Proposition 4.C.6. For a topological group G, the following conditions are
equivalent
(i) G is MAP;
(ii) there exist a compact group K and an injective continuous homomorphism
G→ K;
(iii) the homomorphism βG : G → Bohr(G) of G in its Bohr compactification
is injective, that is, the von Neumann kernel of G is trivial;
(iv) almost periodic functions separate the points of G, i.e., for g, g′ ∈ G with
g 6= g′, there exists f ∈ AP (G) such that f(g) 6= f(g′).
Proof. Assume that G is MAP and let (πi,Hi)i∈I be a family of representa-
tives for the equivalence classes in Ĝfd. The continuous homomorphism∏
i∈I
πi : G→ K :=
∏
i∈I
U(Hi)
is injective and this shows that (i) implies (ii).
The fact that (ii) implies (iii) follows from the universal property of the Bohr
compactification (Bohr, βG) of G.
The characterization (i) in Theorem 4.C.5 of functions in AP (G) shows that
(iii) implies (iv).
Assume that (iv) holds. It follows from Theorem 4.C.5 (iii) that finite-dimen-
sional irreducible representations of G separate the points of G. Therefore G is
MAP. 
Example 4.C.7. (1) A Moore group is clearly MAP. In particular, locally
compact abelian groups and compact compact groups are MAP.
(2) For a connected locally compact group G, the following five properties are
equivalent:
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(i) G is a direct product K ×Rn, with K a compact group and n ≥ 0;
(ii) G is MAP;
(iii) G is a Moore group;
(iv) the quotient of G by its centre is compact;
(v) every neighborhood of the identity in G contains a compact neighborhood
which is invariant under all inner automorphisms, i.e., G is a SIN group
(for more on SIN groups, see Section 15.B.
For a proof, we refer to [Dixm–C*, 16.4.6]. The equivalence of (i) and (ii) is due
to Freudenthal for second-countable connected LC groups [Freu–36] and to Weil
for connected LC groups [Weil–40, § 32]. For more equivalences, see Diagram 3 in
[Palm–78].
The equivalence of (ii) and (iii) carries over to connected-by-compact locally
compact groups [GrMo–71a, Theorem 2.18].
(3) For every topological group G, the quotient G/NG by its von Neumann
kernel is MAP.
(4) Let G be a MAP group; every subgroup of G is MAP. Let G1, G2 be
topological groups; the direct product G1 × G2 is MAP if and only if G1 and G2
are MAP. Let G be a LC group and N a closed normal subgroup which is either
compact or equal to the centre of G; if G is MAP, so is G/N [LeRo–68, Proposition
1]. Every locally compact MAP group is unimodular [LeRo–68, Theorem 2].
There is an interesting class of MAP groups among discrete groups. Let Γ be
a residually finite discrete group, i.e., a group with the following property: for
every γ ∈ Γ r {e}, there exists a finite group F and a homomorphism ϕ : Γ → F
such that ϕ(γ) 6= e.
It is clear that residually finite groups are MAP. The converse does not hold,
as witnessed by the additive group Q of rational numbers, and indeed by any non-
trivial divisible abelian group, since these are MAP and are not residually finite.
However, among finely generated groups, the MAP groups are exactly the resid-
ually finite ones.
Proposition 4.C.8. For a finitely generated group Γ, the following properties
are equivalent:
(i) Γ is MAP;
(ii) Γ is residually finite.
Proof. Indeed, suppose Γ is MAP. Then Γ is a subgroup of a compact group Σ.
For γ ∈ Γ, there exists a representation π : Σ→ U(n) such that π(γ) 6= IdCn . Since
finitely generated groups that are linear [in particular finitely generated groups
that are subgroups of U(n) for some n] are residually finite by Mal’cev Theorem
[Mal’c–40], there exists a finite group F and a homomorphism ρ : π(Γ)→ F such
that ρ(π(γ)) 6= e; hence Γ is residually finite. As mentioned above, the converse
implication is obvious. 
Example 4.C.9. (1) Finitely generated groups which are residually finite,
and therefore MAP, include linear groups (see the proof of Proposition 4.C.8) and
polycyclic groups, in particular nilpotent groups (a result of K. Hirsch for which
we refer to [Robi–96, 5.14.17]).
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(2) Discrete groups which are not MAP include the following groups, where K
stands for an infinite field:
· Heisenberg groupsH(K), of which the von Neumann kernel coincides with
the centre, by Corollary 4.B.3;
· affine groups Aff(K), for which the von Neumann kernel coincides with
the translation group K, by Corollary 4.B.7
· general linear groups GLn(K) for n ≥ 2, of which the von Neumann
kernel is SLn(K), and special linear groups SLn(K), by Corollary 4.C.22
and Corollary 4.C.22 below;
· and of course the m.a.p. groups defined below (except the one-element
group).
4.C.c. Bohr compactification and profinite completion. A compact group
G is profinite if G is topologically isomorphic to the projective limit of finite
groups. Let us recall this last notion.
Let (Fi)i∈I be a family of finite groups indexed by a directed set I, with respect
to a collection of homomorphisms pi,j : Fi → Fj for j ≤ i such that pi,i = IdFi and
pi,j ◦ pj,k = pi,k for k ≤ j ≤ i. The associated projective limit is the closed
subgroup lim←−i Fi of the compact group
∏
i∈I Fi defined by
lim←−
i
Fi = {(gi)i∈I | gj = pi,j(gi) for all i, j ∈ I, j ≤ i} .
Among compact groups, the profinite groups admit the following nice characteri-
zation (for more on this class of groups, see [Wils–98]).
Proposition 4.C.10. For a compact group G, the following properties are
equivalent:
(i) G is profinite;
(ii) G is topologically isomorphic to a closed subgroup of a product of finite
groups;
(iii) G is totally disconnected.
Proof. It is obvious that (i) implies (ii).
Assume that G is a closed subgroup of a product K =
∏
i∈I Fi of finite groups.
Then G is compact since K is compact. For every i ∈ I, the canonical projection
pi : K ։ Fi is continuous. Therefore the image of the connected component G0 of
the identity of G under pi is connected, and therefore reduced to the identity, since
Fi is finite. It follows that G0 is trivial, that is, G is totally disconnected. This
shows that (ii) implies (iii).
To show that (iii) implies (i), assume that G is totally disconnected. Let N be
the family of open normal subgroups of G.
For every N ∈ N , the quotient G/N is a finite group, since G is compact
and G/N is discrete. Let K = lim←−N G/N be the projective limit of the family
(G/N)N∈N , with respect to the canonical homomorphisms
pMN : G/M → G/N if M ⊂ N.
We claim that the natural homomorphism
Φ : G→ K = lim←−
N
G/N
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is a topological isomorphism. Since every quotient homomorphism G → G/N is
continuous, the map Φ is continuous. Therefore, since G is compact, it suffices to
show that Φ is bijective.
Let us show that Φ is injective. It is well-known that the connected compo-
nent of a LC group H coincides with the intersection of all open subgroups of H
([BTG1–4, Chap. III, § 4, no 6]). Since G is totally disconnected, it follows that
ker(Φ) =
⋂
N∈N
N = {e}.
Therefore Φ is injective.
To show that Φ is surjective, let (gNN)N∈N ∈ K. We claim that the intersec-
tion
⋂
N∈N gNN of cosets in G is non empty.
Indeed, let F be a finite subset of N . Then, M := ⋂N∈F N is a normal
open subgroup of G. Since (gNN)N∈N ∈ lim←−N G/N , we have gN = pM,N (gM )
for every N ∈ F . Therefore gM ∈
⋂
N∈F gNN . We have shown that
⋂
N∈F gNN
is non empty for every finite subset F of N . Observe that every coset gNN is
closed, since open subgroups are closed. As G is compact, it follows form the finite
intersection property that
⋂
N∈N gNN is non empty. For g ∈
⋂
N∈N gNN , we have
Φ(g) = (gNN)N∈N . Therefore Φ is surjective. 
For a discrete group Γ, we discuss now the relationship of Bohr(G) with another
completion of Γ, the profinite completion of Γ.
Theorem 4.C.11. Let Γ be a discrete group.
There exists a profinite group G and a homomorphism β : Γ → G with dense
image, with the following universal property: for every profinite group K and every
homomorphism α : Γ → K, there exists a continuous homomorphism α′ : G → K
such that α = α′ ◦ β.
The pair (G, β) is unique in the following sense: let (G′, β′) be a pair consisting
of a profinite group and a homomorphism β′ : Γ→ G′ with dense image satisfying
the same universal property. Then there exists an isomorphism α : G → G′ of
topological groups such that β′ = α ◦ β.
Proof. Here is one way to construct G. Let G be the closure of the image of
Γ in the compact group
∏
N Γ/N , where N runs over the collection of all normal
subgroups of finite index in Γ. Let β : Γ→ G be the natural map.
One checks as in the proof of Theorem 4.C.3 that (G, β) has the desired uni-
versal property and that it is the unique pair with this property. 
The profinite group associated to Γ as in Theorem 4.C.11 is denoted by Prof(Γ)
and the corresponding homomorphism by βP : Γ→ Prof(Γ). The pair (Prof(Γ), βP ),
is called the profinite completion of Γ.
Remark 4.C.12. (1) As shown by the universal property, Prof(Γ) may also
be realized as the projective limit lim←−Γ/N of the family (Γ/N)N , where the N ’s
are subgroups of finite index in Γ, with respect to the canonical maps Γ/N ։ Γ/M
when N ⊂ M ; and the homomorphism β is defined in terms of the projections
Γ։ Γ/N .
Alternatively, one may define Prof(Γ) as the largest Hausdorff quotient of the
completion of Γ in the group topology for which the collection of all finite index
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normal subgroups in Γ is a fundamental system of open neighborhoods of the iden-
tity.
(2) Note that Prof(·) is a covariant functor: every group homomorphism Γ1 →
Γ2 gives rise to a continuous homomorphism Prof(Γ1)→ Prof(Γ2). For properties
of this functor, see for example [RiZa–10, Section 3.2].
(3) Observe that the group Γ is residually finite if and only if the homomorphism
βP : Γ→ Prof(Γ) is injective.
Next, we determine the profinite completion of Z. (In the literature, this com-
pletion is often denoted by Ẑ, a notation which conflicts with our use of Γ̂ as the
dual of a group Γ.)
Example 4.C.13. We may realize the profinite completion Prof(Z) of Z as
the projective limit
Prof(Z) = lim←−
n
Z/nZ
with respect to the canonical maps Z/nZ ։ Z/mZ when m|n, together with the
obvious injection
Z →֒ lim←−
n
Z/nZ.
We can also realize Prof(Z) as the product
∏
p∈P Zp over the set P of all primes
of the groups Zp of p-adic integers, together with the natural injection β : Z →֒∏
p∈P Zp. Indeed, to check this, it suffices to prove that the pair (
∏
p∈P Zp, β)
satisfies the universal property of Theorem 4.C.11.
First, observe that
∏
p∈P Zp is a totally disconnected compact group and hence
a profinite group. Next, β(Z) is dense in
∏
p∈P Zp. Indeed, let a = (ap)p ∈∏
p∈P Zp. A basis of neighbourhoods of a is given by sets of the form
Ue1,...,ekp1,...,pk (a) =
(xp)p∈P ∈ ∏
p∈P
Zp
∣∣∣∣ xpi − api ∈ peii Zpi for i = 1, . . . , k
 ,
for pairwise distinct primes p1, . . . , pk and integers e1, . . . , ek ≥ 1. Given such a
neighbourhood, for every i = 1, . . . , k, we can write
api = mi + bpi with mi ∈ Z and bpi ∈ peii Zpi .
By the Chinese Remainder Theorem, there exists an integer m ∈ Z such that
m−mi ∈ peii Z for every i = 1, . . . , k.
It is clear that β(m) ∈ Ue1,...,ekp1,...,pk (a).
Let K a profinite group and α : Z→ K a homomorphism. We claim that there
exists a continuous homomorphism α′ :
∏
p∈P Zp → K such that α = α′ ◦ β. Since
K is a subgroup of a product of finite groups, we may assume that K =
∏
i∈I Fi
for a family (Fi)i∈I of finite groups and α = (αi)i∈I for homomorphisms αi : Z→
Fi. Therefore it suffices to show that, for every i ∈ I, there exists a continuous
homomorphism α′i :
∏
p∈P Zp → Fi such that αi = α′i ◦ β.
Fix i ∈ I and let n ≥ 1 be such that kerαi = nZ. Write n = pe11 · · · pekk for
pairwise distinct primes p1, . . . , pk and for integers e1, . . . , ek ≥ 1. Then
k∏
j=1
Zpj/p
ej
j Zpj ≈
k∏
j=1
Z/p
ej
j Z ≈ Z/nZ.
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More precisely, let
fn :
∏
p∈P
Zp ։
k∏
j=1
Zpj/p
ej
j Zpj .
be the canonical projection. Then
fn ◦ β : Z→
k∏
j=1
Zpj/p
ej
i Zpj
is a surjective homomorphism with kernel nZ. Therefore the map α′i :
∏
p∈P Zp →
Fi, given by
α′i(x) = αi(m),
for x ∈ ∏p∈P Zp and for any m ∈ Z such that fn(β(m)) = fn(x), is a well defined
homomorphism. Moreover, we have
α′i(β(m)) = αi(m) for all m ∈ Z,
that is, αi = α
′
i ◦ β.
Observe that, by uniqueness of the Bohr compactification, it follows in partic-
ular that there is an isomorphism of topological groups
Φ : lim←−
n
Z/nZ→
∏
p∈P
Zp,
which is uniquely determined by the conditions
Φ(β1(m)) = β2(m) for m ∈ Z,
where, β1 : Z →֒ lim←−n Z/nZ and β2 : Z →֒
∏
p∈P Zp denote the canonical injec-
tions. 
Let Γ be a discrete group. Observe that, by the universal property, there is
a continuous homomorphism cBP : Bohr(Γ) → Prof(Γ) such that βP = cBP ◦ βB; it
follows that cBP has dense image and is therefore surjective, since c
B
P is continuous
and since Bohr(Γ) is compact.
In general, the surjective homomorphism cBP is not injective; for example, when
Γ = Z is infinite cyclic, we have (see Proposition 4.C.4)
Bohr(Z) ≈ ((Ẑ)disc)̂ ≈ ((R/Z)disc)̂
and so Bohr(Z) is not second-countable, whereas (see Example 4.C.13)
Prof(Z) ≈
∏
p∈P
Zp
is a second-countable compact abelian group.
One may ask which groups Γ have the property that the homomorphism cBP is
an isomorphism. This property admits equivalent reformulations.
Proposition 4.C.14. Let Γ be a discrete group. The following properties are
equivalent:
(i) the continuous surjective homomorphism cBP : Bohr(Γ) ։ Prof(Γ) is an
isomorphism;
(ii) the image of every finite-dimensional representation Γ→ U(n) is finite;
(iii) the compact group Bohr(Γ) is totally disconnected.
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Proof. Assume that (i) holds. Let π : Γ → U(n) be a finite-dimensional
representation of Γ. By the universal property of Bohr(Γ), there is a continuous
homomorphism π′ : Bohr(Γ)→ U(n) such that π = π′ ◦ βB . The map
f = π′ ◦ (cBP )−1 : Prof(Γ)→ U(n)
is a continuous homomorphism. Therefore there exists a neighbourhood U of e
in Prof(Γ) such that ‖f(g) − I‖ < 1 for every g ∈ U , where ‖ · ‖ is the operator
norm on the ambient algebra L(Cn) of U(n), and I stands for IdCn . There exists
a normal subgroup N of finite index in Prof(Γ) such that N ⊂ U . We have then
‖f(gn)− I‖ = ‖f(g)n − I‖ < 1
for every g ∈ N and every n ∈ Z. It follows that 1 is the only eigenvalue of the
unitary matrix f(g) and hence that f(g) = I for every g ∈ N . So, f is trivial on
N and hence has finite image. It follows that π = f ◦ cBP ◦ βB has finite image.
Therefore (ii) holds.
Assume that (ii) holds. Since Bohr(Γ) can be realized as the image of the
homomorphism ∏
π∈Ĝfd
π : G→
∏
π∈Ĝfd
U(Hπ),
Bohr(Γ) is a closed subgroup of a Cartesian product of finite groups, and therefore
is totally disconnected. This proves (iii).
Assume that (iii) holds. Then Bohr(Γ) is profinite. Therefore by the universal
property of Prof(Γ), there exists a continuous map cPB : Prof(Γ) → Bohr(Γ) such
that cPB ◦ βP = βB. By density of βP (Γ) in Prof(Γ) and of βB(Γ) in Bohr(Γ), we
see that cPB is the inverse map to c
B
P . 
We characterize abelian groups for which cBP is an isomorphism.
Corollary 4.C.15. Let Γ be a discrete abelian group. The following properties
are equivalent:
(i) the map cBP : Bohr(Γ)։ Prof(Γ) is an isomorphism;
(ii) the group Γ is a direct sum
⊕
i∈I Ci of finite cyclic groups Ci of bounded
orders.
Proof. Indeed, by Pru¨fer theorem (see [Robi–96, 4.35]), the abelian group
Γ is periodic of bounded exponent (that is, there exists an integer N ≥ 1 such that
γN = e for every γ ∈ Γ) if and only if Γ is direct sum of finite cyclic groups of
bounded orders. So, it suffices to show that cBP is an isomorphism if and only if Γ
is periodic of bounded exponent.
Assume that Γ is periodic of bounded exponent N . Then, χ(γ)N = χ(γN ) =
1 for all γ ∈ Γ, χ ∈ Γ̂. So, every χ ∈ Γ̂ has finite image and hence cBP is an
isomorphism, by Proposition 4.C.14.
Conversely, assume that cBP is an isomorphism, that is, every χ ∈ Γ̂ has finite
image. So, Gdisc is a periodic group, where G is the compact group Γ̂. Then
G =
⋃
n≥1Gn, where Gn is the closed subset {χ ∈ G | χn = 1} of G. By Baire
theorem, there exists a non-empty open subset U of G which is contained in Gn
for some n ≥ 1. Then UU−1 is an open neighbourhood of e contained in Gn. The
subgroup H generated by UU−1 is contained in Gn. Moreover, H is open in G
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and has therefore finite index, since G is compact. It follows that G = GN for
N = n|G/H |, that is, Gdisc is periodic of exponent N . As χ(γN ) = χN (γ) = 1 for
all γ ∈ Γ and χ ∈ Γ̂ = G, this implies that Γ is periodic of exponent N . 
Observe that we recover from Corollary 4.C.15 the following known fact (see
[Rudi–62, 4.35]): if Γ is a discrete abelian group of finite exponent, then Bohr(Γ)
is totally disconnected.
Next, for Γ = SLn(Z) and n ≥ 3, we show that the map cBP is an isomorphism.
Combining this result with the positive solution of the congruence subgroup theo-
rem, we will give a precise description of Bohr(Γ).
Corollary 4.C.16. Let n be an integer with n ≥ 3.
(1) The map cBP : Bohr(SLn(Z))։ Prof(SLn(Z)) is an isomorphism.
(2) The Bohr compactification Bohr(SLn(Z)) coincides with SLn(Prof(Z)),
together with the homomorphism SLn(Z)→ SLn(Prof(Z)) induced by the
natural embedding
Z→ Prof(Z) ≈
∏
p∈P
Zp.
Proof. (1) Consideration of the homomorphisms of reduction modulo N , for
N ≥ 1, shows that Γ = SLn(Z) is residually finite for every n ≥ 2. We claim that
every finite-dimensional representation of Γ has finite image, when n ≥ 3.
To prove the claim, we assume first that n = 3. Let π : Γ → U(d) be a finite-
dimensional representation of Γ = SL3(Z). Consider the restriction of π to the
subgroup
H :=
1 Z Z0 1 Z
0 0 1
 ⊂ Γ,
which is a copy of the Heisenberg groupH(Z) over the integers. By Corollary 4.B.6,
there exists an integer N ≥ 1 such that π is trivial on the elementary matrix
E1,3(N) =
1 0 N0 1 0
0 0 1
 .
Now, the smallest normal subgroup ∆N of Γ containing E1,3(N) has finite index
in Γ; see Corollary 3 in [Hump–80, § 17.2] for a proof of this elementary but
non-trivial fact, which indeed holds for any n ≥ 3. Since π factorizes through the
quotient Γ/∆N , the claim is proved for n = 3.
We assume now that n ≥ 3. Let σ denote the restriction of π to the upper-left
corner subgroup SL3(Z) of Γ = SLn(Z). By the previous argument, there exists
N ≥ 1 such that σ(γN ) = I for all γ ∈ SL3(Z). Therefore ker(π) contains E1,3(N),
and hence the smallest normal subgroup of Γ containing E1,3(N), which is a group
of finite index in Γ. This concludes the proof of the claim for all n ≥ 3.
Therefore the Bohr compactification Bohr(SLn(Z)) is isomorphic to the profi-
nite completion of SLn(Z).
(2) By the congruence subgroup theorem [BaLS–64, Menn–65], the homo-
morphism
Prof(SLn(Z))→ SLn(Prof(Z))
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defined by the universal property is an isomorphism for n ≥ 3. The claim follows
from this fact and from Item (1). 
Remark 4.C.17. (1) In contrast to the result in Corollary 4.C.16, the group
SL2(Z) has finite-dimensional representations with infinite images. Indeed, there
is an observation of Hausdorff at the heart of the Hausdorff–Banach–Tarski para-
dox: the rotation group SO(3) contains subgroups isomorphic to the free product
(Z/2Z) ∗ (Z/3Z), i.e., to the quotient PSL2(Z) of SL2(Z) by its centre of order 2.
This is in the appendix to § X.1 in [Haus–14]; see also, for example, [OsAd–76].
In particular, SL2(Z) has infinite three-dimensional representations, and the
epimorphism Bohr(SL2(Z))։ Prof(SL2(Z)) has a non-trivial kernel.
(2) Let Γ be a group that has a quotient which is infinite, abelian, and not a di-
rect sum of cyclic groups of bounded orders (see Corollary 4.C.15 ); for example, let
Γ be a group that has a quotient isomorphic to one of Z,K,K×, with K an infinite
field of characteristic 0. Then Γ has an infinite one-dimensional representations, so
that, again, the epimorphism Bohr(Γ)։ Prof(Γ) has a non-trivial kernel.
This applies to many of our favourite examples: to H(K), H(Z), BS(1, p),
Aff(K), and GLn(K), with again K an infinite field of characteristic 0.
4.C.d. Minimally almost periodic groups. A topological group G ismin-
imally almost periodic, or m.a.p., if every finite-dimensional representation of
G is the identity, that is, if Ĝfd = {1G}.
The straightforward proof of the following characterizations of m.a.p. groups
is left to the reader (compare with the chacterizations of MAP groups in Proposi-
tion 4.C.6).
Proposition 4.C.18. For a topological group G, the following properties are
equivalent:
(i) G is a m.a.p. group;
(ii) every continuous homomorphism from G to a compact group is the iden-
tity;
(iii) the Bohr compactification of G is the group with one element;
(iv) every almost periodic continuous function on G is constant.
The following characterization of finitely generated group which are m.a.p.
should be compared with Proposition 4.C.8.
Proposition 4.C.19. For a finitely generated group Γ, the following properties
are equivalent:
(i) Γ is m.a.p.;
(ii) Γ has no other finite quotient than the one-element group.
Proof. Indeed, Proposition 4.C.18 (ii) shows that (i) implies (ii). To show the
converse, assume Γ is not m.a.p. Therefore there exists a non-trivial representation
π : Γ→ U(n). Since finitely generated groups which are linear are residually finite
(Mal’cev Theorem), there exists a finite group F with more than one element and
a surjective homomorphism ρ : π(Γ) → F . Then F is a non-trivial finite quotient
of Γ. Therefore, (ii) implies (i). 
The following result in the case of K = R appears in the original article of von
Neumann [vNeu–34, Page 483]. See also Example G(γ) in Section 5 of [vNWi–40].
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Proposition 4.C.20. Let K be an infinite field and n an integer, n ≥ 2.
The special linear group SLn(K) is minimally almost periodic.
Proof. We have to show that, for every integer d ≥ 1 and every finite-
dimensional representation π : SLn(K) → U(d), we have ker(π) = SLn(K). Since
proper normal subgroups of SLn(K) are central (see for example Theorem 4.9 in
[Arti–57]), it suffices to show that ker(π) contains a matrix γ which is not central
in SLn(K). Moreover, if α : SL2(K) → SLn(K) is any injective homomorphism,
π ◦ α is a finite dimensional representation of SL2(K); so it suffices to prove the
claim in the case n = 2.
For x ∈ K and a ∈ K×, consider the elements
γx =
(
1 x
0 1
)
and δa =
(
a 0
0 a−1
)
of SL2(K). Observe that the γx ’s commute with each other and that
δaγxδ
−1
a = γa2x.
It follows that {π(γa2) | a ∈ K×} is a family of conjugate and commuting matrices
in U(d). Therefore, the π(γa2 ) ’s have all the same set {λ1, . . . , λd} of eigenvalues
and, moreover, we can find a common basis in Cd for which they are represented
by diagonal matrices. However, there are only finitely many diagonal matrices with
diagonal entries from the set {λ1, . . . , λd} and the set {a2 | a ∈ K×} is infinite,
since K is infinite. It follows that there exist a, b ∈ K× with a2 6= b2 such that
π(γa2) = π(γb2). The element
γa2γ
−1
b2 = γa2−b2 ∈ SLn(K)
belongs therefore to the kernel of π and is clearly not central. 
Remark 4.C.21. (1) The result of Proposition 4.C.20 can be extended to
other groups, as follows: let Γ be a group generated by its subgroups isomorphic to
either SL2(K) or PSL2(K), for some infinite field K; then every finite-dimensional
representation of Γ is a multiple of the identity 1Γ.
For K = R, this extended result and structure theory imply that every con-
nected real Lie group which is semisimple, without compact factors and with finite
centre, is minimally almost periodic, as a discrete group, and therefore a fortiori
as a Lie group (see [Vale–86, Remark 3]). In fact, an even stronger result is true
[SevN–50]: such a group has no non-trivial representation in the unitary group of
a factor of finite type (see Section 7.E).
(2) By contrast, a second-countable locally compact group that is solvable and
non-compact is not minimally almost periodic [Schm–84, Theorems 3.4 & 4.1].
We can now easily determine all finite dimensional representations of GLn(K)
for an infinite field.
Corollary 4.C.22. Let K be an infinite field and n an integer, n ≥ 2.
Every irreducible finite dimensional representation of Γ = GLn(K) is a unitary
character of Γ; more precisely, the map
K̂→ Γ̂fd, χ 7→ ϕχ,
where ϕχ(γ) = χ(det(γ)) for γ ∈ Γ, is a bijection
4.C. CLASSES OF GROUPS IN TERMS OF FD REPRESENTATIONS 151
Proof. Let π be an irreducible finite dimensional representation of Γ. By
proposition 4.C.20, SLn(K) ⊂ kerπ. Since [Γ,Γ] = SLn(K) = ker det, the claim
follows. 
Example 4.C.23. There are several other known classes of m.a.p. groups:
The group Alt(N) of even finitely supported permutations of the integers (a sim-
ple group), more generally every countable group which is the union of a strictly
increasing sequence of simple subgroups, as well as every countable infinite group
which is finitely generated and simple [BCRZ–16, Examples 2.12 & 2.13]. Also,
there exists a countable infinite m.a.p. group that is orderable, locally solvable, and
perfect; for this and other examples, we refer to [GrKO–15].

CHAPTER 5
Describing all irreducible representations of some
semi-direct products
Let Γ be a countable discrete group. The procedure of induction of represen-
tations from subgroups of Γ, as described in Section 1.F, does produce irreducible
representations of Γ, but usually does not produce all of them. We will now describe
a general construction of representations which produces all irreducible representa-
tions, up to equivalence, of a second-countable LC group G of the following form:
G = H ⋉N is a semi-direct product, where
• H is a discrete subgroup of G;
• N is a locally compact abelian normal closed subgroup of G.
In fact, this procedure will give a description of an arbitrary factor representation of
G, up to equivalence (Theorem 5.B.14). The description of a factor representation
or an irreducible representation of G involves an equivalence class of probability
measures µ on N̂ and a cocycle N̂ × H → U(K) over (N̂ , µ) with values in the
unitary group of some Hilbert space K.
One should mention that, even when H is abelian, the procedure we are going
to describe does not allow in general to establish a concrete list of all irreducible
representations of G. See the comments in Remark 5.B.15.
This procedure is an extension of the Mackey machine to the context of ergodic
non-transitive actions and can be cast in the more general framework of groupoid
representations [Rams–76].
5.A. Constructing some irreducible representations
Let G = H ⋉N be a semi-direct product of a countable discrete group H with
a second-countable locally compact abelian normal subgroup N ; note that N need
not be discrete. In this section, we exhibit a family of representations of G attached
to H-quasi-invariant measures on the second-countable LCA group N̂ .
Definition 5.A.1. Let (X,B) be a Borel space, µ a σ-finite measure on (X,B),
and H y X , or
H ×X → X, (h, x) 7→ hx,
a left action of a group H on (X,B), preserving the class of µ. For h ∈ H , denote
by (h−1)∗(µ) the image of µ by the action of h−1, and consider the Radon–Nikodym
derivative
d(h, x) :=
d(h−1)∗(µ)
dµ
(x) for all x ∈ X
of (h−1)∗(µ) with respect to µ. Then (see Proposition A.C.4) we have the cocycle
relation
d(h1h2, x) = d(h1, h2x)d(h2, x) for all h1, h2 ∈ H, x ∈ X.
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The map d : H ×X → R×+ is called the Radon–Nikodym cocycle of the action
H y X .
In case of a right group action X x H , the cocycle is defined in the same way,
and precisely as follows. For h ∈ H , we write µ∗(h−1) for the image of µ by the
action of h−1, and we define the Radon–Nikodym cocycle c by
c(x, h) :=
dµ∗(h−1)
dµ
(x) for all x ∈ X.
Then we have the cocycle relation, which reads now
(RN) c(x, h1h2) = c(x, h1)c(xh1, h2) for all x ∈ X, h1, h2 ∈ H.
[Indeed, let X ×H → X be a right action giving rise to the Radon–Nikodym map c : X ×
H → R×+; there is a left action H ×X → X defined by (h, x) 7→ hx := xh
−1, giving rise
to a cocycle d, and c(x, h) = d(x, h−1); the cocycle relation for c follows from this last
equality and from the cocycle relation for d.]
Construction 5.A.2. Let G = H⋉N be a semi-direct product of a countable
discrete subgroup H with a second-countable locally compact abelian normal sub-
group N , with respect to a left action H y N of H on N ; see Convention 4.A.1.
Recall that we identify the groups H and N to subgroups of G. For h ∈ H and
n ∈ N , we have (h, e)(e, n)(h, e)−1 = (h, h · n)(h−1, e) = (e, h · n), so that the left
action of H on N can then be written as H ×N → N, (h, n) 7→ hnh−1; it extends
naturally to the G-action G×N → N, (g, n) 7→ ghg−1.
This left action H y N corresponds to a right action N̂ x H, (χ, h) 7→ χh,
defined by
χh(n) = χ(hnh−1) for all χ ∈ N̂ , h ∈ H, n ∈ N.
The latter extends naturally to a right action of N̂ x G, defined by χg(n) =
χ(gng−1) for all χ ∈ N̂ , g ∈ G, and n ∈ N .
Let µ be a probability measure on N̂ which is quasi-invariant by G (equivalently
by H). For every g = (h, n) ∈ G, we define an operator πµ(g) on the Hilbert space
L2(N̂ , µ) by
(πµ(g)f)(χ) = χ(n)c(χ, h)
1/2f(χh) for all f ∈ L2(N̂ , µ), χ ∈ N̂ .
By definition of the Radon–Nikodym derivative, πµ(g) is a unitary operator on
L2(N̂ , µ); the cocycle identity (RN) implies that
G→ U(L2(N̂ , µ)), g 7→ πµ(g)
is a group homomorphism. Moreover, since N̂ is second-countable, the Hilbert
space L2(N̂ , µ) is separable (Theorem A.D.1 (2)) and hence πµ is continuous, when
U(L2(N̂ , µ)) is equipped with the strong operator topology (see Proposition A.6.1
in [BeHV–08]). So, (πµ, L
2(N̂ , µ)) is a representation of G.
Remark 5.A.3. Let G = H ⋉N,µ and πµ be as in Construction 5.A.2.
(1) The representation πµ is an extension to G of the canonical representation
of the LCA group N associated to µ considered in Section 2.A (and also denoted
by πµ there).
In case H = {e} and G = N , the representation πµ is precisely that of Con-
struction 2.A.1.
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(2) The restriction of πµ to H is the Koopman representation of H associated
to the action (N̂ , µ) x H . See Section 13.A, where Koopman representations are
introduced in a more general context.
(3) Assume that µ is ergodic under the action of H . Then πµ is an irreducible
representation of G. This is a particular case of Corollary 5.B.11 below.
5.B. Constructing all irreducible representations
The construction of the representations πµ in Section 5.A can be considerably
generalized by adding an operator-valued cocycle over (N̂ , µ) as a further ingredient.
Definition 5.B.1. Let µ be a σ-finite measure on a Borel space (X,B). Let
H be a topological group equipped with a right group action (X,B) x H which
is measurable and which preserves the class of µ.
Let L be is a topological group. A cocycle α over (X,µ) with values in L
is a map α : X ×H → L which satisfies the identity
(Coc) α(x, h1h2) = α(x, h1)α(xh1, h2),
for µ-almost all x ∈ X and all h1, h2 ∈ H , and which is measurable when H and L
are equipped with the Borel structures underlying their respective topologies. Note
that (Coc) implies that α(x, e) = e and α(x, h)−1 = α(xh, h−1) for µ-almost all
x ∈ X and all h ∈ H .
Observe that, if µ1 and µ2 are two σ-finite measures on X which are quasi-
invariant by H and absolutely continuous with each other, a map α : X ×H → L
is a cocycle over (X,µ1) if and only if it is a cocycle over (X,µ2). Observe also
that, if α1 : X × H → L is a cocycle over (X,µ) and ϕ : X → L is a measurable
map, then the map α2 : X ×H → L, defined by
(Coh) α2(x, h) = ϕ(x)α1(x, h)ϕ(xh)
−1,
for all x ∈ X and h ∈ H , is also a cocycle over (X,µ).
Two cocycles α1, α2 : X ×H → L over (X,µ) are cohomologous, or equiv-
alent, if there exists a measurable map ϕ : X → L such that (Coh) holds for
µ-almost all x ∈ X and all h ∈ H .
A cocycle α : X × H → L over (X,µ) which is cohomologous to the identity
cocycle I : (x, h) 7→ e is called a coboundary. Thus, α is a coboundary if and only
if there exists a measurable map ϕ : X → L such that
α(x, h) = ϕ(x)ϕ(xh)−1
for µ-almost every x ∈ X and all h ∈ H .
Remark 5.B.2. Let (X,B), µ, H , (X,B) x H , and L be as above. We
describe a construction which provides a justification for the defining relations (Coc)
and (Coh).
Let (Y, C) be a measure space. Denote by M(X,Y ) the space of measurable
maps from X to Y , modulo the equivalence relation of equality µ-almost every-
where. There is a natural left action H yM(X,Y ) defined by (h ∗ f)(x) = f(xh)
for all h ∈ H , f ∈ M(X,Y ), and x ∈ X .
Assume that, moreover, L acts on (Y, C), say on the left for notational con-
venience. Let α : X × H → L be a cocycle. There is a twisted action of H on
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M(X,Y ) defined by
(h ∗α f)(x) = α(x, h)f(xh) for all h ∈ H, f ∈M(X,Y ), x ∈ X.
The cocycle identity (Coc) is precisely what is needed for this to be an action, i.e.,
for h1 ∗α (h2 ∗α f) = (h1h2) ∗α f for all h1, h2 ∈ H and f ∈ M(X,Y ).
If α and β are two cocycles over (X,µ) with values in L which are cohomologous,
then, because of (Coh), the corresponding twisted actions ∗α and ∗β are equivalent
in an appropriate sense (see [Zimm–84, Section 4.2]).
Example 5.B.3. (1) Let H be a subgroup of a group G and T a right transver-
sal, so that G =
⊔
t∈T Ht. With the notation of Construction 1.F.4(2), the map
T ×G→ H, (t, g) 7→ α(t, g)
is a cocycle over T (with the counting measure) with values in H .
(2) Consider a Borel space (X,B), a σ-finite measure µ on it, and a group H
acting on X on the right by measurable transformations preserving the class of µ.
Denote by µ∗(h) the direct image of µ by the action of h. The Radon–Nikodym
cocycle cµ : X ×H → R×+ is given by
c(x, h) =
dµ∗(h−1)
dµ
(x).
as in Definition 5.A.1. Let ν be a another σ-finite measure on (X,B) which is
equivalent to µ. Then ν = ϕµ for a measurable function ϕ : X → R×+ which is
locally µ-integrable. We have
cν(x, h) =
dν∗(h−1)
dµ
(x) =
dν∗(h−1)
dµ∗(h−1)
(x)
dµ∗(h−1)
dµ
(x)
dµ
dν
(x)
= ϕ(xh) cµ(x, h)
1
ϕ(x)
,
that is,
cµ(x, h) = ϕ(x) cν(x, h) ϕ(xh)
−1 for all x ∈ X and h ∈ H.
This shows that the cocycles cν and cµ are cohomologous.
In particular, there exists a σ-finite measure ν on (X,B) which is equivalent to
µ and H-invariant, i.e., and such that cν(c, h) = 1 for all x ∈ X and h ∈ H , if and
only if cµ is a coboundary, that is, if and only if cµ is of the form
cµ(x, h) =
ϕ(x)
ϕ(xh)
,
for some measurable and locally µ-integrable function ϕ : X → R×+.
(3) Let G = H ⋉ N be a semi-direct product with H countable discrete, N
locally compact abelian, µ a probability measure on N̂ which is quasi-invariant by
G (equivalently: by H), and πµ : G → U(L2(N̂ , µ)) the resulting representations,
as in Construction 5.A.2. The map
α : N̂ ×G→ T, (χ, (h, n)) 7→ χ(n)
is a cocycle, which satisfies the identity (Coc). Note that, in this construction,
the definition of the representation πµ involves the product of two cocycles, one
is α, the other the Radon-Nikodym cocycle. They will both appear again in the
definition of the representation of Construction 5.B.4.
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(4) Let H,L be topological groups, f : H → L a measurable group homo-
morphism, and (X,B, µ) a σ-finite measure space on which H acts by measurable
transformations preserving the class of µ. Then
α : X ×H → L, (x, h) 7→ f(h)
is a cocycle over (X,µ) with values in L.
More generally, let H,L,M be topological groups, α : X × H → L a cocycle
over (X,µ) with values in L, and f : L→M a measurable group homomorphism.
Then
f ◦ α : X ×H →M, (x, h) 7→ f(α(x, h))
is a cocycle over (X,µ) with values in M .
(5) Let (X,B, µ) be a σ-finite measure space and T : X → X a Borel isomor-
phism preserving the class of µ. Consider (X,B, µ) as a Z-space, for the generator
1 of Z acting by T (yet we continue to write T ix the action of a power T i of T
on x). Let H be a topological group and f : X → H a measurable map. Define a
measurable map αf : X × Z→ H by
αf (x, n) =

∏n−1
i=0 f(T
ix) if n > 0,
e if n = 0,∏|n|
i=1 f(T
−ix)−1 if n < 0.
One checks that αf is a cocycle.
Every cocycle α : X × Z → H is of the form αf for some measurable map
f : X → H . Indeed, if f : X → H is defined by f(x) = α(x, 1) for all x ∈ X , then
α = αf , by the cocycle relation (Coc).
A cocycle α = αf is a coboundary if and only if there exists a measurable map
ϕ : X → H such that
f(x) = ϕ(x)−1ϕ(Tx)
for µ-almost every x ∈ X .
(6) Let X = T be the circle, equipped with the normalized Lebesgue measure µ.
Consider the action of H = Z given on T by an irrational rotation Rθ. Let
f : T→ T, e2πit 7→ e2πit
denote the identity map. We claim that the corresponding cocycle αf : T×Z→ T
with values in the circle group T is a not a coboundary.
Indeed, assume, by contradiction, that there exists a measurable function ϕ : T→
T such that
f(e2πit) = ϕ(e2πit)−1ϕ(Rθ(e2πit)),
that is,
e2πitϕ(e2πit) = ϕ(e2πi(θ+t))
for almost every t ∈ R. For n ∈ Z, let
cn(ϕ) =
∫ 1
0
ϕ(e2πit)e−2πintdt
be the n-th Fourier coefficient of ϕ ∈ L∞(T, µ). The n-th Fourier coefficient of
the function t 7→ ϕ(e2πi(θ+t)) is e−2πinθcn(ϕ) and the n-th Fourier coefficient of the
function t 7→ e2πitϕ(e2πit) is cn−1(ϕ). Therefore we have
cn(ϕ) = e
2πinθcn−1(ϕ) for all n ∈ Z.
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This implies that (|cn(ϕ)|)n∈Z is a constant sequence. However, (|cn(ϕ)|)n∈Z ∈
ℓ2(Z), since ϕ ∈ L2(T, µ). It follows that cn(ϕ) = 0 for all n ∈ Z, that is, ϕ = 0.
This is impossible, since f(e2πit) = ϕ(e2πit)−1ϕ(Rθ(e2πit)) and f 6= 0.
More generally, one can show along the same lines that, for k ∈ Z, k 6= 0, the
cocycles αfk : T× Z→ T, defined by the functions
fk : T→ T, e2πit 7→ e2πikt,
are pairwise non-cohomologous. For a more general result, see [Furs–61, Lemma
2.2].
Construction 5.B.4. Let us go back to a locally compact group G = H ⋉N ,
as in Section 5.A. Let µ be a probability measure on N̂ , which is quasi-invariant by
the action of G (equivalently: by the action of H). We will be interested in cocycles
over (N̂ , µ) with values in the unitary group of a Hilbert space. Recall that we have
the R+-valued Radon–Nikodym cocycle c defined by c(χ, h) :=
dµ∗(h
−1)
dµ (χ) for all
χ ∈ N̂ and h ∈ H .
Let K be a Hilbert space. The unitary group U(K), equipped with the strong
operator topology, is a topological group. Let α : N̂ × H → U(K) be a cocycle
over (N̂ , µ) with values in U(K). For every g = (h, n) ∈ G, we define an operator
πµ,α(g) on the Hilbert space L
2(N̂ , µ,K) by
(πµ,α(h, n)F )(χ) = χ(n) c(χ, h)
1/2 α(χ, h) (F (χh))
for all F ∈ L2(N̂ , µ,K) and χ ∈ N̂ . Using the cocycle identities (RN) and (Coc),
one checks as in Section 5.A that
H ⋉N → U(L2(N̂ , µ,K)), (h, n) 7→ πµ,α(h, n)
is a representation of H ⋉N on L2(N̂ , µ,K).
Remark 5.B.5. Observe that πµ,α is an extension to G of the canonical rep-
resentation π
(k)
µ of the LCA group N associated to (µ,K) and considered in Sec-
tions 2.A and 2.B, where k is the dimension of K. The results obtained in these
sections about the representations π
(k)
µ will be useful in our study of the represen-
tations πµ,α.
As the next lemma shows, the representation πµ,α depends, up to equivalence,
on the class of µ only.
Lemma 5.B.6. Let µ1 and µ2 be two probability measures on N̂ which are
quasi-invariant by H and absolutely continuous with each other. Let α : N̂ ×H →
U(K) be a cocycle over (N̂ , µ1) and therefore also a cocycle over (N̂ , µ2), with values
in the unitary group of a Hilbert space K.
Then the representations πµ1,α and πµ2,α are equivalent.
Proof. We have µ1 = ϕµ2, where ϕ :=
dµ1
dµ2
is the Radon–Nikodym derivative
of µ1 with respect to µ2. The operator
T : L2(N̂ , µ1,K)→ L2(N̂ , µ2,K),
defined by
T (F )(χ) = ϕ(χ)1/2F (χ) for all F ∈ L2(N̂ , µ1,K), χ ∈ N̂
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is an isomorphism of Hilbert spaces. Moreover, T intertwines the representations
πµ1,α and πµ2,α; indeed, if cµi(χ, h) =
d(µi)∗(h−1i )
dµi
(x) for i = 1, 2, we have (see
Example 5.B.3(2))
cµ2(χ, h) =
ϕ(χ)
ϕ(χh)
cµ1(χ, h)
and hence(
Tπµ1,α(h, n)(F )
)
(χ) = ϕ(χ)1/2
(
πµ1,α(h, n)(F )
)
(χ)
=
(
ϕ(χ)cµ1 (χ, h))
1/2χ(n)α(χ, n)
(
F (χh)
)
=
(
ϕ(χh)cµ2(χ, h))
1/2χ(n)α(χ, n)
(
F (χh)
)
= χ(n)cµ2(χ, h)
1/2α(χ, n)
(
T (F )(χh)
)
=
(
πµ2,α(h, n)T (F )
)
(χ)
for h ∈ H, n ∈ N, F ∈ L2(N̂ , µ1,K), and χ ∈ N̂ . It follows that πµ1,α and πµ2,α
are equivalent. 
We proceed now towards Theorem 5.B.9, concerning irreducibility and equiva-
lence of representations of the form πµ,α.
Definition 5.B.7. As above, let µ be a probability measure on N̂ which is
quasi-invariant by the action of H . We need to introduce the notion of an inter-
twiner between cocycles over (N̂ , µ), taking their values in the unitary groups of
possibly different Hilbert spaces. We will also define irreducible cocycles with values
in such groups.
Let
α1 : N̂ ×H → U(K1) and α2 : N̂ ×H → U(K2)
be measurable cocycles over (N̂ , µ) with values in the unitary groups of Hilbert
spaces K1 and K2. An intertwiner between α1 and α2 is a decomposable operator
T˜ : L2(N̂ , µ,K1) → L2(N̂ , µ,K2),
associated to an essentially bounded measurable map
T : N̂ → L(K1,K2), χ 7→ T (χ)
as in Section 1.H, i.e., defined by
(T˜F )(χ) = T (χ)F (χ) for all F ∈ L2(N˜ , µ,K1) and χ ∈ N˜ ,
such that the relation
α2(χ, h)T (χ
h) = T (χ)α1(χ, h)
holds for all h ∈ H and µ-almost all χ ∈ N˜ .
Though α1 and α2 do not have values in the same unitary group, we extend
(slightly) the terminology defined earlier in this section: the cocycles α1 and α2
are cohomologous (or equivalent) if there exists an intertwiner T˜ such that
T (χ) : K1 → K2 is an isomorphism of Hilbert spaces for µ-almost every χ ∈ N̂ .
A measurable cocycle α : N̂ ×H → U(K) over (N̂ , µ) is said to be irreducible
if every intertwiner L2(N̂ , µ,K)→ L2(N̂ , µ,K) between α and itself belongs to the
subalgebra
A = {m(ϕ) | ϕ ∈ L∞(N̂ , µ)}
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of diagonalisable operators in L(L2(N̂ , µ,K)).
Given a probability measure µ on N̂ quasi-invariant by H , the following lemma
shows that the intertwiners between two cocycles α1, α2 over (N̂ , µ) as in Construc-
tion 5.B.4 coincide with the intertwiners between the associated representations
πµ,α1 , πµ,α2 .
Lemma 5.B.8. Let G = H⋉N be a semi-direct product of a countable discrete
subgroup H with a second-countable locally compact abelian normal subgroup N .
Let µ be a probability measure on N̂ which is quasi-invariant by the H-action. For
i = 1, 2, let Ki be a separable Hilbert space, and let αi : N̂×H → U(Ki) be a cocycle
over (N̂ , µ).
For an operator T˜ : L2(N̂ , µ,K1) → L2(N̂ , µ,K2), the following properties are
equivalent:
(i) T˜ is an intertwiner between the cocycles α1 and α2;
(ii) T˜ is an intertwiner between the representations πµ,α1 and πµ,α2 .
Proof. Set Hi = L2(N̂ , µi,Ki), for i = 1, 2. For ϕ ∈ L∞(N̂ , µi), denote by
mi(ϕ) the operator on Hi given by multiplication by ϕ, as in Section 1.H. Observe
that, for n ∈ N , we have
πµi,αi(n) = mi(n̂).
Recall that n̂ denotes the function in Cb(N̂) defined by n̂(χ) = χ(n) for χ ∈ N̂ .
(i)⇒ (ii) Let T˜ : H1 → H2 be an intertwiner between α1 and α2, associated to
an essentially bounded measurable map T : N̂ → L(K1,K2). As a decomposable
operator, T˜ is such that
T˜m1(n̂) = m2(n̂)T˜ for all n ∈ N
(see Section 1.H), so that T˜ intertwines πµ,α1 |N and πµ,α2 |N .
Let h ∈ H . We have(
πµ,α2(h, e)T˜ (F )
)
(χ) = c(χ, h)1/2α2(χ, h)
(
T˜ (F )(χh)
)
= c(χ, h)1/2α2(χ, h)
(
T (χh)(F (χh)
)
= c(χ, h)1/2
(
T (χ)α1(χ, h)
)
(F (χh))
= T (χ)
(
(πµ,α1 (h, e)F )(χ)
)
=
(
T˜ πµ,α1(h, e)(F )
)
(χ)
for all F ∈ H1 and µ-almost all χ ∈ N̂ . Therefore
πµ,α2(h, e)T˜ = T˜ πµ,α1 (h, e) for all h ∈ H.
It follows that T˜ intertwines πµ,α1 and πµ,α2 .
(ii) ⇒ (i) Conversely, let T˜ ∈ L(H1,H2) be an intertwiner between πµ,α1 and
πµ,α2 . Since T˜ intertwines πµ,α1 |N and πµ,α2 |N , and since πµ,α1 |N and πµ,α2 |N
coincide with the canonical representations π
(n1)
µ and π
(n2)
µ from Section 2.B, where
n1 and n2 are the dimensions of K1 and K2, it follows from Proposition 2.B.2 that T˜
is a decomposable operator, associated to an essentially bounded measurable map
N̂ → L(K1,K2), χ 7→ T (χ).
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Let h ∈ H . Since πµ,α2(h, e)T˜ = T˜ πµ,α1(h, e), we have as above
c(χ, h)1/2T (χ)α1(χ, h)(F (χ
h)) = T (χ)
(
(πµ,α1 (h, e)F )(χ)
)
=
(
T˜ πµ,α1 (h, e)(F )
)
(χ) =
(
πµ,α2 (h, e)T˜ (F )
)
(χ)
= c(χ, h)1/2α2(χ, h)(T˜ (F ))(χ
h) = c(χ, h)1/2α2(χ, h)T (χ
h)(F (χh))
for all F ∈ L2(N̂ , µ,K1) and µ-almost all χ ∈ N̂ . It follows that
T (χ)α1(χ, h) = α2(χ, h)T (χ
h)
for every h ∈ H and µ-almost every χ ∈ N̂ ; hence, T˜ is an intertwiner between α1
and α2. 
The first main result in this chapter concerns the irreducibility of representa-
tions of the form πµ,α and equivalence between such representations.
Theorem 5.B.9. Let G = H ⋉ N be a semi-direct product of a countable
discrete subgroup H with a second-countable locally compact abelian normal sub-
group N .
Let µ, µ1, µ2 be probability measures on N̂ which are quasi-invariant by the
H-action, K,K1,K2 separable Hilbert spaces, α, α1, α2 cocycles over N̂ × H with
values in U(K),U(K1),U(K2) respectively, and πµ,α, πµ1,α1 , πµ2,α2 the corresponding
representations, as in Construction 5.B.4.
(1) Suppose that µ is ergodic for the H-action. Then the representation πµ,α
is irreducible if and only if the cocycle α is irreducible.
(2) If the representations πµ1,α1 and πµ2,α2 are equivalent, then the measures
µ1 and µ2 are equivalent.
(3) Suppose that µ1 = µ2 = µ. Then πµ,α1 and πµ,α2 are equivalent if and
only if the cocycles α1, α2 are cohomologous.
Proof. (1) Set H = L2(N̂ , µ,K). Assume that α is irreducible and let T˜ ∈
L(H) be an intertwining operator for π with itself. It follows from Lemma 5.B.8 that
T˜ is an intertwiner between α and itself. Since α is irreducible, T˜ is a diagonalisable
operator: there exists ϕ ∈ L∞(N̂ , µ) such that
T˜ = m(ϕ).
The fact T˜ is an intertwiner between α and itself means that
ϕ(χh)α(χ, h) = ϕ(χ)α(χ, h),
that is, since α(χ, h) is a non-zero operator,
ϕ(χh) = ϕ(χ),
for every h ∈ H and µ-almost every χ ∈ N̂ . Since the H-action on N̂ is ergodic, it
follows that ϕ is constant µ-almost everywhere (see Propositions A.E.9 and 13.A.2),
and hence T˜ is a scalar operator. This shows that πµ,α is irreducible.
Conversely, assume that πµ,α is irreducible and let T˜ be an intertwiner between
α and itself. It follows from Lemma 5.B.8 that T˜ intertwines π with itself. Therefore
T˜ is scalar operator, by irreducibility of π. This implies that α is irreducible.
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(2) Assume that πµ1,α1 and πµ2,α2 are equivalent. Then, in particular, πµ1,α1 |N
and πµ2,α2 |N are equivalent. Therefore µ1 and µ2 are equivalent, by Proposi-
tion 2.B.1.
(3) Assume that πµ,α1 and πµ,α2 are equivalent. There exists a Hilbert space iso-
morphism T˜ : H1 → H2 which intertwines πµ,α1 and πµ,α2 , whereHi = L2(N̂ , µ,Ki)
for i = 1, 2. It follows from Lemma 5.B.8 that T˜ is an intertwiner between α1 and
α2. In particular, T˜ is decomposable. Since T˜ is an isomorphism between H1 and
H2, we see that T (χ) is an isomorphism between K1 and K2 for µ-almost every
χ ∈ N̂ , where χ 7→ T (χ) is the field of operators from K1 to K2 associated to T˜ .
This shows that α1 and α2 are cohomologous.
Similarly, if α1 and α2 are cohomologous, then Lemma 5.B.8 implies that πµ,α1
and πµ,α2 are equivalent. 
Remark 5.B.10. The ergodicity assumption in 5.B.9 (1) is necessary. More
precisely: let µ be a probability measure on N̂ which is quasi-invariant by the H-
action, and not ergodic, and let α : N̂ ×H → U(K) be a cocycle over (N̂ , µ); then
πµ,α is not irreducible.
Indeed, we can write µ = (µ1 + µ2)/2 for H-quasi-invariant and mutually
singular probability measures µ1 and µ2. We have a decomposition
L2(N̂ , µ,K) = L2(N̂ , µ1,K) ⊕ L2(N̂ , µ2,K),
into πµ,α(G)-invariant non-trivial subspaces.
Since every cocycle with values in the circle groupT is irreducible, the following
corollary is a straightforward consequence of Theorem 5.B.9.
Corollary 5.B.11. Let G = H ⋉ N be as in Theorem 5.B.9. Let µ be a
probability measure on N̂ which is quasi-invariant and ergodic by the H-action and
let α : N̂ ×H → T be a cocycle over (N̂ , µ) with values in the circle group.
(1) The representation πµ,α of G on L
2(N̂ , µ) is irreducible.
Moreover, if β : N̂ ×H → T is another cocycle over (N̂ , µ) which is
not cohomologous to α, then πµ,α and πµ,β are not equivalent.
(2) Let ν be another probability measure on N̂ which is quasi-invariant and
ergodic by the H-action, and not equivalent to µ. For any cocycle β : N̂ ×
H → T over (N̂ , ν), the irreducible representations πµ,α and πν,β are not
equivalent.
Example 5.B.12. Let Γ = H(Z) be the Heisenberg group over Z. Recall that
Γ is the semi-direct product H ⋉N and that its centre is Z, where
H = {(a, 0, 0) ∈ Γ | a ∈ Z},
N = {(0, b, c) ∈ Γ | b, c ∈ Z},
Z = {(0, b, c) ∈ Γ | c ∈ Z}.
Fix θ ∈ [0, 1[ irrational. Set
ω := e2πiθ ∈ T,
so that the irrational rotation Rθ : T → T is given by z 7→ zω. Consider the
character
ψθ : Z → T, (0, 0, c) 7→ ωc = e2πiθc.
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The subset N̂(ψθ) of N̂ is the set of unitary characters χ of N with restriction ψθ
on Z. For each z ∈ T, we have a character
χz ∈ N̂(ψθ), χz(0, b, c) = zbωc for all b, c ∈ Z.
The spaces T and N̂(ψθ) can be identified by means of the map
T → N̂(ψθ), z 7→ χz.
The right action N̂(ψθ)x H, (χz, h) 7→ χhz is given by
χhz = χzωa = χRaθz ∈ N̂(ψθ) for all h = (a, 0, 0) ∈ H and z ∈ T.
Indeed, we have
χhz (0, b, c) = χz(h(0, b, c)h
−1) = χz(0, b, c+ ab)
= zbωc+ab = (zωa)bωc = χzωa(0, b, c).
Let µ be the image of the Lebesgue measure λ on T under the map z 7→ χz; we
view µ as a measure on N̂ which vanish on Borel sets disjoint from N̂(ψθ), and we
identify the probability space (N̂ , µ) with (T, λ). Then µ is an H-invariant ergodic
probability measure on N̂ , since λ is an Rθ-invariant ergodic probability measure
on T. The representation πµ of Γ associated to µ as in Construction 5.A.2 is given
on L2(T, λ) by the formula
(πµ(a, b, c)f)(z) = χz(0, b, c)f(zω
a) = zbωcf(zωa)
for all f ∈ L2(T, λ), (a, b, c) ∈ Γ, and z ∈ T. By Corollary 5.B.11 (1), the repre-
sentation πµ is irreducible.
Example 5.B.13. In the situation of the previous example, consider moreover
the cocycle α : T× Z→ T over (N̂ , µ) associated to the identity map f : T→ T,
as in Example 5.B.3(5). Then α is given by
α(z, a) =

∏a−1
i=0 R
i
θ(z) = z
aωa(a−1)/2 if a > 0
1 if a = 0∏|a|
i=1R
−i
θ (z)
−1 = zaωa(a−1)/2 if a < 0.
The representation πµ,α of Γ on L
2(T, λ) = L2(N̂ , µ) associated to µ and α is given
by
(πµ,α(a, b, c)f)(z) = χz(0, b, c)α(z, a)f(zω
a) = zbωcα(z, a)f(zωa)
= za+bωa(a−1)/2+cf(zωa)
for all (a, b, c) ∈ Γ, f ∈ L2(T, λ), and z ∈ T. The representation πµ,α is irreducible,
again by Corollary 5.B.11. It is not equivalent to πµ, since α is not a cobound-
ary (Example 5.B.3(6)). In Remark 5.C.2, we will also observe that πµ,α is not
equivalent to any one of the irreducible representations of Γ of Section 3.B.
More generally, for an integer i 6= 0, let αi : T × Z → T be the cocycle over
(N̂ , µ) associated to the map T → T, z 7→ zi. The associated representations
πµ,αi of H(Z) are irreducible and are mutually non equivalent, since the αi ’s are
mutually non cohomologous. Moreover, no πµ,αi is equivalent to any one of the
irreducible representations of Γ of Section 3.B.
For more representations of H(Z), see Remark 5.C.2 (1) below.
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As second main result in this chapter, we establish the remarkable fact that ev-
ery factor representation of a semi-direct product G = H⋉N as above is equivalent
to a representation πµ,α of Construction 5.B.4.
Theorem 5.B.14. Let G = H ⋉ N be a semi-direct product of a countable
discrete subgroup H with a second-countable locally compact abelian normal sub-
group N . Let π be a factor representation of G in a separable Hilbert space H.
Then π is equivalent to a representation of the form πµ,α, for a probability
measure µ on N̂ which is quasi-invariant and ergodic by the H-action, and a cocycle
α : N̂ ×H → U(K) for a separable Hilbert space K.
Recall from Theorem 5.B.9 that α is irreducible if π is irreducible.
Proof. By Proposition 2.F.3, there exists a probability measure µ on N̂ which
is quasi-invariant and ergodic by the H-action and a Hilbert space K such that the
restriction π|N of π to N is equivalent to the representation πµ,I |N on L2(N̂ , µ,K),
where I is the trivial cocycle on (N̂ , µ), defined by I(χ, h) = IdK for all χ ∈ N̂ and
h ∈ H . By definition, πµ,I is given by
(πµ,I(h, n)F )(χ) = χ(n)c(χ, h)
1/2F (χh)
for all (h, n) ∈ H ⋉N and F ∈ L2(N̂ , µ,K). We can therefore assume without loss
of generality that H = L2(N̂ , µ,K) and π|N = πµ,I |N .
Set
T˜h := π(h)πµ,I(h
−1) ∈ U(H) for h ∈ H.
For every n ∈ N , we have π(h−1nh) = πµ,I(h−1nh) since h−1nh ∈ N , and therefore
T˜hπµ,I(n) = π(h)πµ,I (h
−1)πµ,I(n) = π(h)πµ,I(h−1nh)πµ,I(h−1)
= π(h)π(h−1nh)πµ,I(h−1) = π(n)π(h)πµ,I (h−1) = π(n)T˜h
= πµ,I(n)T˜h.
It follows from Proposition 2.B.2 that T˜h is a decomposable operator. Let
Th : N̂ → L(K), χ 7→ Th(χ)
be an essentially bounded measurable map to which T˜h is associated. For every
h ∈ H and χ ∈ N̂ , we have Th(χ) ∈ U(K) since T˜h ∈ U(H).
Define
α : N̂ ×H → U(K), (χ, h) 7→ Th(χ).
Observe that α is measurable. We claim that α is a cocycle over (N̂ , µ). Indeed,
let h1, h2 ∈ H . Since π and πµ,I are representations of G, we have
T˜h1h2 = π(h1)π(h2)πµ,I(h
−1
2 )πµ,I(h
−1
1 )
= π(h1)πµ,I(h
−1
1 )πµ,I(h1)π(h2)πµ,I(h
−1
2 )πµ,I(h
−1
1 )
= T˜h1πµ,I(h1)T˜h2πµ,I(h
−1
1 ).
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It follows that, for every F ∈ L2(N̂ , µ,K) and χ ∈ N̂ , we have
Th1h2(χ)(F (χ)) = (T˜h1h2F )(χ)
=
(
T˜h1πµ,I(h1)T˜h2πµ,I(h
−1
1 )F
)
(χ)
= Th1(χ)
(
πµ,I(h1)T˜h2πµ,I(h
−1
1 )F
)
(χ)
= c(χ, h1)
1/2Th1(χ)
(
(T˜h2πµ,I(h
−1
1 )F )(χ
h1)
)
= c(χ, h1)
1/2Th1(χ)
(
Th2(χ
h1)(πµ,I(h
−1
1 )F )(χ
h1)
)
= c(χ, h1)
1/2c(χh1 , h−11 )
1/2Th1(χ)
(
Th2(χ
h1)(F (χ))
)
= c(χ, h1h
−1
1 )
1/2Th1(χ)
(
Th2(χ
h1)(F (χ))
)
= Th1(χ)Th2(χ
h1)(F (χ)).
This implies that, for µ-almost every χ ∈ N̂ , we have
Th1h2(χ) = Th1(χ)Th2(χ
h1)
and therefore
α(χ, h1h2) = Th1h2(χ) = Th1(χ)Th2(χ
h1) = α(χ, h1)α(χ
h1 , h2).
Therefore α satisfies the cocycle relation.
Next, we claim that π coincides with the representation πµ,α on L
2(N̂ , µ,K).
Indeed, since π(h) = T˜hπµ,I(h), we have, for every h ∈ H and F ∈ L2(N̂ , µ,K),
(π(h)F )(χ) = Th(χ)((πµ,I (h)F )(χ)) = c(χ, h)
1/2Th(χ)(F (χ
h))
= c(χ, h)1/2α(χ, h)(F (χh)) = (πµ,α(h)F )(χ).
Therefore π|H = πµ,α|H . Together with π|N = πµ,α|N , this implies that π =
πµ,α. 
Remark 5.B.15. (1) Let G = H ⋉ N be as in Theorem 5.B.14. In view of
Theorems 5.B.9 and 5.B.14, the description of the dual Ĝ of G is reduced to the
following two problems. For every extended positive integer n in {1, . . . ,+∞}, we
choose a Hilbert space Hn of dimension n.
(a) Find a collection P of probability measures on N̂ which are quasi-invariant
and ergodic for the H-action, with the following properties:
– every probability measure on N̂ which is quasi-invariant and ergodic
by the H-action is equivalent to a measure in P ,
– two measures in P are not equivalent to each other.
(b) For every µ in P , and every extended positive integer n, find a collection
Cµ,n of irreducible cocycles α : H × N̂ → U(Hn) over (N̂ , µ), with the
following properties:
– every such cocycle is cohomologous to a cocycle in Cµ,n,
– two cocycles in Cµ,n are not cohomologous.
In general, as shown by the examples discussed in Remark 5.C.2 below, both Prob-
lem (a) and Problem (b) seem intractable.
For instance, assume that G is a discrete amenable group and that N is infinite.
Then the normalized Haar measure on N̂ is a non-atomic H-invariant probability
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measure and it follows from Corollary 5.D.3 below that there exist uncountably
many non-equivalent probability measures on N̂ which are quasi-invariant and er-
godic by the H-action. Their classification seems to be out of reach, even in classical
situations such as the one given by an irrational rotation of the circle equipped with
Lebesgue measure (Remark 5.C.2).
Similarly, the problem of classifying the cocycles over (N̂ , µ) for a fixed proba-
bility measure µ seems to be intractable.
(2) Theorem 5.B.14 is known to several experts. It is a special case of results
on groupoid representations in [Rams–76] (see especially § 10 there). It is also
mentioned in [Suth–83, § 3] in case H acts freely on N̂ r {1}.
5.C. Identifying induced representations
As in Sections 5.A and 5.B, we consider a locally compact group of the form
G = H ⋉N , where N is a second-countable locally compact abelian normal sub-
group and H a countable discrete subgroup of G.
Among the irreducible representations πµ,α of G of Theorem 5.B.9, we will
identify the ones which are obtained by inducing a unitary character of N . As a
result, the representations constructed in Sections 3.B, 3.C, and 3.D correspond to
representations of the form πµ,α for very special probability measures µ and trivial
cocycles α.
Proposition 5.C.1. Let G = H ⋉ N be as above, µ a probability measure
on N̂ which is quasi-invariant and ergodic by the H-action, K a Hilbert space, and
α : H × N̂ → U(K) an irreducible cocycle over (N̂ , µ). Let χ0 ∈ N̂ and let X the
H-orbit of χ0 in N̂ . The following properties are equivalent:
(i) the representation πµ,α is equivalent to the induced representation Ind
G
Nχ0;
(ii) the stabilizer of χ0 in H is trivial, µ is atomic and µ(X) = 1, the Hilbert
space K is one-dimensional, and α is cohomologous to the trivial cocycle
H × N˜ → T of constant value 1.
Proof. We assume first that (ii) holds Then πµ,α is equivalent to πµ = πµ,I ,
by Theorem 5.B.9. We have to show that π := IndGNχ0 is equivalent to πµ.
We choose H as transversal for N\G, and consider therefore the disjoint union
G =
⊔
h∈H Nh. Let (h1, n1) ∈ G and h ∈ H ; if we use the notation of Construc-
tion 1.F.4(2) for
(h, e)(h1, n1) = α(n, (h1, n1))(h · (h1, n1)) ∈ NH
and h1 ·G n1 for the action of H on N defining the semi-direct product as in
Convention 4.A.1, we have
α(h, (h1, n1)) = h ·G n1 = hn1h−1 and h · (h1, n1) = hh1,
and in particular χ0(α(h, (h1, n1)) = χ
h
0 (n1). The induced representation π is
therefore realized on ℓ2(H) by
(π(h1, n1)f)(h) = χ
h
0 (n1)f(hh1) for all f ∈ ℓ2(H), h1, h ∈ H, n1 ∈ N.
Since µ is atomic with µ(X) = 1, we have L2(N̂ , µ) = ℓ2(X,µ). For h ∈ H and
χ ∈ N̂ , we have
µ({χh}) = c(χ, h)µ({χ}),
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by definition of the Radon–Nikodym derivative (see Theorem A.C.2). We define a
bijective linear map T : ℓ2(X,µ)→ ℓ2(H) by
(Tf)(h) = f(χh0 )µ({χh0})1/2 = f(χh0 )c(χ0, h)1/2µ({χ0})1/2
for all f ∈ ℓ2(X,µ) and h ∈ H .
Then T is unitary; indeed, since χ0 has trivial stabilizer in H and since X is
the H-orbit of χ0, we have
‖Tf‖2 =
∑
h∈H
|(Tf)(h)|2 =
∑
h∈H
|f(χh0 )|2µ({χh0}) =
∑
χ∈X
|f(χ)|2µ({χ}) = ‖f‖2,
for every f ∈ ℓ2(X,µ). Moreover, for (h1, n1) ∈ G, f ∈ ℓ2(X,µ), and h ∈ H , we
have
T (πµ(h1, n1)f)(h) = (πµ(h1, n1)f)(χ
h
0 )µ({χh0})1/2
= χh0 (n1)c(χ
h
0 , h1)
1/2f(χhh10 )µ({χh0})1/2
= χh0 (n1)
µ({χhh10 })1/2
µ({χh0})1/2
f(χhh10 )µ({χh0})1/2
= χh0 (n1)µ({χhh10 })1/2f(χhh10 )
= χh0 (n1)Tf(hh1)
= (π(h1, n1)Tf)(h).
This shows that T intertwines πµ and π; hence, πµ and π = Ind
G
Nχ0 are equivalent,
i.e., (i) holds.
Next, we show that (i) implies (ii). Assume that πµ,α and Ind
G
Nχ0 are equiva-
lent. In particular, IndGNχ0 is irreducible, since πµ,α is irreducible by Theorem 5.B.9.
It follows then from the Mackey–Shoda Criterion (Corollary 1.F.15) that the sta-
bilizer of χ0 in H is trivial.
We write π for IndGNχ0. By Proposition 1.F.8, π|N is equivalent to the repre-
sentation ⊕
h∈H
χh0 =
⊕
χ∈X
χ.
So, πµ,α|N is equivalent to
⊕
χ∈X χ.
The measure class attached to π|N as in Proposition 2.F.3 coincides with the
class of µ. Since πµ,α|N is equivalent to
⊕
χ∈X χ, it follows that X is contained in
the set of atoms of µ. Therefore, we have µ(X) = 1, by the ergodicity of µ. The
fact (proved above) that (ii) implies (i) shows then that πµ = πµ,I is equivalent to
the induced representation π.
As a consequence, πµ,α is equivalent to πµ,I . It follows from Theorem 5.B.9
that α is cohomologous to the trivial cocycle with values in T and hence that K is
of dimension one. 
Remark 5.C.2. Using Theorem 5.B.9, we can construct uncountably many
irreducible representations of the discrete countable groups Γ = H ⋉N appearing
in Sections 3.B to 3.E, which are not equivalent to the representations constructed
there by induction.
(1) Let Γ = H(Z) = H ⋉N be the Heisenberg group over Z, where
H = {(a, 0, 0) ∈ Γ | a ∈ Z} and N = {(0, b, c) ∈ Γ | b, c ∈ Z}
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as before. Fix θ ∈ [0, 1[ irrational and let as before N̂(ψθ) be the H-invariant set
in N̂ of unitary characters χ of N such that χ(0, 0, c) = e2πiθc for all c ∈ Z. Then
N̂(ψθ) is homeomorphic to T, and the action of H on N̂(ψθ) corresponds to the
action of the irrational rotation Rθ on the circle group T (see Corollary 3.B.14 and
Example 5.B.12).
We constructed in Example 5.B.13 a countably infinite family of irreducible rep-
resentations of Γ which are non-equivalent to those appearing in Corollaries 3.B.14
and 3.B.17. We now show that there are uncountably many such representations.
It is known that there are uncountably many pairwise non-equivalent Rθ-
quasi-invariant and ergodic probability measures on T which are non-atomic. (See
[Kean–71] and [KaWe–72]; this follows also from Corollary 5.D.3 below.)
In fact, a more precise result is true, as follows from [Krie–71, Theorem 4.11]:
since the Lebesgue measure is the unique Rθ-invariant probability measure on T,
the set of equivalence classes of Rθ-quasi-invariant and ergodic probability measures
on T, equipped with a suitable Borel structure, is not countably separated. This
shows that the classification of equivalence classes of Rθ-quasi-invariant and ergodic
probability measures on T is hopeless.
In particular, Theorem 5.B.9 provides us with uncountably many irreducible
representations of Γ which are non-equivalent to those appearing in Corollary 3.B.14
and Corollary 3.B.17.
We can construct further irreducible representations of Γ. Indeed, as shown in
Example 5.B.3(6), there are several pairwise non-cohomologous measurable cocycles
α : T× Z→ T
for Rθ over (T, µ), where µ is the Lebesgue measure on T (see also [Furs–61],
[Veec–69], and [Brow–73a]). By Corollary 5.B.11, every such cocycle α de-
fines an irreducible representation πµ,α as in Theorem 5.B.9. More generally, non-
cohomologous irreducible cocycles
α : T× Z→ U(n)
with values in the unitary group U(n) exist for every n ≥ 1 (see [BaMe–86]). In
this way, we obtain new representations πµ,α of Γ. This fact is also mentioned in
Theorem 6.67 and the remarks on Page 218 of [Foll–16].
The previous remarks also show that Theorem 10 in [GoSV–16] is erroneous,
where it is claimed that every irreducible representation of H(Z) is equivalent to a
representation of the form πµ = πµ,I , for an ergodic quasi-invariant measure µ on
N̂ .
(2) Let Γ = Aff(K) = K×⋉K be the affine group of a countable infinite fieldK.
The normalized Haar measure on the compact group K̂ is a K×-invariant and
ergodic probability measure. Therefore, by Theorem 5.D.2 there exist uncountably
many pairwise non-equivalent σ-finite K×-invariant and ergodic measures on K̂
which are non-atomic. It follows that there exist uncountably many pairwise non-
equivalent K×-quasi-invariant and ergodic probability measures on K̂ which are
non-atomic. As above, we obtain uncountably many irreducible representations of
Γ which are non-equivalent to those of Theorem 3.C.2;
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(3) Similarly, we obtain from Theorem 5.B.9 uncountably many irreducible
representations of the Baumslag–Solitar group Γ = BS(1, p) and of the lamplighter
group which are non-equivalent to those given in Section 3.D and Section 3.E.
5.D. On the existence of infinite non-atomic measures which are
invariant and ergodic
Let Γ be a countable amenable group, (X,B) a standard Borel space, µ a non-
atomic probability measure on (X,B), and Γ y (X,B, µ) an action for which the
measure µ is invariant and ergodic. Following [Schm–77b], we will show that there
are uncountably many infinite σ-finite non-atomic measures on (X,B) which are
invariant and ergodic under the action of Γ.
For this, we need to recall the notion of orbit equivalence for measure preserving
group actions on probability spaces. Let Γ1 and Γ2 be two countable groups acting
respectively on standard Borel spaces (X1,B1) and (X2,B2) equipped with non-
atomic probability measures µ1 and µ2 which are invariant and ergodic. The actions
Γ1 y (X1,B1, µ1) and Γ2 y (X2,B2, µ2) are orbit equivalent if there exists a
Borel isomorphism Φ : X1 → X2 such that Φ∗(µ1) = µ2 and such that
Φ(Γ1 · x) = Γ2 · Φ(x)
for µ1-almost every x ∈ X1.
The following theorem, due to Dye and Ornstein–Weiss [Dye–59, OrWe–80],
is the fundamental result in the theory of orbit equivalence of group actions.
Theorem 5.D.1 (Dye and Ornstein–Weiss). Let Γ1 and Γ2 be two amenable
countable groups.
Then any two non-atomic probability measure preserving ergodic actions Γ1 y
(X1,B1, µ1) and Γ2 y (X2,B2, µ2) are orbit equivalent.
Theorem 5.D.1 will be the main ingredient in the proof of the following result
from [Schm–77b].
Theorem 5.D.2 (K. Schmidt). Let Γ be an amenable countable group, (X,B)
a standard Borel space, µ a non-atomic probability measure on (X,B), and Γ y
(X,B) a measurable action. Assume that µ is Γ-invariant and ergodic.
Then there exist uncountably many mutually non-equivalent σ-finite and non-
atomic infinite measures on (X,B) which are Γ-invariant and ergodic.
Proof. Set Λ := Γ × Γ and Y := X ×X . Consider the product action of Λ
on (Y,B ⊗ B):
(γ1, γ2)(x1, x2) = (γ1 · x1, γ2 · x2) for all (γ1, γ2) ∈ Λ, (x1, x2) ∈ Y.
This action preserves the probability measure ν := µ ⊗ µ on (Y,B ⊗ B) and is
obviously ergodic.
Since µ is non-atomic and ergodic, it is well known that µ-almost every x ∈ X
has an infinite orbit (see Proposition A.E.10). Fix x0 ∈ X with an infinite Γ-orbit.
Set
Yx0 := {(γ · x0, x) ∈ X ×X | γ ∈ Γ, x ∈ X} =
⊔
t∈O
{t} ×X,
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where O is the Γ-orbit of x0. Observe that Yx0 is a Λ-invariant Borel subset of Y .
Define a Borel measure νx0 on Y by∫
Y
fdνx0 =
∑
t∈O
∫
X
f(t, x)dµ(x)
for every positive Borel function f on Y . Then:
• νx0(Y r Yx0) = 0.
• νx0 is infinite, since∫
Y
1Y dµx0 =
∑
t∈O
∫
X
1X(x)dµ(x) =
∑
t∈O
1 = ∞.
• νx0 is σ-finite. Indeed, O is countable,
Y =
(
Y r Yx0
)⊔( ⊔
t∈O
{t} ×X
)
,
we have νx0(Y r Yx0) = 0, and νx0({t} ×X) = 1 for every t ∈ O.
• νx0 is non-atomic, since µ is non-atomic.
• νx0 is Λ-invariant. Indeed, let f be a positive Borel function on Y and
(γ1, γ2) in Λ. For the translate (γ1,γ2)f of f by (γ1, γ2), we have, by
Γ-invariance of µ,∫
Y
(γ1,γ2)fdνx0 =
∑
t∈O
∫
X
(γ1,γ2)f(t, x)dµ(x) =
∑
t∈O
∫
X
f(γ−11 · t, γ−12 · x)dµ(x)
=
∑
t∈O
∫
X
f(γ−11 · t, x)dµ(x) =
∑
t∈O
∫
X
f(t, x)dµ(x) =
∫
Y
fdνx0 .
• νx0 is ergodic. Indeed, let B be a Λ-invariant measurable subset of Y . For
every t ∈ O, the t-section
Bt := {x ∈ X | (t, x) ∈ B}
is a Γ-invariant measurable subset of X , since B is Λ-invariant. By ergod-
icity of µ, it follows that either µ(Bt) = 1 or µ(Bt) = 0 for every t ∈ O.
Moreover, for every γ ∈ Γ, we have Bγ·t = ((γ, e)−1B)t and hence
Bγ·t = Bt,
by Λ-invariance of B. It follows that we have either µ(Bt) = 1 for all
t ∈ O or µ(Bt) = 0 for all t ∈ O. Since B =
⊔
t∈O{t} × Bt, we have in
the first case
νx0(Y rB) =
∑
t∈O
µ(X rBt) = 0
and in the second case
νx0(B) =
∑
t∈O
µ(Bt) = 0.
By Theorem 5.D.1, there exists a Borel isomorphism Φ : Y → X such that
Φ∗(ν) = µ and
Φ(Λ · y) = Γ · Φ(y)
for ν-almost every y ∈ Y . Let y = (x0, x) ∈ Y be such that Φ(Λ · y) = Γ · Φ(y).
The image
µx0 := Φ∗(νx0)
5.D. INFINITE NON-ATOMIC ERGODIC INVARIANT MEASURES 171
of νx0 is a measure on (X,B), which is clearly infinite, σ-finite and non-atomic,
since νx0 has these properties. Moreover, the following hold:
• µx0 is Γ-invariant. Indeed, let A be a Borel subset of X and γ ∈ Γ. Then
µx0(A) = νx0(B), where B := Φ
−1(A). Since
Φ(Λ · B) = Γ · Φ(B) = Γ ·A,
there exists a partition B =
⊔
iBi in measurable subsets Bi such that
Φ−1(γ · A) =
⊔
i
λiBi
for some λi ∈ Λ. Then, using the Λ-invariance of νx0 , we have
µx0(γA) = νx0(Φ
−1(γA)) =
∑
i
νx0(λiBi)
=
∑
i
νx0(Bi) = νx0(B) = µx0(A).
• µx0 is ergodic. Indeed let A be Γ-invariant Borel subset of X . Then
B = Φ−1(A) is Λ-invariant, since
Λ · B = Φ−1(Γ ·A) = Φ−1(A) = B.
Therefore νx0(Y r B) = 0 or νx0(B) = 0, that is, µx0(X r A) = 0 or
µx0(A) = 0.
Finally, let x0, x
′
0 ∈ X with distinct Γ-orbits. Then, with the notation as above,
we have
νx0(Yx′0) = 0 and νx′0(Y r Yx′0) = 0,
so that the two measures νx0 and νx′0 are mutually singular. It follows that µx0
and µx′0 are mutually singular. Since there are uncountably many Γ-orbits in X ,
we have constructed uncountably many non-equivalent measures on X with the
required properties. 
In the situation of Theorem 5.D.2, one is sometimes interested in the existence
of an uncountable family of probability measures on X with similar properties (see
Remark 5.C.2). As we now show, this remains true at the cost of replacing the
invariance of the measures by their quasi-invariance. Observe that no better result
can be expected as there might be a unique probability measure on X which is
invariant under the Γ-action; these are called uniquely ergodic actions. For example,
the action of Z given by an irrational rotation on the circle is uniquely ergodic (see
[BeMa–00, Example 3.10]).
Corollary 5.D.3. Let Γ and (X,B, µ) be as in Theorem 5.D.2.
Then there exist uncountably many mutually non-equivalent non-atomic prob-
ability measures on (X,B) which are Γ-quasi-invariant and ergodic.
Proof. By Theorem 5.D.2, there exists an uncountable family (µι)ι∈I of non-
equivalent σ-finite and non-atomic infinite measures on (X,B) which are Γ-invariant
and ergodic. By Lemma A.C.5, for every ι ∈ I, there exists a probability measure
νι on (X,B) which is equivalent to µι. It is clear that every νι is quasi-invariant
and ergodic by Γ and that the νι ’s are mutually non-equivalent. 
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Remark 5.D.4. For various strengthenings of Theorem 5.D.2 and other results
around the existence of infinite σ-finite invariant measures, see the lecture notes
[Schm–77a].
CHAPTER 6
Groups of type I
Let π be a representation of a second-countable LC group G in a separable
Hilbert space. As seen in Section 1.G, π can always be decomposed into a direct
integral of irreducible representations, but two such decompositions of π may be
completely different (see Theorem 1.G.10). We will define in this chapter the class
of type I representations of G, for which a direct integral decomposition is essentially
unique.
Following Mackey (see [Mack–76] and [Mack–78]), we define in Section 6.A
type I representations by means of the notion of subordination of representations,
which is weaker than containment, and the corresponding relation of quasi-equival-
ence. One should think of quasi-equivalent representations as representations which
have the same “kinds” of subrepresentations. Representations with only one “kind”
of subrepresentations are called factor representations; more precisely, a represen-
tation is factorial if it cannot be decomposed as a direct sum of two disjoint repre-
sentations. Next, we introduce multiplicity-free representations: a representation π
is multiplicity-free if, for every decomposition π = π1 ⊕ π2, the subrepresentations
π1 and π2 are disjoint. Type I representations are defined as the representations
which are quasi-equivalent to a multiplicity-free representation.
For a representation π of a topological group G on a Hilbert space H, the
commutant π(G)′ and the bicommutant π(G)′′ of π(G) in L(H) are von Neumann
subalgebras of L(H). This allows us to reformulate in Section 6.B all the no-
tions defined in Section 6.A in terms of von Neumann algebras. When G is locally
compact and second-countable, every multiplicity-free representation of G has an
essentially unique decomposition as direct integral of irreducible representations;
moreover, every type I representation of G has a canonical decomposition as sum of
multiplicity-free representations. We also discuss multiplicity-free representations
of abelian LC groups, and multiplicity-free representations associated to Gel’fand
pairs.
We introduce in Section 6.C the quasi-dual QD(G) of a topological group G, as
the space of quasi-equivalence classes of factor representations of G; it has a natural
Borel structure, called the Mackey–Borel structure of QD(G). Quasi-equivalence
classes of factor representations of type I constitute a subset of the quasi-dual which
can be identified with the dual, so that Ĝ can be seen as a subspace of QD(G).
When G is locally compact and second-countable, every representation of G has a
canonical decomposition (the so-called central decomposition) as a direct integral of
factor representations, to which is associated a class of measures on QD(G).
A topological (not necessarily LC) group G is defined to be of type I if all
representations of G are of type I; equivalently, if every factor representation of
G is a multiple of an irreducible one (Theorem 6.D.4). For a second-countable
locally compact group which is of type I, every representation of G has a canonical
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decomposition as a direct integral of irreducible representations, given by a family
of mutually singular measures on Ĝ and a multiplicity function (Theorem 6.D.7).
We introduce in Section 6.E the class of GCR (or postliminal) groups and
show that every such group is of type I (Theorem 6.E.5). We discuss in detail the
important subclass of CCR (or liminal) groups. We give a complete proof of the
fact that SL2(R) belongs to this subclass and we indicate how these arguments can
be extended to general semisimple connected real Lie groups.
6.A. Comparing representations, quasi-equivalence
Let G be a topological group.
6.A.a. Disjointness and quasi-equivalence. For a representation π of G
and a cardinal n, recall that nπ denotes the direct sum of n representations equiv-
alent to π. When G is second-countable, it suffices below to consider countable
cardinals n ∈ {1, 2, 3, . . . ,∞}, where ∞ stands for ℵ0. For larger groups, larger
cardinals are necessary; nevertheless, we will use below the ambiguous notation
“∞”.
Definition 6.A.1. Let π1, π2 be two representations of G in Hilbert spaces of
positive dimensions.
Recall from Section 1.A that π1, π2 are disjoint if there does not exists a pair of
non-trivial subrepresentations ρ1 ≤ π1, ρ2 ≤ π2 such that ρ1 and ρ2 are equivalent.
The representation π1 is subordinate to π2 if every non-trivial subrepresenta-
tion of π1 contains a non-trivial subrepresentation equivalent to a subrepresentation
of π2, i.e., if no non-trivial subrepresentation of π1 is disjoint from π2.
The representations π1 and π2 are quasi-equivalent, and we write π1 ≈ π2, if
each one is subordinate to the other
Here are a few straightforward immediate consequences of the definitions.
Proposition 6.A.2. Let π1, π2 be two representations of G.
(1) If π1 is contained in π2, then π1 is subordinate to π2. If π1 and π2 are
equivalent, then they are quasi-equivalent.
(2) If π1 is irreducible, then π1 is subordinate to π2 if and only if it is contained
in π2.
(3) If π1 and π2 are irreducible, then they are either equivalent or disjoint.
Two irreducible representations are quasi-equivalent if and only if they are
equivalent.
Remark 6.A.3. Beware that there are three distinct equivalence relations
defined for representations. Two representations πj : G → U(Hj), j = 1, 2, are
defined to be
• equivalent, written π1 ≃ π2, if there exists a unitary operator V from H1
onto H2 such that π2(g) = V π1(g)V ∗ for all g ∈ G, as defined in Section
1.A;
• weakly equivalent, written π1 ∼ π2, if π1  π2 and π2  π1, as defined in
Section 1.C; equivalently if C*ker(π1) = C*ker(π2), see Section 8.B;
• quasi-equivalent, written π1 ≈ π2, as defined above.
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Each of these three notions has the appropriate Schro¨der–Bernstein property.
More precisely, for equivalence, if π1 is a subrepresentation of π2 and π2 a subrepre-
sentation of π1, then π1 and π2 are equivalent, by Proposition 1.A.8. Similarly, for
weak equivalence: if π1  π2 and π2  π1, then π1 ∼ π2, by definition. Similarly,
for quasi-equivalence: if π1 is subordinate to π2 and π2 subordinate to π1, then
π1 ≈ π2, by definition.
Let us compare equivalence and quasi-equivalence, as we did in Remark 1.C.2
for equivalence and weak equivalence. We do this first in a particularly simple
situation, and then more generally in Proposition 6.A.4.
Let π, ρ be two representations of G. Assume that π and ρ can be written as
direct sums of irreducible subrepresentations
π =
⊕
i∈I
πi and ρ =
⊕
j∈J
ρj
(this is always possible in case G is compact). The representations π and ρ are
disjoint if and only if πi and ρj are not equivalent for all (i, j) ∈ I × J . They are
quasi-equivalent if and only if every πi is equivalent to some ρj and every ρj is
equivalent to some πi.
Proposition 6.A.4. Let π1, π2, σ1 be three representations of G.
(1) σ1 is subordinate to π1 if and only there exists a cardinal n such that σ1
is equivalent to a subrepresentation of nπ1.
(2) π1 and π2 are quasi-equivalent if and only if there exists a cardinal n such
that nπ1 and nπ2 are equivalent.
Proof. We only write the proof for representations in separable Hilbert spaces,
and we will therefore deal with countable cardinals only. The non separable case is
similar, upon using come cardinal arithmetic.
To show Claim (1), assume first that σ1 is equivalent to a subrepresentation of
nπ1. Write
nπ1 =
⊕
i
ρi,
where the ρi ’s are representations equivalent to π1. Let Pi be the orthogonal
projection of the space of nπ1 onto the space of ρi. Let τ be a subrepresentation
of σ1. By hypothesis, there exists T 6= 0 in HomG(τ, nπ1). Therefore there exists i
such that PiT 6= 0, so that HomG(τ, ρi) 6= {0}, and therefore HomG(τ, π1) 6= {0},
i.e., τ and π1 are not disjoint (Proposition 1.A.6). It follows that σ1 is subordinate
to π1.
Assume now that σ1 is subordinate to π1. Denote by H the Hilbert space
of σ1. Consider the family F of G-invariant closed subspaces of H such that the
corresponding subrepresentation of σ1 is equivalent to a subrepresentation of π1.
By Zorn’s lemma, there exists a maximal subfamily (Kj)j of mutually orthogonal
subspaces Kj ∈ F . Set K =
⊕
j Kj .
We claim that K = H. Indeed, assume by contradiction that this is not the
case. Then the orthogonal complement K⊥ of K is non-zero and G-invariant. The
subrepresentation of σ1 defined by K⊥ and the representation π1 are disjoint. This
contradicts the fact that σ1 is subordinate to π1.
From the equality K = H, it follows that σ1 is equivalent to a subrepresentation
of ∞π1.
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To show Claim (2), assume first that ∞π1 and ∞π2 are equivalent. Then, by
Claim (1), π1 is subordinate to π2 and π2 is subordinate to π1. This means that
π1 and π2 are quasi-equivalent.
Assume now that π1 and π2 are quasi-equivalent. By Claim (1), π1 is equivalent
to a subrepresentation of ∞π2, hence ∞π1 is equivalent to a subrepresentation of
∞π2 ≃ ∞(∞π2); similarly, ∞π2 is equivalent to a subrepresentation of ∞π1. It
follows from Proposition 1.A.8, that ∞π1 and ∞π2 are equivalent. 
As a consequence of Proposition 6.A.4 and Remark 1.C.2, quasi-equivalence
and weak-equivalence compare as follows.
Corollary 6.A.5. Let π1, π2 be two representations of G.
If π1 is subordinate to π2, then π1 is weakly contained in π2. In particular, if
π1 and π2 are quasi-equivalent, then they are weakly equivalent.
Remark 6.A.6. The converse statement of the last claim of Corollary 6.A.5
fails in general, that is, weakly equivalent representations need not be quasi-equivalent.
Indeed, consider for example the additive group R, its regular representation λR,
and the direct sum
π =
⊕
q∈Q
χq,
where Q is a countable dense subset of R, and χq denotes the unitary character
χq : R→ T, x 7→ eiqx. The representations λR and π are weakly equivalent (more
on this in, e.g, [BeHV–08, F.2.7 & F.6.4]), but they are not quasi-equivalent.
Indeed, otherwise χq would be equivalent to a subrepresentation of λR and this is
absurd, because λR does not have any irreducible subrepresentation.
6.A.b. Factor representations. We introduce now a class of representations
which are called factorial for a reason which will become clear in the next section
(see Proposition 6.B.6). Another terminology for the same notion is “primary
representation”; it is used, for example, in [Mack–76].
Definition 6.A.7. A representation π of G is a factor representation, or is
factorial, if, for every non-trivial decomposition π = π1 ⊕ π2, the representations
π1 and π2 are not disjoint.
(As a consequence of Proposition 6.B.8 below, π is factorial if and only if, for
every non-trivial decomposition π = π1 ⊕ π2, the representations π1 and π2 are
quasi-equivalent.)
Example 6.A.8. It follows from the definition that irreducible representations
are factorial.
More generally, let π′ be an irreducible representation of G and let n ≥ 1 be a
cardinal. Then π := nπ′ is factorial. Indeed, let π = π1⊕ π2 be a non trivial direct
sum decomposition. Then, for i = 1 and i = 2, we have HomG(πi, π
′) 6= {0} by
Corollary 1.A.7; since π′ is irreducible, it follows from Lemma 1.A.5 that π1 and
π2 contain subrepresentations which are equivalent to π
′. It follows that π1 and π2
are not disjoint.
The following proposition characterizes the factor representations appearing in
Example 6.A.8.
Proposition 6.A.9. Let π be representation of G. The following properties
are equivalent:
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(i) π is a factor representation which contains an irreducible representation
of G;
(ii) π is a multiple of an irreducible representation of G.
There is one more equivalent condition in Proposition 6.B.14.
Proof. The fact that (ii) implies (i) was shown in Example 6.A.8. To show
the converse, assume that π contains an irreducible representation π′.
Let H be the Hilbert space of π. There exists a maximal family (Kj)j∈J of
G-invariant and mutually orthogonal closed subspaces Ki of H such that, for every
j ∈ J , the subrepresentation πj of π defined by Kj is equivalent to π′ (compare with
the proof of Proposition 6.A.4 (1)). Set K =⊕j∈J Kj . Then the subrepresentation
of π defined by K⊥ is disjoint from every πj , hence disjoint from
⊕
j∈J πj , by
Corollary 1.A.7. Since π is factorial, we must have K⊥ = {0}, that is, K = H. This
shows that π is a multiple of π′. 
For examples of factor representations which are not multiples of irreducible
representations, see below Section 7.A and Chapter 14.
The following result shows that factoriality is inherited by subrepresentations.
Proposition 6.A.10. Let π be a factor representation of G, and let π1, π2 be
non trivial subrepresentations of π acting on mutually orthogonal subspaces.
Then π1 and π2 are not disjoint. In particular, every non trivial subrepresen-
tation of π is factorial.
Proof. Let H be the Hilbert space of π and H1,H2 the mutually orthogonal
subspaces of H defining π1 and π2.
Assume, by contradiction, that π1 and π2 are disjoint. Set
H′ = H1 ⊕H2.
There exists a maximal family (Kj)j∈J of G-invariant and mutually orthogonal
closed subspaces Kj of H′⊥ such that, for every j ∈ J , the subrepresentation πj of π
defined by Kj is disjoint from π1 (compare with the proof of Proposition 6.A.4 (1)).
Let H0 be the orthogonal complement of
⊕
j∈J Kj in H′⊥ and denote by π0
the subrepresentation of π defined by H0. Then we have
π = (π1 ⊕ π2)⊕ (π0 ⊕
⊕
j∈J
πj) = (π1 ⊕ π0)⊕ (π2 ⊕
⊕
j∈J
πj).
On the one hand, π2⊕
⊕
j∈J πj is disjoint from π1 by Corollary 1.A.7. On the other
hand, no subrepresentation of π0 is disjoint from π1, by maximality of the family
(Kj)j∈J ; it follows that π2 ⊕
⊕
j∈J πi is disjoint from π0. Therefore π2 ⊕
⊕
j∈J πj
is disjoint from π1 ⊕ π0. This contradicts the fact that π is factorial. 
The next proposition shows how two factor representations can be compared.
We will see later (Corollary 6.B.8) that any two non disjoint factor representations
are quasi-equivalent.
Proposition 6.A.11. Let π and π′ be factor representations of G.
Then one of the following relations holds: π and π′ are disjoint, or π is con-
tained in π′, or π′ is contained in π.
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Proof. Assume that π and π′ are not disjoint. We have to show that either
π is contained in π′ or π′ is contained in π.
Let H and H′ be respectively the Hilbert spaces of π and π′. There exists a
family (Ki,K′i)i∈I of pairs of G-invariant closed subspaces Ki and K′i of H and H′
respectively with the following three properties:
• the Ki’s are mutually orthogonal and the K′i’s are mutually orthogonal;
• for every i ∈ I, the subrepresentation πi of π defined by Ki is equivalent
to the subrepresentation π′i of π
′ defined by K′i;
• (⊕i∈I Ki,⊕i∈I K′i) is a maximal pair of subspaces of (H,H′) with the
two previous properties.
Let H0 and H′0 be the orthogonal complements of
⊕
i∈I Ki and
⊕
i∈I K′i. Denote
by π0 and π
′
0 the subrepresentations of π and π
′ defined by H0 and H′0. We have
π = π0 ⊕
⊕
i∈I
πi and π
′ = π′0 ⊕
⊕
i∈I
π′i.
Moreover,
⊕
i∈I πi is equivalent to
⊕
i∈I π
′
i and, by maximality of the family
(Ki,K′i)i∈I , the representations π0 and π′0 are disjoint.
Two cases may occur.
• The subrepresentation π0 is trivial. Then π is contained in π′.
• The subrepresentation π0 is non trivial. We claim that π′0 is trivial, that
is, π′ is contained in π.
Indeed, assume, by contradiction that π′0 is non trivial. Since π is factorial, π0 and⊕
i∈I πi are not disjoint. Therefore π0 and
⊕
i∈I π
′
i are not disjoint; so,
⊕
i∈I π
′
i
contains a non trivial subrepresentation σ′ which is equivalent to a subrepresenta-
tion of π0. By Proposition 6.A.10, σ
′ and π′0 are not disjoint, since π
′
0 is non trivial.
It follows that π0 and π
′
0 are not disjoint and this is a contradiction. The claim is
established. 
6.A.c. Multiplicity-free and type I representations. In this subsection,
we introduce type I representations and their building blocks, the multiplicity-free
representations.
Definition 6.A.12. A representation π of G is multiplicity-free if, for every
non-trivial decomposition π = π1 ⊕ π2, the representation π1 and π2 are disjoint.
The representation π of G is type I, or of discrete type, if it is quasi-
equivalent to a multiplicity-free representation.
It follows from the definitions that the type I property is stable by quasi-equival-
ence: if π is a representation of G of type I, then so is every representation which
is quasi-equivalent to π.
The next remark indicates a few straightforward examples of multiplicity-free
and type I representations. For more interesting examples, see Subsection 6.B.d.
Remark 6.A.13. (1) Let (π)i∈I be a family of mutually non-equivalent irre-
ducible representations of G. Then π : =
⊕
i∈I πi is a multiplicity-free representa-
tion.
Indeed, since the πi’s are mutually non-equivalent and irreducible, we have by
Proposition 1.A.6, Schur’s lemma and Lemma 6.B.2 below
HomG(π, π) =
⊕
i∈I
HomG(πi, πi) =
⊕
i∈I
CIdHi ,
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where Hi denotes the Hilbert space of πi. In particular, HomG(π, π) is an abelian
algebra and the claim follows from Proposition 6.B.10 below.
(2) Let (ni)i∈I be a family of cardinals and (π)i∈I a family of mutually non-
equivalent irreducible representations of G. Then π :=
⊕
i∈I niπi is a type I repre-
sentation.
Indeed, π′ :=
⊕
i∈I πi is multiplicity-free by (1), and π is quasi-equivalent to
π′, by Proposition 6.A.4.
(3) Let G be a compact group. Then every representation of G is of type I.
Indeed, as is well-known, every representation of such a group is a direct sum
of irreducible representations (see, for instance, [Robe–83, Chap. 5]) and hence
the claim follows from (2).
(4) A factor representation of G is multiplicity-free if and only if it is irreducible
(Proposition 6.A.10). We will characterize below factor representations which are
of type I (Proposition 6.B.14).
(5) Let π be a multiplicity-free representation and σ a subrepresentation of π.
Then σ is multiplicity-free.
Indeed, let σ = σ1 ⊕ σ2 be a non-trivial decomposition of σ. Then, we have a
non-trivial decomposition
π = σ1 ⊕ (σ2 ⊕ σ′),
where σ′ is the subrepresentation of π on the orthogonal complement of the subspace
corresponding to σ. Therefore σ1 and σ2⊕σ′ are disjoint. This implies that σ1 and
σ2 are disjoint.
(6) Let π1, π2, σ1 be three representations of G. If σ1 is quasi-equivalent to
a subrepresentation of π1 and π1 is quasi-equivalent to π2, then there exists a
subrepresentation σ2 of π2 such that σ1 and σ2 are quasi-equivalent.
To show this, it suffices to consider the situation in which σ1 is a subrepresen-
tation of π1. Let H1,H2 be the Hilbert spaces of π1, π2 and let K1 be the subspace
of H1 defining σ1. Let L be the closed subspace of K1 generated by the family of
G-invariant closed subspaces of K1 such that the corresponding subrepresentation
of σ1 is equivalent to a subrepresentation of π2. We claim that L = K1. Indeed,
assume by contradiction that this is not the case. Then the orthogonal complement
L⊥ of L in K1 is non-zero and G-invariant. The subrepresentation of σ1 defined by
L⊥ is disjoint from π2. This contradicts the fact that π1 is subordinate to π2.
Let now K2 be the closed subspace of H2 generated by the family of G-invariant
closed subspaces ofH2 such that the corresponding subrepresentation of π2 is equiv-
alent to a subrepresentation of σ1. Let σ2 be the subrepresentation of π2 defined
by K2. It is clear that σ1 is subordinate to σ2 and that σ2 is subordinate to σ1.
(7) Let π be a type I representation of G and σ a subrepresentation of π. Then
σ is type I.
Indeed, π is quasi-equivalent to a multiplicity-free representation π′ and so σ
is quasi-equivalent to a subrepresentation σ′ of π′. Since σ′ is multiplicity-free by
(5), the claim follows from (6).
We now show that a given quasi-equivalence class contains at most one multip-
licity-free representation, up to equivalence.
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Corollary 6.A.14. Let π1, π2 be two representations of G. Assume that π1
and π2 are multiplicity-free and quasi-equivalent.
Then π1 and π2 are equivalent.
Proof. In view of Proposition 1.A.8, it suffices to show that π1 is equivalent
to a subrepresentation of π2.
As π1 is subordinate to π2, by the proof of Proposition 6.A.4, we have an
orthogonal decomposition
H =
⊕
i∈I
Hi
of the Hilbert space H of π1 into G-invariant closed subspaces Hi such that the sub-
representation σi of π1 corresponding to Hi is equivalent to a subrepresentation ρi
of π2; so, for every i, there exists a bijective isometric intertwiner Ti ∈ HomG(σi, ρi).
Denote by Pi the orthogonal projection from the Hilbert space K of π2 on the
subspace Ki of ρi. On the one hand, we have for all i, j
T−1j PjTi ∈ HomG(σi, σj).
On the other hand, since π1 is multiplicity-free, the σi ’s are mutually disjoint. If
i 6= j, it follows from Proposition 1.A.6 that T−1j PjTi = 0, hence Pj = 0 on the
range of Ti. This shows that the subspaces Ki are mutually orthogonal.
Let T : H → K be defined by
T |Hi = Ti for every i.
It is clear that T is an isometric G-equivariant embedding, showing that π1 is
equivalent to a subrepresentation of π2. 
6.B. Group representations and von Neumann algebras
As in the previous section, G denotes a topological group.
The following proposition is a basic tool for the reformulation of the notions
defined in Section 6.A in terms of von Neumann algebras.
Proposition 6.B.1. Let (π,H) be a representation of G.
(1) The commutant π(G)′ = HomG(π, π) and the bicommutant π(G)′′ are von
Neumann subalgebras of L(H). Moreover, π(G)′′ is the von Neumann
algebra generated by π(G).
(2) Let K be a closed linear subspace of H, and P ∈ L(H) the orthogonal
projection on K. Then K is G-invariant if and only if P ∈ π(G)′.
Proof. Since the representation π is unitary, π(G)∗ = π(G), and Claim (1)
follows from the von Neumann bicommutant theorem; see Appendix A.K.
For (2), it is clear that K is G-invariant if P ∈ π(G)′. Conversely, assume that
K is G-invariant. Then π(g)P = Pπ(g)P for all g ∈ G. Therefore
Pπ(g) = (π(g−1)P )∗ = (Pπ(g−1)P )∗ = Pπ(g)P
and hence π(g)P = Pπ(g) for all g ∈ G. 
Let H be a Hilbert space which is a Hilbert direct sum of a family (H)i∈I
of closed subspaces indexed by a set I. For each i ∈ I, denote by Pi : H ։ Hi
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the orthogonal projection. An operator T ∈ L(H) can be described by a matrix
(Ti,j)i,j∈I , where Ti,j ∈ L(Hj ,Hi) is defined by
Ti,j(ξ) := PiT (ξ) for all i, j ∈ I and ξ ∈ Hj ,
and
T
(
(ξi)i∈I
)
=
(∑
j∈I
PiTξj
)
i∈I
for all (ξi)i∈I ∈ H =
⊕
i∈I
Hi.
Lemma 6.B.2. Let (πi,Hi)i∈I be a family of representations of G, and let
π =
⊕
i∈I πi be their direct sum, in the Hilbert space H which is the direct sum⊕
i∈I Hi. Let T ∈ L(H) and let (Ti,j)i,j∈I be the matrix of T associated to the
decomposition H =⊕i∈I Hi. The following properties are equivalent:
(i) T ∈ π(G)′ = HomG(π, π);
(ii) Ti,j ∈ HomG(πj , πi) for every i, j ∈ I.
In particular, when the representation πi are pairwise disjoint, Property (i) is equiv-
alent to
(iii) Ti ∈ πi(G)′ and Ti,j = 0 for all i, j ∈ I such that i 6= j.
Let H be a Hilbert space, K a closed subspace, and P the orthogonal projection
of H onto K. Let M be a von Neumann subalgebra of L(H). In case P ∈ M′ or
P ∈ M, we denote byMP the von Neumann subalgebra {PT |K | T ∈ M} of L(K).
Observe that MP is isomorphic to the subalgebra PMP of L(H).
When P ∈ M′, the subspaces K and K⊥ are invariant under M, and MP is
the induced von Neumann algebra as in Appendix A.K.
We record the following useful consequence of Lemma 6.B.2, for I consisting of
two elements.
Proposition 6.B.3. Let (π,H) be a representation of G and set M := π(G)′′.
Let P ∈M′ be a projection. Then
(MP )′ = (M′)P .
Proof. For T ∈ (MP )′, let T˜ be the bounded operator on H with matrix
(T˜i,j)1≤i,j≤2 associated to the decomposition H = K ⊕ K⊥ and given by T˜1,1 = T
and Ti,j = 0 otherwise. Lemma 6.B.2 shows that T˜ ∈M′. Therefore T ∈ (M′)P .
Conversely, let T ∈ (M′)P . Then there exists T˜ ∈ M′ with matrix (T˜i,j)1≤i,j≤2
associated to the decomposition H = K ⊕ K⊥ such that T˜1,1 = P T˜P = T . For all
S ∈ M, we have TPSP = P T˜PSP = P T˜SP = PST˜PP = PSP T˜P = PSPT . It
follows that T ∈ (MP )′. 
6.B.a. Disjointness and quasi-equivalence, again. Let (π,H) be a repre-
sentation of G and K1 a G-invariant closed subspace of H. Denote by π1 and π2 the
corresponding subrepresentations of π defined by K1 and K2 := K⊥1 . Then π(G) is
contained in π1(G) ⊕ π2(G), which is itself contained in L(K1) ⊕ L(K2) ⊂ L(H).
This implies the inclusions
(a.1) π1(G)
′ ⊕ π2(G)′ ⊂ π(G)′
and
(a.2) π(G)′′ ⊂ π1(G)′′ ⊕ π2(G)′′.
We now show that equality in the inclusions (a.1) and (a.2) corresponds to disjoint-
ness of π1 and π2.
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Proposition 6.B.4. Let (π,H) be a representation of G which is the direct
sum of two subrepresentations π1, π2 on orthogonal subspaces K1,K2 of H, such
that H = K1 ⊕ K2. Let P1 be the orthogonal projection from H onto K1. The
following properties are equivalent:
(i) π1 and π2 are disjoint;
(ii) the von Neumann algebras π(G)′ and π1(G)′ ⊕ π2(G)′ coincide;
(iii) the von Neumann algebras π(G)′′ and π1(G)′′ ⊕ π2(G)′′ coincide;
(iv) P1 belongs to the centre of π(G)
′, that is, belongs to π(G)′ ∩ π(G)′′.
Proof. Assume that π1 and π2 are disjoint. Let T ∈ π(G)′. Then, by
Lemma 6.B.2 and Proposition 1.A.6, the matrix (Ti,j)1≤i,j≤2 of T associated to
the decomposition H = K1 ⊕ K2 is diagonal; and Ti,i ∈ πi(G)′ for i = 1, 2. There-
fore π(G)′ ⊂ π1(G)′ ⊕ π2(G)′. By (a.1), π(G)′ = π1(G)′ ⊕ π2(G)′. This shows that
(i) implies (ii).
Assume that π1(G)
′⊕π2(G)′ = π(G)′. Then π1(G)′′⊕π2(G)′′ ⊂ π(G)′′, hence,
π(G)′′ = π1(G)′′ ⊕ π2(G)′′ by (a.2). This shows that (ii) implies (iii).
Assume that π1(G)
′′ ⊕ π2(G)′′ = π(G)′′. For the matrix (Ti,j)1≤i,j≤2 of P1
associated to the decomposition H = K1 ⊕K2, we have T1,1 = IdK1 ∈ π1(G)′′ and
Ti,j = 0 otherwise. Therefore P1 ∈ π(G)′′. Since P1 ∈ π(G)′, it follows that P1
belongs to the centre of π(G)′. This shows that (iii) implies in (iv).
Assume that π1 and π2 are not disjoint. Then, by Proposition 1.A.6, there exists
a non-zero element S in HomG(π1, π2). Let T ∈ L(H) be the operator with matrix
(Ti,j)1≤i,j≤2 associated to the decomposition H = K1⊕K2 defined by T2,1 = S and
Ti,j = 0 otherwise. Then T ∈ π(G)′, by Lemma 6.B.2. It is clear that TP1 6= P1T .
So, P1 does not belong to the centre of π(G)
′. It follows that (iv) implies (i). 
The following proposition gives a characterization of quasi-equivalence of rep-
resentations in terms of von Neumann algebras. For a reminder on induced von
Neumann algebras such as π2(G)
′′
E below, see Appendix A.K.
Proposition 6.B.5. Let π1 and π2 be representations of G. The following
properties are equivalent:
(i) π1 is subordinate to π2;
(ii) there exist a central projection E ∈ π2(G)′′ and an isomorphism
Φ : π2(G)
′′
E → π1(G)′′
such that Φ(Eπ2(g)E) = π1(g) for all g ∈ G.
In particular, π1 and π2 are quasi-equivalent if and only if there exists an
isomorphism Φ : π2(G)
′′ → π1(G)′′ such that Φ(π2(g)) = π1(g) for all g ∈ G.
Proof. (i) ⇒ (ii) Assume that π1 is subordinate to π2. Then π1 is equivalent
to a subrepresentation of nπ2 for some cardinal n, by Proposition 6.A.4. Denote
by K a Hilbert space of dimension n.
Let H1 and H2 be the Hilbert spaces of π1 and π2. We realize π := nπ2 on the
Hilbert space H := H2 ⊗K by
π(g) = π2(g)⊗ IdK for all g ∈ G.
Observe that
π2(G)
′′ → π(G)′′, T 7→ T ⊗ IdK,
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is an isomorphism of von Neumann algebras mapping π2(g) to π(g) for all g ∈ G.
Therefore, it suffices to show the following claim: there exists a central projection
E ∈ π(G)′′ and an isomorphism Φ : π(G)′′E → π1(G)′′ such that Φ(Eπ(g)E) = π1(g)
for all g ∈ G.
We view π1 as a subrepresentation of π. Let P ∈ π(G)′ be the orthogonal
projection onto the subspace defining π1 and let E be the central support of P (for
the notion of central support, see Definition A.K.6). Since π(G)′′P = π1(G)
′′ and
since the induction map π(G)′′E → π(G)′′P is an isomorphism (Proposition A.K.7
applied to the von Neumann algebra M = π(G)′′E)), the claim follows.
(ii) ⇒ (i) Assume now that there exist a central projection E ∈ π2(G)′′ and
an isomorphism Φ : Eπ2(G)
′′E → π1(G)′′ such that Φ(Eπ2(g)E) = π1(g) for all
g ∈ G. Upon replacing π2 by its subrepresentation g 7→ Eπ2(g) defined on the
range of E, we may assume that E is the identity operator on H2.
By the structure of isomorphisms of von Neumann algebras (Proposition A.K.8),
there exist
• a Hilbert space K,
• a projection P ∈ (π2(G)⊗ IdK)′ ⊂ L(H2 ⊗K), with range H′2 ⊂ H2 ⊗K,
• and an isomorphism of Hilbert spaces U : H′2 → H1,
such that
Φ(T ) = U ◦ (T ⊗ IdK)P ◦ U−1 for every T ∈ π2(G)′′.
(Observe that H′2 is invariant under π2(G) ⊗ IdK, since P ∈ (π2(G) ⊗ IdK)′.)
Therefore, we have
π1(g) = Φ(π2(g)) = U ◦ (π2(g)⊗ IdK) ◦ U−1 for every g ∈ G.
This shows that π1 is equivalent to a subrepresentation of nπ2, where n is the
cardinal of K. Therefore π1 is subordinate to π2, by Proposition 6.A.4.
It remains to prove the last statement in Proposition 6.B.5. Assume that there
exists an isomorphism Φ : π2(G)
′′ → π1(G)′′ such that Φ(π2(g)) = π1(g) for all
g ∈ G; then, by what we have just seen, π1 and π2 are quasi-equivalent.
Conversely, assume that π1 and π2 are quasi-equivalent. Then there exist a
central projection E ∈ π2(G)′′ and an isomorphism Φ : π2(G)′′E → π1(G)′′ such
that Φ(Eπ2(g)E) = π1(g) for all g ∈ G. We claim that E = I. Indeed, let π′, π′′
be the subrepresentations of π2 defined by E and by I − E. On the one hand,
π′ is quasi-equivalent to π1, by what we have proved above. On the other hand,
π′ and π′′ are disjoint, by Proposition 6.B.4. Therefore π1 and π′′ are disjoint.
Since π2 = π
′ ⊕ π′′ is quasi-equivalent to π1, it follows that π′′ is trivial, that is,
E = I. 
6.B.b. Factor representations, again. Factor representations can be char-
acterized in terms of von Neumann algebras:
Proposition 6.B.6. For a representation π of G, the following properties are
equivalent:
(i) π is a factor representation;
(ii) π(G)′′ is a factor.
Proof. Let H be the Hilbert space of π. Assume that π is a factor represen-
tation and let P a non-zero projection in the centre Z of π(G)′′. By Proposition
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6.B.1, π is the direct sum of the subrepresentations π1 and π2 defined on the ranges
of P and IdH − P . By Proposition 6.B.4, the subrepresentations π1 and π2 are
disjoint, hence π2 is trivial, that is, P = IdH. Therefore 0 and IdH are the only
projections in Z. It follows from Proposition A.K.4 that π(G)′′ is a factor.
Conversely, assume that π(G)′′ is a factor and let π = π1 ⊕ π2 be a direct sum
decomposition in two non trivial subrepresentations. Since the centre of π(G)′ con-
sists only of the scalar multiples of IdH, the orthogonal projection onto the subspace
defining π1 does not belong to the centre of π(G)
′. It follows from Proposition 6.B.4
that π1 and π2 are not disjoint. Therefore π is a factor representation. 
As a first consequence of Proposition 6.B.6, we show that factoriality of a
representation is a property of its quasi-equivalence class.
Corollary 6.B.7. Let π be a factor representation of G.
Then every representation which is quasi-equivalent to π is factorial. In par-
ticular, every multiple nπ of π is factorial.
Proof. Let σ be a representation which is quasi-equivalent to π. By Proposi-
tion 6.B.5, the von Neumann algebras σ(G)′′ and π(G)′′ are isomorphic. The claim
follows now from Proposition 6.B.6. 
A second consequence of Proposition 6.B.6 is that subrepresentations of a factor
representation belong to the same quasi-equivalence class.
Corollary 6.B.8. Let π be a factor representation of G.
Then every non trivial subrepresentation of π is quasi-equivalent to π.
Proof. Let H be the Hilbert space of π and let σ be a non trivial subrepre-
sentation of π. By Proposition 6.B.6, the only non-zero projection in the centre of
π(G)′′ is IdH. Since σ is subordinate to π, it follows from Proposition 6.B.5 that
there exists an isomorphism Φ : π(G)′′ → σ(G)′′ such that Φ(π(g)) = σ(g) for all
g ∈ G, hence that σ is quasi-equivalent to π. 
The following consequence of Proposition 6.B.6 and Corollary 6.B.8 should be
compared with the analogous statement for irreducible representations in Proposi-
tion 1.A.12.
Corollary 6.B.9. Let X a dense subset of G of cardinal ℵ.
Every factor representation of G is quasi-equivalent to a factor representation
in a Hilbert space of dimension at most ℵ.
In particular, if G is separable, every factor representation of G is quasi-
equivalent to a factor representation in a separable Hilbert space.
Proof. Let (π,H) be a factor representation of G. Let ξ be a non-zero vector
in H and let K be the closed subspace of H generated by π(G)ξ. Since π(X)ξ is
dense in π(G)ξ and since X has cardinal ℵ, we have dimK ≤ ℵ. Moreover, K is
G-invariant and so defines a subrepresentation σ of π. By Corollary 6.B.8, σ is a
factor representation and is quasi-equivalent to π. 
6.B.c. Multiplicity-free and type I representations, again. Multiplicity-
free representations can also be characterized in terms of von Neumann algebras.
Proposition 6.B.10. For a representation π of G, the following properties are
equivalent:
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(i) π is multiplicity-free;
(ii) π(G)′ is an abelian von Neumann algebra.
Proof. Assume that π is multiplicity-free. Then, by Proposition 6.B.4, every
projection contained in π(G)′ belongs to the centre of π(G)′, In view of Proposi-
tion A.K.4, it follows that π(G)′ is abelian.
Conversely, assume that π(G)′ is abelian. Let π = π1 ⊕ π2 be a decomposition
of π into subrepresentations π1 and π2. Since the orthogonal projection on the
subspace defining π1 belongs to π(G)
′, it follows from Proposition 6.B.4 that π1
and π2 are disjoint. 
The direct sum of multiplicity-free representations is not multiplicity-free in
general; for instance, π⊕π is not multiplicity free for any representation π. However,
the following corollary of Proposition 6.B.10 holds.
Corollary 6.B.11. Let (πi)i∈I a family of pairwise disjoint multiplicity-free
representations of G.
Then
⊕
i∈I πi is multiplicity-free.
Proof. Set π :=
⊕
i∈I πi. Since the πi’s are pairwise disjoint, we have
π(G)′ =
⊕
i∈I
πi(G)
′
(see the proof of Proposition 6.B.4). Therefore π(G)′ is abelian, and π is multiplicity-
free by Proposition 6.B.10. 
The following characterization of type I representations in terms of von Neu-
mann algebras is a direct consequence of Proposition 6.B.5 and Proposition 6.B.10.
Proposition 6.B.12. For a representation π of G, the following properties are
equivalent:
(i) π is of type I;
(ii) there exist a representation σ of G with abelian commutant σ(G)′ and an
isomorphism Φ : π(G)′′ → σ(G)′′ such that Φ(π(g)) = σ(g) for all g ∈ G.
Next, we show that the property of being type I is inherited by direct sums of
representations.
Proposition 6.B.13. (1) Let (π,H) be a representation of G and P a pro-
jection in π(G)′ with central support E. Assume that the subrepresentation of π
defined on the range of P is of type I.
Then the subrepresentation of π defined on the range of E is of type I.
(2) Let (πi)i∈I be a family of type I representations of G.
Then
⊕
i∈I πi is a type I representation.
Proof. (1) By Proposition 6.B.12, there exist a representation σ of G with
abelian commutant σ(G)′ and an isomorphism Φ : π(G)′′P → σ(G)′′ such that
Φ(Pπ(g)P ) = σ(g) for all g ∈ G. The induction map Ψ : π(G)′′E → π(G)′′P is
an isomorphism. Therefore
Φ ◦Ψ : π(G)′′E → σ(G)′′
is an isomorphism and we have
Φ ◦Ψ(Eπ(g)E) = Φ(Pπ(g)P ) = σ(g) for all g ∈ G.
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Therefore, again by Proposition 6.B.12, the subrepresentation of π defined on the
range of E is of type I.
(2) Set
H :=
⊕
Hi and π :=
⊕
i∈I
πi,
where Hi is the Hilbert space of πi. For i ∈ I, denote by Pi ∈ π(G)′ the orthogonal
projection from H onto Hi and by Ei the central support of Pi.
By Zorn’s lemma, we can find a maximal family (Fj)j∈J of mutually orthogonal
projections Fj in the centre Z of π(G)′′ with the property that the subrepresentation
of π defined on the range of Fj is of type I. Set
F :=
⊕
j∈J
Fj .
Then F is a projection in Z. We claim that F = IdH.
Indeed, assume, by contradiction, that IdH − F 6= 0. Since
⊕
i∈I Pi = IdH,
there exists i ∈ I such that (IdH − F )Pi 6= 0 and therefore (IdH − F )Ei 6= 0. The
range K′ of (IdH−F )Ei is invariant under π(G) and π(G)′, since F and Ei belong
to Z. Therefore the orthogonal projection F ′ on K′ is a non-zero projection in Z.
Let π′ be the subrepresentation of π defined on the range of F ′.
On the one hand, K′ is contained in the range of Ei; so, π′ is contained in the
subrepresentation π′i of π defined on the range of Ei. Since πi is of type I, it follows
from (1) that π′i is of type I. Therefore π
′ is of type I (see Remark 6.A.13.6). On
the other hand, K′ is contained in the range of IdH − F and so F ′ is orthogonal
to Fj for every j ∈ J . This is a contradiction with the maximality of the family
(Fj)j∈J . Therefore, we have
⊕
j∈J Fj = IdH, as claimed.
For every j ∈ J , denote by π˜j the subrepresentation of π defined on the range
of Fj . Then π =
⊕
j∈J π˜j . Moreover, since the Fj ’s are mutually orthogonal
projections in the centre of π(G)′′, the representations π˜j ’s are pairwise disjoint
and we have
π(G)′′ =
⊕
j∈J
π˜j(G)
′′
(compare with the proof of Proposition 6.B.4).
For every j ∈ J , there exist a representation σj of G with abelian commutant
σj(G)
′ and an isomorphism Φj : π˜j(G)′′ → σj(G)′′ such that Φj(π˜j(g)) = σj(g) for
all g ∈ G (Proposition 6.B.12). Then
Φ :=
⊕
j∈J
Φj : π(G)
′′ →
⊕
j∈J
σj(G)
′′
is an isomorphism of von Neumann algebras such that Φj(π(g)) =
⊕
j∈J σj(g) for
all g ∈ G. Therefore (Proposition 6.B.5), π is quasi-equivalent to σ := ⊕j∈J σj .
The σj ’s are pairwise disjoint, since σj is quasi-equivalent to π˜j and since the
π˜j ’s are pairwise disjoint. Therefore σ is multiplicity-free, by Corollary 6.B.11.
Therefore, π is of type I. 
We now show that the representations appearing in Proposition 6.A.9 are ex-
actly the factor representations of type I.
Proposition 6.B.14. Let π be a factor representation of G. The following
properties are equivalent:
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(i) π is of type I;
(ii) π is a multiple of an irreducible representation of G.
When π has these properties, there exists an irreducible representation σ, unique
up to equivalence, such that every representation of G which is quasi-equivalent to
π is equivalent to a multiple of σ.
Proof. That (ii) implies (i) is a particular case of Remark 6.A.13 (2).
For the converse, assume that π is type I, i.e., that π is quasi-equivalent to a
multiplicity-free representation σ of G. By Corollary 6.B.7, σ is a factor represen-
tation. Proposition 6.B.10 implies that σ(G)′ is one dimensional; this means that
σ is an irreducible representation. Therefore, σ is equivalent to a subrepresentation
of π. by Proposition 6.A.2. Therefore π is a multiple of σ, by Proposition 6.A.9.
To show the last claim, let π′ be a representation of G which is quasi-equivalent
to π. Then π′ is a factor representation of type I and the equivalence of (i) and (ii),
applied to π′, shows that π′ is a multiple of an irreducible representation σ′. Since
σ and σ′ are quasi-equivalent and irreducible, σ and σ′ are equivalent. 
It is worth summarizing the results we obtained so far about the quasi-equivalence
class of a factor representation Proposition 6.A.11, Corollary 6.B.7, Corollary 6.B.8,
and Proposition 6.B.14).
Theorem 6.B.15. Let π be a factor representation of a topological group G.
(1) Every representation which is quasi-equivalent to π is factorial.
(2) Every non trivial subrepresentation of π is factorial and quasi-equivalent
to π.
(3) Let π1 be a representation in the quasi-equivalence class of π; then, either
π1 is a subrepresentation of π or π is a subrepresentation of π1.
(4) Let σ be a factor representation which is not quasi-equivalent to π; then
σ and π are disjoint.
(5) The representation π is of type I if and only if π is a multiple of an
irreducible representation σ of G; when π is of type I, σ is uniquely defined
up to equivalence by π.
Remark 6.B.16. (1) In view of Claim (5) of Theorem 6.B.15, we may refine
the type I classification of factor representations as follows: given a cardinal n ≥ 1, a
factor representation is said to be of type In if π is quasi-equivalent to an irreducible
representation of dimension n.
(2) As we will see later, see Section 7.A and Chapter 14, there are factor
representations which are not of type I. They are classified in various other types,
via the Murray–von Neumann classification of factors in types (see Section 7.C), It
is worth mentioning that, starting from Theorem 6.B.15, one may independently
develop a “multiplicity theory” for factor representations and recover the Murray–
von Neumann type classification, as shown in [Mack–76, Chap. 1].
The following result shows that a type I representation has a unique direct sum
decomposition into representations of well-defined multiplicities. For the particular
case of a second-countable locally compact abelian group, see the proof of Theo-
rem 2.B.8. For the general case, we quote [Dixm–vN, Chap. III, § 3, no 1] (where
H need not be separable, and the set I of cardinals need not be inside N∗); see also
[Dixm–C*, 5.4.9].
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Theorem 6.B.17. Let π be a type I representation of G in a separable Hilbert
space H.
There exist a set I ⊂ N∗ of extended positive integers and an orthogonal de-
composition H = ⊕m∈I Hm into G-invariant closed subspaces Hm with the the
following properties:
(1) for m,n ∈ I with m 6= n, the subrepresentations of π defined in Hm and
Hn are disjoint;
(2) for every m ∈ I, the subrepresentation of π defined in Hm is equivalent
to mπm for a multiplicity-free representation πm of G.
Moreover, the orthogonal projection on Hm belongs to the centre of π(G)′ for
every m ∈ I and this decomposition is unique in the following sense: if we have
H =⊕n∈J Kn for a set J of extended integers and for G-invariant closed subspaces
Kn with properties (1) and (2), then I = J and Hm = Km for all m ∈ I.
For multiplicity-free representations, we have a canonical decomposition in the
sense of the following theorem:
Theorem 6.B.18. Let G be a second-countable locally compact group and π a
multiplicity-free representation of G in a separable Hilbert space H. Let
π ≃
∫ ⊕
X
πxdµ(x) ≃
∫ ⊕
Y
σydν(y)
be two integral decompositions of π over standard Borel spaces X,Y equipped with
σ-finite measures µ, ν, and measurable fields x → πx, y → σx of irreducible repre-
sentations.
Then (after appropriate modifications on subsets of measure zero) there exists
a Borel isomorphism f : X → Y such that f∗(µ) is equivalent to ν and such that
σf(x) and πx are equivalent for µ-almost every x ∈ X.
Proof. Let x ։ Hx and y ։ Ky be the measurable fields of Hilbert spaces
defining
∫ ⊕
X
πxdµ(x) and
∫ ⊕
Y
σydν(y). We can and will identify H with
∫ ⊕
X
Hxdµ(x)
and π with
∫ ⊕
X πxdµ(x). Set
K :=
∫ ⊕
Y
Kydν(y) and σ :=
∫ ⊕
Y
σydν(y)
and let U : H → K be an isomorphism of Hilbert spaces such that Uπ(g) = σ(g)U
for every g ∈ G.
Let A and B be the algebras of diagonalisable operators in L(H) and L(K)
respectively. Recall that we have isomorphisms L∞(X,µ) → A, ϕ 7→ m(ϕ) and
L∞(Y, ν) → A, ψ 7→ m(ψ). Since the πx’s and the σy’s are irreducible, A and B
are maximal abelian subalgebras of π(G)′ and σ(G)′, by Proposition 1.G.7. As π
and σ are multiplicity-free, π(G)′ and σ(G)′ = Uπ(G)′U−1 are abelian and hence
coincide with A and B, respectively. Therefore
m(ϕ) 7→ Um(ϕ)U−1
is an isomorphism from A onto B, In this way, we obtain an isomorphism of ∗-
algebras
F : L∞(X,µ)→ L∞(Y, ν)
such that Um(ϕ)U−1 = m(F (ϕ)). By Theorem A.C.7, upon modifying X and Y
on subsets of measure zero, we can assume that there exists a Borel isomorphism
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f : X → Y such that f∗(µ) is equivalent to ν and such that F (ϕ)(f(x)) = ϕ(x) for
all ϕ ∈ L∞(X,µ) and x ∈ X . It follows that, without loss of generality, we can
identify the measure space (Y, ν) with (X,µ) and f with IdX ; so, F = IdL∞(X,µ)
and we have
Um(ϕ)U−1 = m(ϕ) for every ϕ ∈ L∞(X,µ).
It follows from Proposition 1.H.1 that U is a decomposable operator; so, there exists
a measurable field x→ Ux of Hilbert space isomorphisms Ux : Hx → Kx such that
(Uξ)x = Ux(ξx) for ξ ∈ H and x ∈ X.
Since Uπ(g) = σ(g)U , it follows that Uxπx(g) = σx(g)Ux for every g ∈ G and
µ-almost every x ∈ X . 
6.B.d. Examples of multiplicity-free representations of abelian groups.
Example 6.B.19. The left regular representation λG of LC groupG is multipli-
city-free if and only if the group G is abelian.
To show this, it suffices by Proposition 6.B.10 to show that λG(G)
′ is abelian
if and only if G is abelian. Assume first that λG(G)
′ is abelian. Since ρG(G) is
obviously contained in λG(G)
′ and since ρG is faithful, it follows that G is abelian.
For the converse, we use the general fact that the algebra λG(G)
′ coincides with
the von Neumann algebra ρG(G)
′′ generated by ρG(G); see Theorem 10.A.8 and
Remark 10.A.9. When G is abelian, this implies that λG(G)
′ is abelian.
LetG be a second-countable LC abelian group. Recall from Construction 2.A.10
that, given a probability measure µ on Ĝ, an extended positive integer n ∈ N∗,
and a Hilbert space K of dimension n, we associate the representation π(n)µ of G
defined on L2(Ĝ, µ,K) by
(π(n)µ (g)F )(χ) = χ(g)F (χ) for g ∈ G, F ∈ L2(Ĝ, µ,K), and χ ∈ Ĝ.
When n = 1, the representation π
(1)
µ is the canonical representation πµ of
Construction 2.A.1 associated to µ.
Theorem 6.B.20. Let G be a second-countable locally compact abelian group
and π a representation of G in a separable Hilbert space. The following properties
are equivalent:
(i) π is multiplicity-free;
(ii) π is equivalent to a canonical representation πµ for some probability mea-
sure on the Borel subsets of Ĝ.
Proof. We know that the commutant πµ(G)
′ is abelian (Proposition 2.B.2
and Remark 2.B.3), hence πµ is multiplicity-free, by Proposition 6.B.10. So, (ii)
implies (i).
For the converse, consider a representation π of G in a separable Hilbert space.
By Theorem 2.B.8, we may assume that
π =
⊕
n∈I
π(n)µn ,
where I is a set of extended positive integers, (µn)n∈I a sequence of probability
measures on Ĝ, and π
(m)
µn for each n ∈ I the representation on L2(Ĝ, µn,Kn) defined
above.
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On the one hand, by Proposition 2.B.2, the commutant π
(n)
µn (G)
′ of π(n)µn (G)
inside L(L2(Ĝ, µn,Kn)) consists of all decomposable operators in L(L2(Ĝ, µn,Kn)).
On the other hand, observe that there is an obvious injection of π
(n)
µn (G)
′ into π(G)′.
Assume now that π is multiplicity-free, so that π(G)′ is abelian by Proposition
6.B.10, and therefore π
(n)
µ (G)′ is abelian; this is possible only if n = 1. It follows
that I = {1}, that is, π = πµ1 . So, (i) implies (ii). 
The following corollary is a direct consequence of Theorem 2.B.8 and Theo-
rem 6.B.20.
Corollary 6.B.21. Let G be a second-countable locally compact abelian group.
Every representation π of G in a separable Hilbert space is of type I.
In a terminology to be introduced in Section 6.D, Corollary 6.B.21 states that
a second-countable LC abelian group is of type I. This result extends to every
topological abelian group, as we will mention again below (Theorem 6.E.20).
6.B.e. Examples of multiplicity-free representations: quasi-regular
representations of Gel’fand pairs. Let G be a LC group and K a compact
subgroup. Let Cc(K\G/K) be the space of complex-valued continuous functions
of compact support on G which are left and right-invariant under translation by
elements from K, that is,
Cc(K\G/K) = {ϕ ∈ Cc(G) | ϕ(kgk′) = ϕ(g) for all g ∈ G, k, k′ ∈ K}.
Recall that the convolution of two functions f1, f2 ∈ Cc(G) is the function f1 ∗f2 ∈
Cc(G) defined by
f1 ∗ f2(g) =
∫
G
f1(x)f2(x
−1g)dµG(x) =
∫
G
f1(gx)f2(x
−1)dµG(x) for g ∈ G,
where µG is a left Haar measure on G. (Note that this product ∗ does depend on
the choice of the Haar measure µG.) Then C
c(G) is an algebra for the convolution
product and Cc(K\G/K) is a subalgebra of Cc(G).
There is a linear projection Φ : Cc(G)→ Cc(K\G/K) given by
Φ(f)(g) =
∫
K
∫
K
f(k1gk2) dµK(k1) dµK(k2) for f ∈ Cc(G), g ∈ G,
where µK is the normalized Haar measure on K; in other words, Φ(f) = µK ∗f ∗µK
for f ∈ Cc(G).
Definition 6.B.22. A Gel’fand pair is a pair (G,K), where G is a locally
compact group and K a compact subgroup, such that the convolution algebra
Cc(K\G/K) is commutative.
Here are two first straightforward examples of Gel’fand pairs.
Example 6.B.23. (1) Let G be a LC abelian group. It is obvious that (G, {e})
is a Gel’fand pair.
(2) Let G be a motion group, that is, G = K ⋉A is the semi-direct product
of a compact subgroup K and a closed abelian normal subgroup A. Then (G,K) is
a Gel’fand pair. Indeed, the algebra Cc(K\G/K) is canonically isomorphic to the
convolution algebra Cc(A), which is obviously commutative.
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More interesting examples of Gel’fand pairs are provided by the following result
from [Gelf–50].
In the sequel, for a function f on a group G, we denote by fˇ the function on
G defined by fˇ(g) = f(g−1) for g ∈ G.
Theorem 6.B.24 (Gel’fand). Let G be a locally compact group and K a com-
pact subgroup. Assume that there exists a continuous involutive automorphism θ of
G with the following property:
θ(g−1) belongs to the double coset KgK, for every g ∈ G.
Then (G,K) is a Gel’fand pair.
Proof. The image θ∗(µG) of the left Haar measure µG by θ is obviously a
left-invariant Radon measure on G. Therefore θ∗(µG) = λµG for some λ > 0. Since
θ2 = I, we have λ = 1, that is, µG is invariant under θ. It follows that θ defines an
automorphism f 7→ fθ of the convolution algebra Cc(G), given by
fθ(g) = f(θ(g)) for all f ∈ Cc(G), g ∈ G.
Let f1, f2 ∈ Cc(G). Then, on the one hand, we have
(∗) fθ1 ∗ fθ2 = (f1 ∗ f2)θ.
On the other hand, we have
(fˇ1 ∗ fˇ2)(g) =
∫
G
f1(x
−1)f2(g−1x)dµG(x)
=
∫
G
f2(y)f1(y
−1g−1)dµG(y) = f2 ∗ f1(g−1)
for every g ∈ G, that is,
(∗∗) fˇ1 ∗ fˇ2 = (f2 ∗ f1)ˇ.
Now, let f ∈ Cc(K\G/K); it follows from the assumption that
fθ(g) = f(θ(g)) = f(g−1) for all g ∈ G,
that is,
(∗ ∗ ∗) fθ = fˇ .
Relations (∗), (∗∗) and (∗ ∗ ∗) imply that
f1 ∗ f2 (∗∗)= (fˇ2 ∗ fˇ1)ˇ (∗∗∗)= (fθ2 ∗ fθ1 )θ
(∗)
= f2 ∗ f1 for all f1, f2 ∈ Cc(K\G/K),
and this concludes the proof. 
Example 6.B.25. (1) Let G be a LC group. Assume that there exists an
action of G by isometries on a metric space (X, d) with the following properties:
• the action Gy (X, d) is transitive on equidistant pairs of points, that is,
for every (x, y), (x′, y′) in X ×X such that d(x, y) = d(x′, y′) there exists
g ∈ G such that x′ = gx and y′ = gy;
• the stabilizer K in G of a point x0 ∈ X is compact.
Then (G,K) is a Gel’fand pair. Indeed, let us check that θ = IdG has the property
stated in Theorem 6.B.24. Let g ∈ G. Then
d(x0, gx0) = d(g
−1x0, x0) = d(x0, g−1x0)
and so there exists k ∈ K with g−1x0 = kgx0 and therefore g−1 ∈ KgK.
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The following examples are classical. Let n be a positive integer. The Gel’fand
pair (SO(n), SO(n−1)) arises from the natural action of SO(n) on the sphere Sn−1.
The Gel’fand pair (SO(n)⋉Rn, SO(n) arises from the natural action of (SO(n)⋉Rn
on the Euclidean space Rn. For n ≥ 2, the Gel’fand pair (SO(n, 1), SO(n)) arises
from the natural action of SO(n, 1) on the hyperbolic space Hn(R).
Let Td be a regular tree of some some degree d ≥ 3. Let Aut(Td) be its
automorphism group, with the topology of the pointwise convergence, which makes
it a locally compact group. Then the action of Aut(Td) on Td is transitive on
equidistant pairs of points. If K denotes the stabilizer of some vertex of Td, it
follows that (Aut(Td),K) is a Gelfand pair.
(2) Let G be a non-compact semisimple connected real Lie group with finite
centre and let K be a maximal compact subgroup of G. There exists an involutive
automorphism θ of G, called Cartan involution, such that K is the set of θ-fixed
elements in G. Let g be the Lie algebra of G and let
p = {X ∈ g | dθe(X) = −X},
where dθe : g → g is the differential of θ at the group unit. We have the so-called
Cartan decomposition
G = K exp p
of G (see [Knap–02, Theorem 6.31], and our Lemma 6.E.15 for the special case
G = SL2(R)).
We claim that (G,K) is a Gel’fand pair. To show this, let us check that θ has
the property stated in Theorem 6.B.24. Let g = k exp(X) with k ∈ K and X ∈ p.
Then g−1 = exp(−X)k−1 and so
θ(g−1) = θ(exp(−X))k−1 = exp(−dθe(X))k−1 = exp(X)k−1
= k−1gk−1 ∈ KgK.
An example of such a pair (G,K) is the pair (SLn(R), SO(n)), for n ≥ 2.
(3) Let K be a non-Archimedean local field, G be an algebraic group defined
over K, and G = G(K) the group of K-points of G, which is a locally compact
group. Assume that G is reductive. Then G has maximal compact subgroups
which are good, in the sense of Bruhat–Tits; let K be one of them. Then (G,K) is
a Gelfand pair [BrTi–72, 4.4.9].
For example, (SLd(Qp), SLd(Zp)) is a Gelfand pair for all primes p and all
integers d ≥ 2.
Remark 6.B.26. In the case of (G,K) = (SL2(R), SO(2)), we will see in
Proposition 6.E.16 below that Cc(K\G/K) is part of a whole family of commutative
algebras attached to (G,K).
Let G be a LC group with left Haar measure µG. Observe that the modular
function ∆G of G is determined by the equality∫
G
f(x−1)dµG(x) =
∫
G
∆G(x
−1)f(x)dµG(x) for all f ∈ Cc(G)
(see [BeHV–08, Lemma A.3.4]).
Lemma 6.B.27. Let G be a locally compact group containing a compact sub-
group K such that (G,K) is a Gel’fand pair.
Then G is unimodular.
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Proof. . It suffices to show that
(+)
∫
G
f(x−1)dµG(x) =
∫
G
f(x)dµG(x) for all f ∈ Cc(G).
We claim first that Equality (+) holds for f ∈ Cc(K\G/K). Indeed, choose
h ∈ Cc(K\G/K) with h(x) = h(x−1) = 1 for every x ∈ supp(f). Then, since
Cc(K\G/K) is commutative, we have f ∗ h = h ∗ f and hence∫
G
f(x−1)dµG(x) =
∫
G
f(x−1)h(x)dµG(x) = (f ∗ h)(e) = (h ∗ f)(e)
=
∫
G
h(x−1)f(x)dµG(x =
∫
G
f(x)dµG(x).
Next, we prove Equality (+) for arbitrary f ∈ Cc(G).
Since K is compact, we have ∆G|K = 1. Therefore µG is right-invariant by K.
It follows that, for every f ∈ Cc(G), we have∫
G
(µK ∗ f ∗ µK)(x)µG(x) =
∫
G
(∫
K
∫
K
f(k1xk2)dµK(k1)dµK(k2)
)
dµG(x)
=
∫
G
f(x)dµG(x),
where µK is the normalized Haar measure on K. Since µK ∗ f ∗ µK belongs to
Cc(K\G/K) and since µK ∗ fˇ ∗ µK = ˇµK ∗ f ∗ µK , Equality (+) holds for f . 
Definition 6.B.28. Let G be a unimodular LC group and K a compact sub-
group. Then G/K carries a G-invariant Borel measure µG/K , which is unique up
to a scalar multiple (see [BeHV–08, Corollary B.1.7]). We denote by λG/K the
quasi-regular representation λG/K of G on L
2(G/K, µG/K), that is, the natural
representation of G given on L2(G/K, µG/K) by left translations.
Compare with Example 1.F.5.
Let (π,H) be a representation of a LC group G. Then there is an associated
representation Cc(G) → L(H), of the convolution algebra Cc(G), denoted by π
again, defined by
π(f) =
∫
G
f(g)π(g)dµG(g) for all f ∈ Cc(G)
More generally, let M b(G) be the Banach ∗-algebra of complex Radon measures on
G. Then a ∗-representation M b(G)→ L(H), again denoted by π, is defined by
π(µ) =
∫
G
π(g)dµ(g) for all µ ∈M b(G);
see Section 8.B below. The von Neumann algebras generated by π(G), by π(Cc(G)),
and by M b(G) all coincide (see Proposition 8.G.1).
The following criterion for Gel’fand pairs is well-known (see [Wolf–07, Theo-
rem 9.7.1]).
Theorem 6.B.29. Let G be locally compact group and K a compact subgroup.
The following properties are equivalent:
(i) (G,K) is a Gel’fand pair;
(ii) the quasi-regular representation λG/K of G on L
2(G/K)) is multiplicity-
free.
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Proof. We view L2(G/K) as the closed subspace of L2(G) consisting of the
functions of L2(G) which are invariant under right translation by elements in K.
Observe that L2(G/K) is invariant under the regular representation λG and that the
quasi-regular λG/K coincides with the subrepresentation of λG defined by L
2(G/K).
The orthogonal projection P from L2(G) onto L2(G/K) is given P = λG(µK),
that is,
P (f)(gK) =
∫
K
f(gk)dµK(k),
for f ∈ L2(G) and µG-almost every g ∈ G, where µG is a Haar measure on G and
µK the normalized Haar measure on K.
LetM be the von Neumann algebra generated by λG/K(Cc(G)) in L(L2(G/K)).
On the one hand, we have
M = PL(G)P,
where L(G) = λG(Cc(G))′′ ⊂ L(L2(G)) is the von Neumann algebra of G. On the
other hand, by Lemma 6.B.27, G is unimodular and so
L(G)′ = R(G),
where R(G) = ρ(G)′′ is the von Neumann algebra generated by the right regular
representation ρG of G (see Theorem 10.A.8 below). By Proposition 6.B.3, we have
M′ = PR(G)P,
and it follows that PρG(C
c(G))P is dense in M′ for the strong operator topology.
Since
{PρG(f)P | f ∈ Cc(G)} = {ρG(µK ∗ f ∗ µK) | f ∈ Cc(G)} = ρG(Cc(K\G/K))
and since ρG is faithful on C
c(G), we see that Cc(K\G/K) is commutative if and
only if M′ is commutative, hence by Proposition 6.B.10 if and only if λG/K is
multiplicity-free. 
6.C. The quasi-dual of a topological group
In this section, we introduce the quasi-dual of a topological group G. We will
see that this new dual space as well as the unitary dual of G carry natural Borel
structures. In particular, these Borel structures will allow us to perform direct
integrals decompositions of representations over the quasi-dual or the dual of G.
6.C.a. The quasi-dual. Let G be a topological group.
Definition 6.C.1. The quasi-dualQD(G) ofG is the space of quasi-equivalence
classes of factor representations of G.
Definition 6.C.2. Every irreducible representation of G is factorial, indeed
factorial of type I, and two irreducible representations of G are quasi-equivalent
if and only if they are equivalent (Proposition 6.A.2). Consequently, there is a
well defined injection κdqd from the dual Ĝ into the quasi-dual QD(G), mapping
the equivalence class of an irreducible representation of G to its quasi-equivalence
class.
The image of the map κdqd, which is the subspace of QD(G) consisting of the
quasi-equivalence classes of factor representations of type I, is called the type I
part of the quasi-dual and is denoted by QD(G)I.
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The map κdqd can be written as the composition of a bijection and an inclusion:
(κ2) κdqd : Ĝ
bij−→ QD(G)I ⊂ QD(G).
As will be seen in Section 7.A, the map κdqd is not surjective in general.
6.C.b. Topologies and Borel structures on duals and quasi-duals. Let
ℵ be a cardinal. For every cardinal n ≤ ℵ, let Hn be a fixed Hilbert space of
dimension n. Let Rn be a set of representations of G in Hn; the main examples of
interest of sets Rn are
• the set Repn(G) of all representations of G in Hn,
• the subset Facn(G) of all factor representations of G in Hn,
• and the subset Irrn(G) of all irreducible representations of G in Hn.
We considerRn with the topology of weak uniform convergence on compact subsets,
for which a net (πν)ν converges to π if, for every ξ, η ∈ Hn, the net (〈πν(g)ξ | η〉)ν
converges to 〈π(g)ξ | η〉 uniformly on every compact subset of G. We equip the
disjoint union
R≤ℵ :=
⊔
n≤ℵ
Rn
with the sum topology. (All this as in [Dixm–C*, 18.1].)
The spaceR≤ℵ is also endowed with the associated Borel structure, equivalently
with the coarsest Borel structure for which the functions π 7→ 〈π(g)ξ | η〉 are Borel
measurable, for all g ∈ G and ξ, η ∈ Hπ .
Remark 6.C.3. A net (πν)ν in Rn converges to π if and only if, for every
ξ ∈ Hn, we have
lim
ν
‖πν(g)ξ − π(g)ξ‖ = 0,
uniformly on compact subsets of G. Indeed, this follows from the relation
‖πν(g)ξ − π(g)ξ‖2 = 2
(‖ξ‖2 − Re〈πν(g)ξ | π(g)ξ〉) .
Definition 6.C.4. Let ℵ be a cardinal such that every factor representation of
G is quasi-equivalent to representation from Fac≤ℵ(G) (see Corollary 6.B.9). Then
the quotient space Fac(G)≤ℵ/≈ can be identified with the quasi-dual QD(G)
(recall that ≈ denotes quasi-equivalence of representations). The Fell topology on
QD(G) is the quotient by the relation ≈ of the topology on Facn(G) defined above.
Let ℵ′ be a cardinal such that every irreducible representation of G is equivalent
to representation from Irr≤ℵ′(G) (see Proposition 1.A.12, and observe that ℵ′ = ℵ
is a possible choice). Then
the quotient space Irr≤ℵ′(G)/≃ can be identified with the dual Ĝ
(recall that ≃ denotes equivalence of representations). The topology on Ĝ which
is the quotient by the relation ≃ of the topology on Irr≤ℵ′(G) defined above is the
Fell topology of Section 1.C.
Since irreducible representations are equivalent if and only if they are quasi-
equivalent, the identifications above show again that Ĝ is naturally a subspace of
QD(G).
Definition 6.C.5. Let ℵ,ℵ′ be cardinals as in the previous definition. Let
Fac≤ℵ(G) and Irr≤ℵ′(G) and be endowed with the Borel structure introduced above.
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TheMackey–Borel structure on the quasi-dual QD(G) of G is by definition
the quotient Borel structure on Fac≤ℵ(G)/≈.
TheMackey–Borel structure on the dual Ĝ of G is by definition the quotient
Borel structure on Irr≤ℵ′(G)/≃.
Remark 6.C.6. (1) The Mackey–Borel structure on Ĝ is always finer than
the Borel structure associated to the Fell topology. Indeed, this follows from the
continuity of the map Irr≤ℵ′(G) → Ĝ. These two Borel structures on Ĝ need not
coincide, as will be seen below (Glimm Theorem 8.F.3).
The following trivial example shows an analogous phenomenon. Define on the
real line R an equivalence relation ≃ by x ≃ y if y− x ∈ Q. On the quotient R/≃,
the quotient topology is trivial, with exactly two open subset ∅ and R/≃, and
consequently the associated Borel structure is trivial. However, the quotient Borel
structure is non-trivial: every countable subset B of R/≃ has an inverse image in
R that is countable, in particular Borel, and therefore B is Borel.
(2) Assume now that G is a second-countable locally compact group. Then we
may choose for ℵ the cardinality ℵ0 of countable infinite sets. The spaces Fac≤ℵ0(G)
and Irr≤ℵ0(G) are known to be Polish spaces [Dixm–C*, 3.7.1, 3.7.4].
Moreover, QD(G)I, the type I part of the quasi-dual, is a Borel subspace of
QD(G), which is therefore Borel isomorphic to Ĝ [Dixm–C*, 7.3.6].
Also, every point of QD(G) is a Borel subset of QD(G); see [Dixm–C*, 7.2.4].
6.C.c. Decomposition into factor representations. Let nowG be a second-
countable locally compact group.
Recall that G may have representations with two direct integral decompo-
sitions involving irreducible representations belonging to two disjoint parts of Ĝ
(Theorem 1.G.10).
Given a representation π of G, one may consider direct integral decompositions
of π into factor representations. Of course, uniqueness of such decompositions may
also fail, as irreducible representations are factorial. However, as we now show, one
can distinguish among such decompositions a canonical one.
For the notion of a direct integral of von Neumann algebras which is involved
in the statement of the following result, see Section 1.I.
Theorem 6.C.7. Let G be a second-countable locally compact group and let
π be a representation of G on a separable Hilbert space H. Let Z be the center of
π(G)′.
There exist a standard Borel space X, a σ-finite measure µ on X, a measurable
field of Hilbert spaces x 7→ Hx over X, a measurable field of representations x 7→
πx of G in the Hx ’s over X, and an isomorphism of Hilbert spaces U : H →∫ ⊕
X
Hxdµ(x), with the following properties:
(1) Uπ(g)U−1 =
∫ ⊕
X
πx(g)dµ(x) for all g ∈ G;
(2) UZU−1 coincides with the algebra of diagonalisable operators on ∫ ⊕
X
Hxdµ(x);
(3) πx is factorial for µ-almost every x ∈ X;
(4) there exists a measurable subset N of X with µ(N) = 0, such that πx and
πy are disjoint for every x, y ∈ X rN with x 6= y.
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Moreover, we have
Uπ(G)′′U−1 =
∫ ⊕
X
πx(G)
′′dµ(x) and Uπ(G)′U−1 =
∫ ⊕
X
πx(G)
′dµ(x).
Proof. The existence of (X,µ),
∫ ⊕
X Hxdµ(x),
∫ ⊕
X πxdµ(x), and U , as stated
with properties (1) and (2) follows from Theorem 1.G.6. So, we may assume that
H = ∫ ⊕
X
Hxdµ(x), π =
∫ ⊕
X
πxdµ(x), and Z is the algebra of diagonalizable operators
on H.
The fields x 7→ πx(G)′′ and x 7→ πx(G)′ of von Neumann algebras are mea-
surable (see Example 1.I.2 and Lemma 1.I.3). Moreover, by Corollary 1.I.8, we
have
π(G)′′ =
∫ ⊕
X
πx(G)
′′dµ(x) and π(G)′ =
∫ ⊕
X
πx(G)
′dµ(x).
So, the last statement in the theorem holds. It remains to show that properties (3)
and (4) are satisfied.
We claim that the field x 7→ πx(G)′′ ∩ πx(G)′ of von Neumann algebras is
measurable. Indeed, by Lemma 1.I.3, it suffices to show that the field
x 7→ (πx(G)′′ ∩ πx(G)′)′
is measurable. This is the case, since the von Neumann algebra (πx(G)
′′ ∩ πx(G)′)′
is generated by πx(G)
′ ∪ πx(G)′′ for every x ∈ X and the fields x 7→ πx(G)′ and
x 7→ πx(G)′′ are measurable. It follows that
π(G)′′ ∩ π(G)′ =
∫ ⊕
X
(πx(G)
′′ ∩ πx(G)′)dµ(x).
Since π(G)′′∩π(G)′ is the center Z of π(G)′′ and since Z coincides with the algebra
of diagonalisable operators on H, it follows that πx(G)′′ ∩ πx(G)′′ = CIHx for µ-
almost every x ∈ X . So, property (3) holds.
To show that property (4) holds, let T =
∫ ⊕
X Txdµ(x) ∈ π(G)′′. Since T is a
strong limit of a sequence from π(Cc(G)), there exists a set N(T ) with µ(N(T )) = 0
and a sequence (fn)n≥1 in Cc(G) such that (πx(fn))n≥1 converges strongly to Tx
for every x ∈ X r N(T ) (see Chap. II, § 2, Proposition 4 in [Dixm–vN]). Let
x, y ∈ X rN(T ) and R ∈ HomG(πx, πy). Then
Rπx(fn) = πy(fn)R for all n ≥ 1
and it follows that RTx = TyR.
Let now (Xn)n≥1 be a point separating sequence of Borel subsets of X . For
every n ≥ 1, let P (n) ∈ Z be the diagonalizable operator defined by 1Xn , that is,
P (n) =
∫ ⊕
X
1Xn(x)IHxdµ(x).
For N :=
⋃
n≥1N(P
(n)), we have µ(N) = 0, where N(P (n)) is defined as above.
Let x, y ∈ X rN with x 6= y and let R ∈ HomG(πx, πy). Then, by what was
seen above, we have
RP (n)x = P
(n)
y R for every n ≥ 1.
Since (Xn)n≥1 is point separating, there exists n ≥ 1 such that 1Xn(x) = 1 and
1Xn(y) = 0 and hence P
(n)
x (x) = IHx and P
(n)
x (y) = 0. This implies that R = 0, so
that πx and πy are disjoint. 
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Let π be a representation of the second countable LC groupG and
∫ ⊕
X
πx(g)dµ(x)
a direct integral over a standard Borel space X as in Theorem 6.C.7. Denoting by
[πx] the quasi-equivalence class of πx, the map Φ : X → QD(G), x 7→ [πx] is injec-
tive; it can be seen that Φ is a Borel isomorphism between X and a Borel subset
of QD(G). In this way, we obtain a direct integral decomposition of π over QD(G),
as in the following theorem; for the details of the proof, we refer to [Dixm–C*,
8.4.2, 18.7.6].
For the notion of a standard measure on a Borel space which appears in the
following result, see Appendix A.C.
Theorem 6.C.8. Let G be a second-countable locally compact group and π a
representation of G in a separable Hilbert space H. Let Z be the centre of the von
Neumann algebra generated by π(G).
There exist a standard measure µ on QD(G), a measurable field of Hilbert spaces
s → Hs over QD(G), a measurable field of factor representation s → (ρs,Hs)
over QD(G) such that the quasi-equivalence class of ρs is s for all s ∈ QD(G),
and an isomorphism of Hilbert spaces U : H → ∫ ⊕
QD(G)
Hsdµ(s) with the following
properties:
(1) Uπ(g)U−1 =
∫ ⊕
QD(G)
ρs(g)dµ(s) for all g ∈ G;
(2) UZU−1 coincides with the von Neumann algebra of diagonalisable opera-
tors on
∫ ⊕
QD(G)Hsdµ(s).
Moreover, this decomposition is unique in the following sense: if π is equivalent to
a direct integral of factor representations
∫ ⊕
QD(G)ρsdν(s) as above with properties
(1) and (2), then µ and ν are equivalent, and (after appropriate modifications on
subsets of measure zero) ρs and σs are equivalent for all s ∈ QD(G).
Definition 6.C.9. Let G be a second-countable locally compact group and π
a representation of G in a separable Hilbert space H. A decomposition
π ≃
∫ ⊕
QD(G)
ρsdµ(s)
as in Theorem 6.C.8 is called a central direct integral decomposition of π and
µ is the measure associated to this decomposition. The class of the measure µ
on QD(G) is uniquely determined by π.
The relation of subordination of representations admits a neat characterization
in terms of measures on QD(G); see [Dixm–C*, 8.4.4, 8.4.5].
Proposition 6.C.10. Let G be a second-countable locally compact group. Let
π and ρ be representations of G in separable Hilbert spaces. Let µ and ν be the
measures on QD(G) associated to central direct integral decompositions of π and ρ.
The following properties are equivalent:
(i) π is quasi-equivalent to a subrepresentation of ρ;
(ii) µ is absolutely continuous with respect to ν.
The following corollary is an immediate consequence of Proposition 6.C.10.
Corollary 6.C.11. Let G, π, ρ and µ, ν be as in Proposition 6.C.10.
(1) The representations π are ρ are quasi-equivalent if and only if the measures
µ and ν are equivalent.
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(2) The representations π are ρ are disjoint if and only if the measures µ and
ν are mutually singular.
6.D. Groups of type I
We now ready to introduce the central notion of groups of type I.
Definition 6.D.1. A topological group G is type I if all its representations
are type I.
The following result, which is a consequence of Proposition 6.B.13, implies that
a separable group is of type I if all its representations in separable Hilbert spaces
are type I.
Proposition 6.D.2. Let G be a topological group and X a dense subset of G of
cardinal ℵ. Assume that every representation of G in a Hilbert space of dimension
at most ℵ is of type I.
Then G is of type I.
Proof. Let π be a representation of G in a Hilbert space H. Then we can
decompose π as a direct sum
⊕
i∈I πi of subrepresentations πi in Hilbert spaces of
dimension at most ℵ (see the proof of Proposition 1.A.12 or that of Corollary 6.B.9).
Therefore the claim follows from Proposition 6.B.13. 
Remark 6.D.3. Let G be a topological group of type I. The natural map κdqd
of Definition 6.C.2 is a bijection from the dual Ĝ onto the quasidual QD(G).
6.D.a. Factor representations of type I groups. The following theorem
shows that in Definition 6.D.1 it suffices to require all factor representations of G
to be of type I, at least when G is LC. Recall that a factor representation is of type
I if and only if it is a multiple of an irreducible representation (Proposition 6.B.14).
Theorem 6.D.4. Let G be a second-countable locally compact group. The
following properties are equivalent:
(i) G is of type I;
(ii) every factor representation of G is of type I.
Proof. We only have to show that (ii) implies (i).
Assume that every factor representation of G is of type I. Let π be a repre-
sentation of G; we have to show that π is of type I. Since G is second-countable,
and therefore separable, it suffices by Proposition 6.D.2 to consider the case of a
representation π in a separable Hilbert space H.
By Theorem 6.C.7, we may assume that H = ∫ ⊕X Hxdµ(x) and that π =∫ ⊕
X πxdµ(x) for a measurable field x 7→ Hx of Hilbert spaces and a measurable
field x 7→ πx of representations over a standard Borel space X with the following
properties:
(i) πx is factorial for µ-almost every x ∈ X ;
(ii) the center Z of π(G)′′ is the algebra of diagonalizable operators on H.
For every p = 1, 2, . . . ,∞, let
Xp = {x ∈ X | dimHx = p},
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and let Kp be a fixed Hilbert space of dimension p. By Proposition 1.G.2, we have
H = ⊕p
∫ ⊕
Xp
Hxdµ(x) ≈ ⊕pL2(Xp, µ,Kp).
So, π is equivalent to a direct sum ⊕pπ(p), where π(p) is a representation in
L2(Xp, µ,Kp) which is a direct integral
∫
Xp
π
(p)
x dµ(x) over Xp of representations
in Kp. By Proposition 6.B.13, we may therefore assume that H = L2(X,µ,K)
and that π is a direct integral
∫
X
πxdµ(x) over X of representations πx in a fixed
separable Hilbert space K, with the properties (i) and (ii) above.
Recall from Theorem 6.C.7 that x 7→ πx(G)′′ and x 7→ πx(G)′ are measurable
fields of von Neumann algebras and that
π(G)′′ =
∫ ⊕
X
πx(G)
′′dµ(x) and π(G)′ =
∫ ⊕
X
πx(G)
′dµ(x).
Let (T (n))n≥1 and (S(n))n≥1 be sequences respectively in π(G)′′ and π(G)′ such
that (T
(n)
x )n≥1 and (S
(n)
x )n≥1 generate πx(G)′′ and πx(G)′ for µ-almost every x in
X .
We may of course assume that T (n) (respectively S(n)) has norm 1 and that
T (n)
∗ ∈ {T (m) | m ≥ 1} (respectively, S(n)∗ ∈ {S(m) | m ≥ 1}) for every n ≥ 1.
Since πx is factorial, πx is a multiple of an irreducible representation of G
(Proposition 6.B.14), for µ-almost every x ∈ X ; in particular, there exists a non-
zero projection Px ∈ πx(G)′ such that the reduced algebra Pxπx(G)′Px is abelian.
We are going to show that we can choose the Px’s so that the field x 7→ Px is
measurable.
The unit ball L1 of L(K), equipped with the weak operator topology, is metriz-
able and compact and hence a standard Borel space. Let X1 be a Borel subset of
X with µ(X rX1) = 0 and such that πx is factorial for every x ∈ X1.
Let Ω be the set of pairs (x, S) ∈ X1×L1 which satisfy the following conditions:
(1) ST
(n)
x = T
(n)
x S for every n ≥ 1,
(2) S2 = S = S∗ (that is, S is a projection),
(3) (SS
(n)
x S)(SS
(m)
x S) = (SS
(m)
x S)(SS
(n)
x S) for all m,n ≥ 1,
(4) S 6= 0.
It is obvious that every one of these properties defines a Borel subset of X1 × L1;
hence Ω is a Borel subset of X1 × L1. Moreover, for every x ∈ X1, the set
{S ∈ L1 | (x, S) ∈ Ω}
is not empty, by what we have seen above. It follows from von Neumann selection
theorem (Theorem A.C.6) that there exists a Borel subset X2 of X1 with µ(X r
X2) = 0 and a Borel map
X2 → L1, x 7→ Px
such that (x, Px) ∈ Ω for every x ∈ X2.
Let x ∈ X2. Conditions (1), (2), (3, (3) imply, respectively, that Px belongs to
πx(G)
′, that Px is a projection, that Pxπx(G)′Px is abelian, and that Px 6= 0.
Set Px = 0 for x ∈ X rX2 and let
P :=
∫ ⊕
X
Pxdµ(x).
Then P is a projection in π(G)′ such that Pπ(G)′P is abelian.
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We claim that the central support of P is IdH. Indeed, let E be a central
projection in π(G)′′ with P ≤ E. Since the center of π(G)′′ is the algebra of
diagonalizable operators on H, we have E = ∫
Y
1xIdK for a Borel subset Y of X .
As Px 6= 0 for every x ∈ X2 and µ(X rX2) = 0, it follows that µ(X rY ) = 0, that
is, E = IdH.
So, the induction map π(G)′′ → Pπ(G)′′P is an isomorphism of von Neu-
mann algebras (see Proposition A.K.7). The commutant of Pπ(G)′′P coincides
with Pπ(G)′P (see Proposition 6.B.3); since Pπ(G)′P is abelian, it follows from
Proposition 6.B.12 that π is of type I. 
6.D.b. Decomposition into irreducible representations
for groups of type I. Recall that every representation of second-countable LC
group on a separable Hilbert space can be written, in general in several different
ways, as a direct integral of irreducible representations (Theorem 1.G.10).
Let G be a second-countable LC group of type I. It follows from Theorem 6.B.17
that every representation of G is, in a canonical way, a direct sum of multiplicity-
free representations. The following result gives a description of the multiplicity-free
representations of G.
Proposition 6.D.5. Let G be a second-countable locally compact group of type
I and π a multiplicity-free representation of G in a separable Hilbert space.
There exists a positive Borel measure µ on Ĝ such that π is equivalent to the
direct integral
∫ ⊕
Ĝ
σdµ(σ). Moreover, the measure µ is unique up to equivalence.
Proof. Using the central decomposition of π as in Theorem 6.C.8, we can
assume that
π =
∫ ⊕
QD(G)
πxdµ(x) =
∫ ⊕
Ĝ
πxdµ(x).
Since G is type I, we have πx = n(x)σx for an integer n(x) and an irreducible
representation σx. Let A be the subalgebra of L(H) consisting of the decomposable
operators of the form T =
∫ ⊕
Ĝ
Txdµ(x), where Tx ∈ πx(G)′ for every x. It is clear
that A is contained in π(G)′. Since π is multiplicity-free, π(G)′ and hence A is
abelian. It follows that πx(G)
′ is abelian and hence that n(x) = 1 for µ-almost
every x. So, πx is irreducible for µ-almost every x.
The uniqueness of the class of µ follows from Corollary 6.C.11 
Remark 6.D.6. (1) The converse statement of Proposition 6.D.5 is also true:
whenG be a a second-countable LC group of type I, every representation of the form∫ ⊕
Ĝ
πxdµ(x) for a positive Borel measure µ on Ĝ is multiplicity-free (see [Dixm–C*,
8.6.4]); so, the map
µ 7→
∫ ⊕
Ĝ
πxdµ(x)
induces a bijection between equivalence classes of Borel measures on Ĝ and equiv-
alence classes of multiplicity-free representations of G.
(2) Even whenG is not of type I, recall (Theorem 6.B.18) that a multiplicity-free
representation of G admits an essentially unique integral decomposition into irre-
ducible representations over a standard Borel space. The proof of Proposition 6.D.5
could have been based on this fact.
The following result is a refinement of Theorem 1.G.8 for LC groups of type I.
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Theorem 6.D.7 (Canonical decomposition into irreducible represen-
tations). Let G be a second-countable locally compact group and π a representation
of G in a separable Hilbert space H. Assume that G is of type I.
There exist a set I ⊂ N∗ of extended positive integers and a sequence (µm)m∈I
of positive measures on Ĝ with the following properties:
(1) the measures µm are singular with each other;
(2) the representation π is equivalent to⊕
m∈I
m
∫ ⊕
Ĝ
σxdµm(x).
Moreover, this decomposition is unique in the following sense: if π is equivalent
to
⊕
n∈J n
∫ ⊕
Ĝ
σxdνn(x) for a set J of extended integers and for mutually singular
measures νn on Ĝ, then I = J and µm and νm are equivalent for all m ∈ I.
Proof. By Theorem 6.B.17, there exist a set I ⊂ N∗ of extended positive
integers and an orthogonal decomposition π =
⊕
m∈I π
(m) with the following prop-
erties:
• for every m ∈ I, we have π(m) = mσ(m) for a multiplicity-free represen-
tation σ(m) of G;
• π(m) and π(n) are disjoint for m 6= n.
By Proposition 6.D.5, for every m ∈ I, there exists a positive Borel measure µ on
Ĝ such that σ(m) is equivalent to the direct integral
∫ ⊕
Ĝ
σxdµm(x). Therefore π is
equivalent to ⊕
m∈I
m
∫ ⊕
Ĝ
σxdµm(x).
Moreover, µm and µn are disjoint for m 6= n by Corollary 6.C.11.
The uniqueness statement follows from the uniqueness of the decomposition
π =
⊕
m∈I π
(m) of Theorem 6.B.17. 
Remark 6.D.8. (1) In the special case of an abelian second-countable LC
group, Theorem 6.D.7 boils down to Theorem 2.B.8.
(2) Theorem 6.D.7 fails for every LC group which is not of type I, as noted in
Theorem 1.G.10.
6.E. A class of groups of type I
We introduce the important class of the so-called GCR groups. This is a class
of type I locally compact groups; in fact, it will turn out later (Section 8.F) that
every second-countable LC group of type I is a GCR group.
6.E.a. On the algebra of compact operators. Let H a Hilbert space.
The subset K(H) of L(H) consisting of compact operators is a selfadjoint norm-
closed two-sided ideal of L(H) and in particular a C*-algebra (for more details on
C*-algebras and their representations, see Section 8.A). Observe that the identity
representation Id : K(H)→ L(H) is irreducible.
We recall a few standard facts about the representation theory of K(H); for a
proof, we refer to [Dixm–C*, 4.1].
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Proposition 6.E.1. Consider the C*-algebra K(H) of compact operators on a
Hilbert space H.
(1) Every non-degenerate representation of K(H) is equivalent to a multiple
of the identity representation Id : K(H)→ L(H);
(2) K(H) is simple: the only closed two sided ideals of K(H) are {0} and
K(H);
(3) let A be a C*-subalgebra of K(H) such that Id : A→ L(H) is irreducible;
then A = K(H).
For the definition of “non-degenerate”, see Section 8.A.
6.E.b. GCR groups. Let G be locally compact group, with left Haar mea-
sure µG. Let (π,H) be a representation of G. Denote again by π the associated
representation Cc(G)→ L(H) of the convolution algebra; this has already appeared
just after Definition 6.B.28, and will appear again in Section 8.B below.
Definition 6.E.2. A locally compact group G is a GCR group, or postlim-
inal group, if, for every irreducible representation (π,H) of G, the norm closure
of π(Cc(G)) in L(H) contains a non-zero compact operator.
Remark 6.E.3. Let G be a locally compact group.
(1) Assume that G is a GCR group and let (π,H) be an irreducible represen-
tation of G. Then K(H) is contained in the norm closure of π(Cc(G)).
Indeed, denote by A the norm closure of π(Cc(G)) and set J = A ∩ K(H).
Then J is a closed two-sided of the C*-subalgebra of A of L(H), and J 6= {0}
because G is a GCR group. As Id : A→ L(H) is irreducible, it follows easily that
Id : J → L(H) is irreducible [Dixm–C*, 2.11.3]. Therefore we have J = K(H), by
Proposition 6.E.1.
(2) We introduce below the class of GCR C*-algebras. It turns out that G is a
GCR group if and only if its maximal C*-algebra as defined in Section 8.B is GCR,
at least when G is second-countable; see Section 8.F.
(3) We will define in Section 10.D the notion of a normal representation of G.
In view of (1) above, G is a GCR group if and only if every irreducible representation
of G is normal (Proposition 10.D.2).
We will need at several places the following characterization of weak contain-
ment of representations of G in terms of operator norms. It will be discussed later:
see Proposition 8.B.4 and Remark 8.B.5.
Proposition 6.E.4. Let G be a locally compact group and π1, π2 two repre-
sentations of G. The following properties are equivalent:
(i) π1 is weakly contained in π2;
(ii) for every f ∈ Cc(G), we have ‖π1(f)‖ ≤ ‖π2(f)‖.
The importance of the class of GCR groups lies in the following result.
Theorem 6.E.5. Let G be a second-countable locally compact GCR group.
Then G is of type I.
Proof. In view of Theorem 6.D.4, it suffices to show that every factor repre-
sentation of G is of type I.
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Let (π,Hπ) be a factor representation of G on a Hilbert space Hπ. Since G is
second-countable, π is weakly equivalent to an irreducible representation (σ,Hσ) of
G, as we will show later (Corollary 7.F.2). Let A be the norm closure of σ(Cc(G))
in L(Hσ). Since G is a GCR group, we have
K(Hσ) ⊂ A,
by Remark 6.E.3(1). As π is weakly equivalent to σ, we have
‖π(f)‖ = ‖σ(f)‖ for every f ∈ Cc(G)
(see Proposition 6.E.4). This implies that the map
σ(Cc(G))→ π(Cc(G)), σ(f) 7→ π(f)
is well-defined and extends to an isometric ∗-homomorphism Φ : A→ L(Hπ), that
is, to a faithful representation Φ of A on Hπ.
By Proposition 6.E.1, the restriction of Φ to K(Hσ) is a multiple of the identity
representation of K(Hσ) on Hσ; this means that there exist a cardinal n ≥ 1 and a
Hilbert space isomorphism U : Hπ → Hσ ⊗H such that
UΦ(T )U−1 = T ⊗ IdH for every T ∈ K(Hσ),
where H is a Hilbert space of dimension n.
Observe that K(Hσ) is dense in L(Hσ) and hence in A, for the strong operator
topology. It follows that we have
UΦ(T )U−1 = T ⊗ IdH for every T ∈ A,
and therefore
Uπ(f)U−1 = σ(f)⊗ IdH for every f ∈ Cc(G).
Let µG be a Haar measure on G and (fn)n be an approximate identity for L
1(G,µG)
consisting of functions fn ∈ Cc(G) (see Section A.J). Then, for every g ∈ G, we
have
lim
n
π(gfn) = π(g) and lim
n
σ(gfn) = σ(g)
in the strong operator topology, where gfn is defined by gfn(x) = fn(g
−1x). It
follows that
Uπ(g)U−1 = σ(g)⊗ IdH for every g ∈ G.
This shows that π is equivalent to nσ. Therefore π is of type I. 
Remark 6.E.6. Theorem 6.E.5 admits a converse:
• every second-countable locally compact of type I is a GCR group.
This is a deep result which is valid more generally in the context of separable
C*-algebras and which is part of Glimm theorem, to be discussed in Section 8.F
6.E.c. CCR groups. We introduce an important subclass of the class of GCR
groups.
Definition 6.E.7. Let G be a locally compact group.
A representation (π,H) ofG is said to be aCCR representation if the algebra
π(Cc(G)) is contained in K(H).
The group G is a CCR group, or liminal group, if every irreducible repre-
sentation of G is a CCR representation.
Concerning the meaning of the acronyms GCR and CCR, see Remark 8.F.2.
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Remark 6.E.8. Let G be a locally compact group.
(1) Every finite dimensional representation of G is CCR.
(2) If G is a discrete group and π is an infinite dimensional representation of
G, then π is not CCR: indeed, π(e) = I is not a compact operator.
(3) If G is a CCR group, then obviously G is a GCR group.
(4) Let (π,H) be an irreducible CCR representation of G. Then π(Cc(G)) is
dense in K(H) in the operator norm. This follows from Remark 6.E.3(1).
(5) Let (π,H) be an irreducible CCR representation of G. Then {π} is a closed
point of the dual space Ĝ, equipped with the Fell topology as defined in 1.A (see
Corollary 9.A.4 below).
As the next example shows, the class of GCR groups is strictly larger than the
class of CCR groups.
Example 6.E.9. Let G = Aff(R) be the affine group over the real line. We
view G as the space R× ×R, equipped with the group law given by (a, b)(a′, b′) =
(aa′, ab′+b), and with the natural topology. It is a second-countable locally compact
group, which has a left Haar measure dadb/a2. Recall from Remark 3.C.6 that, up
to equivalence, G has a unique infinite dimensional irreducible representation π
defined on L2(R×, dt/|t|) by
π(a, b)ξ(t) = e−2πibtξ(at) for (a, b) ∈ G, ξ ∈ L2(R×, dt/|t|), t ∈ R×.
Let f ∈ Cc(G). It can be checked (see [Khal–74, Corollaire p. 164]) that π(f) is
a compact operator if and only if∫
R
f(a, b)db = 0 for every a ∈ R×.
In particular, G is a GCR group but not a CCR group. Since {π} is not closed in
Ĝ as mentioned in Remark 3.C.6, the fact that G is not a CCR group is also an
immediate consequence of Corollary 9.A.4 below.
Before we proceed with examples of CCR groups, we recall the following facts
about the representation theory of compact groups. Let K be a compact group.
• Every irreducible representation of K is finite dimensional.
• For σ ∈ K̂, let χσ be the character of σ, that is, the continuous function
K → C, x 7→ Tr(σ(x)).
For σ, σ′ ∈ K̂, we have the following “orthogonality relations”:
χσ ∗ χσ′ = 0 if σ 6= σ′ and χσ ∗ χσ = d−1σ χσ,
where ⋆ denotes the convolution product and dσ the dimension of σ.
• Every representation π of K decomposes as direct sum π =⊕σ∈K̂ nσσ ;
more precisely, if (π,H) is a representation of K, we have a decomposition
H =
⊕
σ∈K̂
Hσ
into isotypical components (Hσ is the sum of irreducible subspaces on
which π is equivalent to σ) and the orthogonal projection H → Hσ is the
operator π(dσχσ).
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For all this, see for instance [Dixm–C*, Chap. 15] or [Foll–16, Chap. 5].
Important examples of CCR groups are groups which contain large compact
subgroups in the sense of the following definition which appears in [Mack–63,
p.641] (see also [Warn–72, Chap. 4], where a stronger notion is considered).
Definition 6.E.10. Let G be a topological group. A compact subgroup K is
a large compact subgroup of G if every π ∈ Ĝ has finite K-multiplicities, that
is, in the decomposition π|K =
⊕
σ∈K̂ nσσ, we have nσ <∞ for every σ ∈ K̂.
Proposition 6.E.11. Let G be a locally compact group which contains a large
compact subgroup K.
Then G is a CCR group. In particular, G is of type I.
Proof. Let (π,H) be an irreducible representation of G. Let
H =
⊕
σ∈K̂
Hσ
be the decomposition of H into K-isotypical components. Since K is a large com-
pact subgroup, the restriction of π to K has finite multiplicities and this means
that Hσ is finite dimensional for every σ ∈ K̂; equivalently, the operator π(dσχσ),
which is the orthogonal projection on Hσ, is of finite rank for every σ ∈ K̂.
Let µG be a Haar measure on G. Let f ∈ Cc(G). Viewing f as a vector in
L2(G,µG) and considering the restriction to K of the left regular representation
λG of G, we have
f =
∑
σ∈K̂
λG(χσ)(f) =
∑
σ∈K̂
dσχσ ∗ f,
where the sum converges in L2(G). Since the support of χσ ∗ f is contained in the
compact set Ksupp(f), we also have f =
∑
σ∈K̂ dσχσ ∗ f , with a converging sum
in L1(G,µG). Therefore, we have
π(f) = π
∑
σ∈K̂
dσχσ ∗ f
 = ∑
σ∈K̂
π(dσχσ)π(f),
where the last sum converges in the operator norm. Since π(dσχσ) is of finite rank,
it follows that π(f) is a compact operator. 
Important examples of groups with a large compact subgroups are reductive
groups over local fields.
Theorem 6.E.12. Let G be a reductive linear algebraic group over a local field.
Let K be a maximal compact subgroup of G.
Then K is a large compact subgroup and so G is a CCR group.
For a proof of Theorem 6.E.12, see [Gode–52, Theorem 2] or [Dixm–C*,
15.5.6] in the real case (see also [Hari–53, Page 230]), and [Bern–74, Theorem 1] in
the non-archimedean case. We will give below a complete proof of Theorem 6.E.12
in the special case G = SL2(R). In the case of a linear semisimple real Lie group,
the proof follows a similar strategy (see Remark 6.E.18), but is more involved,
because K is not necessarily abelian.
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Example 6.E.13. (1) Another class of examples of groups containing a large
compact subgroup are motion groups (see Example 6.B.23). More generally, assume
that the LC compact group G can be written as the product G = KA of a compact
subgroup K and a closed abelian subgroup A.
Then K is a large compact subgroup and so G is a CCR group (see [Gode–52,
Theorem 5]).
(2) Every connected nilpotent Lie group is a CCR group (see [Dixm–59,
Kiri–62]). For a characterization of connected and simply connected solvable Lie
groups that are CCR, see Chapter V in [AuMo–66].
6.E.d. SL2(R) is a CCR group. Let G = SL2(R). We are going to show
that the maximal compact subgroup K = SO(2) is a large subgroup of G, and
therefore that G is a CCR group (see Proposition 6.E.11).
Recall that K = SO(2) is the group of matrices of the form
r(θ) =
(
cos θ sin θ
− sin θ cos θ
)
for θ ∈ R. The dual group of the abelian group K is
K̂ = {χn | n ∈ Z} ∼= Z,
where χn is defined by
χn(r(θ)) = e
inθ for every θ ∈ R.
For n ∈ Z, set
Cc(G)χn = χ−n ∗ Cc(G) ∗ χ−n = {χ−n ∗ f ∗ χ−n | f ∈ Cc(G)}.
For a function f : G→ C, define f∗ by f∗(x) = f(x−1).
Lemma 6.E.14. For every n ∈ Z, the following holds:
(1) Cc(G)χn is a subalgebra of the convolution algebra C
c(G) and is invariant
under the involution f 7→ f∗;
(2) Cc(G)χn is the linear subspace of C
c(G) consisting of the functions f ∈
Cc(G) satisfying the equation
f(r(θ1)xr(θ2)) = χn(r(θ1))f(x)χn(r(θ2)) = e
inθ1f(x)einθ2
for all θ1, θ2 ∈ R and x ∈ G;
Proof. Item (1) follows from the relations
χ−n ∗ χ−n = χ−n and χ∗−n = χ−n;
Item (2) can be checked by a direct computation. 
Observe that, in the case n = 0, the algebraCc(G)χn is the algebraC
c(K\G/K)
of K-invariant functions in Cc(G) considered in Subsection 6.B.d.
The Cartan decomposition of G (see Example 6.B.25) can be further refined,
as follows.
Lemma 6.E.15. Let A be the subgroup of diagonal matrices with positive di-
agonal entries in G = SL2(R).
Then G = KAK.
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Proof. Let x ∈ G. Denote by xt the transpose of the matrix x. Then xxt is
a symmetric positive definite matrix. So, there exists a symmetric positive definite
matrix y with y2 = xtx. Then xy−1 ∈ K, since
(xy−1)txy−1 = (y−1)txtxy−1 = y−1y2y−1 = I.
So, x = k1y for some k1 ∈ K. (This is as x = u|x| in Appendix A.I.) Moreover, since
y is symmetric and positive definite, there exists k2 ∈ K such that a := k−12 yk2
belongs to A. Therefore x = (k1k2)a(k
−1
2 ). 
There is a corresponding Cartan decomposition G = KAK for any semisimple
connected real Lie group G. See for example [Knap–02, Theorem 7.39].
Since (G,K) is a Gel’fand pair (Example 6.B.25), the algebra Cc(K\G/K) is
commutative. We now generalize this property to all algebras Cc(G)χn .
Proposition 6.E.16. The algebra Cc(G)χn is commutative for every n ∈ Z.
Proof. The proof bears similarities with the proof of Gelf’and theorem 6.B.24).
Following the proof of Theorem 1 in [Lang–85, Chap. II, § 1], we consider
• the anti-automorphism τ of G of order 2 given by x 7→ xt and
• the automorphism σ of G of order 2 given by x 7→ x0xx−10 , where
x0 =
(
1 0
0 −1
)
.
Observe that τ and σ act both as the identity on the subgroup A of diagonal
matrices. Moreover, τ and σ coincide on K: for k = r(θ) ∈ K, we have
τ(k) = kt = k−1
and
σ(k) = x0r(θ)x
−1
0 = r(−θ) = k−1.
For f ∈ Cc(G), define f τ ∈ Cc(G) by
f τ (x) = f(τ(x)) for x ∈ G,
and define similarly fσ ∈ Cc(G).
The arguments of the proof of Theorem 6.B.24 show that τ and σ preserve the
Haar measure µG on G (recall that G is unimodular). These arguments also show
that, for every f1, f2 ∈ Cc(G), we have
(f1 ∗ f2)τ = f τ2 ∗ f τ1
(since τ is an anti-automorphism of G) and
(f1 ∗ f2)σ = fσ1 ∗ fσ2
(since σ is an automorphism of G).
Let f ∈ Cc(G)χn . We claim that f τ = fσ. Indeed, let x ∈ G; write x = k1ak2
with k1, k2 ∈ K and a ∈ A (see Lemma 6.E.15). On the one hand, we have
f τ (x) = f(kt2a
tkt1) = f(k
−1
2 ak
−1
1 ) = χn(k2)χn(k1)f(a);
on the other hand, we have
fσ(x) = f(σ(k1)σ(a)σ(k2) = f(k
−1
1 ak
−1
2 ) = χn(k1)χn(k2)f(a).
Now, let f1, f2 ∈ Cc(G)χn . Then (f1 ∗ f2)τ = (f1 ∗ f2)σ and hence
f τ2 ∗ f τ1 = fσ1 ∗ fσ2
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that is,
fσ2 ∗ fσ1 = fσ1 ∗ fσ2
Therefore,
f2 ∗ f1 = (fσ2 ∗ fσ1 )σ = (fσ1 ∗ fσ2 )σ = f1 ∗ f2,
and this concludes the proof. 
We can now state the main result of this subsection.
Theorem 6.E.17. The subgroup K = SO(2) is a large subgroup of G =
SL2(R).
Consequently, G = SL2(R) is a CCR group and is therefore of type I.
Proof. Let (π,H) be an irreducible representation of G. Let
H =
⊕
n∈Z
Hn
be the decomposition of H into K-isotypical components Hn := Hχn . We will show
that Hn is finite-dimensional, in fact at most one-dimensional, for every n ∈ Z.
Let n ∈ Z be fixed in the sequel.
• First step. We claim that Hn is invariant under π(Cc(G)χn).
Indeed, recall that the orthogonal projection Pn : H → Hn is the operator
π(χn) = π(χ−n). Let f ∈ Cc(G)χn . Then f = χn ∗ f ∗ χn and hence
π(f) = π(χn ∗ f ∗ χn) = π(χn)π(f)π(χn) = Pnπ(f)Pn.
This shows that Hn is invariant under π(f).
As a result, we have a representation
πn : C
c(G)χn → L(Hn), f 7→ π(f)|Hn .
Recall that Cc(G)χn is invariant under the involution f 7→ f∗; therefore, πn is a
∗-homomorphism.
• Second step. We claim that the commutant πn(Cc(G)χn)′ of the selfadjoint
subalgebra πn(C
c(G)χn ) of L(Hn) consists only of scalars operators.
Indeed, it suffices to show that the von Neumann algebra πn(C
c(G)χn)
′′ gen-
erated by πn(C
c(G)χn) coincides with L(Hn). Let T ∈ L(Hn) and set
T˜ := TPn ∈ L(H).
Since π is irreducible, the von Neumann algebra generated by π(Cc(G)) coincides
with L(H). Therefore there exists a net (fi)i∈I in Cc(G) such that limi π(fi) = T˜
in the strong (or weak) operator topology. Then χ−n ∗ fi ∗ χ−n ∈ Cc(G)χn and
lim
i
π(χ−n ∗ fi ∗ χ−n) = lim
i
(Pnπ(fi)Pn) = Pn lim
n
π(fi)Pn = PnT˜ Pn = PnTPn.
Therefore
lim
i
πn(χ−n ∗ fi ∗ χ−n) = T
and the claim is proved.
• Third step. We claim that πn is an irreducible representation of Cc(G)χn .
Indeed, let K be a πn(Cc(G)χn)-invariant closed subspace of Hn and let
P : Hn → K
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be the orthogonal projection. Let f ∈ Cc(G)χn . Then, Pπn(f)P = πn(f)P and
therefore
Pπn(f) = (πn(f
∗)P )∗ = (Pπn(f∗)P )∗ = Pπn(f)P,
that is, πn(f)P = Pπn(f). So, P ∈ πn(Cc(G)χn)′. Therefore by the second step,
P is a scalar operator, that is, K = {0} or K = Hn.
• Fourth step. The dimension of Hn is at most one.
Indeed, πn(C
c(G)χn)
′ consists only of scalar operators, by the second step.
Since πn is irreducible (third step) and C
c(G)χn is commutative (Proposition 6.E.16),
it follows that dimHn ≤ 1. 
Remark 6.E.18. Parts of the proof of Theorem 6.E.17 are valid in a much
greater generality.
Indeed, let G be a unimodular LC compact and K a compact subgroup of G.
For σ ∈ K̂, let ψσ = dσχσ, where χσ is the character of σ and dσ its dimension.
Define
Cc(G)σ = ψσ ∗ Cc(G) ∗ ψσ.
Then Cc(G)σ is a subalgebra of the convolution algebra C
c(G) and is invariant
under the involution f 7→ f∗.
Let (π,H) be an irreducible representation of G and let
H =
⊕
σ∈K̂,
Hσ
be the decomposition of H into K-isotypical components.
The arguments of the three first steps in the proof of Theorem 6.E.17 carry
over, with the obvious changes, and show that the following holds:
• Hσ is invariant under π(Cc(G)σ) and so defines a ∗-representation πσ of
Cc(G)σ ;
• the commutant of πσ(Cc(G)σ) in L(Hσ) consists only of scalar operators;
• (πσ,Hσ) is an irreducible representation of Cc(G)σ .
Assume now that G is a linear semisimple real Lie group and K a maximal
compact subgroup of G. Using the fact that G has a decomposition G = KS,
where S is a closed solvable subgroup (“Iwasawa decomposition”), one shows (see
[Dixm–C*, 15.5.5] or [Gode–52, Theorem 2]) that the last step in the proof of
Theorem 6.E.17 remains valid in the following form:
• the dimension of Hσ is at most dσ.
On the class of groups of type I. We give a non exhaustive list of topological
groups which are known to be of type I.
Theorem 6.E.19 (Some locally compact groups of type I). The following
locally compact groups are of type I:
(1) Second-countable locally compact abelian groups.
(2) Compact groups.
(3) Nilpotent connected locally compact groups, and more generally connected-
by-compact locally compact groups whose solvable radical is actually nilpo-
tent.
(4) Reductive algebraic groups over a local field.
(5) Connected real algebraic groups.
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(6) Adelic reductive groups of the form G = G(A), where G is a reductive
algebraic group defined over Q and A the adele ring of the field Q.
(7) Some solvable locally compact groups, e.g., all solvable connected real Lie
groups that are of dimensions at most 4, and all solvable connected real
Lie groups for which the exponential map is surjective.
(8) Full groups of automorphisms of Bruhat–Tits trees.
References for proofs and comments. Claim (1) follows from Corollary
6.B.21 and Corollary 6.D.2; Claim (2) is straightforward.
For (3) see [Dixm–59], and [Lips–72]. For (4), see Theorem 6.E.12.
For Claim (5), see [Dixm–57].
Claim (6) follows from [GGPS–69, Chap. III, § 3, no. 3], combined with our
(4). See also [Moor–65, Section 6].
In contrast to this and in relation with (3), it is shown in [Moor–65, beginning
of Section 7] that, for a nilpotent algebraic groupG defined overQ, the adelic group
G(A) is type I if and only if G is abelian.
Concerning (7), see [Take–57] for groups of which the exponential map is
surjective. A necessary and sufficient condition for a solvable connected simply
connected Lie group to be of type I is established in [AuKo–71], in terms of
coadjoint orbits.
For (8), see [Ol’s–77] and [Ol’s–80]. For other groups of automorphisms of
trees, see [HoRa–19]. 
The universal covering group of a connected (even solvable) Lie group of type
I need not be type I [Dixm–61].
Theorem 6.E.20 (Some more topological groups of type I). The following
topological groups are type I:
(1) Abelian topological groups.
(2) The groups U∞(H) and U(H)str, as defined above in 3.G.1.
(3) The group Sym(N) of permutations of N with the topology of simple con-
vergence.
(4) The group Aut(Q,≤) of automorphisms of the ordered set of the rationals
with the topology of simple convergence.
(5) The group Homeo(2N) of homeomorphisms of the Cantor space with the
compact-open topology.
References for proofs and comments. Claim (1) is a consequence of the
(non obvious) fact that abelian von Neumann algebras are of type I (see Proposi-
tion 7.C.1).
For Claim (2), see [Kiri–73], [Ol’s–78], and 3.G above. For a discussion of
the two latter articles and further results on representations of unitary groups, see
[Neeb–14].
For (3), see [Lieb–72, Theorems 3 & 4]. More generally, consider a countable
infinite set X , the Polish group Sym(X) of permutations of X , and a subgroup G
of Sym(X); assume that
(a) G is oligomorphic, i.e., for all n ≥ 1 its diagonal action of G on Xn has a
finite number of orbits,
(b) for every separable Hilbert space K, every homomorphism G → U(K) is
continuous.
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Then G has countably many equivalence classes of irreducible representations, and
every representation of G in a separable Hilbert space is a direct sum of irreducible
representations (see [Tsan–12]). In particular, G is of type I. This applies to the
groups Aut(Q) and Homeo(2N) of (5). 
We mention a list of operations under which the class of type I groups is stable.
Proposition 6.E.21. (Stability properties of type I groups)
(1) Open subgroups of type I second-countable locally compact groups are type
I. For a second-countable locally compact group G and a closed subgroup
H of finite index, G is type I if and only if H is type I.
(2) Quotients of type I groups are type I: if G is a type I topological group and
N a closed normal subgroup, then G/N is type I.
(3) A Cartesian product of a finite number of type I groups is type I.
(4) Let G = lim←−Gα be a projective limit of locally compact groups Gα =
G/Kα, with Kα a compact normal subgroup of G for all α; then the locally
compact group G is type I if and only if each Gα is type I.
(5) Let G be a topological group and H a closed subgroup such that G/H
is locally compact and possesses a non-zero, finite, G-invariant Radon
measure; if H is type I then G is type I.
In particular, (type I)-by-compact locally compact-groups are type I,
and a fortiori abelian-by-compact locally compact groups are type I.
References for proofs. For (1), see Proposition 2.4 and Corollary 2.5 in
[Kall–73]. Fact (2) is a straightforward consequence of the definitions. For (3),
see, e.g., [Mack–76, Theorem 3.2]; if G1, . . . , Gk are LC groups of type I, the
dual of the product
∏
i=1Gi is naturally homeomorphic to the Cartesian product∏k
i=1 Ĝi of the duals of the Gi ’s. Claim (4) follows from the definitions and
from Proposition 8.D.3 below (see also the remark following Proposition 2.2 in
[Moor–72]). Claim (5) is Theorem 1 in [Kall–70]. The particular case of (5) for
second-countable LC groups is alternatively a consequence of [Mack–58, Theorem
9.3]. 
CHAPTER 7
Non type I groups
There are large classes of groups which are not of type I. Following Murray
and von Neumann, we first show in Section 7.A that the regular representation of
a discrete icc group is a factor representation which is not of type I.
Recall from Proposition 6.B.12 that a type I representation π of a group G
is characterized by a property of the von Neumann algebra π(G)′′. Von Neumann
algebras are subdivided into various types, the so-called types If , I∞, II1, II∞, and
III. We recall this type classification in Section 7.B, after a short reminder on traces
on operator algebras. This leads in Section 7.C to the definition of group represen-
tations of corresponding types. Historically, types were first defined by Murray and
von Neumann in 1936, before being imported in the theory of unitary group repre-
sentations, notably by Mautner, Godement, Segal, and Mackey (see [Maut–50a],
[Maut–50b], [Gode–51a], [Sega–51], [Mack–53]).
We discuss several groups that are not of type I. In particular, we state Thoma’s
characterization of discrete groups of type I (Theorem 7.D.1). The regular repre-
sentation λΓ of a discrete group Γ generates a von Neumann algebra of finite type.
It turns out that Γ is of type I if and only if λΓ is of type I (Theorem 7.D.2). We
indicate a class of examples of groups Γ for which λΓ has both a type I component
and a type II component (Theorem 7.D.5). We mention in 7.E results about the
type of the regular representation for classes of non discrete locally compact groups.
In Section 7.F, we discuss the direct integral decompositions of a factor rep-
resentation π of a second-countable LC group G into irreducible representations.
We will see that almost every irreducible representation involved in such a direct
integral decomposition of π is weakly equivalent to π. This last result has impor-
tant consequences: every factor representation of G is weakly equivalent to some
irreducible representation of G, and the quotient map Ĝ։ Prim(G) has a natural
extension to a map QD(G) ։ Prim(G); moreover, when G is not of type I, many
fibers of the map Ĝ։ Prim(G) are uncountable.
7.A. A class of non type I groups
As we will see later (Theorem 7.D.2), most discrete groups are not of type I.
For the moment, we single out the following venerable result of Murray and von
Neumann [MuvN–43, Lemma 5.3.4]; see also Chap. III, § 7, no 6 in [Dixm–vN].
For the definition and examples of icc groups, see Appendix A.E. For the definition
of factors of type II1, see Appendix A.K.
Proposition 7.A.1. Let Γ be a discrete group, Γ 6= {e}, and L(Γ) := λΓ(Γ)′′
the von Neumann algebra of the left regular representation of Γ. The following
properties are equivalent:
(i) Γ is an icc group;
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(ii) L(Γ) is a factor.
When this is the case, L(Γ) is a factor of type II1.
Proof. Let ρΓ be the right regular representation ρΓ of Γ on ℓ
2(Γ). Observe
that λΓ(γ)ρΓ(γ
′) = ρΓ(γ′)λΓ(γ) for all γ, γ′ ∈ Γ.
Let T ∈ L(Γ). Then
ρΓ(γ)T = TρΓ(γ) for all γ ∈ Γ.
Suppose moreover that T is in the centre of L(Γ). Then
λΓ(γ)T = TλΓ(γ) for all γ ∈ Γ.
Set
f := Tδe ∈ ℓ2(Γ).
Then, for every γ ∈ Γ, we have λΓ(γ)ρΓ(γ)δe = δe and
λΓ(γ)ρΓ(γ)f = (λΓ(γ)ρΓ(γ)T )δe = (TλΓ(γ)ρΓ(γ))δe = Tδe = f.
Therefore f is a function in ℓ2(Γ) which is central. It follows that the support of f
consists of elements with finite conjugacy class.
(i) ⇒ (ii) Assume that Γ is icc. Then f is supported by {e}, that is Tδe = f =
cδe for a scalar c ∈ C. For every γ ∈ Γ, we have
Tδγ = TλΓ(γ)δe = λΓ(γ)Tδe = cλΓ(γ)δe = cδγ .
Since the span of {δγ | γ ∈ Γ} is dense in ℓ2(Γ), it follows that T = cI. This shows
that λΓ(Γ)
′′ is a factor. Moreover, this factor is finite, because it has a finite trace
T 7→ 〈Tδe | δe〉, and infinite dimensional, because Γ is infinite. This means that
λΓ(Γ)
′′ is a factor of type II1.
(ii) ⇒ (i) Assume now that Γ is not icc, that is, there exists a finite conjugacy
class C ⊂ Γ with C 6= {e}. Consider the operator
T := λΓ(1C) =
∑
γ∈C
λΓ(γ),
which belongs to λΓ(Γ)
′′. Then T ∈ λΓ(Γ)′; indeed, for every x ∈ Γ, we have
TλΓ(x) =
∑
γ∈C
λΓ(γ)λΓ(x) = λΓ(x)
∑
γ∈C
λΓ(x
−1γx)
= λΓ(x)
∑
γ∈C
λΓ(γ) = λΓ(x)T.
Therefore T belongs to the centre of λΓ(Γ)
′′. Moreover, T is not a multiple of the
identity, since Tδe = 1C . So, L(Γ) is not a factor. 
Definition 7.A.2. The von Neumann algebra of a discrete group Γ is
the von Neumann algebra L(Γ) := λΓ(Γ)′′ of its left regular representation λΓ : Γ→
U(ℓ2(Γ)).
A remarkable property of von Neumann algebras of discrete groups, also ob-
served by Murray and von Neumann, is that they admit faithful finite normal traces,
as shown by the following proposition (these terms are defined in Section 7.B). Re-
call that (δγ)γ∈Γ denotes the standard basis of the Hilbert space ℓ2(Γ), and that δe
is the basis element defined by the unity element e ∈ Γ; we denote as in Appendix
A.J by L(Γ)+ the cone of positive operators in L(Γ).
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Proposition 7.A.3. Let Γ be a discrete group. The linear functional
t : L(Γ)→ C, T 7→ 〈Tδe | δe〉
has the following properties:
(1) t is continuous for the weak operator topology on L(Γ);
(2) t(Idℓ2(Γ)) = 1;
(3) t(ST ) = t(TS) for all S, T ∈ L(Γ);
(4) t is faithful, that is, t(T ) > 0 for every T ∈ L(Γ)+, T 6= 0.
Proof. Properties (1) and (2) are obvious.
For γ ∈ Γ, we have t(λΓ(γ)) = 1 if γ = e and t(λΓ(γ)) = 0 otherwise. This
implies that
t(λΓ(γ1)λΓ(γ2)) = t(λΓ(γ1γ2)) = t(λΓ(γ2γ1)) = t(λΓ(γ2)λΓ(γ1))
for all γ1, γ2 ∈ Γ. By linearity and density, Property (3) follows.
To show Property (4), let T ∈ L(Γ)+ be such that t(T ) = 0; we have to show
that T = 0. Write T = S∗S for S ∈ L(Γ). Then
0 = t(T ) = t(S∗S) = 〈S∗Sδe | δe〉 = ‖Sδe‖2,
that is, Sδe = 0. Now, δe is a cyclic vector for the right regular representation ρΓ
and S ∈ L(Γ) ⊂ ρΓ(Γ)′; hence Sξ = 0 for every ξ ∈ ℓ2(Γ). It follows that S = 0,
that is, T = 0. 
We are going to show that, for an icc group Γ, the regular representation λΓ is
not of type I. Our proof will depend on the following fact, which is of independent
interest.
Proposition 7.A.4. Let Γ be a discrete group. Assume that λΓ contains an
irreducible subrepresentation.
Then Γ is finite.
Proof. Assume that λΓ contains an irreducible subrepresentation π. Let H
be the Γ-invariant closed subspace of ℓ2(Γ) defining π.
Let P ∈ L(Γ)′ be the orthogonal projection from ℓ2(Γ) onto H. The induced
von Neumann algebra L(Γ)P = PL(Γ)P , viewed as a subalgebra of L(H), coincides
with π(Γ)′′ and hence with L(H), since π is irreducible. Let E ∈ L(Γ) ∩ L(Γ)′ be
the central support of P . Recall from Subsection 6.B.a that the induction map
Φ : L(Γ)E → L(Γ)P
is an isomorphism. Consider the linear functional ϕ : L(H)→ C defined by
ϕ(T ) = 〈Φ−1(T )δ0 | δ0〉 for T ∈ L(H) = L(Γ)P .
Then, by Proposition 7.A.3, ϕ has the following properties:
(a) ϕ is continuous for the weak operator topology on L(H);
(b) ϕ(ST ) = ϕ(TS) for all S, T ∈ L(H).
(c) ϕ 6= 0.
It follows that H is finite dimensional.
Indeed, by Property (b), we have ϕ(p) = ϕ(q) for any two projections p, q ∈
L(H) with the same dimension, as p and q are conjugate under the unitary group
of H. Since IdH =
∑
i pi in the weak operator topology for one-dimensional pro-
jections pi, it follows from Properties (a) and (c) that H is finite dimensional.
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Since π is finite-dimensional, the trivial representation 1Γ is contained in the
tensor product π ⊗ π, where π is the conjugate representation of π [BeHV–08,
A.1.13]. Therefore 1Γ is contained in λΓ ⊗ λΓ, which is equivalent to λΓ (see
[BeHV–08, Appendix E]). So, ℓ2(Γ) contains a non-zero invariant vector; this is
only possible if Γ is finite. 
The analogue for LC groups of Proposition 7.A.4 does not hold. Indeed, there
are second-countable LC groups G which are Fell groups, i.e., which are such that
the regular representation λG is a direct sum of irreducible representations, and
which are non-compact. We refer to [Bagg–72, Section IV] for the original example
of Fell, and to [Robe–78] for some other examples.
The following corollary is an immediate consequence of Propositions 7.A.1,
7.A.4, and 6.B.14.
Corollary 7.A.5. Let Γ be a discrete icc group.
Then Γ is not of type I.
7.B. Operator algebras, traces and types
The aim of the present section is to recall some of the terminology from the
theory of operator algebras relevant for the type classification of representations.
Traces on C*-algebras. Traces are important for both von Neumann al-
gebras and C*-algebras, and also because characters of group representations are
defined in terms of traces (see Chapter 10). Consider first a C*-algebraA. The cone
of positive elements is A+ := {x ∈ A | x = y∗y for some y ∈ A}. For x, y ∈ A+,
the order x ≤ y is defined by y − x ∈ A+. More on A+ in Appendix A.J.
A trace on A is a function t : A+ → [0,∞] such that
(1) t(x+ y) = t(x) + t(y) for all x, y ∈ A+;
(2) t(λx) = λt(x) for all x, y ∈ A+ and λ ∈ [0,∞[
(it is agreed that the product 0∞ is 0);
(3) t(x∗x) = t(xx∗) for all x ∈ A+.
Such a trace is
(4) semi-finite if t(x) = sup{t(y) | y ∈ A+, y ≤ x, t(y) <∞} for all x ∈ A+;
(5) finite if t(x) <∞ for all x ∈ A+;
(6) lower semi-continuous if, for all x ∈ A+ and λ ∈ R such that λ < t(x),
there exists ε > 0 such that λ < t(y) for all y ∈ A+ such that ‖y−x‖ < ε;
(7) faithful if, for x ∈ A+, the equality t(x) = 0 implies x = 0.
Let t1, t2 be two traces on A; then t1 dominates t2 if t1(x) ≥ t2(x) for all x ∈ A+.
Example 7.B.1. (1) Let A be a C*-algebra, not {0}. The function t defined
on A+ by t(0) = 0 and t(x) = ∞ for all x 6= 0 in A+ is a lower semi-continuous
faithful trace that is not semi-finite.
(2) Let c0(N) be the C*-algebra of sequences (zi)i≥1 of complex numbers such
that limi→∞ zi = 0, equipped with the norm ‖(zi)i≥1‖∞ := supi≥1 |zi|. Its positive
cone c0+ is the subset of sequences in c
0(N) of non-negative real numbers. Let
µ = (µi)i≥1 be a sequence of non-negative real numbers; a trace tµ on c0(N) is
defined by
tµ : c
0(N)+ → [0,∞], (zi)i≥1 7→
∞∑
i=1
µizi.
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This trace is clearly semi-finite and it is an exercise in calculus to check that it
is lower semi-continuous. The trace tµ is finite if and only if
∑∞
i=1 µi < ∞, and
faithful if and only if µi > 0 for all i ≥ 1.
It is easy to show that every semi-finite and semi-continuous trace on c0(N) is
of the form tµ for a sequence µ as above.
For a generalization of this example, see Proposition 7.B.2.
(3) Let t be the trace on C0(R) defined on f ≥ 0 by t(f) = 0 if the support of
f is compact and t(f) =∞ otherwise. Then t is neither lower semi-continuous nor
semi-finite.
(4) Let K(H) be the C*-algebra of compact operators on a separable infinite-
dimensional Hilbert spaceH. There exist so-called “Dixmier traces” t on K(H), not
the zero trace, which vanish on the usual trace-class operators [Dixm–66]. They
can be shown to be semi-finite, and not lower semi-continuous.
(5) Let G be a unimodular LC group, C∗λ(G) the reduced C*-algebra of G
(see Chapter 8), and Cc(G) the sub-∗-algebra of continuous functions on G with
compact supports. A semi-finite faithful trace t is defined on C∗λ(G) by
t(f ∗ f∗) = (f ∗ f∗)(e) = ‖f‖22 for all f ∈ Cc(G),
and suitably extended on elements of C∗λ(G)+; see Example 10.A.7(2).
The trace t is finite if and only if G is discrete. In this case, we write Γ rather
than G for the group, and C[Γ] rather than Cc(Γ) for the group algebra. (See also
Example 7.B.5(2).)
(6) Let G be a locally compact group. There exists a non-zero finite trace on
C∗λ(G) if and only if the amenable radical of G is open [FoSW, KeRa–17].
The following proposition gives a complete description of lower semi-continuous
and semi-finite traces on a commutative C*-algebra.
Proposition 7.B.2. Let X be a second countable locally compact space. Let
C0(X) be the abelian C*-algebra of continuous functions on X which vanish at in-
finity. Let µ be a Radon measure on an open subset U of X. Define tµ : C
0(X)+ →
[0,∞] by
tµ(f) =
∫
U
f(x)dµ(x) for every f ∈ C0(X)+.
(1) tµ is a lower semi-continuous and semi-finite trace on C
0(X);
(2) tµ is finite if and only if µ is finite;
(3) tµ is faithful if and only if µ(V ∩U) 6= 0 for every non-empty open subset
V of X.
(4) Let t be a lower semi-continuous and semi-finite trace on C0(X). Then
t = tµ for a Radon measure µ on an open subset U of X.
Proof. (1) Let (fn)n≥1 be a sequence in C0(X)+ and f ∈ C0(X)+ be such
that limn fn = f . Then, by Fatou’s lemma, we have
tµ(f) =
∫
U
lim inf fn(x)dµ(x) ≤ lim inf
∫
U
fn(x)dµ(x) = lim inf tµ(fn),
and the lower continuity of tµ follows.
Choose an increasing sequence (ϕn)n≥1 of functions ϕn ∈ Cc(X)+ with sup-
ports contained in U and such that limn ϕn(x) = 1 for every x ∈ U . Let f ∈
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C0(X)+. We have ϕnf ≤ f ; moreover, for every x ∈ U , the sequence (ϕn(x)f(x))n≥1
is increasing and converges to f(x). Hence, by Lebesgue monotone convergence the-
orem, we have
lim
n
tµ(ϕnf) = lim
n
∫
U
ϕn(x)f(x)dµ(x) =
∫
U
f(x)dµ(x) = tµ(f).
Since ϕnf has compact support contained in U and since µ is a Radon measure
on U , we have tµ(ϕnf) < +∞ for every n ≥ 1. This shows that tµ is semi-finite.
Item (2) is obvious. is clear
(3) Assume that tµ is faithful and let V be a non-empty open subset of X . Let
f ∈ Cc(X)+, f 6= 0, with support contained in V . Then tµ(f) 6= 0 and it follows
that µ(V ∩ U) 6= 0.
Assume that µ(V ∩ U) 6= 0 for every non-empty open subset V of X . Let
f ∈ C0(X)+ with f 6= 0. The set Vf = {x ∈ X | f(x) > 0} is open and non-empty;
so, µ(Vf ∩ U) > 0 and therefore
tµ(f) =
∫
Vf∩U
f(x)dµ(x) > 0
This shows that tµ is faithful.
(4) Let mt be the ideal of definition of t, that is, the linear span of
mt,+ = {f ∈ C0(X)+ | t(f) < +∞}
(see Section 10.A). The closure J of mt is a closed ideal in C
0(X). Therefore, there
exists a closed subset A of X such that
J = {f ∈ C0(X) | f |A = 0}.
Set U := X rA. We identify J with C0(U) and so mt with a dense ideal of C0(U).
By Lemma 7.B.4, mt contains C
c(U). Hence, t|Cc(U) is a positive linear form
on Cc(U) and there exists therefore a Radon measure µ on U such that
t(f) =
∫
U
f(x)dµ(x) for all f ∈ Cc(U).
We claim that t = tµ. Indeed, let (ϕn)n≥1 be an increasing sequence in Cc(U)+
such that limn ϕn = 1 on U .
Let f ∈ C0(X)+. Then ϕnf ∈ Cc(U)+ and ϕnf ≤ f for every n ≥ 1; more-
over we have limn ϕnf(x) = f(x) for every x ∈ U . So, by Lebesgue monotone
convergence theorem, we have
lim
n
t(ϕnf) = lim
n
∫
U
ϕn(x)f(x)dµ(x) =
∫
U
f(x)dµ(x) = tµ(f).
It suffices therefore to show that limn t(ϕnf) = t(f) for every f ∈ C0(X)+.
Assume first that f ∈ C0(U)+. Then limn ϕnf = f and hence, by the lower
semi-continuity of t, we have
lim inf t(ϕnf) ≥ t(f);
so, limn t(ϕnf) = t(f), since t(ϕnf)) ≤ t(g).
Next, let f ∈ C0(X)+ such that f /∈ C0(U)+. Then t(f) = +∞. Let C > 0.
Since t is semi-finite, there exists g ∈ mt,+ such that
g ≤ f and C < t(g).
7.B. OPERATOR ALGEBRAS, TRACES AND TYPES 219
By what we have seen above, we have limn t(ϕng) = t(g). Hence, there exists n0
such that
C < t(ϕng) for all n ≥ n0.
Since ϕng ≤ ϕnf , we have therefore
C < t(ϕnf) for all n ≥ n0
and so
lim
n
t(ϕnf) = +∞ = t(f).

Remark 7.B.3. The result in Proposition 7.B.2 admits an appropriate gener-
alization which holds for any C*-algebra of type I; see Corollaire 2 of The´ore`me 2
in [Dixm–63].
Every C*-algebraA has a unique minimal dense ideal, called the Pedersen ideal
of A (see [Pede–79, § 5.6]). The following elementary lemma identifies this ideal
in the case where A is commutative. The lemma has been used in the proof of
Proposition 7.B.2.
Lemma 7.B.4. Let X be a locally compact topological space.
Every dense ideal of C0(X) contains Cc(X).
Proof. Let J be a dense ideal in C0(X). Let f ∈ Cc(X); denote by K the
support of f . Let x ∈ K. There exists gx ∈ J such that gx(x) 6= 0 and we can
therefore find a neighbourhood Ux of x such that gx > 0 on Ux. By compactness
of K, there exists x1, . . . , xn ∈ K such that
K ⊂
n⋃
i=1
Uxi .
Then g :=
∑n
i=1 |gxi |2 belongs to J and g > 0 on K. Define h : X → C by
h(x) =

f(x)
g(x)
for x ∈ K,
0 for x /∈ K.
Then h is continuous on X with compact support and therefore f = hg belongs
to J . 
Traces on C*-algebras are addressed again below, in Section 10.A.
Traces on von Neumann algebras. Let nowM be a von Neumann algebra;
in particular, it is a C*-algebra, and the definitions above apply. A trace t on M
is normal if, for every increasing filtering subset F ⊂M+ with least upper bound
x ∈ M+, the value t(x) is the least upper bound of {t(y) ∈ [0,∞] | y ∈ F}.
A trace on M is normal if and only if it is lower semi-continuous with respect
to the weak topology [Dixm–vN, Chap. I, § 6, exercice 1].
Example 7.B.5. (1) If H is a separable Hilbert space, the standard trace
Tr on L(H) is semi-finite, normal, and faithful. Recall that the standard trace is
defined by Tr(x) =
∑
i≥1〈xei | ei〉 ∈ [0,∞] for x ∈ L(H)+, where (ei)i≥1 is an
orthonormal basis of H; the sum is independent of the choice of the basis.
Every semi-finite normal trace on L(H) is proportional to Tr; see [Dixm–vN,
Chap. I, § 6, no 6].
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The standard trace on L(H) is finite if and only if H is finite-dimensional.
If H is infinite-dimensional, the construction referred to in Example 7.B.1(4)
provides “Dixmier traces” on L(H) that are semi-finite and not normal [Dixm–66].
(2) Let Γ be a discrete group and λΓ the left regular representation of Γ on
ℓ2(Γ). The map
t : T 7→ 〈Tδe | δe〉
is a faithful finite normal trace on the von Neumann algebra L(Γ) ⊂ L(ℓ2(Γ))
generated by λΓ(Γ), as shown in Proposition 7.A.3.
Observe that t coincides on the group algebra C[Γ] with the trace of Example
7.B.1(5).
(3) On an abelian von Neumann algebra, finite traces need not be normal.
Indeed, by the Hahn–Banach theorem, there exist non-zero positive linear forms on
L∞([0, 1], dt) which vanish on the closed subspace C([0, 1]) of continuous functions.
Such a form is a finite trace on L∞([0, 1], dt); it is not normal since C([0, 1]) is
weakly dense in L∞([0, 1], dt).
Types of von Neumann algebras. A von Neumann algebra M is
(A) type I or discrete if it is isomorphic to a von Neumann algebra with an
abelian commutant;
(B) continuous if there does not exist any projection p 6= 0 in the centre
M∩M′ such that pMp is discrete;
(C) finite [respectively semi-finite] if, for every x ∈M+, x 6= 0, there exists
a normal trace t on M that is finite [respectively semi-finite] and such
that t(x) > 0;
(D) properly infinite [respectively purely infinite] if there does not exist
any non-zero finite normal trace onM [respectively any semi-finite normal
trace on M];
(E) type II1 if it is continuous and finite;
(F) type II∞ if it is continuous, semi-finite, and properly infinite;
(G) type III if it is purely infinite, i.e., if the only normal semi-finite trace on
M+ is the zero trace;
For factors (see Section 6.B.b), the typology can be refined: a factor of type I is
of type In if it is isomorphic to the algebra Mn(C) of n-by-n complex matrices,
for some integer n ≥ 1, and of type I∞ if it is infinite-dimensional, isomorphic to
the algebra L(H) for some infinite-dimensional Hilbert space H. Moreover, type III
can be subdivided in types IIIλ, for λ ∈ [0, 1]; this will appear briefly in Chapters
13 and 14.
Remark 7.B.6. (1) Type I von Neumann algebras can also be characterized
as follows: a von Neumann algebra M is of type I if and only if there exists a
projection p ∈ M with central support I such that pMp is abelian [Dixm–vN,
Chap. I, § 8, The´ore`me 1].
(2) Finiteness and semi-finiteness have other characterizations in terms of traces:
A von Neumann algebra M is semi-finite if and only if it has a faithful semi-finite
normal trace. WhenM is countably decomposable,M is finite if and only if it has
a faithful finite normal trace [Dixm–vN, Chap. I, § 6, no 7]. (A von Neumann
algebra M is countably decomposable if every collection of pairwise orthogonal
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non-zero projections inM is countable. For example, a von Neumann algebra that
can act faithfully on a separable Hilbert space is countably decomposable.)
(3) The type of a von Neumann algebraM inside some algebra L(H) is closely
related to the type of its commutant M′:
– M is of type I if and only if M′ is of type I [Dixm–vN, Chap. I, § 8,
no 2];
– M is of type II if and only if M′ is of type II (in [Dixm–vN, Chap. I],
see § 6, no 8, cor. 1 of prop. 13, and § 8, no 2, cor. 1 of th. 1);
– M is of type III if and only ifM′ is of type III [Dixm–vN, Chap. I, § 6,
no 8].
The following proposition reduces the study of general von Neumann algebras
to that of von Neumann algebras of one of the types introduced above.
Proposition 7.B.7. Every von Neumann algebra M is canonically a product
MIf ×MI∞ ×MII1 ×MII∞ ×MIII
where the five terms in the product are respectively of type I and finite, of type I
and infinite, of type II1, of type II∞, and of type III (and each can be absent).
Reference for the proof. In [Dixm–vN, Chap. I], see § 6, no 7, cor. 1 of
prop. 8 and § 8, no 1, cor. 1 of prop. 1. 
7.C. Types of group representations
Let G be a topological group. Recall from Section 6.B that, for every represen-
tation (π,H) of G in a Hilbert space Hπ, there are two associated von Neumann
subalgebras of L(Hπ), which are commutant of each other: π(G)′′ and π(G)′.
We now relate type I representations introduced in Section 6.A to type I von
Neumann algebras.
Proposition 7.C.1. For a representation π of G, the following properties are
equivalent:
(i) π is of type I;
(ii) the von Neumann algebra π(G)′′ is of type I;
(iii) the von Neumann algebra π(G)′ is of type I.
Proof. The fact that (i) implies (ii) follows from Proposition 6.B.12 and the
definition of a type I von Neumann algebra. The fact that a von Neumann algebra
and its commutant are together of type I or not (see Remark 7.B.6) shows that (ii)
and (iii) are equivalent.
It remains to show that (iii) implies (i). Assume that π(G)′ is of type I. Then
there exists a projection p ∈ π(G)′ with central support I such that pπ(G)′p is
abelian (see Remark 7.B.6). Let σ be the subrepresentation of π on the range
of p. Since σ(G)′ ∼= pπ(G)′p, the representation σ is multiplicity-free (see Propo-
sition 6.B.10). As the central support of p is I, it follows from Proposition 6.B.13
that the representation π is of type I. 
We can now define various types of group representations.
Definition 7.C.2. The representation π of G is said to be of type I, II, II1,
II∞, or III if the von Neumann algebra π(G)′′ is of type I, II, II1, II∞, or III.
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The representation π is said to be of discrete, continuous, finite, semi-finite,
properly infinite, or purely infinite type if the von Neumann algebra π(G)′′ is of
discrete, continuous, finite, semi-finite, properly infinite, or purely infinite type.
Remark 7.C.3. Let π be a representation of G.
(1) It follows from the definitions that every representation quasi-equivalent to
π is of the same type as π. See Proposition 6.B.5.
(2) Our notion of representation of finite type does not agree with the notion of
“finite representation” from [Mack–76, Page 30], which is not invariant by quasi-
equivalence.
(3) π is of continuous type if and only if, for every non-zero subrepresentation ρ
of π, there are two equivalent subrepresentations ρ′, ρ′′ of ρ in orthogonal invariant
subspaces, such that ρ′ ⊕ ρ′′ = ρ.
(4) If π is a representation of type III on a separable Hilbert space, then every
representation that is quasi-equivalent to π is equivalent to π [Dixm–C*, 5.6.6].
As for von Neumann algebras (Proposition 7.B.7), the study of general repre-
sentations can be reduced to that of representations of specific types.
Proposition 7.C.4. Every representation π of a topological group is canoni-
cally a direct sum
πIf ⊕ πI∞ ⊕ πII1 ⊕ πII∞ ⊕ πIII
where the representations in the direct sum are respectively of type I and finite, of
type I and infinite, of type II1, of type II∞, and of type III (some of these can be
in spaces of dimension 0).
With the notions we have introduced, we can rephrase parts of Propositions 7.A.1
and 7.A.3 in the following way.
Proposition 7.C.5. Let Γ be a discrete group.
(1) The regular representation λΓ is a representation of finite type.
(2) If Γ 6= {e}, the following three conditions are equivalent:
— Γ is icc,
— λΓ is a factor representation,
— λΓ is a factor representation of type II1.
.
7.D. Types of representations of discrete groups
All groups appearing in this section will be discrete groups.
Thoma’s theorem. We have seen before that a discrete group need not be of
type I. In fact, we have the following characterization.
Theorem 7.D.1 (Thoma). Let Γ be a discrete group. The following properties
are equivalent:
(i) Γ is type I;
(ii) Γ is virtually abelian, that is, Γ contains an abelian subgroup of finite
index.
For a proof, we refer to the original article [Thom–68] (see also [Thom–64a]
for the case of countable groups). The deep implication is (i) =⇒ (ii).
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Type of the regular representation. In complement of Theorem 7.D.1,
here are other results about the type of the regular representation λΓ of a discrete
group Γ. We denote by D(Γ) the commutator group of Γ, and by FC(Γ) its FC-
centre, i.e., the normal subgroup of elements in Γ with a finite conjugacy class (see
Appendix A.E).
Theorem 7.D.2. Let Γ be a group.
(1) Γ is of type I if and only if λΓ is of type I.
(2) λΓ is of type II if and only if either [Γ : FC(Γ)] =∞, or [Γ : FC(Γ)] <∞
and D(FC(Γ)) is infinite.
(3) In particular, if Γ is not virtually abelian, FC(Γ) of finite index in Γ, and
D(FC(Γ)) is a finite group, then λΓ has both a type I component and a
type II component.
(4) If Γ is finitely generated, then λΓ is either of type I or of type II.
Note: Since λΓ is finite, one can replace “type II” by “type II1” in (2) to (4).
References for proofs. Parts (1) and (2) are Sa¨tze 2 and 1 in [Kani–69].
Claim (3) follows.
Claim (4) follows from Theorem 7.D.1 & (2), and the following classical fact:
a finitely generated group Γ with FC(Γ) of finite index is virtually abelian (see
Proposition A.E.1), and therefore of type I. 
Remark 7.D.3. (1) Let Γ be a countable group which is not virtually abelian.
Then Γ has factor representations of type II1, and of type III, see Theorem 8.F.4
below.
(2) Claim (1) of the theorem does not carry over to LC groups: there are groups
with left regular representation of type I that are not of type I (see Section 7.E).
Example 7.D.4. Except the infinite dihedral group, our main examples of
Chapter 3 are not virtually abelian, and therefore not of type I. We point out below
to some explicit examples of factor representations of type II1 of these groups.
(1) The Heisenberg group H(Z) of Section 3.B is not of type I. For factor
representations of H(Z) of types II and III, we refer to Example 14.B.2.
(2) Let Γ be a icc group, so that the left regular representation of Γ is factorial of
type II1. Assume moreover that Γ is amenable (for example solvable). Then L(Γ) is
the hyperfinite factor of type II1, by the famous result of Connes on the uniqueness
of the hyperfinite factor of type II1 [Conn–76, see in particular Corollary 7.2].
This applies to
– Aff(K), the affine group over an infinite field K, as in Section 3.C,
– the Baumslag–Solitar group BS(1, n) for every integer n ≥ 2, as in Sec-
tion 3.D,
– the restricted wreath product H ≀ A whenever H and A are non-trivial
abelian countable groups, for example the lamplighter group Z ≀ (Z/2Z)
of Section 3.E.
(3) For an infinite field K and an integer n ≥ 2, the general linear group Γ =
GLn(K) of Section 3.F is not type I. The quotient group PGLn(K) = GLn)K)/K
×
can be shown to be icc, for example because it is Zariski dense in an appropri-
ate algebraic group with trivial centre (compare [BeHa–94, Proposition 2]), so
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that its left regular representation is of type II1; it follows that the quasi-regular
representation λGLn(K)/K× of GLn(K) in ℓ
2(PGLn(K)) is factorial of type II1.
(4) The question to know whether appropriate quasi-regular representations
provide examples of factor representation of types II and III has attracted some
attention (quasi-regular representations have been defined just before 1.F.13). Here
is one example:
For the integral translation subgroup of the rational affine group
T =
(
1 Z
0 1
)
⊂ Aff(Q) =
(
Q× Q
0 1
)
,
the quasi-regular representation λAff(Q)/T is of type III [Bind–93, Proposition 3.6].
Groups with regular representation of mixed type. Let Γ be a dis-
crete group which is not virtually abelian; assume that [Γ : FC(Γ)] < ∞ and that
D(FC(Γ) is finite. It follows from Theorem 7.D.2 that the regular representation of
Γ must involve representations of different types. The following result of Kaplansky
[Kapl–51a, Theorem 2] gives the explicit type decomposition of λΓ for a class of
examples. Recall that L(Γ) denotes the von Neumann algebra generated by λΓ.
Theorem 7.D.5. Let Γ be an infinite discrete group with centre Z. Assume
that Z is finite of prime order p and that D(Γ) = Z.
Then
L(Γ) = A⊕
p−1⊕
i=1
Mi,
where A is an abelian von Neumann algebra. and the Mi’s are factors of type II1.
Proof. Let z0 be a generator for the cyclic group Z of order p. The unitary
dual Ẑ can be identified with the group Cp of p-th roots of unity: to every ω ∈ Cp
corresponds the unitary character χω : Z → T defined by χω(zj0) = ωj for j ∈
{0, 1, . . . , p− 1}.
We have an orthogonal decomposition of ℓ2(Γ) under the action of λΓ(z0), given
by
ℓ2(Γ ) =
⊕
ω∈Cp
Hω,
where
Hω = {f ∈ ℓ2(Γ) | f(z0x) = ωf(x) for every x ∈ Γ}.
Let ω ∈ Cp. Observe that Hω is invariant under λΓ(Γ) as well as under ρΓ(Γ). The
corresponding orthogonal projection Pω : ℓ
2(Γ)→ Hω belongs to the centre of the
von Neumann algebra L(Γ) and is given by
Pω(f)(x) =
1
p
p−1∑
i=0
ω−if(zi0x) for f ∈ ℓ2(Γ) and x ∈ Γ.
Denote by πω the restriction of λΓ to Hω. The von Neumann algebra πω(Γ)′′
coincides with the von Neumann algebra L(H)Pω induced by Pω. It is clear that
π =
⊕
ω∈Cp
πω
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and that
L(Γ) =
⊕
ω∈Cp
πω(Γ)
′′.
• First case. Assume that ω = 1. We claim that π1(Γ)′′ is abelian.
Indeed, H1 can be identified with ℓ2(Γ/Z) and π1 with λΓ/Z . The claim follows,
since Γ/Z is abelian.
• Second case. Assume that ω 6= 1. We claim that πω is factorial of type II1.
Indeed, set
fω := Pω(δe) ∈ Hω .
Then fω is a cyclic vector for the restriction of ρΓ to Hω, since δe is a cyclic vector
for ρΓ and since Pω ∈ ρΓ(Γ)′. Therefore, the linear map
πω(Γ)
′′ → Hω, T 7→ T (fω)
is injective.
We first prove that πω(Γ)
′′ is a factor. Let T ∈ L(Hω) be in the centre of
πω(Γ)
′′. In order to show that T is a scalar multiple of the identity, it suffices check
that the function
f := T (fω) ∈ Hω
is a scalar multiple of fω.
As in the proof of Proposition 7.A.1, f is invariant under conjugation by ele-
ments of Γ. We claim that f(x) = 0 for every x ∈ Γr Z.
Indeed, assume that f(x) 6= 0 for some x ∈ Γ r Z. Then there exists y ∈ Γ
with yxy−1 6= x. Since D(Γ) = Z, we have therefore yxy−1 = zi0x for some
i ∈ {1, . . . , p− 1}. It follows that
f(x) = f(yxy−1) = f(zi0x) = ω
if(x)
and this is a contradiction, since ωi 6= 1.
So, f = 0 on Γr Z. Since f ∈ Hω, we have, on the one hand,
f(zi0) = ω
if(z0) for every i ∈ {0, . . . , p− 1};
on the other hand, a straightforward computation shows that
fω(x) =

ωi
p
if x = zi0 for i ∈ {0, . . . , p− 1}
0 otherwise.
Therefore f is a scalar multiple of fω. Therefore, πω(Γ)
′′ is a factor.
Next, we show that the factor πω(Γ)
′′ is of finite type. The canonical trace of
L(H) (as in Proposition 7.A.3) defines by restriction a faithful trace on
πω(Γ)
′′ ∼= PωL(H)Pω .
Therefore πω(Γ)
′′ is a finite factor.
It remains to show that πω(Γ)
′′ is infinite dimensional. For this, it suffices to
check that the image of πω(Γ)
′′ under the map
πω(Γ)
′′ → ℓ2(Γ), T 7→ T (fω)
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is infinite dimensional. This is indeed the case: since Γ is infinite and Z is finite,
we can find an infinite sequence (xn)n≥1 of elements xn ∈ Γ with xmZ 6= xnZ for
all m,n with m 6= n. Set
fn := πω(xn)(fω) for n ≥ 1.
One checks that supp(fn) = xnZ. Therefore the family (fn)n≥1 is linearly inde-
pendent. 
Example 7.D.6. A specific example as in Theorem 7.D.5. is the “Heisenberg
group” H∞(Fp) defined as follows. Let p be a prime with p ≥ 3. Denote by Fp the
field of order p, by V = F
(N)
p a vector space over Fp of countable infinite dimension,
by (xi)i∈N a typical element of V , with xi ∈ Fp and xi = 0 for almost all i ∈ N,
and by ω the symplectic form on V ⊕ V , defined by
ω((x, y), (x′, y′)) =
∑
i∈N
(xiy
′
i − yix′i) for (x, y), (x′, y′) ∈ V ⊕ V.
Then H∞(Fp) is the group with underlying set V ⊕V ⊕Fp and with multiplication
defined by
(x, y, z)(x′, y′, z′) = (x + x′, y + y′, z + z′ + ω((x, y), (x′, y′)))
for (x, y, z), (x′, y′, z′) ∈ H∞(Fp). The additive group of Fp is identified with the
subgroup of H∞(Fp) of elements of the form (0, 0, z). It is straightforward to check
(using that p is odd) that
(1) the commutator group and the centre of H∞(Fp) both coincide with Fp,
(2) all conjugacy classes of H∞(Fp) are finite, i.e., FC(Γ) = Γ,
(3) H∞(Fp) is not virtually abelian.
It follows from Theorem 7.D.5 that λ(H∞(Fp))′′ is a direct sum of an abelian von
Neumann algebra and p− 1 factors of type II1.
7.E. On types of representations of locally compact groups
We quote below some known results about the possible types of the regular
representation for some classes of locally compact groups G.
(1) If G is unimodular, then λG has no type III part [Sega–50b]. Also,
if G is connected, then λG has no type III part; this is a fact established in
[Dixm–69], building up on previous results for second-countable groups and solv-
able Lie groups from [Gode–51b], [Sega–50a], [Maut–50b, Lemma 7.4], and
Puka´nszky ([Puka–71, Section IV] and a previous announcement).
IfG is connected, thenG does not have any representation of type II1 [KaSi–52]
(see Corollary 15.D.3).
(2) If G is a LC group, λG is finite if and only if G a SIN group (see Theo-
rem 15.C.3).
(3) More generally, for G locally compact, λG has a non-trivial finite part if and
only if there exists at least one invariant compact neighbourhood of e. Moreover,
when this holds, there exists a compact normal subgroup K of G, say with quotient
Q := G/K, such that the finite part of λG(G)
′′ is isomorphic to λQ(Q)′′ [Tayl–76,
Section 4]. There are similar results for the part of λG(G)
′′ that is type I and finite
[Tayl–76, Section 5].
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(4) A tensor product M⊗N is a factor of type II∞ whenever M is a factor
of type II1 and N a factor of type I∞. As we have already noted in Remark 3.C.6,
the left regular representation of the affine group Aff(R) is of type I∞. From this,
Proposition 7.C.5, and the previous observation, it follows that, for any icc discrete
group Γ, the left regular representation of the Cartesian product Γ × Aff(R) is of
type II∞.
(5) Nilpotent connected LC groups are of type I, as mentioned in Theorem 6.E.19
but connected solvable LC groups need not be. Consider for example the Mautner
group, that is the semi-direct product M := C2 ⋊ R for the action of R on C2
given by (z, z′)t = (e2πitz, e2πiλtz′) for all t ∈ R and (z, z′) ∈ C2, for some irra-
tional λ ∈ R. This group is not of type I, see [AuMo–66, Page 138, and Theorem
9 Page 110]; indeed its regular representation is of type II∞ [Kaji–83, Proposition
4.1]. Observe that the Mautner group is unimodular. As much as we know, Maut-
ner himself has not published anything more on this group than some allusions in
[Maut–50b].
(6) Mackey has found a LC group that has the following properties: it is solv-
able, simply connected, not unimodular, not type I, but its regular representation
is type I [Mack–61]; see also [KlLi–73, Example 3.e].
(7) For examples of groups with λG of type III, see below Section 14.D.
7.F. Non type I factor representations and irreducible representations
Let G be a second-countable LC group and π a representation of G in a Hilbert
space. Recall from Section 1.G that π can be written as a direct integral of irre-
ducible representations π ≃ ∫ ⊕
X
πxdµ(x) and that such a decomposition is usually
not unique. However, if π is a factor representation, the following result shows that
almost all πx’s are weakly equivalent to π. The proof we give, which apparently is
due to Fell, is patterned after the one sketched in [Dixm–60a, Remarque on page
100].
Proposition 7.F.1. Let G be a second-countable locally compact group and
x 7→ πx a measurable field of representations of G over a standard Borel space X
equipped with σ-finite measure µ. Assume that the direct integral π :=
∫ ⊕
X πxdµ(x)
is a factor representation.
Then there exists a Borel subset N of X with µ(N) = 0 such that πx is weakly
equivalent to π, for every x ∈ X rN .
Proof. Let E ⊂ X be a Borel subset with µ(E) > 0. Let
πE :=
∫
E
πxdµ(x)
be the direct integral of the πx’s over E. It is clear that πE is a non trivial sub-
representation of π. Therefore since π is factorial, πE is quasi-equivalent to π by
Corollary 6.B.8. It follows that πE is weakly equivalent to π (Corollary 6.A.5).
Therefore, on the one hand, we have, by Proposition 6.E.4,
‖πE(f)‖ = ‖π(f)‖ for every f ∈ Cc(G).
On the other hand, since πE(f) is a decomposable operator, ‖πE(f)‖ is the µ-
essential supremum over E of the function x 7→ ‖πx(f)‖ (see Section 1.H).
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We have shown that ‖π(f)‖ coincides with the µ-essential supremum over E of
x 7→ ‖πx(f)‖ for every f ∈ Cc(G) and every Borel subset E of X with µ(E) > 0.
Since G is second-countable, we can find a sequence (fn)n≥1 in Cc(G) which is
dense for the L1(G)-norm. For every pair of integers n,m ≥ 1, set
En,m :=
{
x ∈ X | ‖πx(fn)‖ ≤ ‖π(fn)‖ − 1
m
}
.
Then En,m is a measurable subset of X and it follows from what we have just shown
that µ(En,m) = 0. Let
N =
⋃
n,m
Em,n.
Then µ(N) = 0 and for x ∈ X rN , we have
‖πx(fn)‖ = ‖π(fn)‖ for every n ≥ 1.
Therefore πx is weakly equivalent to π for x ∈ X rN , by Proposition 6.E.4 again.

The following corollary of Proposition 7.F.1 establishes an important link be-
tween the quasi-dual QD(G) and the primitive dual Prim(G) of G, introduced
respectively in Sections 6.C and 1.E. Recall that Prim(G) is in canonical way a
quotient of Ĝ.
Corollary 7.F.2. Let G be a second-countable locally compact group and π a
factor representation of G.
Then there exists an irreducible representation πirr of G which is weakly equiv-
alent to π. The map QD(G) ։ Prim(G) defined by
(quasi-equivalence class of π) 7→ (weak equivalence class of πirr)
extends the natural map κdprim : Ĝ։ Prim(G) of Definition 1.E.1.
Proof. By Corollary 6.B.9 and Corollary 6.A.5, we can assume that the
Hilbert space of π is separable. Then π admits a direct integral decomposition
π ≃
∫ ⊕
X
πxdµ(x)
into irreducible representations (see Theorem 1.G.8). By Proposition 7.F.1, almost
every πx can be used for πirr. 
Remark 7.F.3. (1) Corollary 7.F.2 follows also from Corollary 8.A.20.
(2) Corollary 7.F.2 holds more generally for a σ-compact locally compact group
G (see Proposition 8.D.3).
In the case of non type I factor representations, we can prove the following
stronger version of Corollary 7.F.2.
Corollary 7.F.4. Let G be a second-countable locally compact group and π a
factor representation of G. Assume that π is not of type I.
Then exist uncountably many pairwise non equivalent irreducible representa-
tions of G which are weakly equivalent to π.
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Proof. As in the proof of Corollary 7.F.2, we can assume that the Hilbert
space of π is separable. Let
π ≃
∫ ⊕
X
πxdµ(x)
be a direct integral decomposition into irreducible representations over a standard
Borel space X defined by a measurable field x 7→ Hx of Hilbert spaces. By Propo-
sition 7.F.1, we can assume that the πx’s are all weakly equivalent to π.
Let σ be an irreducible representation of G. Set
Eσ := {x ∈ X | πx ≃ σ}
(recall that ≃ denotes equivalence of representations).
We claim that Eσ is a Borel subset of X . Indeed, let p ∈ {1, 2, . . . ,+∞} be the
dimension of σ, let
Xp = {x ∈ X | dimHx = p},
and let K be a fixed Hilbert space of dimension p. By Proposition 1.G.2, Xp is a
Borel subset of X and the subrepresentation of π defined on∫ ⊕
Xp
Hxdµ(x) ≈ L2(Xp, µ,K)
is equivalent to a representation in L2(Xp, µ,K) which is a direct integral
∫
Xp
π
(p)
x dµ(x)
over Xp of representations π
(p)
x in K. Let Irrp(G) be the set of irreducible represen-
tations of G in K, equipped with its Mackey–Borel structure as in Subsection 6.C.b.
The set
Ωσ = {ρ ∈ Irrp(G) | ρ ≃ σ}
consists of the representations ρ ∈ Irrp(G) for which HomG(ρ, σ) has dimension 1.
By [Dixm–C*, Lemma 3.7.3], Ωσ is a Borel subset of Irrp(G). Since
Xp → Irrp(G), x 7→ π(p)x
is measurable and since
Eσ = {x ∈ Xp | π(p)x ∈ Ωσ},
Eσ is a Borel subset of X .
Then Eσ is a Borel subset of X . We claim that µ(Eσ) = 0. Once proved, this
will imply the claim, since it will follow that µ(
⋃
σ∈C Eσ) = 0 for every countable
subset C of Ĝ.
Assume by contradiction µ(Eσ) > 0 for some σ ∈ Ĝ, with Hilbert space Hσ.
Consider the representation (πEσ ,HEσ), where
πEσ :=
∫ ⊕
Eσ
πxdµ(x) and HEσ :=
∫ ⊕
Eσ
Hxdµ(x).
For every x ∈ Eσ, there exists an isomorphism of Hilbert spaces Ux : Hσ → Hx
intertwining σ and πx. It follows that there exists an isomorphism of Hilbert spaces
Hσ ⊗ L2(Eσ , µ)→ HEσ
intertwining a multiple of σ and πEσ (see The´ore`me 2 in [Dixm–vN, Chap. II, § 2]).
Therefore πEσ is equivalent to a multiple of σ and is therefore of type I. However,
πEσ is a non trivial subrepresentation of the factor representation π and is therefore
quasi-equivalent to π. Therefore π is of type I and this is a contradiction 

CHAPTER 8
Representations of C*-algebras and of LC groups
Let G be a second-countable LC group and Ĝ its dual, equipped with the Mackey–
Borel structure, as defined in Section 6.C. On the one hand, as we will see in this
chapter (Glimm theorem 8.F.3), Ĝ is not countably separated, unless G is of type I,
as defined in Section 6.D. On the other hand, a result of Effros (Theorem 8.A.24)
shows that the primitive dual Prim(G) is always a standard Borel space. This shows
that Prim(G) is much better behaved than Ĝ, and one may hope to classify Prim(G)
for some specific non type I groups. This will be done in Chapter 9 for most of our
test examples.
Given a representation π of a locally compact group G, it is useful to “ex-
tend” π to group algebras associated to G. Such a group algebra, which is universal
in an appropriate sense, is the maximal C*-algebra C∗max(G) of G, which is de-
fined in Section 8.B. The representations of the group G correspond precisely to the
non-degenerate representations of the C*-algebra C∗max(G). The spectrum (or dual
space) Â and the primitive dual (or primitive ideal space) Prim(A) are defined for
a general C*-algebra A, and agree with Ĝ and Prim(G) in case A = C∗max(G) for a
locally compact group G.
Section 8.A is devoted to the study of Prim(A) for a separable C*-algebra A,
where Prim(A) is equipped with the Borel structure induced by the Jacobson topol-
ogy. In particular, we give a complete proof of Effros’ theorem: Prim(A) is a
standard Borel space.
In Section 8.C, we discuss in some length the functorial properties of maximal
C*-algebras and reduced C*-algebras of locally compact groups. The assignment
G C∗max(G) for a general locally compact group G does not have good functorial
properties, with respect to arbitrary continuous homomorphisms. However, as we
will see, Γ C∗max(Γ) is a covariant functor from the category of discrete groups to
the category of C*-algebras. In contrast, this fails for the assignment Γ  C∗λ(Γ),
where C∗λ(Γ) denotes the reduced C*-algebra of the group Γ.
Several results about a second-countable LC group G use the fact that C∗max(G)
is a separable C*-algebra. In Section 8.D, we show how some of these results can
be extended to σ-compact LC groups, using as one tool the Kakutani–Kodaira The-
orem 8.D.1. In particular, the fact that a factor representation of G is weakly
equivalent to an irreducible one (which was previously proved in case G is second-
countable, see Corollary 7.F.2) is valid for any σ-compact LC group.
In Section 8.E, we come back to the notion of central character of a group
representations, that has already appeared in Section 3.B, and we show that it can
be associated to a primitive ideal.
Section 8.F contains a statement of Glimm theorem, which characterizes type I
for second-countable LC groups G. In particular, this class of groups coincides with
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the class of GCR groups from Section 6.E.b. Actually, Glimm theorem characterizes
separable C*-algebras of type I (see Remark 8.F.2 for this notion). We prefer to
state a formulation in terms of second-countable groups, and to show how it extends
to the case of σ-compact LC groups.
In Section 8.G, we discuss alternative definitions of the von Neumann al-
gebra π(G)′′ associated to a representation π of a locally compact group G (see
Section 6.B). In Section 8.H, we discuss briefly one way to replace the maximal
C*-algebra of a locally compact group G by other group algebras.
8.A. C*-algebras
Our goal in this section is a result about primitive duals of second-countable
LC groups, Theorem 8.A.24, which follows as in [Effr–63] from a general result on
separable C*-algebras, Theorem 8.A.23. For this, we need to relate the primitive
ideal space of a C*-algebra to its space of pure states.
8.A.a. Spectrum and primitive ideal space. A complex *-algebra is a
complex algebra A endowed with an involution, which is a map A → A, x 7→ x∗
which is semilinear ((x + y)∗ = x∗ + y∗ and (λx)∗ = λx∗ for all x, y ∈ A and
λ ∈ C), involutive ((x∗)∗ = x for all x ∈ A), and such that (xy)∗ = y∗x3 for all
x, y ∈ A. A representation of A in a Hilbert space H is a morphism of ∗-algebras
π : A→ L(H). For a family (πι : A→ L(Hι))ι∈I , there is natural notion of direct
sum
⊕
ι∈I πι : A→ L(
⊕
ι∈I Hι). Two representations π1, π2 of A on Hilbert spaces
H1,H2 are equivalent if there exists a non-zero intertwiner between them, i.e.,
a surjective isometry U : H1 → H2 such that Uπ1(x) = π2(x)U for all x ∈ A.
A representation π of a complex *-algebra A in a Hilbert space H is trivial if
π(A) = {0}. It is non-degenerate if the closed linear span π(A)H of
{π(a)ξ | a ∈ A, ξ ∈ H}
is H itself. Every representation π : A→ L(H) is a direct sum
π = π0 ⊕ π1
of a trivial representation π0 and a non-degenerate representation π1; indeed,
H0 = {ξ ∈ H | π(A)ξ = {0}} and H1 = π(A)H
are π(A)-invariant closed subspaces of H, the corresponding subrepresentations π0
and π1 are respectively trivial and non-degenerate, and H = H0 ⊕H1.
A representation π of A in H is irreducible if there are exactly two π(A)-
invariant closed subspaces of H, namely {0} and H. Note that an irreducible
representation is either trivial and in H ≈ C, or non-degenerate.
A C*-algebra is a complex involutive algebra A endowed with a complete
norm such that ‖xy‖ ≤ ‖x‖‖y‖ and ‖x‖2 = ‖x∗x‖ for all x, y ∈ A. A representation
π : A → L(H) of a C*-algebra A is automatically norm decreasing: ‖π(x)‖ ≤ ‖x‖
for all x ∈ A [Dixm–C*, 1.3.7]; moreover, when π is faithful, i.e., when π is
injective, then ‖π(x)‖ = ‖x‖ for all x ∈ A [Dixm–C*, 1.8.1]. A representation
π : A→ L(H) of a C*-algebra A is irreducible, as defined above, if and only if there
are exactly two π(A) invariant subspaces of H (closed or not), namely {0} and H
[Dixm–C*, 2.8.4].
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Definition 8.A.1. The spectrum Â of a C*-algebra A it the space of equiva-
lence classes of non-trivial irreducible representations of A. We will define a topol-
ogy on Â after the introduction of Prim(A).
Definition 8.A.2. A two-sided ideal I in A is primitive if there exists a
non-trivial irreducible representation π : A → L(Hπ) such that I = ker(π). The
primitive ideal space Prim(A) of A is the set of primitive ideals of A.
Observe that a primitive ideal is closed and proper, by definition. The canonical
map
(κ1A) κ
d
prim : Â։ Prim(A), π 7→ ker(π)
is surjective, by definition (compare with the map (κ1) in Section 1.E).
Remark 8.A.3. (1) The notion of primitive ideal space is defined more gener-
ally for associative algebras. Consider a complex associative algebraA. A two-sided
ideal I of A is primitive if there exists a complex vector space V and an irreducible
representation πalg : A → End(V ), in the sense of associative algebras, such that
I = ker(πalg). The primitive ideal space of A is the space Prim(A) of all primitive
ideals of A, with the Jacobson topology. Recall that the space of an irreducible
representation is not {0}, by definition, so that a primitive ideal is always proper
(i.e., it cannot be A itself). By definition, the closure of a subset Σ of Prim(A) is
as above the set of all J ∈ Prim(A) such that ⋂I∈Σ I ⊂ J .
(2) For two-sided ideals in C*-algebras, primitive ideals as defined in (1) are
the same as primitive ideals as in Definition 8.A.2. More precisely:
Let A be a C*-algebra. Let πalg be an irreducible representation of A in a
complex vector space, in the sense of associative algebras. Then there exists a C*-
algebra representation π∗ of A in some Hilbert space Hπ that is equivalent to πalg.
Moreover, if π∗, π′∗ are two irreducible C*-algebra representations of A, they are
algebraically equivalent (i.e., there exists an invertible linear operator T from the
space of π∗ to that of π′∗ such that π
′
∗(x) = Tπ∗(x)T
−1 for all x ∈ A) if and only if
they are equivalent in the sense of C*-algebras (i.e., there exists a unitary operator
V from the space of π∗ to that of π′∗ such that π′∗(x) = V π∗(x)V ∗ for all x ∈ A)
[Dixm–C*, 2.9.6].
We now introduce a topology on the primitive ideal space of A.
Definition 8.A.4. The space Prim(A) is furnished with the Jacobson topol-
ogy, also called the hull-kernel topology, defined as follows: the closure of a
subset Σ of Prim(A) is the set of all J ∈ Prim(A) such that⋂
I∈Σ
I ⊂ J.
Here is an important result about the separation properties of the topological
space Prim(A). We will simply say maximal ideal of A for an ideal which is
maximal among the closed and proper two-sided ideals of A.
Proposition 8.A.5. Let A be a C*-algebra.
(1) Prim(A) is a T0-space.
(2) Let I ∈ Prim(A). Then I is a closed point in Prim(A) if and only if I is
a maximal ideal of A. In particular, Prim(A) is a T1-space if and only if
every primitive ideal of A is a maximal ideal.
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Proof. (1) Let I1, I2 be two distinct primitive ideals in A. We have therefore,
say, I1 6⊂ I2. By definition of the Jacobson topology, the closure of I1 is
X = {I ∈ Prim(A) | I1 ⊂ I}.
Therefore, Prim(A) rX is a neighbourhood of I2 which does not contains I1.
(2) It is clear that I is closed if and only if I is maximal among the primitive
ideals of A (see the proof of (1)). We claim that if I is maximal among the primitive
ideals of A, then I is maximal among the closed and proper two-sided ideals of A.
Indeed, let J be a closed and proper two-sided ideal of A with I ⊂ J . Let π be
an irreducible representation of the quotient C*-algebra A/J . Then π lifts to an
irreducible representation, again denoted by π, of A such that J ⊂ ker(π). Since
ker(π) ∈ Prim(A), it follows that I = ker(π) and hence I = J . 
Remark 8.A.6. (1) The fact that Prim(A) is a T0-space should be compared
with the definition of Prim(G) from Reformulation 1.E.3 together with Proposi-
tion 8.B.4.
(2) The space Prim(A) is a Baire space (see Proposition 8.A.14 below).
(3) When A is separable, Prim(A) is second-countable (see Corollary 8.A.13
below).
(4) When A has a unit, Prim(A) is quasi-compact [Dixm–C*, 3.1.8]. The
converse does not hold: the C*-algebra of compact operators on a separable infinite-
dimensional Hilbert space has no unit, and its primitive ideal space consists of one
point (see Proposition 6.E.1).
We can now define a topology and the induced Borel structure on the spectrum
of A.
Definition 8.A.7. The topology on the spectrum Â of a C*-algebra A is
defined as follows: a subset of Â is open if and only if its inverse image under the
map
κdprim : Â։ Prim(A)
is open in Prim(A). This topology induces the Borel structure on the spec-
trum Â.
Remark 8.A.8. (1) There are several equivalent ways to define the topology
on Â; see [Dixm–C*, § 3].
(2) It is obvious that the map κdprim : Â։ Prim(A) is continuous and open.
(3) Using Proposition 8.A.5, it is an easy exercise to show that Â is a T0-space
if and only if the map κdprim is a homeomorphism.
(4) In general, the map κdprim is far from being a bijection; see 9.G below.
The spectrum Â and the primitive ideal space Prim(A) introduced above are
analogues for a C*-algebra A of the dual Ĝ and the primitive dual Prim(G) for a
topological group G. Moreover, there is also an analogue of the quasi-dual QD(G),
the quasi-spectrum QS(A) of A (see Remark 8.A.21).
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8.A.b. Pure states and primitive ideal space. Let A be C*-algebra. Let
A∗+ denote the set of positive linear forms on A; recall that these forms are contin-
uous, i.e., that A∗+ is a subset of the Banach space dual A
∗ of A [Dixm–C*, 2.1.8].
Denote by A∗+,≤1, respectively A
∗
+,1, the subset of A
∗
+ of forms of norm at most 1,
respectively equal 1; a state on A is an element of A∗+,1.
When A has a unit, it is easy to check that ‖ϕ‖ = ϕ(1) for all ϕ ∈ A∗+
[Dixm–C*, 2.1.4], so that A∗+,1 = {ϕ ∈ A∗+ | ϕ(1) = 1}.
Construction 8.A.9. The Gel’fand–Naimark–Segal construction asso-
ciates to every ϕ ∈ A∗+r{0} a GNS triple (πϕ,Hϕ, ξϕ), consisting of a representation
(πϕ,Hϕ) of A and a cyclic vector ξϕ ∈ Hϕ such that ϕ(x) = 〈πϕ(x)ξϕ | ξϕ〉, in the
following way.
The set J = {x ∈ A | ϕ(x∗x) = 0} is a closed left ideal of A. A scalar product
is defined on A/J by
〈x + J | y + J〉 = ϕ(y∗x) for all x, y ∈ A.
Let Hϕ be the Hilbert space completion of A/J . Then a representation πϕ of A on
Hϕ is defined on A/J by
πϕ(a)(x + J) = ax+ J for all a, x ∈ A.
Moreover, x+ J 7→ ϕ(x) is well-defined on A/J and extends to a continuous linear
form on Hϕ, again denoted by ϕ. Therefore there exists a unique vector ξϕ ∈ Hϕ
such that
ϕ(x) = 〈x+ J | ξϕ〉 for all x ∈ A.
(When A is unital ξϕ is simply the image of 1 in Hϕ.) We have
g〈y + J | πϕ(x)ξϕ〉 = 〈πϕ(x∗)(y + J) | ξϕ〉 = 〈x∗y + J | ξϕ〉
= ϕ(x∗y) = 〈y + J | x+ J〉
for all x, y ∈ A, and hence πϕ(x)ξϕ = x+ J for every x ∈ A. This implies that ξϕ
is cyclic and ϕ(x) = 〈πϕ(x))ξϕ | ξϕ〉 for every x ∈ A.
The GNS triple (πϕ,Hϕ, ξϕ) associated as above to ϕ is unique up to unitary
equivalence: if (π,H) is a representation of A with cyclic vector ξ such that ‖ξ‖ =
‖ξϕ‖ and ϕ(x) = 〈π(x)ξ | ξ〉 for all x ∈ A, then there exists a unitary Hilbert space
isomorphism S : H → Hϕ intertwining π and πϕ and such that S(ξ) = ξϕ.
Example 8.A.10. (1) Consider a compact space X and the C*-algebra C(X).
The space of states C(X)∗+,1 can be identified with the space of probability Radon
measures on X ; this is one form of the Riesz representation theorem, see Theorem
A.D.3. For µ such a measure, there are identifications of the Hilbert space Hµ with
L2(X,µ), of the cyclic vector ξµ with the constant function of value 1 on X , and
of the operator πµ(f) with the multiplication by f on L
2(X,µ) for all f ∈ C(X).
The representation πµ is irreducible if and only if it is of dimension 1, if and only
if µ is a Dirac measure.
(2) In anticipation of Section 8.B, consider a locally compact group G with
left Haar measure µG, its group algebra L
1(G,µG), and its maximal C*-algebra
C∗max(G). Every normalized function of positive type ϕ ∈ P1(G) defines a normal-
ized positive linear form ω1ϕ on L
1(G,µG) by ω
1
ϕ(f) =
∫
G
ϕ(g)f(g)dµG(g), which
extends canonically to a state ω = ω∗ϕ ∈ C∗max(G)∗+,1 [Dixm–C*, 13.4.5, 2.7.5].
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The GNS representation πϕ of G corresponds to the GNS representation πω of
C∗max(G).
[Recall that a positive linear form on a C*-algebra is automatically continuous
[Dixm–C*, 2.1.8]; also, every positive linear form on L1(G,µG) is continuous (this
follows from a theorem of Varopoulos, see [HeRo–70, 32.27]).]
Let A be a C*-algebra. In the unit ball of the dual Banach space A∗, the subsets
A∗+,≤1 and A
∗
+,1 are convex. We denote the corresponding sets of indecomposable
elements by Extr(A∗+,≤1) and P(A); the set P(A) is the set of pure states of A.
The set A∗+,≤1 is compact in the unit ball of A
∗ for the weak∗-topology, and we
have Extr(A∗+,≤1) = {0}⊔P(A) [Dixm–C*, 2.5.5]. Note that Extr(A∗+,1) is closed
in Extr(A∗+,≤1) when A has a unit, and that 0 is in its closure when A has no unit
[Dixm–C*, 2.12.13].
For ϕ ∈ A∗+,≤1r{0}, the associated GNS representation (πϕ,Hϕ) is irreducible
if and only if ϕ ∈ P(A) [Dixm–C*, 2.5.4]. We therefore have a map
P(A)։ Â, ϕ 7→ πϕ,
where Â is the spectrum of A (as defined in 8.A.a). This map is surjective: the
inverse image of π ∈ Â consists of the states of the form x 7→ 〈π(x)ξ | ξ〉, where ξ is
a unit vector in the Hilbert space of π. Composition of this map with the canonical
surjection
κdprim : Â։ Prim(A), π 7→ ker(π)
of Definition 8.A.2 yields a surjective map
Φ : P(A)։ Prim(A), ϕ 7→ ker(πϕ).
Proposition 8.A.11. Let A be a C*-algebra. Let its pure states space P(A) be
equipped with the weak∗-topology and its primitive ideal space Prim(A) be equipped
with the Jacobson topology.
The maps Φ : P(A) ։ Prim(A) and P(A) ։ Â defined above are continuous
and open.
Proof. The topology on Prim(A) may be described in terms of pure states as
follows (see [Dixm–C*, 3.4.10]). Let S ⊂ Prim(A) and J ∈ Prim(A); set
Q(S) = Φ−1(S) ⊂ P(A).
Then J ∈ S if and only if Φ−1(J) ∈ Q(S). This shows that Φ is continuous.
Let U be an open subset of P(A); we claim that V := Φ(U) is open in Prim(A).
Indeed, assume, by contradiction, that V is not open. Then, some J ∈ V is in the
closure of Prim(A)r V . Let ϕ ∈ U be such that Φ(ϕ) = J . Then ϕ belongs to the
closure of the set
Φ−1(Prim(A)r V ) = P(A)r Φ−1(V ).
Since P(A) r Φ−1(V ) ⊂ P(A) r U and since P(A) r U is closed, it follows that
ϕ ∈ P(A)r U and this is a contradiction.
The claim for P(A)։ Â follows. 
The following proposition will play a crucial role in the sequel.
Proposition 8.A.12. Let A be a separable C*-algebra.
Then P(A) is a Polish space.
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Proof. Since A is separable, the unit ball A∗≤1 of A
∗ is a metrizable compact
space and hence a Polish space. Therefore, the same holds for the closed subspace
X := A∗+,≤1 of A
∗
≤1.
Let d be a metric on X defining its topology; set X0 = {0} and, for n ≥ 1, let
Xn be the set of ϕ ∈ X such that there exist ϕ1, ϕ2 ∈ X with ϕ = 12 (ϕ1 + ϕ2) and
d(ϕ1, ϕ2) ≥ 1/n. Then every Xn is closed in X and
P(A) = X r
⋃
n≥0
Xn =
⋂
n≥0
(X rXn)
is a Gδ set in the Polish space X . Therefore, P(A) is a Polish space (see Proposition
A.A.2). 
Here is a first consequence of Proposition 8.A.12.
Corollary 8.A.13. Let A be a separable C*-algebra.
The primitive ideal space Prim(A) and the spectrum Â are second-countable
topological spaces.
Proof. By Proposition 8.A.12, there exists a sequence (Un)n of open sets gen-
erating the topology of P(A). Since Φ is open and continuous (Proposition 8.A.11),
the sequence of open sets (Φ(Un))n generates the topology of Prim(A). So, Prim(A)
is second-countable.
The claim for Â is proved similarly. 
Here is a second consequence of Proposition 8.A.12.
Proposition 8.A.14. Let A be a C*-algebra.
The primitive ideal space Prim(A) and the spectrum Â are Baire spaces.
Proof. We provide a proof for the particular case of a separable C*-algebra
A, and refer to [Dixm–C*, 3.4.13] for the general case.
Let (Vn)n be a sequence of open dense subsets of Prim(A). Since Φ is continuous
and open, every Un := Φ
−1(Vn) is open and dense in P(A). However, the space
P(A), being a Polish space (Proposition 8.A.12), is a Baire space. Therefore
⋂
n Un
is dense in P(A); since Φ is continuous, it follows that⋂
n
Vn = Φ
(⋂
n
Un
)
is dense in Prim(A). So, Prim(A) is a Baire space.
The claim for Â is proved similarly. 
8.A.c. A primitive ideal space is a standard Borel space. Let A be a
C*-algebra.
A C*-semi-norm on A is a semi-norm N : A→ R+ such that
(1) N(x) ≤ ‖x‖,
(2) N(xy) ≤ N(x)N(y),
(3) N(x∗x) = N(x)2,
for all x, y ∈ A.
Denote by J (A) the set of closed two-sided ideals of A and by N (A) the set of
C*-semi-norms on A.
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Example 8.A.15. (1) The maximum of two C*-semi-norms is a C*-semi-norm
(but the minimum is not).
(2) Let J ∈ J (A). Then A/J , equipped with the quotient norm
x+ J 7→ ‖x+ J‖ := inf
y∈J
‖x+ y‖,
is a C*-algebra and the map
NJ : A→ R+ defined by NJ(x) = ‖x+ J‖ for all x ∈ A
is a C*-semi-norm on A. Observe that {x ∈ A | NJ(x) = 0} = J . The next lemma
shows that every C*-semi-norm on A is of the form NJ , for some closed two-sided
ideal J .
Lemma 8.A.16. We keep the notation above.
(1) The map J 7→ NJ is a one-to-one correspondence from J (A) onto N (A).
(2) For every J1, J2 ∈ J (A), we have NJ1∩J2 = max{NJ1 , NJ2}.
Proof. (1) Let N ∈ N (A). Set J := {x ∈ A | N(x) = 0}. Then J ∈
J (A). Moreover, the map N : x+ J 7→ N(x) is a norm on the quotient A/J . The
completion A of A/J with respect to N is a C*-algebra. The inclusion map from
A/J , equipped with the quotient norm of A, to A, is an injective homomorphism
between C*-algebras and is therefore an isometry. Therefore N = NJ and this
shows that J 7→ NJ is surjective.
Let J1, J2 ∈ J (A) be such that NJ1 = NJ2 . Then
J1 = {x ∈ A | NJ1(x) = 0} = {x ∈ A | NJ2(x) = 0} = J2
and this shows that J 7→ NJ is injective.
(2) The ∗-algebra A/J1 ⊕A/J2, equipped with the norm
‖(x+ J1, y + J2)‖ = max{‖x+ J1‖, ‖y + J2‖}
is a C*-algebra. The map
A/J1 ∩ J2 → A/J1 ⊕A/J2, x+ J1 ∩ J2 7→ (x+ J1, x+ J2)
is an injective homomorphism of C*-algebras, hence it is an isometry. Therefore,
we have
NJ1∩J2(x) = ‖x+ J1 ∩ J2‖ = max{‖x+ J1‖, ‖x+ J2‖} = max{NJ1(x), NJ2(x)},
for all x ∈ A. 
Recall that a two-sided ideal J in A is prime if J 6= A and if, for J1, J2 ∈ J (A)
such that J1J2 ⊂ J , at least one of the inclusions J1 ⊂ J , J2 ⊂ J holds. Here, we
are only interested in closed prime ideals. For examples of closed prime ideals, see
Proposition 8.A.18.
Observe that, for J1, J2 ∈ J (A), we have J1J2 = J1 ∩ J2. Indeed, it is obvious
that J1J2 ⊂ J1 ∩ J2. To show the reverse inclusion, it suffices to show that (J1 ∩
J2)+ ⊂ J1J2, since the C*-algebra J1 ∩ J2 is the linear span of (J1 ∩ J2)+. Let
x ∈ (J1 ∩ J2)+. Then x1/2 ∈ J1 ∩ J2 and hence x = x1/2x1/2 ∈ J1 ∩ J2.
A C*-semi-norm N ∈ N (A) is extremal if, whenever N1, N2 ∈ N (A) are such
that N = max{N1, N2}, then N1 = N or N2 = N . We denote by E(A) the set of
extremal C*-semi-norms on A that are different from 0.
The next lemma is Theorem 2.1 in [Effr–63].
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Lemma 8.A.17. Let J ∈ J (A). The following properties are equivalent:
(i) J is a closed prime ideal;
(ii) whenever J = J1 ∩ J2 for J1, J2 ∈ J (A) holds, then J1 = J or J2 = J ;
(iii) NJ ∈ E(A).
Proof. Assume that J is prime. If J = J1 ∩ J2, then J = J1J2 and hence
J1 = J or J2 = J . This shows that (i) implies (ii).
Let J1, J2 ∈ J (A) be such that J1 ∩ J2 ⊂ J . Set I1 = J + J1 and I2 = J + J2.
Then I1, I2 ∈ J (A) and I1I2 ⊂ J ; hence, we have
I1 ∩ I2 = I1I2 ⊂ J ⊂ I1 ∩ I2,
that is, J = I1 ∩ I2. Therefore, I1 = J or I2 = J , that is, J1 ⊂ J or J2 ⊂ J . So, J
is a prime ideal. This shows that (ii)implies (i).
The C*-semi-normNJ is extremal if and only if, wheneverNJ = max{NJ1, NJ2}
for J1, J2 ∈ J (A) holds, then J1 = J or J2 = J . Since max{NJ1, NJ2} = NJ1∩J2
(Lemma 8.A.16), this shows that (iii) and (ii) are equivalent. 
Observe that, for a subset S of Prim(A), we have
⋂
J∈S J = {0} if and only if
S is dense in Prim(A). In particular, if S is a closed subset of Prim(A) such that⋂
J∈S J = {0}, then S = Prim(A).
Proposition 8.A.18. Let A be a C*-algebra and J a closed two-sided ideal in
A.
(1) If J ∈ Prim(A), then J is a closed prime ideal.
(2) Assume that A is separable. If J is a closed prime ideal, then J ∈
Prim(A).
Proof. (1) Let (π,H) be an irreducible representation of A such that J =
ker(π). Let J1, J2 ∈ J (A) be such that J1J2 ⊂ J . Assume that J2 is not contained
in J , that is, π(J2) 6= {0}. Then π(J2)H is a closed π(A)-invariant subspace and
therefore π(J2)H = H, by irreducibility of π.
Since
π(J1)π(J2)H ⊂ π(J1)π(J2)H = π(J1J2)H ⊂ π(J)H = {0},
it follows that π(J1) = {0}, that is, J1 ⊂ J .
(2) It suffices to show that if {0} is a prime ideal of A, then {0} is a primitive.
Indeed, assume this is proved and let J be a closed prime ideal of A. Then {0} is
a prime ideal of the separable C*-algebra A/J and hence {0} ∈ Prim(A/J); this
means that A/J has a faithful irreducible representation π. Then π ◦ p ∈ Â, where
p : A→ A/J is the canonical projection, and hence J = ker(π ◦ p) ∈ Prim(A).
Assume that {0} is a prime ideal of A. Since Prim(A) is second-countable
(Corollary 8.A.13), there exists a sequence (Vn)n of non-empty open subsets gen-
erating the topology of Prim(A).
For n, set
In =
⋂
J∈Vn
J and Jn =
⋂
J∈Prim(A)rVn
J.
Then In and Jn are closed two-sided ideals of A and In ∩ Jn = {0}. Moreover,
Jn 6= {0}, since Prim(A) r Vn is a closed proper subset of Prim(A). The ideal
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{0} being prime, it follows that In = 0. This means that Vn is a dense subset of
Prim(A). Since Prim(A) is a Baire space (Corollary 8.A.13),
⋂
n Vn is therefore
dense in Prim(A).
Let J ∈ ⋂n Vn. Then {J} is dense in Prim(A), since the sequence (Vn)n
generates the topology of Prim(A). Therefore, J ⊂ I for every I ∈ Prim(A) and
hence J = 0. So, {0} is a primitive ideal. 
Remark 8.A.19. There are known C*-algebras (non separable ones) in which
the closed ideal {0} is prime and not primitive [Weav–03].
As a consequence of Proposition 8.A.18, we now show that kernels of factor
representations of a separable C*-algebra are primitive ideals. A first proof of this
result was already given in Corollary 7.F.2, when A is the maximal C*-algebra of a
second-countable LC group (see Section 8.B). For another proof, see [Dixm–60a,
Corollaire 3].
As for group representations (see Proposition 6.B.6), a representation π of the
C*-algebra A is said to be factorial (or a factor representation) if the von
Neumann algebra π(A)′′ generated by π(A) is a factor.
Corollary 8.A.20. Let A be separable C*-algebra and π a factor representation
of A.
Then kerπ ∈ Prim(A).
Proof. Let H be the Hilbert space of π and set J := kerπ. By Proposi-
tion 8.A.18 (2) it suffices to show that J is a prime ideal.
Let J1, J2 ∈ J (A) be such that J1J2 ⊂ J . Assume that J2 is not contained in
J , that is, π(J2) 6= {0}.
Then π(J2)H is a non-zero closed subspace of H which is invariant under both
π(A) and its commutant π(A)′. It follows that the orthogonal projection
P : H → π(J2)H
is a non-zero projection in the centre of π(A)′′. Since π is factorial, we have P =
IdH, that is π(J2)H = H. Therefore
π(J1)H = π(J1)π(J2)H = π(J1)π(J2)H = π(J1J2)H ⊂ π(J)H = {0},
and so π(J1) = {0}, that is, J1 ⊂ J . 
Remark 8.A.21. In analogy with the group case (see Proposition 6.B.5), two
factor representations π1 and π2 of A are said to be quasi-equivalent if there
exists an isomorphism Φ : π1(A)
′′ → π2(A)′′ such that Φ(π1(a)) = π2(a) for every
a ∈ A. The quasi-spectrum QS(A) of A is the space of quasi-equivalence classes
of factor representations of A. Observe that two quasi-equivalent representations
of A have the same kernels.
When A is separable, Corollary 8.A.20 shows that the map π 7→ kerπ induces
a map QS(A)։ Prim(A). Observe that this map is an extension to QS(A) of the
canonical map Â։ Prim(A).
We equip the set N (A) of C*-semi-norms on A with the topology of pointwise
convergence on A. Then N (A) is a compact space, since it consists of bounded
functions on A. When A is separable, N (A) is a compact metrizable space and
hence a Polish space.
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Lemma 8.A.22. Assume that the C*-algebra A is separable.
The set E(A) of extremal C*-semi-norms on A is a Gδ set in the Polish space
N (A). In particular, E(A) is a standard Borel space.
Proof. Let (xn)n∈N be a dense sequence in A. For i, j ∈ N with i 6= j and
k ≥ 1, set
U
(k)
i,j :=
{
(N,N ′) ∈ N (A) ×N (A)
∣∣∣N(xi) + 1
k
≤ N ′(xi) and N ′(xj) + 1
k
≤ N(xj)
}
.
Then U
(k)
i,j is a closed and hence compact subset of N (A) ×N (A).
The map
f : N (A) ×N (A)→ N (A), (N,N ′) 7→ max{N,N ′}
is continuous and we have
f
 ⋃
i,j∈N,i6=j,k≥1
U
(k)
i,j
 ∪ {0} = N (A) r E(A).
Since {0} is closed and each f(U (k)i,j ) is compact, it follows that N (A) r E(A) is a
countable union of closed subsets of N (A); therefore, E(A) is a Gδ set in N (A). 
The next result is Theorem 2.1 in [Effr–63].
Theorem 8.A.23 (Effros). Let A be separable C*-algebra.
The primitive ideal space Prim(A) of A is a standard Borel space.
Proof. Consider the injective map
F : Prim(A) →֒ N (A), J 7→ NJ .
By Lemma 8.A.17 and Proposition 8.A.18, we have F (Prim(A)) = E(A). In view
of Lemma 8.A.22, it suffices to show that F : Prim(A) → E(A) is an isomorphism
of Borel spaces.
Let us show that F is a Borel map. By the definition of the topology of N (A),
it suffices to show that J 7→ NJ(x) is a Borel function for every x ∈ A. We are
going to prove that J 7→ NJ (x) is even lower semi-continuous.
To show this, let α ∈ R. Let J0 ∈ Prim(A) be in the closure of the set
Xα := {J ∈ Prim(A) | NJ(x) ≤ α}.
Set Iα =
⋂
J∈Xα J ; then Iα ⊂ J0 and hence A/J0 is a quotient of the C*-algebra
A/Iα. Therefore, we have
NJ0(x) = ‖x+ J0‖ ≤ ‖x+ Iα‖ = sup
J∈Xα
‖x+ J‖ = sup
J∈Xα
NJ(x)
and hence NJ0(x) ≤ α, that is, J0 ∈ Xα. This shows that Xα is closed for every
α ∈ R; therefore J 7→ NJ(x) is a lower semi-continuous for every x ∈ A.
Next, we show that F−1 is even a continuous map. Let S be a closed subset of
Prim(A). Set I =
⋂
J∈S J . Since S is closed, I is the intersection of the primitive
ideals that contain I. Therefore
F (S) = {NJ | J ∈ S} = {N ∈ E(A) | N(I) = 0}.
The set
{N ∈ E(A) | N(I) = 0} =
⋂
x∈I
{N ∈ E(A) | N(x) = 0}
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is closed in E(A). Therefore F−1 is continuous. 
Anticipating on the next section, and applying Theorem 8.A.23 to LC groups,
we obtain the following result.
Theorem 8.A.24. Let G be a second-countable locally compact group.
The primitive dual Prim(G) is a standard Borel space.
8.B. C*-algebras and representations of LC groups
Let G be a locally compact group, with left-invariant Haar measure µG. Let
L1(G,µG), or for short L
1(G), denote the Banach ∗-algebra of integrable functions
G→ C (up to equality µG-almost everywhere), with the convolution product and
the usual involution, see Appendix A.F.
To a representation π : G → U(Hπ), there is associated an algebra homomor-
phism L1(G)→ L(Hπ), denoted by π again, defined by
π(f) =
∫
G
f(g)π(g)dµG(g) for all f ∈ L1(G).
Moreover, since π is a unitary representation of G, we have
π(f∗) =
∫
G
f∗(g)π(g)dµG(g) =
∫
G
∆(g−1)f(g−1)π(g)dµG(g)
=
∫
G
f(g)π(g−1)dµG(g) =
(∫
G
f(g)π(g)dµG(g)
)∗
= (π(f))∗
for all f ∈ L1(G), so that
π : L1(G)→ L(Hπ)
is a ∗-representation of the ∗-algebraL1(G). This has an extension to a ∗-representation
M b(G)→ L(H) of the measure algebra, defined by
π(µ) =
∫
G
π(g)dµ(g) for all µ ∈M b(G).
We denote by C∗π(G) the C*-subalgebra of L(Hπ) generated by the set of op-
erators π(L1(G)).
There are two particularly important cases.
Definition 8.B.1. Let G be a LC group.
Let λ be left regular representation of G on L2(G,µG). The algebra C
∗
λ(G) is
called the reduced C*-algebra of G.
Let πmax be the direct sum of all equivalence classes of cyclic representations
ofG. The algebra C∗πmax(G) is called themaximal C*-algebra ofG and is denoted
by C∗max(G).
Remark 8.B.2. The maximal C*-algebra C∗max(G) is the completion of L
1(G)
with respect to the norm
‖f‖max := sup
π
‖π(f)‖L(Hπ),
where the supremum is taken over all equivalence classes of cyclic representations
π of G. The condition of cyclicity ensures that these classes of representations
constitute a set. For the definition of C∗max(G), one could just as well consider the
set of all equivalence classes of irreducible representations of G; see [Dixm–C*,
§ 2.7].
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Let π be a representation of G. The associated ∗-representation L1(G) →
L(Hπ) extends to a non-degenerate C*-representation C∗max(G)→ L(Hπ), often de-
noted by π again. Conversely, every non-degenerate C*-representation of C∗max(G)
is associated in this way to exactly one representation of G; see [Dixm–C*, 13.3.4,
13.9.3] or [Foll–16, Sections 3.2 and 7.2]. This shows:
Proposition 8.B.3. For a locally compact group G, the construction above
provides a bijection between group representations of G and non-degenerate C*-
representations of C∗max(G).
This bijection respects equivalence and irreducibility. In particular, it induces
a homeomorphism
Ĝ
≈−→ ̂C∗max(G)
from the dual Ĝ of the group G, with the Fell topology as defined in Chapter 1, onto
the spectrum of the C*-algebra C∗max(G), with the topology of Definition 8.A.7.
Note that Propositions 8.B.3 and Proposition 8.A.14 imply that Ĝ is a Baire
space.
For π : G → U(Hπ) as above, the image of π : C∗max(G) → L(Hπ) is dense in
C∗π(G) (because the image of L1(G) is already dense in C∗π(G), by definition), and
therefore is C∗π(G) itself (because images of morphisms of C*-algebras are closed
[Dixm–C*, 1.8.3]), so that the representation π of G gives rise to a surjective
morphism of C*-algebras
C∗max(G)։ C
∗
π(G).
The kernel of this morphism, denoted by C*ker(π), is the C*-kernel of π. C*-
kernels provide for representations of LC groups an equivalent definition of weak
containment and weak equivalence [Dixm–C*, 3.4.4 & 18.1.4]:
Proposition 8.B.4. Let G be a locally compact group.
Let π1, π2 be two representations of G. The representation π1 is weakly con-
tained in π2 if and only if C*ker(π2) ⊂ C*ker(π1), and therefore π1 and π2 are
weakly equivalent if and only if C*ker(π1) = C*ker(π2).
The bijection of Proposition 8.B.3 induces a homeomorphism
Prim(G)
≈−→ Prim(C∗max(G))
from the primitive dual Prim(G) of the group G, with its topology as defined in
Section 1.E, onto the primitive ideal space of the C*-algebra C∗max(G).
Remark 8.B.5. Let π1, π2 be two representations of a LC group G and let
B be a dense subspace of C∗max(G), for example B = C
c(G) or B = L1(G). The
following properties are equivalent:
(i) π1 is weakly contained in π2;
(ii) ‖π1(x)‖ ≤ ‖π2(x)‖ for every x ∈ B;
(iii) ‖π1(µ)‖ ≤ ‖π2(µ)‖ for every µ ∈M b(G).
Indeed, (ii) is equivalent to ‖π1(x)‖ ≤ ‖π2(x)‖ for every x ∈ C∗max(G), by density
of B; this last property is equivalent to C*ker(π2) ⊂ C*ker(π1) and hence to (i),
by Proposition 8.B.4. The equivalence of (iii) and (ii) follows from the fact that
L1(G) is dense in M b(G) for the weak* topology.
The canonical surjective map (κ1) of Section 1.E can now be written
(κ1) κdprim : Ĝ։ Prim(G) = Prim(C
∗
max(G)), π 7→ C*ker(π).
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Remark 8.B.6. (1) The Fell topology on the dual Ĝ of a LC group G can be
defined in at least two ways: in terms of functions of positive type, as in Section
1.A, or in terms of the Jacobson topology on Prim(G) = Prim(C∗max(G)) and the
map (κ1). For more on the equivalence of several definitions of this topology, see
[Dixm–C*, § 3].
(2) The map of (κ1) is injective (and therefore bijective) in important cases,
see Glimm Theorem 8.F.3, but not in general, see Section 9.G.
(3) The C*-kernel of π should not be confused with the kernel of the group
homomorphism π : G→ U(Hπ). For example, if λ is the left regular representation
ofG as above, so that λ : G→ U(L2(G)) is injective in all cases, we have C*ker(λ) =
{0} if and only if G is amenable (Theorem 1.C.3).
(4) The bijection of Proposition 8.B.3 respects also quasi-equivalence, as intro-
duced in Remark 8.A.21.
(5) There are some topological groups G that are not locally compact for
which a C*-algebra C∗max(G) can nevertheless be defined, and be of some use.
See [StVo–75] for U(∞), an appropriate inductive limit of the compact Lie groups
U(n). C*-algebras of groups that are not locally compact will not be mentioned
again in the present book.
Example 8.B.7. Let G be a locally compact group that is amenable. We
repeat that the left regular representation λ of G establishes an isomorphism from
C∗max(G) onto C∗λ(G); in other words, every representation of G is weakly contained
in the regular representation.
(1) In case G is an abelian LC group, the Fourier transform F : L2(G) →
L2(Ĝ) is a unitary isomorphism of Hilbert spaces (the L2 spaces are defined in
terms of Haar measures on G and Ĝ that are associated with each other), and
FC∗λ(G)F−1 = C0(Ĝ); recall that C0(Ĝ) stands for the convolution algebra of
complex-valued continuous functions on Ĝ vanishing at infinity. In particular, the
C*-algebras C∗max(G) and C
0(Ĝ) are isomorphic.
(2) When G is compact, its C*-algebra C∗max(G) is isomorphic to the restricted
product
∏c0
π∈Ĝ End(Hπ) of the family of full matrix algebras, indexed by the dual
of G. Recall that 1 ≤ dimHπ < ∞ for all π ∈ Ĝ, so that End(Hπ) is isomorphic
to the algebra Mn(C) of complex n-by-n matrices for n = dimHπ; see for instance
Proposition 3.4 in [Will–07].
Recall also that, given a family (Aι)ι∈I of C*-algebras, their Cartesian product∏
ι∈I Aι is the C*-algebra constituted of (xι)ι∈I with xι ∈ Aι for all ι ∈ I and
supι∈I ‖xι‖ <∞, and their restricted product
∏c0
ι∈I Aι is the C*-algebra consti-
tuted of (xι)ι∈I such that, for all ε > 0, there is a cofinite subset Jε in I such that
‖xι‖ < ε for all ι ∈ Jε.
For example, C∗max(T) is isomorphic to the abelian C*-algebra c0(Z) of se-
quences of complex numbers (cn)n∈Z such that lim|n|→∞ cn = 0. Note that c0(Z)
is a restricted product of a countable infinite number of copies of the C*-algebra
C.
Remark 8.B.8. (1) Let G be a discrete group. Then C∗π(G) is a C*-algebra
with unit for every representation π of G. There is some kind of converse: a LC
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group G is discrete if and only if its reduced C*-algebra C∗λ(G) has a unit, if and
only if its maximal C*-algebra C∗max(G) has a unit [Miln–71].
(2) Specific descriptions of maximal C*-algebras have been worked out for a few
groups, often as spaces of sections of bundles or continuous fields. Besides abelian
and compact groups, here is a small sample of groups for which such descriptions
are known, with some of the relevant references:
– the special linear groups SL2(C) [Fell–61] and SL2(R) [Mili–71, Vale–84];
– the group Spin(4, 1), universal cover of the de Sitter group SO(4, 1)0
[BoMa–77];
– the motion group Rn ⋊ SO(n) [AbEL–11];
– the Heisenberg group H(R), as in Remark 3.B.19; see [LuTu–11], and
also [Gorb–80];
– the affine group
(
K× K
0 1
)
over a non-discrete locally compact field K,
for example over Qp [Rose–76].
8.C. Functorial properties of group C*-algebras
For a locally compact group G, the assignments G C∗max(G) and G C∗λ(G)
do not have good functorial properties with respect to general continuous group
homomorphisms. Here is an example which illustrates this fact.
Example 8.C.1. Let G be a non discrete LC group and let Gdisc be the
group G equipped with the discrete topology. The identity map Gdisc → G is
a continuous isomorphism. However, C∗max(G) is not isomorphic to a quotient of
C∗max(Gdisc). Indeed, C
∗
max(Gdisc) is a unital C*-algebra whereas, as mentioned
above (Remark 8.B.8), C∗max(G) has no unit.
Similarly, if Γ is a discrete subgroup of a non-discrete LC group G, then
C∗max(Γ), a C*-algebra that has a unit, does not embed in C
∗
max(G), a C*-algebra
that does not have one.
The reason for the lack of functoriality of G  C∗max(G) lies in the bad func-
torial properties of the assignment G L1(G); more precisely, given a continuous
group homomorphism G1 → G2, there is in general no naturally associated homo-
morphism between the convolution algebras L1(G1) and L
1(G2). The same holds
for Cc(G1) and C
c(G2).
We will see that G  C∗max(G) and, to a lesser extend, G  C
∗
λ(G), do have
satisfactory functorial properties with respect to some special continuous group
homomorphisms.
8.C.a. On the functor G  M b(G). Let G be a LC group. Recall from
Section 8.B that the measure algebraM b(G) of complex Radon measures on G is a
Banach ∗-algebra and that every representation π of G induces a ∗-representation
π : M b(G)→ L(Hπ).
As a preliminary step, we show that the assignment G  M b(G) has optimal
functorial properties.
Proposition 8.C.2. Let G1, G2 be locally compact groups and θ : G1 → G2 a
continuous homomorphism. For µ ∈M b(G1), denote by θ∗(µ) ∈M b(G2) the image
of µ under θ.
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The map θ∗ : M b(G1)→M b(G2) is a continuous homomorphism of ∗-algebras
such that ‖θ∗‖ ≤ 1.
Proof. Observe that, for µ ∈M b(G1), the measure θ∗(µ) ∈M b(G2) is deter-
mined by∫
G2
ϕ(y)d(θ∗(µ))(y) =
∫
G1
ϕ(θ(x))dµ(x) for all ϕ ∈ Cb(G2).
It is clear that the map θ∗ is a continuous linear map and that ‖θ∗‖ ≤ 1.
For µ1, µ2 ∈M b(G1) and ϕ ∈ Cb(G2), we have∫
G2
ϕ(y)d(θ∗(µ1 ∗ µ2))(y) =
∫
G1
ϕ(θ(x))d(µ1 ∗ µ2)(x)
=
∫
G1
∫
G1
ϕ(θ(xz))dµ1(x)dµ2(z)
=
∫
G1
∫
G1
ϕ(θ(x)θ(z))dµ1(x)dµ2(z)
=
∫
G2
∫
G2
ϕ(uv)d(θ∗(µ1))(u)d(θ∗(µ2))(v)
=
∫
G2
ϕ(y)d(θ∗(µ1) ∗ θ∗(µ2))(y).
Therefore θ∗(µ1 ∗ µ2) = θ∗(µ1) ∗ θ∗(µ2).
For µ ∈M b(G1) and ϕ ∈ Cb(G2), we have∫
G2
ϕ(y)d(θ∗(µ∗))(y) =
∫
G1
ϕ(θ(x))dµ∗(x)
=
∫
G1
ϕ(θ(x−1))dµ(x)
=
∫
G2
ϕ(z−1)dθ∗(µ)(z)
=
∫
G2
ϕ(y)d(θ∗(µ))∗(y).
Therefore θ∗(µ∗) = (θ∗(µ))∗. This proves the claim. 
Remark 8.C.3. Proposition 8.C.2 shows that the assignment G  M b(G),
is a functor from the category of LC groups to the category of Banach ∗-algebras.
Since (β ◦ α)∗ = β∗ ◦ α∗, when α : G1 → G2 and β : G2 → G3 are continuous
homomorphisms between LC groups G1, G2, G3, this functor is covariant.
We need to study the action of representations ofG2 on measures in θ∗(Mb(G1)).
Proposition 8.C.4. Let θ : G1 → G2 and θ∗ : M b(G1) → M b(G2) be as in
Proposition 8.C.2.
For every µ ∈M b(G1) and every representation π of G2, we have
π(θ∗(µ)) = (π ◦ θ)∗(µ).
Proof. Let π be a representation of G2 and µ ∈M b(G1). Then
π(θ∗(µ1)) =
∫
G2
π(y)dθ∗(µ)(y) =
∫
G1
π(θ(x))dµ(x) = (π ◦ θ)∗(µ).
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This proves the claim. 
For our study of the assignment G  C∗max(G), it will be helpful to introduce
C*-algebras associated to the Banach ∗-algebra M b(G), as we did for the Banach
*-algebra L1(G) in Section 8.B.
Definition 8.C.5. Let G be a LC group. The enveloping C*-algebra of
M b(G), denoted by M∗max(G), is the completion of M
b(G) for the norm
‖µ‖max := sup
π
‖π(µ)‖L(Hπ),
where the supremum is taken over all equivalence classes of cyclic (or, equivalently,
irreducible) representations π of G.
The reduced enveloping C*-algebra of M b(G), denoted by M∗λ(G), is the
completion of M b(G) for the norm
‖µ‖λ := ‖λ(µ)‖.
Equivalently,M∗λ(G) could be defined as the norm closure of λ(M
b(G)) in L(L2(G)).
The next proposition shows in particular that the assignment G M∗max(G) is
a covariant functor from the category of LC groups to the category of C*-algebras.
Theorem 8.C.6. Let G1, G2 be locally compact groups and θ : G1 → G2 a
continuous homomorphism.
The map θ∗ : M b(G1)→M b(G2) of Proposition 8.C.2 extends to a morphism
θ∗ : M∗max(G1)→M∗max(G2) of C*-algebras.
Proof. In the sequel, ‖ · ‖max will denote the norm on M∗max(G1) as well as
the norm on M∗max(G2).
Let µ ∈ M b(G1) and π a representation of G2. By Proposition 8.C.4, we have
π(θ∗(µ)) = (π ◦ θ)∗(µ). It follows from the definition of the norm ‖ · ‖max that
‖π(θ∗(µ))‖ = ‖(π ◦ θ)∗(µ)‖ ≤ ‖µ‖max.
Therefore we have
‖θ∗(µ)‖max ≤ ‖µ‖max for every µ ∈M b(G1).
Therefore, the map θ∗ : M b(G1) → M b(G2), which is a homomorphism of ∗-
algebras, extends to a morphism of C*-algebras M∗max(G1)→M∗max(G2). 
8.C.b. On the assignment G  C∗max(G). Let G be a LC group. Recall
that Cc(G) is a ∗-algebra for the convolution product and the involution given by
f∗(x) = ∆(x−1)f(x−1) for f ∈ Cc(G). Recall also that Cc(G) may be viewed a
∗-subalgebra of the Banach ∗-algebra M b(G) by means of the map
f 7→ f(x)dµG(x) for f ∈ Cc(G).
Let G1, G2 be LC groups and θ : G1 → G2 a continuous group homomorphism.
Let θ∗ : M b(G1)→M b(G2) be the associated map as in Proposition 8.C.2. Assume
that θ is an open homomorphism, that is, θ(U) is open in G2 for every open subset U
of G1. In Theorem 8.C.12, we will show that, in this case, θ∗(Cc(G1)) is contained
in Cc(G2) and that θ∗ : Cc(G1) → Cc(G2) extends to a morphism C∗max(G1) →
C∗max(G2). To this end, we need to treat separately three types of homomorphisms:
topological isomorphisms, quotient maps, and open injective homomorphisms.
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Proposition 8.C.7. Let G1, G2 be LC groups with Haar measures µG1 , µG2 ,
and let θ : G1 → G2 be an isomorphism of topological groups.
(1) For an appropriate normalization of µG1 and µG2 , we have θ∗(Cc(G1)) =
Cc(G2) and θ∗ : Cc(G1)→ Cc(G2) is an isomorphism of ∗-algebras.
(2) The map θ∗ : Cc(G1)→ Cc(G2) extends to an isomorphism C∗max(G1)→
C∗max(G2) of C*-algebras.
Proof. Since θ is an isomorphism of topological groups, it follows from Propo-
sition 8.C.2 that θ∗ : M b(G1) → M b(G2) is an isomorphism of ∗-algebras. It is
obvious that θ∗(µG1) is a multiple of µG2 that θ∗(Cc(G1)) = Cc(G2), and that the
restriction of θ∗ is a linear bijection Cc(G1) → Cc(G2). We may normalize µG1
and µG2 so that µG2 = θ∗(µG1). With this normalization, θ∗ : Cc(G1) → Cc(G2)
is a morphism of ∗-algebras. This proves Item (1).
Let f ∈ Cc(G1). Denoting by ‖ · ‖max the norms on M∗max(G1) and M∗max(G2),
we have, by Theorem 8.C.6,
‖θ∗(f)‖max ≤ ‖f‖max.
Since the same arguments apply also to θ−1, it follows that
‖θ∗(f)‖max = ‖f‖max, for every f ∈ Cc(G1).
Therefore the ∗-isomorphism θ∗ : Cc(G1)→ Cc(G2) extends to an isomorphism
C∗max(G1)→ C∗max(G2)
of C*-algebras. 
Next, we examine the case of quotient maps.
Proposition 8.C.8. Let G be a locally compact group, N a closed normal
subgroup of G, and θ : G→ G/N be the canonical epimorphism.
(1) For a proper normalization of the Haar measures µG, µN and µG/N , we
have θ∗(Cc(G)) = Cc(G/N) and θ∗ : Cc(G) → Cc(G/N) is a surjective
homomorphism of ∗-algebras.
(2) The map θ∗ : Cc(G)։ Cc(G/N) extends to a surjective morphism C∗max(G)։
C∗max(G/N) of C*-algebras.
Proof. Fix a Haar measure µN on N and let P : C
c(G) → Cc(G/N) be the
linear map defined by
P (f)(xN) =
∫
N
f(xy)dµN (y) for f ∈ Cc(G), x ∈ G.
It is a surjective linear map [BeHV–08, Lemma B.1.2]. For a proper normalization
of the Haar measures µG and µG/N of G and G/N , we have the so-called Weil’s
formula∫
G
f(x)dµG(x) =
∫
G/N
P (f)(xN)dµG/N (xN) for all f ∈ Cc(G)
(see [Weil–40, Chap. II, §9]).
Let f ∈ Cc(G) and ϕ ∈ Cc(G/N). Since P ((ϕ ◦ θ)f) = ϕP (f), we have∫
G/N
ϕ(xN)P (f)(xN)dµG/N =
∫
G
ϕ(θ(x))f(x)dµG(x),
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by Weil’s formula. This shows that
θ∗(f) = P (f) for all f ∈ Cc(G),
that is, the restriction of θ∗ to Cc(G) coincides with P . This implies that
θ∗(Cc(G)) = P (Cc(G)) = Cc(G/N).
Moreover, θ∗ : Cc(G) → M b(G/N) is a homomorphism of ∗-algebras, by Propo-
sition 8.C.2. Therefore θ∗ : Cc(G) → Cc(G/N) is a surjective homomorphism of
∗-algebras. This proves Item (1).
Let f ∈ Cc(G). By Theorem 8.C.6, we have
‖θ∗(f)‖max ≤ ‖f‖max,
where, as before, ‖ · ‖max denotes the norm on the enveloping C*-algebras of
the measure algebras. Therefore θ∗ : Cc(G) → Cc(G/N) extends to a morphism
C∗max(G)→ C∗max(G/H) of C*-algebras; this morphism is surjective, since θ∗(Cc(G)) =
Cc(G/N) and since Cc(G/N) is dense in C∗max(G/H). 
Finally, we treat the inclusion of open subgroups. We give first a preliminary
result on the inclusion homomorphism θ of a closed, not necessarily open, subgroup
H of a LC group G. For f ∈ Cc(H), observe that θ∗(f) is the measure f(x)dµH(x)
on G. Observe also that, for every representation π of G, we have
π(θ∗(µ)) = (π|H)(µ) for all µ ∈M b(H).
Proposition 8.C.9. Let G be a LC group, H a closed subgroup of G, and
θ : H → G the canonical inclusion.
The injective ∗-homomorphism θ∗ : Cc(H) → M b(G) extends to a morphism
θ∗ : C∗max(H) → M∗max(G) of C*-algebras. Moreover, the following properties are
equivalent:
(i) θ∗ : C∗max(H)→M∗max(G) is injective;
(ii) for every representation σ of H, there exists a representation π of G such
that σ is weakly contained in π|H .
Proof. By Theorem 8.C.6, the map θ∗ : Cc(H) → M b(G) extends to a mor-
phism θ∗ : M∗max(H) → M∗max(G) of C*-algebras. Since obviously C∗max(H) may
be viewed as C*-subalgebra of M∗max(H), we obtain by restriction a morphism
θ∗ : C∗max(H)→M∗max(G) of C*-algebras.
Assume that (i) holds. Then θ∗ is isometric, that is,
(∗) ‖θ∗(f)‖max = ‖f‖max for all f ∈ Cc(H).
Let σ be a representation of H . Set πmax :=
⊕
π∈Ĝ π. Since
‖µ‖max = ‖πmax(µ)‖ for all µ ∈M b(G),
it follows from (∗) that
‖σ(f)‖ ≤ ‖πmax(θ∗(f))‖ = ‖(πmax|H)(f)‖ for all f ∈ Cc(H);
this shows that σ is weakly contained in πmax|H .
Conversely, assume that (ii) holds. Let
σmax :=
⊕
σ∈Ĥ
σ.
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There exists a representation π of G such that σmax is weakly contained in π|H .
Therefore, we have
‖f‖max = ‖σmax(f)‖ ≤ ‖(π|H)(f)‖ = ‖π(θ∗(f))‖ ≤ ‖θ∗(f)‖max,
and hence ‖f‖max = ‖θ∗(f)‖max for all f ∈ Cc(H). So, θ∗ : C∗max(H)→ M∗max(G)
is injective. 
We give two classes of subgroupsH for which the map θ∗ : C∗max(H)→M∗max(G)
as in Proposition 8.C.9 is injective.
Corollary 8.C.10. Let G be a LC group, H a closed subgroup of G, and
θ : H → G the canonical injection.
(1) Assume either that H is open or that H is amenable. Then the morphism
θ∗ : C∗max(H)→M∗max(G) is injective.
(2) Assume that H is open. For an appropriate normalization of µG and µH ,
the image of C∗max(H) under θ∗ is a subalgebra of C
∗
max(G).
Proof. To show Item (1), it suffices to check that Condition (ii) of Proposi-
tion 8.C.9 is satisfied, when H is either open or amenable.
• First case. Assume that H is open. Let σ be a representation of H . Con-
sider the induced representation π := IndGHσ. Then σ is contained in π|H (see
Definition 1.F.1).
• Second case. Assume that H is amenable. Let σ be a representation of H .
Then σ is weakly contained in λH . Since λG|H is weakly equivalent to λH , it follows
that σ is weakly contained in λG|H .
To show Item (2), note first that Cc(H) is naturally a subspace of Cc(G), since
H is open in G. Choose then µG and µH such that µG|H = µH . Then, for every
f ∈ Cc(H), we have
θ∗(f) = f(x)dµH(x) = f(x)dµG(x),
hence θ∗ is an inclusion of Cc(H) as a subalgebra of Cc(G). Since the closure of
Cc(G) in M∗max(G) coincides with C
∗
max(G), the claim follows. 
Remark 8.C.11. (1) Condition (ii) of Proposition 8.C.9 was introduced in
[Fell–64, Page 442] as “Property (WP3)” and studied as a weak version of Frobe-
nius reciprocity for finite groups. It also appeared in [Rief–74, page 209] and
[BeVa–95] in a context similar to ours, with the multiplier C*-algebraM(C∗max(G))
of C∗max(G) replacing the algebra M
∗
max(G).
(2) Condition (ii) from Proposition 8.C.9 does not always hold. Indeed, this
condition fails for G = SL3(C) and a subgroup H isomorphic to SL2(C), as shown
in [Fell–64, Theorem 6.1] and [BeLS–92, Remark 1.13 (i)] (see our Remark 1.F.3).
The failure of Condition (ii) was established in [BeVa–95] for any lattice H in a
higher rank simple Lie group G as well as for many lattices in a rank one simple
Lie group.
We are now ready to state the final result concerning the assignment G  
C∗max(G).
Theorem 8.C.12. Let G1, G2 be locally compact groups with Haar measures
µG1 , µG2 and let θ : G1 → G2 be an open continuous homomorphism.
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(1) We have θ∗(Cc(G1)) ⊂ Cc(G2) and, for appropriate normalizations of µG1
and µG2 , the map θ∗ : Cc(G1)→ Cc(G2) is a morphism of ∗-algebras.
(2) This map θ∗ : Cc(G1)→ Cc(G2) extends to a morphism of C*-algebras
θ∗ : C∗max(G1)→ C∗max(G2).
(3) θ∗ : C∗max(G1) → C∗max(G2) is surjective if and only if θ : G1 → G2 is
surjective.
(4) θ∗ : C∗max(G1) → C∗max(G2) is injective if and only if θ : G1 → G2 is
injective
Proof. Let N ⊂ G1 be the kernel and H ⊂ G2 the image of θ. We can write
θ = θ3 ◦ θ2 ◦ θ1,
where
• θ1 : G1 → G1/N is the canonical epimorphism,
• θ2 : G1/N → H is the group isomorphism induced by θ,
• θ3 : H → G2 is the canonical injection.
Since θ is an open map, H is an open subgroup of G2 and θ2 : G1/N → H
is an isomorphism of topological groups. Therefore Items (1) and (2) follow from
Proposition 8.C.7, Proposition 8.C.8, and Corollary 8.C.10.
Items (3) and (4) are immediate consequences of the following observations:
• the map C∗max(G1)→ C∗max(G1/N) induced by θ1 is surjective;
• the maps C∗max(G1/N)→ C∗max(H) and C∗max(H)→ C∗max(G) induced by
θ2 and θ3 are injective;
• the map C∗max(G1) → C∗max(G1/N) is injective if and only if N = {e},
that is, if and only if θ is injective;
• the map C∗max(H) → C∗max(G2) is surjective if and only if H = G2, that
is, if and only if θ is surjective.

If Γ is a discrete group, observe that Cc(Γ) coincides with the group algebra
C[Γ]. We will identify Γ in the obvious way as a subset of C[Γ]. Under this
identification, if θ : Γ1 → Γ2 is a homomorphism between discrete groups Γ1 and
Γ2, then θ∗ : C[Γ1]→ C[Γ2] coincides with the linear extension of θ to C[Γ1].
The following immediate consequence of Theorem 8.C.12 shows in particular
that the assignment Γ  C∗max(Γ) is a covariant functor from the category of
discrete groups to the category of C*-algebras.
Corollary 8.C.13. Let Γ1,Γ2 be discrete groups. Every group homomorphism
θ : Γ1 → Γ2 extends to a morphism θ∗ : C∗max(Γ1)→ C∗max(Γ2) of C*-algebras.
8.C.c. On the assignment G C∗λ(G). As we now discuss, reduced group
C*-algebras have less functorial properties than maximal group C*-algebras.
Let G1, G2 be LC groups and θ : G1 → G2 an open continuous homomorphism.
Recall from Theorem 8.C.12 that θ induces a homomorphism θ∗ : Cc(G1)→ Cc(G2)
of ∗-algebras, upon an appropriate normalization of µG1 and µG2 . The following re-
sult gives a characterization of the homomorphisms θ inducing a morphism between
the respective reduced C*-algebras.
Theorem 8.C.14. Let G1, G2 be LC groups and θ : G1 → G2 a continuous
open homomorphism. Assume that the Haar measures µG1 , µG2 are normalized as
in Theorem 8.C.12 (1). The following properties are equivalent:
(i) the induced homomorphism θ∗ : Cc(G1)→ Cc(G2) extends to a morphism
C∗λ(G1)→ C∗λ(G2) of C*-algebras;
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(ii) the kernel of θ is an amenable subgroup of G1.
Proof. Recall that λG denotes the left regular representation of a LC group
G.
• First step. We claim that θ∗ : Cc(G1) → Cc(G2) extends to C∗λ(G1) if and
only if the representation λG2 ◦ θ of G1 is weakly contained in λG1 .
Indeed, let f ∈ Cc(G1). By Proposition 8.C.4, we have
λG2(θ∗(f) ) = (λG2 ◦ θ)(f).
This shows that the inequality
‖λG2(θ∗(f))‖ ≤ ‖λG1(f)‖
is equivalent to the inequality
‖(λG2 ◦ θ)(f)‖ ≤ ‖λG1(f)‖.
Therefore θ∗ extends from Cc(G1) to C∗λ(G1) if and only if
‖(λG2 ◦ θ)(f)‖ ≤ ‖λG1(f)‖ for every f ∈ Cc(G1),
that is, if and only if λG2 ◦ θ is weakly contained in λG1 .
• Second step. Assume that θ : G1 → G2 is an isomorphism. We claim that
λG2 ◦ θ equivalent to λG1 .
Indeed, define a linear map U : L2(G1)→ L2(G2) by
(Uξ)(y) = ξ(θ−1(y)) for ξ ∈ L2(G1), y ∈ G2.
By the normalization of µG1 and µG2 , we have θ∗(µG1) = µG2 (see the proof of
Proposition 8.C.7). It follows, as is easily checked, that U is an isomorphism of
Hilbert spaces. Moreover, we have
(λG2(θ(g))Uξ)(y) = (Uξ)(θ(g
−1)y)
= ξ(g−1θ−1(y))
= (λG1(g)ξ)(θ
−1(y))
= (UλG1(g)ξ)(y),
for every ξ ∈ L2(G1), g ∈ G1 and y ∈ G2. So, U intertwines λG2 ◦ θ and λG1 .
• Third step. Assume that G1 is an open subgroup of G2 and that θ : G1 → G2
is the canonical injection. We claim that λG2 ◦ θ is weakly equivalent to λG1 .
Indeed, this holds since we have λG2 ◦ θ = λG2 |G1 in this case.
• Fourth step. Assume that G2 = G1/N for a closed normal subgroup N of G1
and that θ : G1 → G1/N is the canonical epimorphism. We claim that λG2 ◦ θ is
weakly contained in λG1 if and only if N is amenable.
Indeed, observe first that λG2 ◦ θ is equivalent to the induced representation
IndG1N 1N .
Assume that N is amenable. Then 1N is weakly contained in λN and hence,
by continuity of induction, IndG1N 1N is weakly contained in Ind
G1
N λN , which is
equivalent to λG1 . Therefore λG2 ◦ θ is weakly contained in λG1 .
Conversely, assume that λG2 ◦θ is weakly contained in λG1 . Then, by continuity
of restriction, the representation (λG2 ◦θ)|N is weakly contained in λG1 |N . Observe
that (λG2 ◦ θ)|N is equivalent to a multiple of the trivial representation 1N . Since
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λG1 |N is weakly equivalent to λN , it follows that 1N is weakly contained in λN .
Therefore N is amenable.
• Fifth step. Let θ : G1 → G2 be an arbitrary open homomorphism. Denote
by N the kernel of θ and by H the image of θ. As in the proof of Theorem 8.C.12,
we can write
θ = θ3 ◦ θ2 ◦ θ1,
where θ1 : G1 → G1/N is the canonical epimorphism, θ2 : G1/N → H is the group
isomorphism induced by θ, and θ3 : H → G2 is the canonical injection.
By the three first steps, θ2 and θ3 induce morphisms C
∗
λ(G1/N)→ C∗λ(H) and
C∗λ(H) → C∗λ(G2). The fourth step shows that θ1 induces a morphism C∗λ(G1) →
C∗λ(G1/N) if and only N is amenable. 
The following corollary is an immediate consequence of Theorem 8.C.14; it
should be compared with Corollary 8.C.13, in which we established that
Γ C∗max(Γ)
is a functor on the category of discrete groups to that of C*-algebras. Recall that
we view a discrete group Γ as a subset of its group algebra C[Γ], which is itself a
subalgebra of C∗λ(Γ).
Corollary 8.C.15. Let Γ1,Γ2 be discrete groups and θ : Γ1 → Γ2 a homomor-
phism. The following properties are equivalent:
(i) θ extends to a morphism θ∗ : C∗λ(Γ1)→ C∗λ(Γ2) of C*-algebras;
(ii) the kernel of θ is an amenable subgroup of Γ1.
8.D. Second-countable and σ-compact LC groups
Some properties of representations of σ-compact locally compact groups are
well-documented in the literature for second-countable LC groups only. For ex-
ample, the fact that C*-kernels of factor representations of σ-compact LC groups
are primitive is apparently known to experts (see Line 5 of [Pogu–83]); however,
the only references of which we are aware deal with second-countable LC groups
(see [Dixm–60a, Corollaire 3], and also Corollaries 8.A.20 and 7.F.2). Observe
that a σ-compact LC group need not be second-countable. For example, an un-
countable Cartesian product of non-trivial compact groups is compact and is not
second-countable.
We indicate in this section how, in several situations, the case of σ-compact
LC group can be reduced to that of second-countable LC groups. The first tool
for this reduction is the Kakutani–Kodaira theorem; for a proof, see the original
article [KaKo–44], or [CoHa–16, 2.B.6].
Theorem 8.D.1 (Kakutani–Kodaira). Let G be a σ-compact locally compact
group.
For every neighbourhood U of e in G, there exists a compact normal subgroup
K of G such that K ⊂ U and G/K is second-countable.
Using the notion of projective limits of topological groups (see [BTG1–4,
Chap. III, § 7]), Theorem 8.D.1 shows that every σ-compact LC group is the pro-
jective limit of second-countable LC groups.
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The second tool for the reduction is the following crucial lemma; a similar
result appears in [Moor–72, Proposition 2.2], under more restrictive assumptions
and with a different proof.
Lemma 8.D.2. Let G be a topological group and K a family of compact normal
subgroups of G with the following property: for every neighbourhood U of e in G,
there exists K ∈ K with K ⊂ U . Let π be a factor representation of G.
Then π factorizes through a quotient G/K for some K ∈ K .
Proof. Let ξ be a unit vector in Hπ. Since π is continuous, there exists a
neighbourhood U of e in G such that
‖π(u)ξ − ξ‖ <
√
2 for all u ∈ U.
Therefore there exists K ∈ K such that
‖π(g)ξ − ξ‖ <
√
2 for all g ∈ K.
Since K is a group, this implies that the space HKπ of π(K)-invariant vectors in
Hπ is no7 zero (see [BeHV–08, Proposition 1.1.5]). Since K is normal in G, the
subspace HKπ is π(G)-invariant. Moreover, HKπ is obviously invariant under the
commutant π(G)′ of π(G). Therefore the orthogonal projection p : Hπ → HKπ
belongs to π(G)′∩π(G)′′, that is, to the centre of the von Neumann algebra π(G)′′.
Since π is factorial and HKπ 6= {0}, we have p = idHπ , that is, Hπ = HKπ ; this
means that π factorizes through G/K. 
Lemma 8.D.2, combined with Theorem 8.D.1, allows us to relate the dual and
the quasi-dual a σ-compact LC group to the duals and quasi-duals of appropriate
second-countable LC groups.
Proposition 8.D.3. Let G a σ-compact locally compact group, and let KG
denote the set of compact normal subgroups K in G such that G/K is second-
countable, ordered by inclusion.
(1) For every factor representation π of G, there exists a compact normal
subgroup K ∈ KG such that π factorizes through G/K.
(2) For every factor representation π of G, the C*-kernel C*ker(π) is a prim-
itive ideal of C∗max(G).
(3) The dual Ĝ is homeomorphic to the inductive limit
Ĝ = lim−→
K∈KG
Ĝ/K.
(4) Similarly, the quasi-dual QD(G) is Borel-isomorphic to the inductive limit
QD(G) = lim−→
K∈KG
QD(G/K).
Proof. Claim (1) follows from Lemma 8.D.2 and Theorem 8.D.1.
(2) Let π be a factor representation of G. By (1), there exists K ∈ KG and a
factor representation π′ of G/K such that π = π′ ◦ p, where p : G → G/K stands
for the canonical epimorphism. Let p∗ : C∗max(G)։ C
∗
max(G/K) be the morphism
induced on the maximal C*-algebras (see Proposition 8.C.8). By Corollary 7.F.2
and Proposition 8.B.4, there exists an irreducible representation ρ′ of G/K such
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that C*ker(ρ′) = C*ker(π′). Consider the representation given by the composition
ρ : C∗max(G)
p∗
։ C∗max(G/K)
ρ′→ L(Hρ′ ). Then
C*ker(π) = (p∗)−1 (C*ker(π′)) = (p∗)−1 (C*ker(ρ′)) = C*ker(ρ)
and the ideal C*ker(π) of C∗max(G) is primitive.
(3) & (4) These claims follow from (1). Let us spell out the homeomorphism.
For K ∈ KG, the space Ĝ/K with its Fell topology can be seen as a closed subspace
of Ĝ. The Fell topology on Ĝ coincides with the inductive limit topology, that is,
the one for which a subset A in Ĝ is open if and only if A ∩ Ĝ/K is open for all
K ∈ KG.
Similarly, for each K ∈ KG, let the quasi-dual of G/K be given its Mackey–
Borel structure. For its own Mackey–Borel structure, a subset A in QD(G) is Borel
if and only if the intersection A ∩QD(G/K) is Borel for all K ∈ KG. 
As a corollary, we show that, for a σ-compact locally compact group G, the
quotient map Ĝ։ Prim(G) has a natural extension to the quasi-dual QD(G).
Corollary 8.D.4. For a σ-compact locally compact group G, the map
(κ3) κqdprim : QD(G)։ Prim(G), ρ 7→ C*ker(ρ)
is an extension of the canonical map κdprim : Ĝ։ Prim(G) of Section 1.E.
Proof. Let ρ be a factor representation of G. On the one hand, every fac-
tor representation of G quasi-equivalent to ρ has the same C*-kernel as ρ (Corol-
lary 6.A.5 and Proposition 8.B.4); on the other hand, C*ker(ρ) is a primitive ideal
(Proposition 8.D.3 (2)). 
8.E. The central character of a representation, of a primitive ideal
Let G be a topological group. The projective kernel of a representation
(π,H) of G is the normal subgroup Pkerπ defined by
Pkerπ = {g ∈ G | π(g) = χπ(g)IdH for some number χπ(g) ∈ T}.
Observe that Pkerπ is a normal closed subgroup of G containing kerπ, that the
function χπ : g 7→ χπ(g) is a unitary character of Pkerπ, and that
ker(π : G→ U(H)) = ker(χπ : Pkerπ → T).
Proposition 8.E.1. Let G be a topological group and π a factor representation
of G. Let χπ : Pkerπ → T be as above.
(1) The centre Z of G is contained in Pkerπ, so that there is a unitary char-
acter ψπ := χπ|Z in Ẑ.
(2) Let H be a closed subgroup which contains the commutator subgroup of
G (and therefore which is normal in G) and p : G → G/(kerπ ∩ H) the
canonical projection.
Then Pkerπ = p−1(Z), where Z is the centre of G/(kerπ ∩H).
(3) Let ρ be any representation of G that is weakly equivalent to π.
Then Pkerρ = Pkerπ and χρ = χπ.
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Proof. (1) For g ∈ Z, the operator π(g) belongs to the centre of the factor
π(G)′′ and hence is a scalar operator.
(2) Let g ∈ G. Then π(g) commutes with π(g′) for all g′ ∈ G if and only if
π(g) belongs to the centre of the factor π(G)′′, that is, if and only if π(g) is a scalar
operator. Therefore, we have g ∈ Pkerπ if and only if
π([g, g′]) = [π(g), π(g′)] = IdH for all g′ ∈ G,
that is, if and only if [g, g′] ∈ kerπ for all g′ ∈ G.
Since H contains [G,G], the last condition holds if and only if [g, g′] ∈ kerπ∩H
for all g′ ∈ G, i.e., if and only if g ∈ p−1(Z).
(3) The restriction ρ|Pkerπ is weakly contained in π|Pkerπ, and therefore in χπ.
This implies that every normalized function of positive type associated to ρ|Pkerπ
coincides with χπ, and therefore that
ρ(g) = χπ(g)IdH for all g ∈ Pkerπ.
Therefore Pkerπ ⊂ Pkerρ and ψρ|Pkerπ = χπ. Similarly, we have Pkerρ ⊂ Pkerπ
and χπ|Pkerρ = χρ. 
By Proposition 8.E.1, we can define two maps
Ĝ → Ẑ and QD(G) → Ẑ
by associating to π ∈ Ĝ or π ∈ QD(G) the unitary character ψπ ∈ Ẑ such that
π(z) = ψπ(z)IdHπ for all z ∈ Z.
called the central character of π. Note that this central character is the restriction
to Z of the unitary character χπ : Pkerπ → T previously defined. Recall that, when
π is irreducible, the central character χπ has already been define, see 3.B.4.
By Proposition 8.E.1 (3), the map Ĝ→ Ẑ factorizes through the map
κdprim : Ĝ։ Prim(G)
of (κ1) in Section 8.B. Similarly, when G is a σ-compact LC group, the map
QD(G)→ Ẑ factorizes through the map
κqdprim : QD(G)։ Prim(G),
of (κ3) in 8.D. We can therefore speak of the central character of a primitive ideal.
8.F. Characterization of type I groups: Glimm theorem
This section is devoted to the statement of Glimm theorem, which gives several
characterizations of LC groups of type I.
8.F.a. CCR and GCR, or liminal and postliminal C*-algebras. We
introduce a class of C*-algebras which play a central role in Glimm theorem.
Given a Hilbert space H, recall that K(H) denotes the ideal of compact oper-
ators in L(H).
Let A be a C*-algebra. For a representation π of A, consider the two-sided
ideal
π−1(K(Hπ)) = {a ∈ A | π(a) is compact}
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of A ; note that it depends on the equivalence class of π only. Define CCR(A) as the
intersection of π−1(K(Hπ)) over all equivalence classes of irreducible representations
π of A.
Definition 8.F.1. Let A be C*-algebra A.
A is defined to be CCR or liminal if, for every irreducible representation
π : A→ L(Hπ), the image π(A) consists of compact operators on Hπ.
A is defined to be GCR or postliminal if CCR(A/J) 6= {0} for every closed
two-sided ideal J in A.
Remark 8.F.2. (1) The acronym CCR refers to “completely continuous repre-
sentations”, the other term “liminal”, indicating that these algebras are the first to
consider (etymologically, “liminal” comes from the Latin “limen”, meaning thresh-
old). The acronym GCR refers to “generalized CCR algebra”.
(2) We comment on the relationship between the notions of GCR groups and
CCR groups we defined in Section 6.E and the notions of CCR and GCR C*-
algebras we have just introduced.
• It is clear that a LC group G is a CCR group if and only if its maximal
C*-algebra C∗max(G) is CCR;
• it is also clear that, if C∗max(G) is GCR, then G is a GCR group;
• when G is second-countable, the fact that C∗max(G) is GCR if G is a
GCR group holds; however, this is a deep fact which is part of Glimm
theorem 8.F.3 below.
(3) The notion of type I group from Section SectionTypeI makes sense in the
context of C*-algebras: a C*-algebra A is of type I if every representation π of A,
the von Neumann algebra π(A)′′ is of type I. Glimm Theorem 8.F.3, in its general
formulation, shows that the class of separable C*-algebras coincides with the class
of separable GCR C*-algebras.
8.F.b. Glimm theorem. In the fundamental 1961 article of Glimm, only one
out of nine theorems is formulated for second-countable locally compact groups, and
the other theorems are formulated for separable C*-algebras. Here, we choose a
formulation for groups, more precisely for σ-compact LC groups.
Theorem 8.F.3. For a σ-compact locally compact group G, the following con-
ditions are equivalent:
(i) G is type I, as defined in Section 6.D;
(ii) G is a GCR group, as defined in Section 6.E;
(iii) C∗max(G) is a GCR C*-algebra;
(iv) the map κdprim : Ĝ ։ Prim(G) of (κ1) in 1.E and 8.B is a homeomor-
phism;
(v) the Mackey–Borel structure on Ĝ is countably separated;
(vi) the Mackey–Borel structure on Ĝ is standard;
(vii) the Mackey–Borel structure on Ĝ is the same as the Borel structure defined
by the Fell topology.
We give below several comments on Glimm theorem; for the complete proof,
we refer to the original article [Glim–61a] and [Dixm–C*, Chap. 9].
258 8. C*-ALGEBRAS AND LC GROUPS
Comments on Theorem 8.F.3
(1) The equivalence between the properties (i) to (vi) listed above is proved
in [Glim–61a] in the context of separable C*-algebras; applied to the C*-algebra
C∗max(G), this implies Theorem 8.F.3 for a second-countable LC group G. Con-
cerning the equivalence of these properties with property (vii), see Comment (8)
below.
(2) The equivalence of all properties, except (iii), carries over from second-
countable LC groups to the more general case of a σ-compact LC group G, by
Proposition 8.D.3. For the equivalence of (iii) with the other properties, see Com-
ment (11) below.
(3) The equivalence (i) ⇐⇒ (vi) was conjectured by Mackey [Mack–57, Page
163].
(4) Property (i) is equivalent to the fact that every factor representation of
G is a multiple of an irreducible representation. See Theorem 6.D.4 and Proposi-
tion 6.B.14.
(5) The implication (ii) =⇒ (i) is proved in Theorem 6.E.5.
(6) The implication (iv) =⇒ (i) is a consequence of Corollary 7.F.4;
(7) The implications (iii) =⇒ (ii) and (vi) =⇒ (v) are obvious.
(8) The proofs in [Glim–61a] are independent of previous work, mainly by
Dixmier, Fell and Kaplansky, in which the equivalence of several of the properties
listed above were established, in the context of separable C*-algebras:
the implication (iii) =⇒ (i) is an early result from [Kapl–51b];
the equivalence (iii) ⇐⇒ (iv) was proved in [Dixm–60a];
the equivalences (iii) ⇐⇒ (v) ⇐⇒ (vi) ⇐⇒ (vii) was proved in [Dixm–60c];
the implication (iv) =⇒ (vi) was established in [Fell–60b, Theorem 4.1].
(9) In view of the previous comments, the main novelty in [Glim–61a] is the
proof of the implication (i) =⇒ (iii), apart from the independent proofs it offers
for all the other implications.
(10) A conceptually new proof of (i) =⇒ (vi) is given in [Effr–65].
(11) LetG be a locally compact group, σ-compact or not. It is known that Prop-
erties (i), (ii), and (iii) of Theorem 8.F.3 are equivalent; see [Saka–66, Saka–67].
(12) Recall from Theorem 1.D.15 (1) that the conditions of Theorem 8.F.3 are
moreover equivalent to the fact that the dual Ĝ is a T0 space.
(13) Considering that groups of type I enjoy many good properties which other
groups lack, Kirillov has suggested that a second-countable locally compact group
should be called tame if it is type I and wild otherwise [Kiri–76, see Section 8.4].
Let G be a locally compact which is not type I. Then G has a factor rep-
resentation of type II or a factor representation of type III. In fact, when G is
second-countable, it was shown in [Glim–61a] that G has factor representations
of both types.
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Theorem 8.F.4. Let G be a locally compact group which is not of type I.
(1) The group G has factor representations of type III.
(2) If G is σ-compact, then G has factor representations of type II∞.
(3) Let Γ be a countable group that is not of type I. Then Γ has a factor
representation of type II1.
On the proof. For (1), see [Glim–61a] in case G is second-countable and
[Saka–66] in general.
Claim (2) follows from [Glim–61a] and [Mare–75], by translating from sep-
arable C*-algebras to σ-compact groups.
For (3), it follows from Theorem 7.D.2 that the regular representation of Γ has
a part of type II, say λIIΓ . In the central decomposition
λIIΓ =
∫ ⊕
QD(Γ)
πωdµ(ω)
(see Theorem 6.C.8), πω is a factor representation of type II1 for almost every
ω ∈ QD(Γ) [Dixm–vN, Chap. II, § 5, no 2]. 
8.G. The von Neumann algebra of a group representation
In Section 6.B, we have associated two von Neumann algebras, π(G)′′ and
π(G)′, to any representation π of a topological group G. Let us record another way
to define these when G is locally compact.
Let G be a locally compact group and π a representation of G in a Hilbert
space Hπ. Recall that Cc(G) stands for the convolution algebra of complex-valued
continuous functions on G with compact support. We denote again by π each of
the corresponding morphisms from Cc(G), L1(G), M b(G), and C∗max(G) to L(Hπ).
Since Cc(G), L1(G), C∗max(G) have approximate units, the following is elementary
to check; see [Dixm–C*, 13.3.5].
Proposition 8.G.1. Let π be a representation of a locally compact group G.
With the notation as above, π(G), π(Cc(G)), π(L1(G)), and π(C∗max(G)) all
generate the same von Neumann algebra:
π(G)′′ = π(Cc(G))′′ = π(L1(G))′′ = π(M b(G))′′ = π(C∗max(G))
′′.
Given a second-countable locally compact groupG, the second dual of C∗max(G),
say vNmax(G), has a natural structure of von Neumann algebra, of which the nor-
mal ∗-representations are in natural one-to-one correspondence with the unitary
representations of G. The algebra vNmax(G) is the enveloping von Neumann alge-
bra of C∗max(G) [Dixm–C*, § 12.1]. On this subject, we only quote two articles by
Ernest [Erne–64, Erne–65].
Remark 8.G.2. In contrast to the equality π(C∗max(G))
′′ = π(G)′′ of Propo-
sition 8.G.1, C∗π(G) need not coincide with the sub involutive algebra C
∗(π(G)) of
L(Hπ) generated by π(G), as the following examples illustrate.
(1) Note that C∗(λ(G)) is always a C*-algebra with unit, whereas, when G is
not discrete, the reduced C*-algebraC∗λ(G) does not have a unit (see Remark 8.B.8).
(2) Let G be a LCA group. Recall from Proposition 4.C.4 that the Bohr
compactification Bohr(Ĝ) of the dual of G can be identified with the dual Ĝdisc of
the group G viewed as a discrete group.
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Then C∗(λ(G)) is isomorphic to the algebra C(Bohr(Ĝ)) = C(Ĝdisc) of con-
tinuous functions on Ĝdisc. It is not isomorphic to C
∗
λ(G) ≈ C0(Ĝ) when G is not
discrete [KoKa–43]. More information on C∗(λ(G)) can be found in [Bedo–94].
8.H. Variants
Given a LC group G, there are other group algebras than C∗max(G) and other
primitive duals than Prim(G) that can be attached toG. One is the space Prim∗(L1(G))
consisting of kernels of irreducible ∗-representations of L1(G) associated to irre-
ducible representations of G. Another one is the space Prim(L1(G)) of all primitive
ideals of L1(G), i.e., of all kernels of simple L1(G)-modules (in the algebraic sense).
There are also spaces of maximal ideals, Max(C∗max(G)) and Max(L
1(G)). There
is a natural injection of Max(C∗max(G)) into Prim(G), and this is a bijection if and
only if Prim(G) is a T1 space.
The only variant about which we add a comment is the space Prim∗(L1(G)).
There is a natural map
Φ : Prim(G)→ Prim∗(L1(G)), C*ker(π) 7→ L1 ker(π) = C*ker(π) ∩ L1(G)
that is surjective, and continuous for the Jacobson topologies. In [Dixm–60b,
The´ore`me 4], it is shown that this map is injective (and therefore a homeomorphism)
whenG satisfies some “Property (P)”, in particular when G is a connected Lie group
that is either nilpotent or semisimple. It is also known that Φ is a homeomorphism
when G is a LC-group with polynomial growth [BLSV–78, Satz 2].
We end this section by an example showing that Φ need not be injective.
Proposition 8.H.1. Let Γ be a lattice in G = PSL2(R) and let Φ be as above.
Then Φ : Prim(Γ)→ Prim∗(ℓ1(Γ)) is not injective.
Proof. Let π1 and π2 be non-equivalent representations of G in the com-
plementary series. Then the restrictions π1|Γ and π2|Γ to Γ are irreducible, by
[CoSt–91, Proposition 2.5]. By [BeHa–94, The´ore`me 2], we have on the one
hand
C*ker (π1|Γ) 6= C*ker (π2|Γ) ,
and on the other hand
C*ker (π1|Γ) ⊂ C*ker(λΓ) and C*ker (π2|Γ) ⊂ C*ker(λΓ),
where λΓ stands for the left regular representations of Γ. It follows that
L1 ker(π1|Γ) ⊂ L1 ker(λΓ) and L1 ker(π2|Γ) ⊂ L1 ker(λΓ).
Now λΓ is faithful on ℓ
1(Γ), i.e., L1 ker(λΓ) = {0}. Therefore
L1 ker(π1|Γ) = L1 ker(π2|Γ) = {0}
and that concludes the proof. 
CHAPTER 9
Examples of primitive duals
In this chapter, the primitive duals are determined for the examples of groups
considered in Chapter 3, that is for D∞, for two-step nilpotent discrete groups and
in particular the Heisenberg groups H(K) and H(Z), for Aff(K), and BS(1, p), the
lamplighter group, and GLn(K) when K is an infinite algebraic extension of a finite
field.
The main tool we will use, Proposition 9.A.1, is a weak containment result for
induced representations from an abelian normal subgroup.
The discussion for the first of our test examples is straightforward. The in-
finite dihedral group D∞ is abelian-by-finite, and is therefore a type I group. In
particular, the canonical projection from its dual to its primitive ideal space is a
homeomorphism. The dual of D∞ has been described in Section 3.A.
9.A. A weak containment result for induced representations
Proposition 9.A.1 is implicitly contained in [Guic–63, Chap. II, § 2, Lemme
1] and [Guic–65, §3, Lemme 2]. It is a particular case of the “generalized Effros–
Hahn conjecture”, a result about the structure of the primitive ideal space of crossed
product C*-algebras established in [GoRo–79].
Proposition 9.A.1. Let Γ be a discrete group, (π,H) a representation of Γ,
and N an abelian normal subgroup of Γ. Assume that there exists χ0 ∈ N̂ which
is weakly contained in π|N and such that χγ0 6= χ0 for every γ ∈ ΓrN .
Then the induced representation IndΓNχ0 is weakly contained in π.
Proof. Set σ := IndΓNχ0. Let χ˜0 be the trivial extension of χ0, equal to χ0
on N and to 0 on ΓrN ; recall from Proposition 1.F.9 that the representation σ of
Γ has a cyclic vector, say ξσ, and that χ˜0 is the corresponding function of positive
type:
χ˜0(γ) = 〈σ(γ)ξσ | ξσ〉 for all γ ∈ Γ.
(Even it it is not relevant to the present proof, recall moreover that σ is irreducible;
see Corollary 1.F.15.)
Let ε > 0, and let F be a finite subset of Γ. By Proposition 1.C.4 it is enough
to show that there exists a function of positive type ϕ associated to π such that
supγ∈F |ϕ(γ)− χ˜0(γ)| < ε. We write F1 for F ∩N and F2 for F ∩ (ΓrN), so that
F = F1 ⊔ F2.
Let E : B(N̂) ։ Proj(H) be the projection-valued measure associated to the
representation (π|N ,H) of the abelian group N ; we have
π(γ) =
∫
N̂
χ(γ)dE(χ) for all γ ∈ N.
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By assumption, χγ0 6= χ0 for every γ ∈ F2. Therefore by continuity of the action
N̂ x Γ, there exists a neighbourhood U of χ0 in N̂ such that
(∗) Uγ ∩ U = ∅ for all γ ∈ F2.
Upon replacing U by a smaller neighbourhood of χ0 if necessary, we can assume
that, moreover, we have
(∗∗) |χ(γ)− χ0(γ)| < ε for all χ ∈ U and γ ∈ F1.
Since χ0 is weakly contained in π|N , we have E(U) 6= 0, by Proposition 2.D.1. Let
ξ ∈ H be a unit vector in the range of the projection E(U). We claim that
(♯) |〈π(γ)ξ | ξ〉 − χ˜0(γ)| < ε for all γ ∈ F.
Indeed, we have
〈π(γ)ξ | ξ〉 =
∫
N̂
χ(γ)dµξ(χ) for all γ ∈ N,
where µξ is the probability measure on N̂ associated to E and ξ. Since
E(B)ξ = E(B)E(U)ξ = 0
for every B ∈ B(N̂) with B ∩ U = ∅, the support of µξ is contained in U and
therefore
〈π(γ)ξ | ξ〉 =
∫
U
χ(γ)dµξ(χ) for all γ ∈ N.
It follows from (∗∗) that we have
(♯1)
|〈π(γ)ξ | ξ〉 − χ˜0(γ)| =
∣∣∣∣∫
U
(χ(γ)− χ0(γ))dµξ(χ)
∣∣∣∣
≤
∫
U
|χ(γ)− χ0(γ)|dµξ(χ) < ε for all γ ∈ F1.
Now, let γ ∈ F2. We have
π(γ)E(B)π(γ)−1 = E(Bγ) for all B ∈ B(N̂)
(see Proposition 2.F.1). Since ξ = E(U)ξ, it follows that
π(γ)ξ = π(γ)E(U)ξ = π(γ)E(U)π(γ)−1π(γ)ξ = E(Uγ)π(γ)ξ
and hence, using (∗),
〈π(γ)ξ | ξ〉 = 〈E(Uγ)π(γ)ξ | E(U)ξ〉 = 〈E(U)E(Uγ)π(γ)ξ | ξ〉 = 0.
Therefore, we have
(♯2) 〈π(γ)ξ | ξ〉 = χ˜0(γ) for all γ ∈ F2.
Since (♯1) and (♯2) imply (♯), this concludes the proof. 
Remark 9.A.2. Under the assumption of Proposition 9.A.1, the induced rep-
resentation IndΓNχ
γ
0 is weakly contained in π for every γ ∈ Γ. Indeed, IndΓNχγ0 is
equivalent to IndΓNχ0 (Proposition 1.F.8).
We need at several places the following general result on CCR representations
as introduced in Definition 6.E.7.
Proposition 9.A.3. Let G be a locally compact group and (π,H) an irreducible
CCR representation of G.
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(1) Let ρ be a representation of G which is weakly contained in π. Then ρ is
equivalent to a multiple of π.
(2) Assume that G is discrete; let H be a subgroup of G and σ a representation
of H. If π is contained in the induced representation IndGHσ, then H has
finite index in G.
Proof. (1) On the one hand, ρ factorizes through the quotient algebra
C∗max(G)/C*ker(π), since ρ is weakly contained in π.
On the other hand, since π is a CCR representation and is irreducible,
C∗max(G)/C*ker(π) is isomorphic to the algebra K(H) of compact operators on
H. Since every representation of K(H) is equivalent to a multiple of the identity
representation on H, see Proposition 6.E.1, this implies that ρ is equivalent to a
multiple of π.
(2) Since G is discrete and π is a CCR representation, the identity operator
π(e) is compact. Therefore π is finite-dimensional.
Assume that π is contained in the induced representation λ := IndGHσ. Since
π is finite-dimensional, 1G is contained in the tensor product π⊗ π, where π is the
conjugate representation of π [BeHV–08, A.1.13]. Therefore 1G is contained in
λ⊗λ. However, λ⊗λ is equivalent to the induced representation IndGH(σ⊗ (λ|H));
see [BeHV–08, E.2.5]. This implies that H has finite index in G [BeHV–08,
E.3.1]. 
Note that, as a particular case of (1), if ρ, π are irreducible representations of
G and π is finite dimensional, then ρ is weakly contained in π if and only if ρ is
contained in π.
The following corollary is an immediate consequence of Proposition 9.A.3 (1).
Corollary 9.A.4. Let G be a locally compact group and (π,H) an irreducible
CCR representation of G.
Then the weak equivalence class of π in Ĝ consists of π itself; in other words,
{π} is a closed point in Ĝ.
In particular, if Ĝfd is the subset of Ĝ of finite-dimensional irreducible represen-
tations of G, as in Chapter 4, the canonical projection of Ĝ onto Prim(G) restricts
to an injection Ĝfd → Prim(G).
9.B. Two-step nilpotent groups
Let Γ be a two-step nilpotent discrete group, with centre Z. (Recall that, by
our definition of two-step nilpotent groups, Γ could also be an abelian group.) In
Sections 3.B and 4.B, we have constructed families of non-equivalent irreducible
representations of Γ. In this section, we describe Prim(Γ), using Proposition 9.A.1
and some facts established in 3.B.
For ψ ∈ Ẑ, denote as in Section 3.B by Γ the quotient Γ/ kerψ, by Z its centre,
and by p : Γ։ Γ the canonical projection. Set
Zψ := p
−1(Z).
which is a normal subgroup of Γ containing Z. Denote by p′ the restriction Zψ ։ Z
of p. The map χ 7→ χ ◦ p′ is a homeomorphism from the dual group Ẑ of Z onto
the closed subspace {χ ∈ Ẑψ | χ|Z = ψ} of Ẑψ.
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Let π be a factor representation of Γ. Recall that the projective kernel Pkerπ,
the associated unitary character χπ ∈ P̂kerπ, and the central character ψπ = χπ|Z ∈
Ẑ of π have been defined in Section 8.E. Since kerπ∩Z = kerψπ and since [Γ,Γ] ⊂
Z, we have
Pkerπ = Zψπ ,
by Proposition 8.E.1 (2).
Theorem 9.B.1. Let Γ be a two-step nilpotent group with centre Z. For every
ψ ∈ Ẑ, let Zψ be the normal subgroup of Γ defined as above.
The map
Φ :

⊔
ψ∈Ẑ
(
{ψ} ×
{
χ ∈ Ẑψ | χ|Z = ψ
})
→ Prim(Γ)
(ψ, χ) 7→ C*ker(IndΓZψχ)
is a bijection. The inverse map Φ−1 is given by
Φ−1(C*ker(π)) = (ψπ , χπ),
where χπ is the unitary character of Pkerπ determined by π ∈ Γ̂, and ψπ = χπ|Z
is the central character of π.
Proof. • First step. We first prove that every primitive ideal in C∗max(Γ) is in
the image of Φ. Let π be an irreducible representation of Γ, with central character
ψ = ψπ ∈ Ẑ and unitary character χ = χπ ∈ P̂kerπ = Ẑψ. We claim that π is
weakly equivalent to IndΓZψχ, that is,
C*kerπ = C*ker
(
IndΓZψχ
)
.
The claim implies that every primitive ideal in C∗max(Γ) arises as Φ(ψ, χ) for a pair
(ψ, χ) in the domain of Φ.
◦ First case. Assume first that ψ is faithful. Then Zψ = Z and we have to
show that π is weakly equivalent to IndΓZψ.
Let N be a maximal abelian subgroup of Γ. Let χ0 ∈ N̂ be such that χ0 is
weakly contained in π|N . By continuity of the restriction process, χ0|Z is weakly
contained in π|Z and hence χ0|Z = ψ, that is,
χ0 ∈ N̂(ψ) = {χ ∈ N̂ | the restriction of χ to Z is ψ}
=
{
χ ∈ N̂ ∣∣ χ = χ0ρ for some ρ ∈ N̂/Z}
(N̂(ψ) is here as in Lemma 3.B.3).
By Lemma 3.B.3 (3), the group Γ/N acts freely on N̂(ψ). By Proposition 9.A.1
and Remark 9.A.2, it follows that IndΓNχ
γ
0 is weakly contained in π for every γ ∈ Γ.
By Lemma 3.B.3 (4), the set {χγ0 | γ ∈ Γ} is dense in N̂(ψ). It follows that IndΓNχ
is weakly contained in π for every χ ∈ N̂(ψ), and therefore that⊕χ∈N̂(ψ) IndΓNχ is
weakly contained in π.
On the one hand, by Proposition 1.F.20 (2), we have a weak equivalence
IndNZ ψ ∼
⊕
ρ∈N̂/Z
χ0ρ =
⊕
χ∈N̂ψ
χ.
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By continuity of the induction process (see [BeHV–08, F.3.5]), it follows that the
representation IndΓZψ ≃ IndΓN (IndNZ ψ) is weakly equivalent to
IndΓN
( ⊕
χ∈N̂ψ
χ
)
≃
⊕
χ∈N̂ψ
IndΓNχ,
and therefore that IndΓZψ is weakly contained in π.
On the other hand, as Γ/Z is amenable, π is weakly contained in IndΓZ(π|Z), by
Proposition 1.F.20 (1). Since IndΓZ(π|Z) is weakly equivalent to IndΓZψ, it follows
that π is weakly contained in IndΓZψ.
Therefore, π is weakly equivalent to IndΓZψ, and the claim is proved in case ψ
faithful.
◦ Second case. Assume now that ψ is not faithful. We have
Pkerπ = Zψ = p
−1(Z),
by Proposition 8.E.1.
The representation π factorizes by a representation π of Γ such that π = π ◦ p.
The unitary character χ of Pkerπ factorizes by a faithful unitary character χ of Z,
which is also the central character of π.
By what was proved in the first case, π is weakly equivalent to IndΓ
Z
χ. Since
IndΓZψχ =
(
IndΓ
Z
χ
)
◦ p,
it follows that π = π ◦ p is weakly equivalent to IndΓZψχ.
• Second step. We claim that every ideal C*ker(IndΓZψχ) in the image Φ is a
primitive ideal of C∗max(Γ). More precisely, given ψ ∈ Ẑ and χ ∈ Ẑψ extending χ,
we claim that there exists π ∈ Γ̂ such that
C*ker(IndΓZψχ) = C*ker(π)
and that, moreover, ψ coincides with the central character ψπ of π and χ with the
unitary character χπ of P̂kerπ = Ẑψ.
The unitary character χ factorizes by a unitary character of Z, say χ. Let π
be an irreducible representation of Γ which is weakly contained in IndΓ
Z
χ. Then π
has χ as central character, since the restriction of IndΓ
Z
χ to Z is a multiple of χ
(see Proposition 1.F.8 (2)). Therefore, by the first step,
C*ker(π) = C*ker(IndΓ
Z
χ);
lifting π to a representation π of Γ, we have
C*ker(π) = C*ker(IndΓZψχ).
Observe that we also have χπ = χ and ψπ = ψ, as claimed.
• Third step. We claim that the map Φ is injective.
Indeed, for i = 1, 2, let ψi ∈ Ẑ and χi ∈ Ẑψi extending ψi. By the second step,
there exists πi ∈ Γ̂ with the following properties: Φ(ψi, χi) = C*ker(πi), the central
character of πi is ψi, and the unitary character of Pkerπi = Zψi is χi.
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Assume now that Φ(ψ1, χ1) = Φ(ψ2, χ2). Then π1 and π2 are weakly equivalent.
Therefore Pkerπ1 = Pkerπ2 and χ1 = χ2, by Proposition 8.E.1 (3). It is then
obvious that ψ1 = ψ2. 
Remark 9.B.2. (1) The description in Theorem 9.B.1 of Prim(Γ) for a two-
step nilpotent group Γ appears in [Kani–82, Lemma 2], which follows ideas from
[Howe–77b, Proposition 5]. The work [Howe–77b] provides a description of
Prim(Γ) for Γ a finitely generated, torsion-free, discrete nilpotent group. For an
extension of this description to a large class of nilpotent LC groups, see [EcKl–12].
(2) As we will see later (Theorem 12.B.2), every representation IndΓZψχ of Γ
appearing in Theorem 9.B.1 is a factor representation of finite type. So, except
in some special cases, IndΓZψχ will not be irreducible (see Corollaries 12.B.6 and
12.B.9 concerning of the case of Heisenberg groups).
We are going apply Theorem 9.B.1 to Heisenberg groups.
Heisenberg group over a ring. Let R be a unital commutative ring. As in
Section 3.B, consider the Heisenberg group H(R), with centre Z ≈ R, Recall that,
for ψ ∈ Ẑ, we have
– an ideal Iψ = {a ∈ R | aR ⊂ kerψ} of R;
– the normal subgroup Zψ of H(R) defined earlier in this section
which is also Zψ = {(a, b, c) ∈ Γ | a, b ∈ Iψ, c ∈ R} by Lemma 3.B.7;
– for every unitary character χ of Zψ with χ|Z = ψ,
there is a pair (a, b) ∈ Iψ × Iψ such that χ is equal to
χψ,α,β : Zψ → T (a, b, c) 7→ α(a)β(b)ψ(c).
The following result is a direct consequence of Theorem 9.B.1.
Corollary 9.B.3. Let Γ = H(R) for a unital commutative ring R. For every
ψ ∈ Ẑ, let Iψ and Zψ be as above.
The map
Φ :

⊔
ψ∈Ẑ
{ψ} × Îψ
2 → Prim(Γ)
(ψ, (α, β)) 7→ C*ker(IndΓZψχψ,α,β),
is a bijection
We consider the particular case Γ = H(K), where R = K is a field. Recall that
Z ≈ K, and Γ/Z ≈ K2.
For ψ ∈ K̂r {1K}, we have Iψ = {0} and hence Zψ = Z; for ψ = 1K, we have
Iψ = K and hence Zψ = H(K).
We obtain therefore the following consequence of Corollary 9.B.3.
Corollary 9.B.4. Let K be a field, Γ = H(K) the Heisenberg group over K,
Z the centre of H(K), and p : Γ։ Γ/Z the canonical epimorphism.
The map
Φ :
(
Ẑ r {1Z}
) ⊔ Γ̂/Z → Prim(Γ)
defined by
Φ(ψ) = C*ker(IndΓZψ) for ψ ∈ Ẑ r {1Z} ≈ K̂ r {1K}
Φ(χ) = C*ker(χ ◦ p) for χ ∈ Γ̂/Z ≈ K̂2,
9.B. TWO-STEP NILPOTENT GROUPS 267
is a bijection.
We will see later (Corollary 12.B.6) that IndΓZψ is a factor representation of Γ =
H(K), which moreover is not irreducible. The following version of Corollary 9.B.4
provides an explicit parametrization of Prim(Γ) in terms of weak equivalence classes
of irreducible representations.
Recall from Proposition 8.E.1 that the central character of an irreducible rep-
resentation only depends on its weak equivalence class.
Corollary 9.B.5. Let K be a field, Γ = H(K) the Heisenberg group over
K, and Z the centre of Γ. Let N the maximal abelian subgroup of Γ, defined by
N = (0, b, c) | b, c ∈ K}. For every ψ ∈ Ẑ r {1Z}, let χψ be the unitary character
of N defined by χψ(0, b, c) = ψ(c) for b, c ∈ K.
(1) For ψ ∈ Ẑ r {1Z}, the representation IndΓNχψ is irreducible; its weak
equivalence class consists of all irreducible representations of Γ with central
character ψ.
(2) For χ ∈ Γ̂/Z, the weak equivalence class of χ ◦ p consists of χ ◦ p itself.
Proof. By Corollary 3.B.11), for every ψ ∈ Ẑ r {1Z}, the representation
IndΓNχψ is irreducible and has ψ as central character. So, the claim follows from
Corollary 9.B.4. 
Remark 9.B.6. Corollary 9.B.5 shows that the map
Prim(H(K)) → Ẑ ≈ K̂,
that associates to a weak equivalence class its central character (see Section 8.E) is
a surjective map with the property that the inverse image of an element in K̂r{1K}
is one point and the inverse image of {1K} is a copy of K̂2.
Next, we consider the case where R is the ring Z of rational integers.
Recall that
Ẑ ≈ Ẑ = {ψθ | θ ∈ [0, 1[},
with ψθ(c) = e
2πiθc for all c ∈ Z. We denote by Ẑ∞ the elements of infinite order
and by Ẑn the elements of order n ≥ 1 in Ẑ.
Let ψ = ψθ ∈ Ẑ. Two cases can occur:
• ψ ∈ Ẑ∞; then Iψ = {0} and hence Zψ = Z.
• ψ ∈ Ẑn for some n ≥ 1, that is, θ = p/n for an integer p ∈ {0, 1, . . . , n−1},
with p and n coprime; then Iψ = nZ and hence Zψ coincides with the
normal subgroup
Λ(n) = {(a, b, c) ∈ Γ | a ∈ nZ, b ∈ nZ, c ∈ Z},
which only depends on n.
Fix ψ = ψθ ∈ Ẑn. Every unitary character of Λ(n) which coincides with ψ on
Z is of the form χψ,α,β , where
χψ,α,β(a, b, c) = e
2πi(αa+βb)ψ(c) for a, b ∈ nZ, c ∈ Z
for a uniquely determined pair (α, β) ∈ [0, 1/n[2.
In view of these remarks, the following result is an immediate consequence of
Corollary 9.B.3.
268 9. EXAMPLES OF PRIMITIVE DUALS
Corollary 9.B.7. Let Γ = H(Z) be the Heisenberg group over the integers and
Z its centre. The map
Φ : Ẑ∞
⊔ ( ⊔
n≥1
⊔
ψ∈Ẑn
{ψ} × [0, 1/n[2
)
→ Prim(Γ)
defined by
Φ(ψ) = C*ker(IndΓZψ) for ψ ∈ Ẑ∞
Φ(ψ, α, β) = C*ker(IndΓΛ(n)χψ,α,β) for (ψ, α, β) ∈ Ẑn × [0, 1/n[2
is a bijection.
As in the case of the Heisenberg group over a field, we give an explicit parametriza-
tion of Prim(Γ) in terms of weak equivalence classes of irreducible representations.
For ψ ∈ Ẑ∞, denote as before by χψ the unitary character of the maximal
abelian subgroup N = {(0, b, c) | b, c ∈ Z} defined by χψ(0, b, c) = ψ(c) for b, c ∈ Z.
For an integer n ≥ 1, denote by Γ(n) the normal subgroup
Γ(n) = {(a, b, c) ∈ Γ | a ∈ nZ, b, c ∈ Z}
of Γ (which appeared already in Corollaries 3.B.17 and 4.B.6). For ψ ∈ Ẑn and
(α, β) ∈ [0, 1/n[2, the previously defined unitary character χψ,α,β of Λ(n) extends
to a unitary character of Γ(n), again denoted by χψ,α,β and defined by the same
formula:
χψ,α,β(a, b, c) = e
2πi(αa+βb)ψ(c) for a ∈ nZ, b ∈ Z, c ∈ Z.
Corollary 9.B.8. Let Γ = H(Z) and Z its centre.
(1) For ψ ∈ Ẑ∞, the representation IndΓNχψ is irreducible; its weak equiv-
alence class consists of all irreducible representations of Γ with central
character ψ.
(2) For every n ≥ 1 and (ψ, α, β) ∈ Zn× [0, 1/n[2, the representation πψ,α,β =
IndΓΓ(n)χψ,α,β is irreducible. Moreover, every irreducible representation π
of Γ with central character ψ ∈ Zn is weakly equivalent to πψ,α,β for the
unique pair (α, β) ∈ [0, 1/n[2 such that π|Λ(n) is a multiple of χψ,α,β.
Proof. This is a direct consequence of Corollaries 3.B.14, 3.B.17, and 9.B.7.

Remark 9.B.9. Corollary 9.B.8 shows that the map
Prim(H(Z)) → Ẑ ≈ T,
that associates to a weak equivalence class its central character is a surjective map
with the property that the inverse image of an element of infinite order in T is one
point and the inverse image of an element of finite order is a 2-torus. Compare
with Example 9.G.1.
Let ψ ∈ Ẑ be of infinite order, say ψ(c) = e2πiθc for all c ∈ Z and some
θ ∈ [0, 1[, θ /∈ Q. Denote by Γ̂(ψ) the subset of the dual Γ̂ of classes of irreducible
representations with central character ψ.
Fix ψ = ψθ ∈ Ẑ with infinite order. On the one hand, all irreducible represen-
tations in Γ̂(ψθ) correspond to the same primitive ideal of Γ, that is, the image of
Γ̂(ψθ) under the canonical map κ
d
prim : Γ̂։ Prim(Γ) consists of a unique point (see
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Corollary 9.B.7). On the other hand, Γ̂(ψθ) contains uncountably many elements
(see Corollary 3.B.14 and Remark 3.B.15).
For every π ∈ Γ̂(ψθ) the C*-subalgebra π(C∗max(Γ)) of L(Hπ) is isomorphic to
the C*-algebra Aθ of the irrational rotation of angle 2πθ [Rief–81]. Therefore,
Γ̂(ψθ) is in natural bijection with the spectrum Âθ of Aθ. Such a C*-algebra
has uncountably many pairwise non-equivalent irreducible representations with the
same kernel, and uncountably many pairwise non-quasi-equivalent. For more on
the representation theory of Aθ, see [O’Do–81].
9.C. Affine groups of infinite fields
Let K be an infinite field, Aff(K) the group of affine transformations of K and
N its derived group, as in Section 3.C.
Theorem 9.C.1. For Γ = Aff(K) and N ≈ K as above, we have
Prim(Γ) = {0} ⊔
{
C*ker(χ ◦ p) | χ ∈ Γ̂/N
}
≈ {0} ⊔ Γ̂/N
where p is the quotient map Γ→ Γ/N .
Proof. Let π be an irreducible representation of Γ.
Assume first that π is trivial on N . Then π = χ ◦ p for some unitary character
χ ∈ Γ̂/N and hence C*ker(π) = C*ker(χ ◦ p).
Assume now that π is not trivial on N . We claim that C*ker(π) = {0}.
Indeed, in this case, there exists χ0 ∈ N̂ with χ0 6= 1N which is weakly con-
tained in π|N .
Since Γ/N acts freely on N̂r{1N} (Lemma 3.C.1), IndΓNχγ0 is weakly contained
in π for every γ ∈ Γ (Proposition 9.A.1 and Remark 9.A.2). As {χγ0 | γ ∈ Γ} is
dense in N̂ (Lemma 3.C.1), it follows that IndΓNχ is weakly contained in π for every
χ ∈ N̂ .
On the one hand, the direct sum
⊕
χ∈N̂ χ is weakly equivalent to the regular
representation λN of N , by amenability of N . Using continuity of induction, it
follows that the regular representation λΓ = Ind
Γ
NλN of Γ is weakly contained in π.
On the other hand, since Γ is amenable, π is weakly contained in λΓ. Therefore
π is weakly equivalent to λΓ, that is,
C*ker(π) = C*ker(λΓ) = {0},
as claimed.
Conversely, observe that C*ker(χ◦p) ∈ Prim(Γ) for every χ ∈ Γ̂/N . Moreover,
there exist irreducible representations of Γ which are non-trivial on N ; let π be one
of these. By what was shown above, C*ker(π) = {0}, and hence {0} ∈ Prim(Γ). 
Remark 9.C.2. Let Γ = Aff(K) and N ≈ K be as above. As in the case
of the Heisenberg groups, we can give an explicit parametrization of Prim(Γ) in
terms of weak equivalence classes of irreducible representations. Indeed, choose
any ψ ∈ K̂r {1K} and recall from Theorem 3.C.2 that πψ = IndΓNψ is irreducible.
For every χ ∈ Γ̂/N , the weak equivalence class of the unitary character χ ◦ p
contains only χ ◦ p itself. By contrast, the weak equivalence class of πψ contains all
other irreducible representations of Γ, which all have C*-kernel {0}.
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9.D. Solvable Baumslag–Solitar groups
Let p be a prime. Recall that from Section 3.D that the Baumslag–Solitar
Γ = BS(1, p) is the semi-direct product Γ = A⋉N ≈ Z⋉ Z[1/p], where
A =
{(
pk 0
0 1
)
| k ∈ Z
}
≈ Z and N =
{(
1 b
0 1
)
| b ∈ Z[1/p]
}
≈ Z[1/p],
and the generator
(
p 0
0 1
)
of A acts on N by multiplication by p. We often denote
the elements of Γ simply by (k, b), with k ∈ Z and b ∈ Z[1/p].
We proceed to describe Prim(Γ). The result (Theorem 9.D.1) can be derived
from [Guic–65] where a more general situation is considered and where the case
p = 2 is treated with details; our exposition is in many respects different from the
one in [Guic–65].
Recall from Section 3.D that we can identify N̂ with the p-adic solenoid
Solp = (Qp ×R)/∆, where ∆ = {(a,−a) ∈ Qp ×R | a ∈ Z[1/p]},
and that we write [(x, y)] for the class in Solp of (x, y) in Qp ×R. The action of
A on N̂ corresponds to the action of Z on Solp for which the generator 1 ∈ Z acts
by the map
Tp : Solp → Solp, [(x, y)] 7→ [px, py]
induced by the multiplication by p. We denote by χs the element in N̂ correspond-
ing to s ∈ Solp. For n ∈ N∗, let Solp(n) be the set of elements of Solp with period
n. Let
Per(Tp) =
⊔
n≥1
Solp(n),
denote the set of periodic elements, and
Solp(∞) := Solp r Per(Tp)
the set of elements with an infinite Tp-orbit.
We have determined in Corollary 4.B.8 the finite-dimensional representations
of Γ which are associated to Tp-periodic elements. More precisely, given n ≥ 1, s ∈
Solp(n), and θ ∈ [0, 1/n[, the induced representation πs,θ = IndΓΓ(n)χs,θ is an
irreducible finite-dimensional representation, where χs,θ is a unitary character of
the finite index normal subgroup Γ(n) = {(k, b) ∈ Γ | k ∈ nZ, b ∈ Z[1/p]}, with
χs,θ = χs on N .
As in Corollary 4.B.8, we set
Xfd =
⊔
n≥1
(
Solp(n)× [0, 1/n[
)
,
and T˜p : Xfd → Xfd is defined by T˜p(s, θ) = (Tps, θ). We will need to consider the
quasi-orbit space of the Tp-action on Xfd ⊔ Solp(∞).
Given an action of a group G on a topological X , the corresponding quasi-
orbit space is the quotient space X/ ∼ for the equivalence relation ∼ defined on
X by
x ∼ x′ if Gx = Gx′,
or equivalently the quotient of the space of orbits X/G by the equivalence relation
defined on X/G by Gx = G′ if Gx = Gx′. See Appendix A.A.
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Theorem 9.D.1. Let Γ = BS(1, p) = A ⋉ N be the Baumslag–Solitar group;
let Xfd and Solp(∞) be as above. The map
Φ : Xfd ⊔ Solp(∞)→ Prim(Γ),
defined by
Φ(s) = C*ker(IndΓΓ(n)χs,θ) for n ≥ 1, (s, θ) ∈ Solp(n)× [0, 1/n[
and
Φ(s) = C*ker(IndΓNχs) for s ∈ Solp(∞),
factorizes to a bijection between the quasi-orbit space of the T˜p-action on Xfd ⊔
Solp(∞) and Prim(Γ).
Proof. • First step. We first prove that every primitive ideal is contained in
the range of Φ.
Let π be an irreducible representation of Γ. Let E : B(N̂) → Proj(H) be the
projection-valued measure associated to the restriction π|N of π to N and let S be
the support of E.
By Proposition 2.F.1 (2), there exists s ∈ Solp such that S is the closure of the
Γ-orbit {χγs | γ ∈ A}. Two cases may occur: s ∈ Solp(∞) or s ∈ Per(Tp).
Assume first that s ∈ Solp(∞). We claim that
C*kerπ = C*ker(IndΓNχs).
Indeed, sinceA acts freely on the orbit of χs, the induced representation Ind
Γ
Nχ
γ
s
is weakly contained in π for every γ ∈ Γ, by Proposition 9.A.1. It follows that IndΓNχ
is weakly contained in π for every χ ∈ S. Therefore the representation
ρ := IndΓN (
⊕
χ∈S
χ) ∼=
⊕
χ∈S
(IndΓNχ)
is weakly contained in π.
On the one hand, observe that IndΓN (π|N ) is weakly equivalent to ρ. Moreover,
since IndΓN (π|N ) ∼= π ⊗ IndΓN1N and since Γ/N is amenable, π is weakly contained
in IndΓN (π|N ); compare also the proofs of Theorems 9.B.1 and 9.C.1. Therefore, π
is weakly contained in ρ. Therefore π is weakly equivalent to ρ.
On the other hand, since IndΓNχ
γ
s is equivalent to Ind
Γ
Nχs for every γ ∈ A and
since S is the closure of the A-orbit of χs, continuity of induction shows that ρ
is weakly equivalent to IndΓNχs. Therefore π is weakly equivalent to Ind
Γ
Nχs, as
claimed.
Assume now that s is a periodic point for Tp, that is, s ∈ Solp(n) for some
n ≥ 1. We claim that π is equivalent to IndΓΓ(n)χs,θ for some θ ∈ [0, 1/n[.
Indeed, the support S of E consists of the finite A-orbit of χs. Therefore, by
Corollary 2.D.2, we have Hχ 6= {0} for every χ ∈ S and H =⊕χ∈S Hχ, where
Hχ = {ξ ∈ H | π(n)ξ = χ(n)ξ for all n ∈ N} .
We now proceed as in proof of the Third Step of Theorem 4.A.3. Since N is a
normal subgroup of Γ, we have π(γ−1)Hχ = Hχγ for every γ ∈ Γ and χ ∈ S. In
particular, we have π(γ)Hχs = Hχs for every γ in the stabilizer Γ(n) of χs in Γ. It
follows that π is equivalent to the induced representation IndΓΓ(n)σ, where σ is the
subrepresentation of π|Γ(n) defined on the Γ(n)-invariant subspace Hχs .
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The representation σ is an irreducible representation of Γ(n) = A(n) ⋉ N
which is trivial on the commutator subgroup of Γ(n). It follows that σ is a unitary
character of Γ(n). Therefore, π is equivalent to IndΓΓ(n)χs,θ.
• Second step. We claim that every ideal in the image Φ is a primitive ideal.
Indeed, let s ∈ Solp(∞). The representation IndΓNχs is irreducible (Proposi-
tion 3.D.5). So, Φ(s) ∈ Prim(Γ).
Similarly, for n ≥ 1 and (s, θ) ∈ Solp(n), the induced representation IndΓΓ(n)χs,θ
is irreducible (Proposition 3.D.7 or Corollary 4.B.8) and so Φ(s, θ) ∈ Prim(Γ).
• Third step. We claim that Φ factorizes to a map between the quasi-orbit
space of Xfd ⊔ Solp(∞) and Prim(Γ).
Indeed, let s, s′ ∈ Solp(∞) be two points with the same quasi-orbit. Then, the
first step applied to π = IndΓNχs′ shows that
C*ker(IndΓNχs′) = C*ker(Ind
Γ
Nχs).
If s, s′ ∈ Solp(n) are in the same quasi-orbit, then they belong to the same Tp-
orbit. Therefore, IndΓΓ(n)χs,θ and Ind
Γ
Γ(n)χs′,θ are equivalent for every θ ∈ [0, 1/n[.
• Fourth step. We claim that the map induced by Φ between the quasi-orbit
space of Xfd ⊔ Solp(∞) and Prim(Γ) is injective.
Indeed, let s ∈ Solp(∞) and set π = IndΓNχs. Then the support of the
projection-valued measure associated to π|N is the closure of the A-orbit of χs.
Let s′ ∈ Solp(∞) be such that π′ = IndΓNχs′ is weakly equivalent to π. Then
π′|N is weakly equivalent to π′|N . Therefore, the closures of the orbits of s′ and s
coincide, that is, s′ and s belong to the same quasi-orbit.
Let s ∈ Solp(n) and θ ∈ [0, 1/n[; set π = IndΓΓ(n)χs,θ. Let s′ ∈ Solp(m) and
θ′ ∈ [0, 1/m[ be such that π′ = IndΓΓ(m)χs′,θ′ is weakly equivalent to π. Then the
irreducible representations π and π′ are equivalent, since they are finite-dimensional
(see Proposition 9.A.3). Therefore, by Corollary 4.B.8, (s, θ) and (s′, θ′) belong to
the same T˜p-orbit in Xfd. 
Remark 9.D.2. Let λ be the normalized Haar measure on Solp. As was
observed in Remark 3.D.6, the action of Tp on (Solp, λ) is ergodic; it follows that
the Tp-orbit of λ-almost every element in Solp is dense (see [BeMa–00, Chap IV,
Proposition 1.5]). However, besides the periodic points, there are points in Solp
with a non-dense orbit (see Lemma 14.E.5).
9.E. Lamplighter group
Recall from Section 3.E that the lamplighter group is the semi-direct product
Γ = A⋉N of A = Z with N =
⊕
k∈Z Z/2Z, where the action of Z on
⊕
k∈Z Z/2Z
is given by shifting the coordinates. Recall also that N̂ can be identified with
X =
∏
k∈Z{0, 1}, the dual action Z on N̂ being given by the shift transformation
T on X .
As in Section 3.E, Per(T ) denotes the set of T -periodic points and X(n) the
set of points in X with T -period n ≥ 1.
For x ∈ X , we denote by χx the corresponding element in N̂ . Recall that,
for x ∈ X(n) and θ ∈ [0, 1/n[, the induced representation πx,θ = IndΓΓ(n)χx,θ is an
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irreducible finite-dimensional representation of Γ, where χx,θ is a unitary character
of the finite index normal subgroup Γ(n) = nZ⋉N with χx,θ = χx on N .
As in Proposition 3.E.2, we set
Xfd =
⊔
n≥1
(
X(n)× [0, 1/n[),
and T : Xfd → Xfd is defined by T (x, θ) = (Tx, θ). We set alsoX(∞) = XrPer(T ).
The proof of Theorem 9.D.1 carries over mutatis mutandis and yields the fol-
lowing result.
Theorem 9.E.1. Let Γ = A⋉N be the lamplighter group; we keep the notation
above. The map
Φ : Xfd ⊔X(∞)→ Prim(Γ),
defined by
Φ(x) = C*ker(IndΓΓ(n)χx,θ) for n ≥ 1, (x, θ) ∈ X(n)× [0, 1/n[
and
Φ(x) = C*ker(IndΓNχx) for x ∈ X(∞),
factorizes to a bijection between the quasi-orbit space of the T -action on Xfd⊔X(∞)
and Prim(Γ).
9.F. General linear groups
Let K be an infinite field and n ≥ 2. Following [HoRo–89], we will determine
the maximal ideals in the C*-algebra C∗max(Γ) for the general linear group Γ =
GLn(K), viewed as discrete group. When GLn(K) is amenable (equivalently, when
K is an algebraic extension of a finite field, see Proposition 9.F.8), we will describe
the primitive dual Prim(GLn(K)).
As preparation, will need several lemmas in whichK will be an arbitrary infinite
field.
The group Γ = GLn(K) acts naturally on K
n, and hence on K̂n ≈ Kn by
duality, through the formula
χγ(x) = χ(γ−1x) for γ ∈ GLn(K), χ ∈ K̂n, x ∈ Kn.
Lemma 9.F.1. We keep the notation above and assume that K is infinite.
(1) The Γ-orbit of every χ ∈ K̂n r {1} is dense in K̂n.
(2) Assume moreover that K is countable. The set of χ ∈ K̂n with trivial
stabilizer in Γ is a dense Gδ set in K̂
n.
Proof. (1) Let χ = (χ1, . . . , χn) ∈ K̂n r {1}. We first claim that there exists
χ′ = (χ′1, . . . , χ
′
n) in the Γ-orbit of χ with χ
′
i 6= 1 for every i ∈ {1, . . . , n}.
Indeed, choose i0 ∈ {1, . . . , n} such that χi0 6= 1, and let i ∈ {1, . . . , n} be such
that χi = 1. Let γ be the elementary matrix Ei,i0(1). Then χ
γ = (χ′1, . . . , χ′n),
where χ′i = χi0 and χ
′
j = χj for j 6= i. Therefore χ′i 6= 1. The claim follows by
iteration of this procedure.
So, it suffices to prove (1) in case χi 6= 1 for every i ∈ {1, . . . , n}. For a diagonal
matrix γ ∈ A with diagonal entries a1, . . . , an ∈ K×, we have
χγ = (χa11 , . . . , χ
an
n ),
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where (a, χi)→ χai denotes the natural action of K× on K̂ Since χi 6= 1, the K×-
orbit of χi is dense in K̂ for every i ∈ {1, . . . , n}, by Lemma 3.C.1. This proves the
claim.
(2) Let γ ∈ Γ be distinct from the identity matrix In. Denote by Fix(γ) the
set of fixed points of γ in K̂n.
For χ ∈ K̂n, we have χ ∈ Fix(γ) if and only if the subspace V := (γ − In)Kn
of Kn is contained in kerχ. Therefore, Fix(γ) coincides with the annihilator V ⊥ of
V in K̂n. In particular, Fix(γ) is a closed subgroup of K̂n. Observe that V 6= {0},
since g 6= In.
We claim that Fix(γ) has empty interior. Indeed, assume by contradiction
that this is not the case. Then Fix(γ) is an open subgroup of K̂n. Since K̂n is
compact, it follows that Fix(γ) has finite index in K̂n. However, by Pontrjagin
duality, the dual group V̂ of the subgroup V of Kn can be identified with K̂n/V ⊥.
Since Fix(γ) = V ⊥, it follows that V̂ and hence V are finite. This contradicts the
fact that V 6= {0} and that K is infinite. Therefore Fix(γ) has empty interior for
every γ ∈ Γ with γ 6= In.
Since K is countable, Γ is countable and it follows from the Baire Category
Theorem that the Fσ subset
X :=
⋃
γ∈Γ,γ 6=In
Fix(γ)
of K̂n has empty interior. The set of χ ∈ K̂n with trivial stabilizer in Γ coincides
with the complement of X in K̂n and is therefore a dense Gδ set. 
As in 3.F, we denote by A and B respectively the subgroups of diagonal and
upper triangular matrices in Γ. Let W ≈ Sn be the subgroup of the permutation
matrices in Γ, that is, the matrices with exactly one 1 in each row and column and
with 0 ’s elsewhere. Observe thatW acts on A ≈ (K×)n by permuting coordinates.
Recall the Bruhat decomposition of Γ (see for instance [AlBe–95, Chap. 2]):
GLn(K) =
⊔
w∈W
BwB.
Lemma 9.F.2. Let (π,H) be a cyclic representation of Γ, with cyclic unit
vector ξ ∈ H. Assume that there exists a unitary character χ = (χ1, . . . , χn) of B
with χ1, . . . , χn pairwise distinct such that
〈π(b)ξ | ξ〉 = χ(b) for every b ∈ B.
Then π is equivalent to the principal series representation IndΓBχ.
Proof. Let T be a set of representatives for the classes in B\Γ with e ∈ Γ.
Then, with the notation as in Section 1.F, ρ = IndΓBχ is realized on ℓ
2(T ) by
(ρ(γ)f)(t) = χ(α(t, γ))f(t · γ) for all γ ∈ Γ, f ∈ ℓ2(T ), and t ∈ T.
The delta function δe is a cyclic vector for ρ. To show that π are ρ are equivalent,
it suffices, by Proposition 1.B.8, to prove that the two functions of positive type
ϕπ : γ 7→ 〈π(γ)ξ | ξ〉
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and
ϕρ : γ 7→ 〈ρ(γ)δe | δe〉
coincide on Γ.
We have
ϕρ(b) = 〈ρ(b)δe | δe〉 = χ(b) for every b ∈ B
and ϕρ(γ) = 0 for γ ∈ ΓrB. This means that ϕρ is the trivial extension ψ˜ of ψ to
Γ (see also Proposition 1.F.9). It follows from the assumption that ϕπ = ϕρ on B;
it remains therefore to show that ϕπ = 0 on ΓrB.
Let b ∈ B. We have, by assumption, 〈π(b)ξ | ξ〉 = χ(b). It follows from the
equality case of the Cauchy–Schwarz inequality that π(b)ξ = ξ.
Let w ∈W and b1, b2 ∈ B. Then, we have
ϕπ(b1wb2) = 〈π(b1wb2)ξ | ξ〉 = 〈π(b1)π(w)π(b2)ξ | ξ〉
= 〈π(w)π(b2)ξ | π(b−11 )ξ〉 = χ(b2)χ(b1)〈π(w)ξ | ξ〉 = χ(b2)χ(b1)ϕπ(w).
In view of the Bruhat decomposition of Γ, it suffices therefore to prove that ϕπ(w) =
0 for every w ∈W r {e}.
Assume by contradiction that ϕπ(w) 6= 0 for some w ∈ W r {e}. Then, for
every a ∈ A we have waw−1 ∈ A ⊂ B and hence
χ(a)ϕπ(w) = 〈π(wa)ξ | ξ〉
= 〈π(waw−1)π(w)ξ | ξ〉
= 〈π(w)ξ | π(wa−1w−1)ξ〉
= χ(wa−1w−1)〈π(w)ξ | ξ〉
= χ(waw−1)ϕπ(w).
Since ϕπ(w) 6= 0, it follows that χ(a) = χ(waw−1) for every a ∈ A. Let σ ∈ S be
the permutation corresponding to w, so that
waw−1 = (aσ(1), . . . , aσ(n)) for all a = (a1, . . . , an) ∈ A.
Then, for every a = (a1, . . . , an) ∈ A, we have
χ1(a1) · · ·χn(an) = χ(a) = χ(waw−1)
= χ1(aσ(1)) · · ·χn(aσ(n))
and hence χσ(i) = χi for all i ∈ {1, . . . , n}. Since w 6= e, there exists i ∈ {1, . . . , n}
with σ(i) 6= i and this is a contradiction to the assumption that the χj ’s are all
pairwise distinct. 
Recall that the centre Z of Γ is the subgroup of scalar matrices. For a unitary
character ψ ∈ Ẑ ≈ K̂×, we denote by λψ the induced representation IndΓZψ.
Lemma 9.F.3. Let χ = (χ1, . . . , χn) be a unitary character of B and set
ψ := χ|Z ∈ Ẑ. The principal series representation IndΓBχ is weakly equivalent to
λψ.
Proof. • First step. We claim that λψ is weakly contained in ρ := IndΓBχ.
Let ψ˜ be the trivial extension of ψ to Γ. Since δe is a cyclic vector for λψ
and since ψ˜ is the function of positive type associated to λψ and δe (see proof
of Lemma 9.F.2), it suffices to show that ψ˜ is uniform limit over finite subsets of
normalized functions of positive type associated to ρ.
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Since Z ⊂ B, it follows from the definition of induced representations that
ρ(z) = (IndΓBχ)(z) = χ(z)I = ψ(z)I for all z ∈ Z.
Let F be a finite subset of Γ and write F = F1 ∪ F2 with F1 ⊂ Z and F2 ⊂ Γr Z.
Let γ ∈ F2. Set
Xγ := {x ∈ Γ | Bxγ = Bx} = {x ∈ Γ | xγx−1 ∈ B}.
Since B is an algebraic subvariety of Γ = GLn(K), we see that X
γ is an algebraic
subvariety of Γ. Observe that ⋂
x∈Γ
x−1Bx = Z.
Therefore Xγ has positive codimension in GLn(K), because γ /∈ Z. Since K is
infinite, it follows that
⋃
γ∈F2 X
γ is a proper subset of Γ. Therefore there exists
x ∈ Γ such that x /∈ Xγ , that is, such that Bxγ 6= Bx for every γ ∈ F2.
Let T be a set of representatives for B\G with x ∈ T . For all γ ∈ F2, we have
x · γ 6= x and hence
〈ρ(γ)δx | δx〉 = 〈(IndΓBχ)(γ)δx | δx〉
= χ(α(x, γ))〈δx·γ | δx〉
= 0.
Moreover, for γ ∈ F1 we have
〈ρ(γ)δx | δx〉 = ψ(γ)〈δx | δx〉
= ψ(γ),
since F1 ⊂ Z. The claim is therefore proved.
.
• Second step. We claim that ρ = IndΓBχ is weakly contained in λψ .
Indeed, B is solvable and hence amenable. Therefore, 1B is weakly contained
in the quasi-regular representation λB/Z = Ind
B
Z1Z . Using Proposition 1.F.6 (4),
we have
IndBZψ = Ind
B
Z (χ|Z) ≃ χ⊗ IndBZ 1Z = χ⊗ λB/Z ,
it follows that χ ≃ χ ⊗ 1B is weakly contained in χ ⊗ λB/Z ≃ IndBZψ. Therefore
ρ = IndΓBχ is weakly contained in Ind
Γ
B(Ind
B
Zψ) ≃ IndΓZψ = λψ, as was to be
shown. 
Remark 9.F.4. Let IndΓBχ1 and Ind
Γ
Bχ2 be two principal series representations
of Γ with the same central character, that is, such that χ1|Z = χ2|Z . It follows from
Lemma 9.F.3 that IndΓBχ1 and Ind
Γ
Bχ2 are weakly equivalent. However, observe
that IndΓBχ1 and Ind
Γ
Bχ2 are not equivalent if χ1 6= χ2, by Theorem 3.F.2.
Recall that the commutator subgroup of Γ = GLn(K) is SLn(K); hence, the
one-dimensional representations of Γ correspond to the unitary characters of the
abelianized group
Γab = GLn(K)/SLn(K) ≈ K×.
One checks that ψ ∈ Ẑ ≈ K× arises as the central character of a one-dimensional
representation of Γ if and only if ψ = 1 on the group µKn of the n-th roots of unity
in K.
Here is the first main result of this subsection.
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Theorem 9.F.5. Let K be an infinite field and n ≥ 2 an integer. Let π be a
representation of Γ = GLn(K) which is not trivial on SLn(K). Assume that the
centre Z of Γ is contained in the projective kernel of π. Then λψ = Ind
Γ
Zψ is weakly
contained in π, where ψ ∈ Ẑ is the central character of π.
Proof. • First step. We claim that it suffices to prove the theorem in the case
of a countable infinite field K.
Indeed, assume that the theorem has been proved in the case of a countable
field. Since δe is a cyclic vector for λψ, we have to show that the trivial extension
ψ˜ of ψ to Γ is uniform limit over finite subsets of normalized functions of positive
type associated to π (see the proof of Lemma 9.F.3).
Let F be a finite subset of Γ. Since π is not trivial on SLn(K), upon adding
to F a suitable element of SLn(K), we can assume that π(γ) is not the identity for
some γ ∈ F . Let L be the subfield of K generated by the coefficients of all matrices
in F (in case L is finite, we replace L by a countable infinite subfield ofK containing
L). Then L is countable and π is not trivial on SLn(L). Set Γ
′ = GLn(L). Then
IndΓ
′
Z′ψ
′ is weakly contained in π|Γ′ , where Z ′ = Z ∩ Γ is the centre of Γ′ and
ψ′ = ψ|Z′ . Since F ⊂ Γ′, it follows that ψ˜′ and hence ψ˜ is uniform limit over F of
normalized functions of positive type associated to π.
The claim is proved and so we may assume from now on that K is countable.
Next, we will need to consider the following subgroupQ = H⋉U ≈ GLn−1(K)⋉
Kn−1 of Γ, where
H =
{(
A 0
0 1
)
| A ∈ GLn−1(K)
}
≈ GLn−1(K)
and
U =
{(
In−1 x
0 1
)
| x ∈ Kn−1
}
≈ Kn−1.
Observe that Q ≈ Aff(K) in case n = 2.
• Second step. We claim that the restriction π|U of π to U is not trivial.
Indeed, assume that π|U is trivial, that is, U ⊂ kerπ. Every elementary matrix
Ei,j(α) for α ∈ K and i, j ∈ {1, . . . , n}, i 6= j, is conjugate to an elementary matrix
contained in U . It follows that kerπ contains all elementary matrices Ei,j(α) and
hence SLn(K), since SLn(K) is generated by these matrices. This is a contradiction,
as π is not trivial on SLn(K).
• Third step. We claim that the regular representation λQ of Q is weakly
contained in π|Q.
Indeed, by the second step, there exists χ ∈ Û ≈ K̂n with χ 6= 1 which is
weakly contained in π|U . Then χγ is weakly contained in π|U for every γ ∈ H (see
Remark 9.A.2) It follows from Lemma 9.F.1 that every χ ∈ Û is weakly contained
π|U . Again by Lemma 9.F.1 (here we use the countability ofK), there exists χ0 ∈ Û
with trivial stabilizer in H which. is weakly contained in π|U . Proposition 9.A.1
implies therefore that IndQUχ
γ
0 is weakly contained in π|Q for every γ ∈ H . Again
by Lemma 9.F.1, the set {χγ0 | γ ∈ H} is dense in Û . It follows that IndQUχ is
weakly contained in π|Q for every χ ∈ Û . Since the direct sum
⊕
χ∈Û χ is weakly
equivalent to the regular representation λU , this implies that λQ = Ind
Q
UλU is
weakly contained π|Q.
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• Fourth step. We claim that π|B weakly contains a unitary character χ =
(χ1, . . . , χn) of B with χ|Z = ψ and such that the χi ’s are pairwise distinct.
Indeed, let B(n− 1) be the subgroup of the upper-triangular matrices in H ≈
GLn−1(K) and consider the subgroup S = B(n − 1)⋉ U of Q. By the third step,
λQ is weakly contained in π|Q. Therefore λS is weakly contained in π|S . Since
S is amenable, it follows that every one-dimensional representation of S is weakly
contained in π|S .
Observe that B is the Cartesian product of the subgroup S with the centre
Z. Since ψ is the central character of π, it follows that every one-dimensional
representation of B with central character ψ is weakly contained in π|B. As K
is infinite, we can find a unitary character χ = (χ1, . . . , χn) ∈ (̂K×)n of B with
χ|Z = ψ and all χi pairwise distinct.
• Fifth step. We claim that π weakly contains a principal series representations
IndΓBχ for χ = (χ1, . . . , χn) ∈ Â with χ|Z = ψ and such that the χi ’s are pairwise
distinct.
Indeed, let χ = (χ1, . . . , χn) be a unitary character of B as in the fourth
step. Since χ is weakly contained in π|B , there exists a sequence ϕn of normalized
functions of positive type associated to π such that
lim
n
ϕn(b) = χ(b) for all b ∈ B.
By compactness of the set of normalized functions of positive type on Γ for the
topology of pointwise convergence, upon passing to a subsequence, we can assume
that ϕn converges to a normalized function of positive type ϕ on Γ. Let (ρ,H, ξ) be
the associated GNS triple (see Construction 1.B.5). Since ϕ|B = χ and since the
χi ’s are pairwise distinct, Lemma 9.F.2 shows that ρ is equivalent to the principal
series representations IndΓBχ. As limn ϕn = ϕ, the representation ρ and hence
IndΓBχ is weakly contained in π.
• Sixth step. We claim that π weakly contains the representation λψ = IndΓZψ.
Indeed, this follows from the fifth step and from Lemma 9.F.3. 
As a consequence of Theorem 9.F.5, we obtain a description of the maximal
ideals in the C*-algebra C∗max(GLn(K)) for an arbitrary infinite field K.
Corollary 9.F.6. Let K be an infinite field and Γ = GLn(K) for n ≥ 2. The
maximal two-sided ideals of C∗max(Γ) are:
• either C*-kernels of one-dimensional representations of Γ, that is, ideals
of the form C*ker(χ) for a unitary character χ of Γab = GLn(K)/SLn(K);
• or ideals of the form C*ker(IndΓZψ), for some ψ ∈ Ẑ.
Proof. Let J be a maximal ideal of C∗max(Γ); then J is a primitive ideal of Γ
and hence J = C*ker(π) for an irreducible representation π of Γ.
If π is one-dimensional, then J is an ideal of codimension 1 in C∗max(Γ) and is
hence a maximal ideal.
Assume now that π is not one-dimensional. Then, by Theorem 9.F.5, IndΓZψ is
weakly contained in π, that is,
J = C*ker(π) ⊂ C*ker(IndΓZψ).
Therefore J = C*ker(IndΓZψ), by maximality of J . 
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Remark 9.F.7. In Corollary 9.F.6, it may happen that an ideal of the form
C*ker(IndΓZψ) for ψ ∈ Ẑ is not maximal. Indeed, assume that Γ is amenable
(equivalently, that K be an infinite algebraic extension of a finite field; see Proposi-
tion 9.F.8 below). Then the trivial representation 1Γ is weakly contained in Ind
Γ
Z1Z ,
that is, C*ker(IndΓZ1Z) ⊂ C*ker(1Γ). However, IndΓZ1Z is obviously not weakly
contained in 1Γ. Therefore C*ker(Ind
Γ
Z1Z) is not a maximal ideal.
When GLn(K) is amenable, Theorem 9.F.5 enables us to give a complete de-
scription of the primitive dual of GLn(K). The fields K for which GLn(K) is
amenable can easily be characterized.
Proposition 9.F.8. Let K be a field. The following properties are equivalent:
(i) the group GLn(K) is amenable;
(ii) the field K is an algebraic extension of a finite field.
Proof. Assume that K is an algebraic extension of a finite field Fq. Then
K =
⋃
mKm for an increasing family of finite extensions Km of Fq, and therefore
GLn(K) =
⋃
mGLn(Km) is the inductive limit of the finite and hence amenable
groups GLn(Km). It follows that GLn(K) is amenable.
Assume thatK is not an algebraic extension of a finite field. If the characteristic
of K is 0, then K contains Q; if K is of characteristic p, then K contains the
purely transcendental extension Fp(T ) of Fp. Therefore GLn(K) contains a copy
of GL2(Q) or a copy of GL2(Fp(T )).
As is well-known, each of the groups GL2(Q) or GL2(Fp(T )) contains a free
group on two generators.
Indeed, denote by K either Q or Fp(T ). Let | · | be an absolute value on K
with respect to which the completion k of K is a local field. In the case K = Q, we
could take for | · | the usual Archimedean absolue value for which k = R; however,
in the case K = Fp(T ), there is essentially only one choice for | · vert and then k
is the field of Laurent series Fp((T
−1)) over Fp.
Choose λ ∈ K∗ with |λ| 6= 1 and a ∈ K r {0, 1}. Consider the following
matrices A,B ∈ GL2(K)
A =
(
λ 0
0 1
)
and B = CAC−1, where C =
(
1 a
1 1
)
,
and their action on the projective line P(k) = k ∪ {∞}. The set of fixed points of
A is {0,∞} and is disjoint from the set {a, 1} of fixed points of B. Observe that
limn→+∞A±nx ∈ {0,∞} and limn→+∞B±nx ∈ {1, a} for every x ∈ P(k). Choose
compact and disjoint subsets X1 and X2 of P(k) containing respectively {0,∞}
and {1, a}. There exists N ≥ 1 such that we have
A±m(X2) ⊂ X1 and B±m(X1) ⊂ X2,
for every m ≥ N . It follows from the classical ping-pong lemma that AN and BN
generate a free subgroup of GL2(K).
Since amenability is inherited by subgroups, it follows that GLn(K) is not
amenable. 
Theorem 9.F.9. Let Γ = GLn(K), where n ≥ 2 and K is an infinite algebraic
extension of a finite field. The map
Φ : Γ̂ab ⊔ Ẑ → Prim(Γ),
280 9. EXAMPLES OF PRIMITIVE DUALS
defined by
Φ(χ) = C*ker(χ) for χ ∈ Γ̂ab
and
Φ(ψ) = C*ker(IndΓZψ) for ψ ∈ Ẑ ≈ K̂×
is a bijection.
Proof. • First step. We claim that the image of the map Φ is indeed contained
in Prim(Γ).
Observe first that, for every χ ∈ Γ̂ab, the ideal C*ker(χ) is of course a primitive
ideal.
Let ψ ∈ Ẑ and set J = C*ker(IndΓZψ). We can choose a unitary character
χ = (χ1, . . . , χn) ∈ K̂×
n
of B such that χ|Z = ψ (for instance, by taking χ1 = ψ
and χi = 1 for all i 6= 1). Let π = IndΓBχ be the corresponding principal series
representation. Then π is irreducible (Theorem 3.F.2) and the central character of π
is ψ. On the one hand, since π is not one-dimensional, IndΓZψ is weakly contained in
π, by Theorem 9.F.5. On the other hand, since Γ is amenable and since IndΓZ(π|Z)
and π ⊗ IndΓZ1Z are equivalent, π is weakly contained IndGZ (π|Z) which is weakly
equivalent to IndΓZψ. Therefore π and Ind
Γ
Zψ are weakly equivalent. Therefore,
J = C*ker(π) and this shows that J ∈ Prim(Γ). So, the image of the map Φ is
indeed contained in Prim(Γ).
• Second step. We claim that the map Φ is surjective.
Indeed, let π be an irreducible representation of Γ, with central character ψ.
Assume that π is not one-dimensional. On the one hand, IndΓZψ is weakly contained
in π, by Theorem 9.F.5. On the other hand, as in the first step, π is weakly contained
in IndΓZψ, since Γ is amenable. This shows that
C*ker(π) = C*ker(IndΓZψ).
• Third step. We claim that the map Φ is injective.
Indeed, let χ1, χ2 ∈ Γ̂ab be such that Φ(χ1) = Φ(χ2), that is, such that χ1 and
χ2 are weakly equivalent. Then χ1 = χ2.
Next, let ψ1, ψ2 ∈ Ẑ be such that Φ(ψ1) = Φ(ψ2), that is, such that λψ1 =
IndΓZψ1) and λψ2 = Ind
Γ
Zψ2) are weakly equivalent. Since λψ1(z) = ψ1(z)I and
λψ2(z) = ψ2(z)I for every z ∈ Z, the unitary characters ψ1, ψ2 of Z are weakly
equivalent and hence equal.
Finally, let χ ∈ Γ̂ab and ψ ∈ Ẑ. As in the first step, there exists a principal
series representation π of Γ such that π is weakly equivalent to IndΓZψ. Since π is
an infinite-dimensional irreducible representation, π cannot be weakly equivalent
to the finite-dimensional representation χ (see Proposition 9.A.3 (1)) and hence
Φ(χ) 6= Φ(ψ). 
Theorem 9.F.9 takes a striking form, when we go over to the projective linear
group PGLn(K) = GLn(K)/Z.
Corollary 9.F.10. Let Γ = PGLn(K), where n ≥ 2 and K is an infinite
algebraic extension of a finite field. Then
Prim(Γ) = {0} ∪
{
C*ker(χ) | χ ∈ Γ̂ab
}
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Proof. Let G = GLn(K). For ψ ∈ Ẑ, the representation IndGZψ factorizes to Γ
if and only if ψ = 1Z . Moreover, Ind
G
Z1Z factorizes to the regular representation λΓ
of Γ. Since Γ is amenable, C*ker(λΓ) = {0}. Therefore, the result is a consequence
of Theorem 9.F.9. 
The proof of Theorem 9.F.9 carries over to Γ = SLn(K) for n ≥ 3, with the ap-
propriate modifications. However, for Γ = SL2(K), the proof of Lemma 9.F.1 breaks
down. Here is the result (for more details, see the final remarks in [HoRo–89]).
Recall that the centre Z of SLn(K) consists of the matrices λIn with λ a n-th
root of unity in K, that is, Z ≈ µKn := {λ ∈ K∗ | λn = 1}.
Theorem 9.F.11. Let Γ = SLn(K), where n ≥ 3 and K is an infinite algebraic
extension of a finite field. The map
Φ : {1Γ} ⊔ Ẑ → Prim(Γ),
defined by Φ(1Γ) = C*ker(1Γ) and
Φ(ψ) = C*ker(IndΓZψ) for ψ ∈ Ẑ ≈ µ̂Kn
is a bijection.
A consequence of Theorem 9.F.11 is that Prim(SLn(K)) is finite when n ≥ 3
andK is an infinite algebraic extension of a finite field. The result for Γ = PSLn(K)
is even more striking.
Corollary 9.F.12. Let Γ = PSLn(K), where n ≥ 3 and K is an infinite
algebraic extension of a finite field. The primitive dual Prim(Γ) consists of exactly
two ideals: {0} and C*ker(1Γ).
Remark 9.F.13. (1) Let Γ = PSLn(K), where K be an infinite algebraic
extension of a finite field and n ≥ 3. It is worth rephrasing Corollary 9.F.12 in two
ways:
• In terms of weak containment: every irreducible representation of Γ which
is not the trivial representation 1Γ is weakly equivalent to the regular
representation λΓ.
• In terms of the ideal structure of the C*-algebra of Γ: the only non-
trivial quotient of C∗max(Γ) = C
∗
λ(Γ) is the copy of C, given by the trivial
representation 1Γ.
(2) Let Γ be a group, with Γ 6= {e}. Then Prim(Γ) has at least two elements:
indeed, C*ker(1Γ) is a closed point in Prim(Γ); moreover, there exists an irreducible
representation π of Γ which is distinct from 1Γ and then C*ker(π) ∈ Prim(Γ) and
C*ker(π) 6= C*ker(1Γ). The groups PSLn(K) as in Corollary 9.F.12 or SLn(K) as
in Remark 9.F.14 are the only infinite groups Γ for which we know that Prim(Γ)
consists of exactly two points.
(3) Question: Does Corollary 9.F.12 also holds for n = 2 ?
Remark 9.F.14. Note that there are cases for which already Γ = SLn(K)
has a trivial centre for n ≥ 3; in this case, the same conclusion as in Corol-
lary 9.F.12 holds: the primitive dual Prim(Γ) consists of exactly the two ideals
{0} and C*ker(1Γ). This is true in particular for SL3(F3), since F3 has no non-
trivial cubic root of 1, and more generally for SLp(K), whenever p is an odd prime
and K an infinite algebraic extension of Fp.
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9.G. On the non-injectivity of the map from the dual to the primitive
dual
Let G be a second-countable LC group which is not of type I. Then Corol-
lary 7.F.4 shows that the map κdprim : Ĝ ։ Prim(G) of Sections 1.E and 8.B has
fibers of uncountable cardinality. For several of the discrete groups Γ we have
met so far, this can be checked with specific representations, as shown by the next
examples.
Example 9.G.1. (1) For the Heisenberg group Γ = H(Z) over the integers,
this was observed in Remark 9.B.9.
(2) For the affine group Aff(K) of an infinite field K, see Remark 9.C.2.
(3) Let p be a prime and Γ = BS(1, p) be the Baumslag–Solitar group, as in
3.D and 9.D. Proposition 3.D.5 shows that there is an injective map Φ from the set
of non-periodic Tp-orbits in the solenoid Solp to Γ̂, where Tp is the transformation
given by multiplication by p. There are uncountably many dense Tp-orbits (see
Remark 3.D.6). By Theorem 9.D.1 (see First Step of the proof), every irreducible
representation of Γ corresponding to a dense Tp-orbit maps under Φ to the primitive
ideal {0}.
(4) Let Γ = Z⋊
⊕
k∈Z Z/2Z be the lamplighter group, as in 3.E and 9.E. There
are uncountably many dense T -orbits for the shift map T on X =
∏
k∈Z Z/2Z. As
in the case of the Baumslag–Solitar group, every irreducible representation of Γ
corresponding to a dense T -orbit maps under Φ to the primitive ideal {0}, by
Theorem 9.E.1.
(5) Let Γ = PGLn(K), where K is an infinite algebraic extension of a finite
field. Every principal series representation of GLn(K), see Subsection 3.F, which
factorizes through Γ, maps to the primitive ideal {0}, by Theorem 9.F.9. There are
uncountably many such representations.
Example 9.G.2. Define a locally compact group G to have a large sim-
ple C*-quotient if there exists a quotient of C∗max(G) which is a simple infinite-
dimensional C*-algebra with unit. The group H(Z) of 9.G.1(1) has a large simple
quotient. Another class of LC groups having large simple C*-quotients is that of
second-countable C*-simple groups, i.e., of the second-countable LC groups G,
not {1}, of which the reduced C*-algebra C∗λ(G) is simple [Harp–07, Kenn].
The previous example generalizes as follows. Let G be a second-countable LC
group. Let A be a simple infinite-dimensional C*-algebra; assume that there exists
a surjective C*-morphism p : π(C∗max(G)) ։ A. Let ĜA denote the image of the
corresponding map from Â to Ĝ. Then, by the map κdprim : Ĝ ։ Prim(G), the
image of the uncountable subset ĜA consists of a unique point, i.e., of ker(p).
Example 9.G.3. Let Γ = PSL2(Z) and H ≈ Z the subgroup which is the
image of
(
1 Z
0 1
)
in Γ. For every χθ ∈ Ĥ ≈ T, let πθ denote the induced represen-
tation IndΓHχθ. We claim that
(1) the regular representation λ of Γ is a direct integral λ =
∫ ⊕
Ĥ
πθdθ;
(2) all πθ are irreducible and pairwise not equivalent to each other;
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(3) all πθ are weakly equivalent to each other and to λ as well; in particular,
all πθ have the same image in Prim(Γ).
To show (1), observe that, by induction in stages, λ = IndΓHλH for the regular
representation λH of H . Let dθ denote the normalized Haar measure on Ĥ ≈ T;
by the Plancherel theorem A.G.6, λH =
∫ ⊕
Ĥ
χθdθ. It follows that
λ = IndΓH
(∫ ⊕
Ĥ
χθ
)
dθ =
∫ ⊕
Ĥ
(
IndΓHχθ
)
dθ =
∫ ⊕
Ĥ
πθdθ.
To show (2), it suffices to prove thatH is equal to its commensurator CommΓ(H)
in Γ, by Mackey–Shoda irreducibility and equivalence criteria (Theorems 1.F.11 and
1.F.16).
Let X be the set of equivalence classes of primitive vectors in Z2, where two
primitive vectors x, y are equivalent if y = ±x; the group Γ acts transitively on X
and H is the stabilizer of the class x0 of (1, 0)
t. Moreover, {x0} is the unique finite
orbit of H in X ; hence, H = CommΓ(H) (see also [BuHa–97, Example 3]).
Finally, since H is amenable, πθ = Ind
Γ
Hθ is weakly contained in λ [BeHV–08,
F.3.5]. As Γ is C*-simple, it follows that πθ is weakly equivalent to λ for every
θ ∈ Ĥ and Item (3) is proved.
Example 9.G.4. Let G be a connected real Lie group that is simple, non-
compact, with centre {1}, and let Γ be a lattice in G. Let π, π′ be non-equivalent
irreducible representations of G that are in the principal series of G; denote by
π|Γ, π′|Γ their restrictions to Γ. Then:
π|Γ and π′|Γ are irreducible and non-equivalent [CoSt–91];
π|Γ and π′|Γ are weakly equivalent to each other [BeHa–94].
(This was already cited for the particular case of G = SL2(R) in the proof of
Proposition 8.H.1.) In particular, there are fibres of uncountable cardinality in the
projection Γ̂։ Prim(Γ).
Example 9.G.5. Let Γ be a weakly branch group acting on the d-regular
rooted tree, for some d ≥ 2; see [Grig–11].
Assume that Γ is subexponentially bounded. Then the projection Γ̂։ Prim(Γ)
has uncountable fibres. This covers several of the basic examples of groups acting
on rooted trees, such as the first Grigorchuk group, Gupta–Sidki p-groups, and the
Basilica group. See [DuGr–17a], and Corollary 1 in [DuGr–17b].
9.H. Borel comparison for duals of groups
It is a natural question to ask what are the possible spaces that can arise
as duals of groups. We address now this question for duals of countable discrete
groups, viewed as Borel spaces, following part of [Thos–15].
Proposition 9.H.1. The dual of a countable infinite discrete group is un un-
countable Borel space.
Proof. Let Γ be a countable discrete group. By Theorem 1.G.8, there exist a
standard Borel space X , a σ-finite measure µ on X , and a measurable field x 7→ πx
of irreducible representations of G over X , such that the left-regular representation
λΓ is a direct integral
∫ ⊕
X πxdµ(x).
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If the dual Γ̂ is countable, this direct integral is a direct sum, so that λΓ is a
direct sum of irreducible representations. It follows from Proposition 7.A.4 that Γ
is finite.
By contraposition, if Γ is infinite, Γ̂ is uncountable. 
The easiest case to deal with is that of the abelian-by-finite groups. As a
consequence of Proposition 9.H.1 and Theorem 8.F.3 (vi), we have:
Corollary 9.H.2. Let Γ be a countable infinite abelian-by-finite group.
The dual Γ̂ is an uncountable standard Borel space, and in particular is Borel
isomorphic to the dual Ẑ = T.
Let X be a standard Borel space. An equivalence relation R on X is Borel if
R is a Borel subset of X ×X , and smooth if there exists a Borel map ϕ : X → R
such that, for (x, x′) ∈ X ×X , we have (x, x′) ∈ R if and only if ϕ(x) = ϕ(x′).
Consider a countable infinite group Γ. Let H be an infinite-dimensional sepa-
rable Hilbert space, and U(H) its unitary group, with the strong topology; recall
that U(H) is a Polish group. Denote by Irr∞(Γ) the space of irreducible represen-
tations of Γ in H, with its Polish topology defined here via the natural embedding
of Irr∞(Γ) into the product space U(H)Γ. (This provides the same topology as
that defined Section 6.C in a more general situation.) In Irr∞(Γ), equivalence of
representations is a Borel equivalence relation; we denote it here by ≃Γ. Observe
that the quotient space Irr∞(Γ)/ ≃Γ is the complement of the finite-dimensional
part in the dual Γ̂, viewed here with its Mackey–Borel structure.
For the other cases, we know from [Glim–61b] and [Thom–64a] that the
following conditions are equivalent:
(i) Γ is not abelian-by-finite,
(ii) Γ has an infinite-dimensional irreducible representation, i.e., Irr∞(Γ) 6= ∅,
(iii) the equivalence relation ≃Γ on the space Irr∞(Γ) is not smooth,
(iv) the dual Γ̂ is not countably separated.
Let R,S be two Borel equivalence relations on Polish spaces X,Y respectively.
Then R is Borel reducible to S, and this is denoted by R ≤B S, if there exists
a Borel map ϕ : X → Y such that (x, x′) ∈ R if and only if (ϕ(x), ϕ(x′)) ∈ S;
intuitively, this means that S is not less complicated than R. For example, a Borel
equivalence relation R is smooth if and only if it is Borel reducible to the equality
equivalence relation {(x, y) ∈ R × R | x = y} on R. The relation R is Borel
equivalent to S, denoted by R ∼B S, if R ≤B S and S ≤B R.
Consider the equivalence relation E0 on 2
N defined for (ω, ω′) ∈ 2N × 2N
by (ω, ω′) ∈ E0 if ω(n) = ω′(n) for all n ∈ N large enough; this relation E0
is not smooth. For a Borel equivalence relation R on a Polish space X , it is
a fundamental result of [HaKL–90], building up on previous results by Glimm
[Glim–61a, Glim–61b] and Effros, that
– either R is smooth,
– or E0 ≤B R.
In particular, E0 ≤B ≃Γ for any countable group Γ that is not abelian-by-finite.
Let Γ,∆ be two countable groups which are not abelian-by-finite. Then≃Γ∼B≃∆
if and only if the duals Γ̂ and ∆̂ are Borel isomorphic [Thos–15, Corollary 1.7].
Let F∞ be the free group on a countable infinite set of generators. For any
countable group Γ, it is a simple observation that ≃Γ≤B≃F∞ ; indeed, if p : F∞ → Γ
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is a surjective homomorphism, then the natural map π 7→ π ◦ p from Irr∞(Γ) to
Irr∞(F∞) is a Borel reduction from ≃Γ to ≃F∞ . Let F2 denote the free group of
rank 2; then ≃F2 ∼B ≃F∞ [Thos–15].
Denote by S
(N)
3 the restricted product of a countable infinite number of copies
of the non-abelian finite group of order 6; this is a countable infinite amenable
group that is not abelian-by-finite. Building on results by Elliot and Sutherland,
Thomas has also shown:
Theorem 9.H.3. For any countable infinite amenable group Γ that is not
abelian-by-finite, we have
≃Γ ∼B ≃S(N)3 .
Equivalently, the dual Γ̂ is Borel isomorphic to Ŝ
(N)
3 .
For groups which are not abelian-by-finite, the following question is open:
Question 9.H.4. Does there exist a countable infinite group Γ which is not
abelian-by-finite and such that ≃Γ ≁B ≃F∞ ? Equivalently which is not abelian-
by-finite and such that Γ̂ is not Borel isomorphic to F̂∞ ?

CHAPTER 10
Normal quasi-dual and characters
Let G be a second-countable LC group. In general, the primitive dual Prim(G)
is a far more accessible object than Ĝ. Indeed, Prim(G) is a standard Borel space
(Theorem 8.A.24), whereas the dual Ĝ is standard if and only if G is of type I
(Theorem 8.F.3).
With the ultimate goal to parametrize the primitive dual Prim(G), we introduce
the notions of a traceable representation (Section 10.C) and of a normal factor
representation of G (Section 10.D). The normal quasi-dual QD(G)norm of G, which
is defined as the set of quasi-equivalence classes of normal factor representations,
is a standard Borel subspace of the quasi-dual QD(G); see Theorem 10.D.5. We
will see in 11.D that, for some classes of groups G, the primitive dual Prim(G) is
naturally in bijection with QD(G)norm.
Normal factor representations of G can be described in terms of characters.
Characters of G are (usually not everywhere defined) lower semi-continuous traces
on the maximal C*-algebra C∗max(G) of G with an appropriate extremality prop-
erty. We will show in Section 10.D that there is a natural bijective correspondence
QD(G)norm → Char(G) between QD(G)norm and the space Char(G) of equivalence
classes of characters of G, where two characters are equivalent if they are propor-
tional to each other.
A detailed account on Hilbert algebras is given in Section 10.A. Such an al-
gebra is associated to every lower semi-continuous trace on a C*-algebra (Proposi-
tion 10.A.10), a fact which is crucial in order to show the surjectivity of the map
QD(G)norm → Char(G). Hilbert algebras appear also in the construction of the
standard representation of a semi-finite von Neumann algebra (Section 10.B) as
well as in Chapter 11 about traces on general topological groups (Section 11.B).
10.A. Traces and Hilbert algebras
Let A be a C*-algebra and t : A+ → [0,∞] a trace on A (as defined in 7.B).
The set
nt := {x ∈ A | t(x∗x) <∞}
is a selfadjoint two-sided ideal of A. The set mt of linear combinations of elements
in mt,+ := {x ∈ A+ | t(x) <∞} is a selfadjoint two-sided ideal of A which coincides
with the ideal n2t , i.e., with the set of elements of the form x1y1 + · · · + xkyk for
x1, y1, . . . , xk, yk ∈ nt. The two-sided ideal mt is the ideal of definition of t. The
trace t extends from mt,+ to a linear form mt → C, denoted by t again, and
t(x∗) = t(x) for all x ∈ mt
t(xy) = t(yx) for all x ∈ mt and y ∈ A
t(xy) = t(yx) for all x, y ∈ nt.
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(See [Dixm–C*, 6.1.1].)
Let A be a C*-algebra. There is a construction that associates to every lower
semi-continuous semi-finite trace t on A a representation πt of A such that the gen-
erated von Neumann algebra πt(A)
′′ is semi-finite; see Proposition 10.A.10. The
construction involves basic objects that are Hilbert algebras. We give a complete
account on two main facts concerning these algebras, i.e., the Commutation Theo-
rem and the existence of a canonical trace, following [Dixm–vN, Chap. I, § 5]; see
Theorems 10.A.2 and 10.A.6.
A Hilbert algebra is a complex ∗-algebra A, equipped with a scalar product
〈· | ·〉, with the following properties:
(1) 〈x | y〉 = 〈y∗ | x∗〉 for all x, y ∈ A;
(2) 〈xy | z〉 = 〈y | x∗z〉 for all x, y, z ∈ A;
(3) for every x ∈ A, the map A → A, y 7→ xy is continuous;
(4) the set {xy | x, y ∈ A} is total in A.
Let H be the Hilbert space completion of A. It follows from (1) to (4) that:
(5) the map x 7→ x∗ from A to A extends to an involutive antilinear isometry
J : H → H;
(6) for every x ∈ A, the maps defined on A by y 7→ xy and y 7→ yx extend
to bounded linear operators λ(x) and ρ(x) on H, and x 7→ λ(x) [respec-
tively x 7→ ρ(x)] is a non-degenerate ∗-representation of the ∗-algebra A
[respectively of the opposite algebra of A];
(7) Jλ(x)J = ρ(x∗), and Jρ(x)J = λ(x∗), and λ(x)ρ(y) = ρ(y)λ(x) for every
x, y ∈ A.
Let λ(A)′′ and ρ(A)′′ be the von Neumann subalgebras of L(H) generated by {λ(x) |
x ∈ A} and {ρ(x) | x ∈ A} respectively. It is clear that λ(A)′′ ⊂ ρ(A)′ and
ρ(A)′′ ⊂ λ(A)′. Theorem 10.A.2 below shows that these von Neumann algebras
are in fact each other’s commutants. The proof is based on properties of the so-
called bounded elements in the Hilbert space H, that we introduce now.
An element a ∈ H is said to be bounded if the map A → H, x 7→ ρ(x)a
extends from A to a bounded operator on H; when this is the case, this extension
is a uniquely determined operator, denoted by λ(a). Denote by Ab the set of
bounded elements in H; it is clear that Ab is a linear subspace of H. Observe that
A ⊂ Ab and that the map λ : Ab → L(H) coincides on A with the representation
λ of A introduced above. More on Ab in Remark 10.A.3.
Lemma 10.A.1. Let A be a Hilbert algebra, and let H, J, λ, ρ,Ab be as above.
(1) The identity operator i ∈ L(H) is in the closure of both the ∗-algebras
λ(A) and ρ(A), for the strong operator topology;
(2) the linear map a 7→ λ(a) is injective on Ab;
(3) for a ∈ Ab, we have Ja ∈ Ab and λ(Ja) = λ(a)∗;
(4) for a ∈ Ab, there exists a unique bounded operator on H, denoted ρ(a),
which extends the map x 7→ λ(x)a from A to H; moreover, ρ(a) =
Jλ(a)∗J ;
(5) the set λ(Ab) [respectively ρ(Ab)] is a two-sided ideal of ρ(A)′ [respectively
λ(A)′]; more precisely, for a ∈ Ab and T ∈ ρ(A)′ [respectively λ(A)′] we
have Ta ∈ Ab, JT ∗Ja ∈ Ab, and
Tλ(a) = λ(Ta) and λ(a)T = λ(JT ∗Ja)
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[respectively, Tρ(a) = ρ(Ta) and ρ(a)T = ρ(JT ∗Ja)].
Proof. (1) By Property (4) in the definition of a Hilbert algebra, the linear
span of λ(A)H is dense in H. By von Neumann’s bicommutant theorem, λ(A)′′ is
the closure of λ(A) for the strong operator topology (see Corollaire 1 of The´ore`me
2 in [Dixm–vN, Chap. I, § 3]); since I ∈ λ(A)′′, this proves the claim for λ(A).
The proof for ρ(A) is similar.
(2) Let a ∈ Ab be such that λ(a) = 0. Then ρ(x)a = 0 for all x ∈ A and it
follows from (1) that a = 0.
(3) For a ∈ Ab and x, y ∈ A, we have
〈λ(a)x | y〉 = 〈ρ(x)a | y〉 = 〈a | ρ(x)∗y〉
= 〈a | yx∗〉 = 〈xy∗ | Ja〉
= 〈ρ(y∗)x | Ja〉,
and hence λ(a)∗y = ρ(y)Ja, showing that Ja ∈ Ab and λ(Ja) = λ(a)∗.
(4) Using (3), we have, for a ∈ Ab and x ∈ A,
λ(x)a = Jρ(x∗)Ja = Jλ(a)∗x∗ = Jλ(a)∗Jx,
showing that Jλ(a)∗J coincides with x 7→ λ(x)a on A.
(5) For a ∈ Ab and x, y ∈ A, we have
λ(a)ρ(y)x = λ(a)(yx) = ρ(yx)a = ρ(y)ρ(x)a = ρ(y)λ(a)x,
showing that λ(Ab) ⊂ ρ(A)′.
Let T ∈ ρ(A)′, a ∈ Ab. For x ∈ A, we have
ρ(x)Ta = Tρ(x)a = Tλ(a)x;
this shows that Ta ∈ Ab and that λ(Ta) = Tλ(a). Since T ∗ ∈ ρ(A)′, using (3)
twice, we have therefore
λ(a)T = (T ∗λ(a)∗)∗ = (T ∗λ(Ja))∗ = λ(T ∗Ja)∗ = λ(JT ∗Ja).
The claim for ρ(Ab) is proved in a similar way. 
We are ready to prove the Commutation Theorem for a Hilbert algebra. It is
also Theorem 1 in [Dixm–vN, Chap. I, § 5, no 2].
Theorem 10.A.2 (Commutation Theorem). Let A be a Hilbert algebra,
H its completion, and λ(A)′′ and ρ(A)′′ the von Neumann subalgebras of L(H)
generated by the left and right multiplication by elements from A. We have
λ(A)′ = ρ(A)′′ and ρ(A)′ = λ(A)′′.
Proof. • First step. We claim that λ(Ab) is dense in ρ(A)′ and that ρ(Ab) is
dense in λ(A)′ for the strong operator topology.
Indeed, let T ∈ ρ(A)′. Since I is in the strong closure of λ(A)′ by Lemma
10.A.1 (1), there exists in λ(A)′ a sequence (Tn)n≥1 converging strongly to I; hence
the sequence (TTn)n≥1 converges strongly to T . By Lemma 10.A.1 (5), TTn ∈
λ(Ab) for all n ≥ 1, and it follows that T is in the strong closure of λ(Ab).
The claim for ρ(Ab) is proved similarly.
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• Second step. We claim that, for a, b ∈ Ab, we have λ(a)b = ρ(b)a. Indeed, for
x ∈ A, we have using Lemma 10.A.1, (3) and (4),
〈λ(a)b | x〉 = 〈b | λ(a)∗x〉 = 〈b | λ(Ja)x〉 = 〈b | ρ(x)Ja〉
= 〈ρ(x∗)b | Ja〉 = 〈Jλ(x)Jb | Ja〉 = 〈a | λ(x)Jb〉
= 〈a | λ(x)b∗〉 = 〈a | ρ(b)∗x〉 = 〈ρ(b)a | x〉.
• Third step. We claim that λ(A)′ = ρ(A)′′ and ρ(A)′ = λ(A)′′.
As mentioned earlier, we have ρ(A)′′ ⊂ λ(A)′. In order to show that λ(A)′ ⊂
ρ(A)′′, we have to prove that ST = TS for S ∈ λ(A)′ and T ∈ ρ(A)′. By the first
step, it suffices to show that ST = TS for S = ρ(a) and T = λ(b), with a, b ∈ Ab.
Using Lemma 10.A.1 (5) and the second step, we have for every x ∈ A,
STx = ρ(a)λ(b)x = ρ(a)ρ(x)b = ρ(ρ(a)x)b = λ(b)ρ(a)x = TSx.
The proof that ρ(A)′ = λ(A)′′ is similar. 
Remark 10.A.3. The set Ab of bounded elements of a Hilbert algebra A is
a vector subspace of A; moreover, for a, b ∈ Ab, we have λ(a)b ∈ Ab and Ja ∈ Ab
(see Lemma 10.A.1). We define maps
Ab ×Ab → Ab, (a, b) 7→ ab and Ab → Ab, a 7→ a∗
by ab := λ(a)b and a∗ := Ja. These maps extend the multiplication law and the
involution of A and turn Ab into a complex ∗-algebra. Indeed, (a, b) 7→ ab is clearly
bilinear and a 7→ a∗ is an anti-linear involution; moreover, we have λ(a)b = ρ(b)a
for a, b ∈ Ab (see the second step of the proof of Theorem 10.A.2). Therefore for
a, b, c ∈ Ab, we have
a(bc) = λ(a)(ρ(c)b) = ρ(c)(λ(a)b) = (ab)c
and
a∗b∗ = λ(Ja)(Jb) = J(Jλ(Ja)J)(b) = Jρ(a)(b) = J(ba) = (ba)∗.
One checks that Ab, endowed with the scalar product induced from the Hilbert
space completion H of A, is a Hilbert algebra which contains A as a ∗-subalgebra.
Every element in H which is bounded with respect to the Hilbert algebra Ab is
bounded with respect to the Hilbert algebra A and therefore belongs to Ab, that is,
we have (Ab)b = Ab. A Hilbert algebra with this property is called a full Hilbert
algebra.
The next theorem establishes that the von Neumann algebra λ(A)′′ associated
to a Hilbert algebraA carries a canonical trace, called the natural trace associated
to A; and similarly for ρ(A)′′. for a proof, we will need the following two elementary
lemmas.
Lemma 10.A.4. Let M ⊂ L(H) be a von Neumann algebra and S, T ∈ M+
with S ≤ T . There exists a unique operator X ∈ M with X |T (H)⊥ = 0 such that
S1/2 = XT 1/2. Moreover, we have ‖X‖ ≤ 1.
Proof. For every ξ ∈ H, we have
‖S1/2ξ‖2 = 〈Sξ | ξ〉 ≤ 〈Tξ | ξ〉 = ‖T 1/2ξ‖2;
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hence the map T 1/2(H) → H, T 1/2ξ → S1/2ξ, is well defined and continuous, of
norm at most 1. It has a linear continuous extension Y : T 1/2(H) → H. Then
S1/2 = Y T 1/2.
Observe that we have kerT = kerT 1/2, and therefore
T (H) = (kerT )⊥ = (kerT 1/2)⊥ = T 1/2(H).
Define X ∈ L(H) by X = Y on T (H) and X = 0 on T (H)⊥. Then S1/2 = XT 1/2.
The uniqueness of X ∈ L(H) with the previous properties is clear; it follows
that UXU−1 = X for every unitary operator U ∈ M′. Therefore X ∈ M′′ = M.
Since ‖Y ‖ ≤ 1, it is clear that ‖X‖ ≤ 1. 
Lemma 10.A.5. Let (Ti)i in L(H)+ be a net of positive operators converging
to T ∈ L(H)+ in the strong operator topology. Assume that supi ‖Ti‖ ≤ ‖T ‖.
Then (T
1/2
i )i converges to T
1/2 in the strong operator topology.
Proof. We claim first that(P (Ti))i converges to P (T ) in the strong operator
topology for every polynomial P ∈ C[X ]. To show this, it suffices to prove that
(T ni )i converges to T
n for every integer n ≥ 0.
We proceed by induction on n; the case n = 0 is trivial and the casen = 1 is
true by assumption. Assume that the claim is true for n ≥ 1. Let ξ ∈ H. Then
limi T
n
i ξ = T
nξ and limi Ti(T
nξ) = T (T nξ). Since
‖T n+1i ξ − T n+1ξ‖ ≤ ‖Ti(T ni ξ − T nξ)‖ + ‖Ti(T nξ)− T (T nξ)‖
≤ ‖T ‖‖T ni ξ − T nξ‖+ ‖Ti(T nξ)− T (T nξ)‖,
the claim is true for n+ 1.
Observe that, for every S ∈ L(H)+ with ‖S‖ ≤ ‖T ‖, the C*-algebra homomor-
phism
C([0, ‖T ‖])→ L(H), f 7→ f(S)
defined by functional calculus [Dixm–C*, § 1.5] is norm decreasing.
Fix ε > 0. Let P ∈ C[X ] be such that supt∈[0,‖T‖] |P (t)− t1/2| ≤ ε; then
‖P (T )− T 1/2‖ ≤ ε and ‖P (Ti)− T 1/2i ‖ ≤ ε for all i.
Let ξ ∈ H. Since limi P (Ti)ξ = P (T )ξ, we have ‖T 1/2i ξ − T 1/2ξ‖ ≤ 3ε, for i large
enough. 
The following theorem is also Theorem 1 in [Dixm–vN, Chap. I, § 6, no 2].
Theorem 10.A.6 (Natural trace associated to a Hilbert algebra). Let
A be a Hilbert algebra, H its completion, Ab the set of its bounded elements, and
λ(A)′′ and ρ(A)′′ the von Neumann subalgebras of L(H) generated by the left and
right multiplications by elements of A. For T ∈ λ(A)′′+, set
t(T ) = 〈a | a〉 if T 1/2 = λ(a) for some a ∈ Ab,
t(T ) = +∞ otherwise.
Then t is a semi-finite faithful normal trace on λ(A)′′. Moreover, we have
nt = {λ(a) | a ∈ Ab}.
A similar trace is defined on ρ(A)′′ = λ(A)′.
In particular, the von Neumann algebras λ(A)′′ and ρ(A)′′ are semi-finite.
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Proof. • First step. It is clear that t takes its values in [0,∞] and that
t(λT ) = λt(T ) for all T ∈ λ(A)′′+ and λ ≥ 0.
• Second step. Let S, T ∈ λ(A)′′+ be such S ≤ T . We claim that t(S) ≤ t(T ).
Indeed, since this is obvious if t(T ) = +∞, we can assume that T 1/2 = λ(a) for
some a ∈ Ab. By Lemma 10.A.4, there exist A ∈ λ(A)′′ with ‖A‖ ≤ 1 such that
S1/2 = AT 1/2. It follows from Lemma 10.A.1 (5) that Aa ∈ Ab and S1/2 = λ(Aa).
We then have
t(S) = ‖Aa‖2 ≤ ‖a‖2 = t(T ).
• Third step. Let T1, T2 ∈ λ(A)′′+; we claim that t(T1 + T2) = t(T1) + t(T2).
Indeed, set T := T1 + T2. By Lemma 10.A.4, for each j ∈ {1, 2}, there exists
Aj ∈ λ(A)′′ such that T 1/2j = AjT 1/2 and such that Aj = 0 on T (H)⊥. Set
S := A∗1A1 +A
∗
2A2. We have
T = T
1/2
1 T
1/2
1 + T
1/2
2 T
1/2
2 = T
1/2A∗1A1T
1/2 + T 1/2A∗2A2T
1/2 = T 1/2ST 1/2
and hence
〈ST 1/2ξ | T 1/2ξ〉 = 〈T 1/2ξ | T 1/2ξ〉 for all ξ ∈ H;
it follows that 〈Sη | η〉 = 〈η | η〉 for all η ∈ T (H). Since S = 0 on T (H)⊥, we see that
S is the orthogonal projection on T (H) = T 1/2(H) and therefore T 1/2 = ST 1/2.
If t(T1) = +∞ or t(T2) = +∞, then t(T ) = +∞, by the second step. So, we
can assume that T
1/2
1 = λ(a1) and T
1/2
2 = λ(a2) for a1, a2 ∈ Ab. Then
T 1/2 = ST 1/2 = A∗1A1T
1/2 +A∗2A2T
1/2 = A∗1T
1/2
1 +A
∗
2T
1/2
2
and hence T 1/2 = λ(a) for a = A∗1a1 +A
∗
2a2 ∈ Ab.
Observe that Aja = aj , since
λ(aj) = T
1/2
j = AjT
1/2 = Ajλ(a) = λ(Aja).
Observe also that a ∈ T (H) = T 1/2(H); indeed, by Lemma 10.A.1 (1), there exists
xi ∈ A with limi ρ(xi) = I in the strong operator topology and hence
a = lim
i
ρ(xi)a = lim
i
λ(a)xi = lim
i
T 1/2xi
It follows that Sa = a and therefore
t(T ) = 〈a | a〉 = 〈Sa | a〉
= 〈A1a | A1a〉+ 〈A2a | A2a〉
= 〈a1 | a1〉+ 〈a2 | a2〉 = t(T1) + t(T2).
• Fourth step. Let T ∈ λ(A); we claim that t(TT ∗) = t(T ∗T ).
Let T = W |T | be the polar decomposition of T . Recall |T | = (T ∗T )1/2 and
that W is partial isometry with initial space (kerT )⊥ = |T |(H) and final space
T (H); recall also that W and |T | belong to the von Neumann algebra generated by
T and hence to λ(A)′′.
Assume that t(T ∗T ) < +∞. Then |T | = λ(a) for some a ∈ A and
t(T ∗T ) = ‖a‖2.
Since a ∈ |T |(H) (see the third step), we have, on the one hand,
‖Wa‖ = ‖a‖.
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On the other hand, using Lemma 10.A.1 (3) and (4), we have
T ∗ = (Wλ(a))∗ = λ(a)∗W ∗ = λ(Ja)W ∗ = λ(JWa)
and it follows (by an argument from the third step applied to JWa) that JWa ∈
T ∗(H) = |T |(H); therefore
‖WJWa‖ = ‖JWa‖ = ‖Wa‖ = ‖a‖
As |T ∗| =WT ∗ = λ(WJWa), it follows that
t(TT ∗) = ‖WJWa‖2 = ‖a‖2 = t(T ∗T ).
We have shown, for any T ∈ λ(A), that, if t(TT ∗) < +∞, then τ(T ∗T ) < +∞ and
t(T ∗T ) = t(TT ∗); it follows that, for any T ∈ λ(A), we have t(T ∗T ) < +∞ if and
only if t(TT ∗) < +∞ and then t(T ∗T ) = t(TT ∗). This shows that t(T ∗T ) = t(TT ∗)
for every T ∈ λ(A)′′.
• Fifth step. The preceding steps show that t is a trace on λ(A)′′. We claim
that t is faithful.
Indeed, let T ∈ λ(A)′′+ be such that t(T ) = 0. Then T 1/2 = λ(a) for some
a ∈ Ab and we have t(T ) = ‖a‖2 = 0, that is, a = 0; hence T 1/2 = 0 and T = 0.
• Sixth step. We claim that t is normal.
Indeed, let T ∈ λ(A)′′+ and let (Ti)i be an increasing filtering subset of λ(A)′′+
with T = supi Ti. By the second step, we have supi t(Ti) ≤ t(T ). So, it suffices to
show that t(T ) ≤ supi t(Ti). Since this inequality is obvious if supi t(Ti) = +∞, we
may assume that α := supi t(Ti) < +∞.
We have Ti = λ(ai) for some ai ∈ Ab and
〈ai | ai〉 = t(Ti) ≤ α for all i.
Since limi Ti = T in the strong operator topology and since Ti ≤ T , we have
limT
1/2
i = T
1/2 in the strong operator topology (Lemma 10.A.5). Therefore we
have for x, y ∈ A,
〈T 1/2y | x〉 = lim
i
〈T 1/2i y | x〉 = limi 〈λ(ai)y | x〉 = limi 〈ρ(y)ai | x〉 = limi 〈ai | xy
∗〉.
Since the set {xy∗ | x, y ∈ A} is total in H and since supi ‖ai‖ ≤ α, the limit
limi ai = a ∈ H exists in the weak topology on H; we then have ‖a‖ ≤ α and
〈T 1/2y | x〉 = 〈a | xy∗〉 = 〈ρ(y)a | x〉
for all x, y ∈ A. Therefore a ∈ Ab, T 1/2 = λ(a), and
t(T ) = 〈a | a〉 ≤ α = sup
i
t(Ti).
• Seventh step. We claim that nt = λ(Ab).
Let T ∈ λ(A)′′+. We have to show t(T ∗T ) < +∞ if and only if T ∈ λ(Ab). Let
T =W |T | be the polar decomposition of T . Assume that t(T ∗T ) = t(|T |2) < +∞;
then |T | ∈ λ(Ab), by definition of t. Since λ(Ab) is an ideal of λ(A)′′ = ρ(A)′, it
follows that T = W |T | ∈ λ(Ab). Conversely, if T = λ(Ab), then |T | = W ∗T ∈
λ(Ab) and hence t(T ∗T ) = t(|T |2) < +∞.
• Eighth step. We claim that t is semi-finite.
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Since t is normal, it suffices to prove the following claim (see Corollaire 3 in
[Dixm–vN, Chap. I, § 6]). Let T ∈ λ(A)′′+ with T 6= 0. Then there exists
S ∈ λ(A)′′+ with 0 6= S ≤ T and t(S) < +∞.
Let a ∈ Ab. Since λ(Ab) is a right ideal in λ(A)′′ we have λ(a)T 1/2 ∈ λ(Ab)
and hence, by the seventh step,
tT 1/2λ(a)∗λ(a)T 1/2) < +∞.
Observe that, for every ξ ∈ H, we have
〈T 1/2λ(a)∗λ(a)T 1/2ξ | ξ〉 = ‖λ(a)T 1/2ξ‖2
≤ ‖λ(a)‖2‖T 1/2ξ‖2 = ‖λ(a)‖2〈Tξ | ξ〉,
so that
T 1/2λ(a)∗λ(a)T 1/2 ≤ ‖λ(a)‖2T.
We claim that there exists a ∈ Ab with λ(a)T 1/2 6= 0.
Indeed, otherwise we would have T 1/2 = 0 and hence T = 0, since I belongs to
the closure of λ(A)′ in the strong operator topology.
Let a ∈ Ab be such that λ(a)T 1/2 6= 0. Then T 1/2λ(a)∗λ(a)T 1/2 6= 0. Set
S := T 1/2λ(b)∗λ(b)T 1/2 for b =
1
‖λ(a)‖a ∈ Ab.
We have
S 6= 0, t(S) < +∞, and S ≤ T.
This concludes the proof. 
Example 10.A.7. (1) Let H be a separable Hilbert space; the ∗-algebra
TC(H) of trace-class operators on H is a Hilbert algebra for the scalar product
〈S | T 〉 = Tr(T ∗S);
the completion of TC(H) is the Hilbert space HS(H) of Hilbert-Schmidt operators
on H. Every element in HS(H) is bounded. The associated von Neumann algebras
are the isomorphic images of L(H) acting on HS(H) by left and right composition
respectively. Identifying these algebras with L(H), the associated natural trace t is
the standard trace Tr on L(H).
(2) Let G be a unimodular LC group, with Haar measure dx. The convolution
algebra Cc(G), equipped with the involution f∗(x) = f(x−1) and the scalar product
〈f1 | f2〉 =
∫
G
f1(x)f2(x)dx
is a Hilbert algebra; the completion of Cc(G) is L2(G). A function ξ ∈ L2(G) is
bounded if and only if ξ ∗ η ∈ L2(G) for every η ∈ L2(G); in this case λ(ξ) is
defined by λ(ξ)(η) = ξ ∗ η for all η ∈ L2(G). The associated von Neumann algebras
λ(Cc(G))′′ and ρ(Cc(G))′′ are the von Neumann algebras generated by the left and
the right regular representations of G. The associated natural trace t is given by
t(f∗ ∗ f) = ‖f‖22 for all f ∈ Cc(G).
In particular, when G is compact, L2(G) is itself a Hilbert algebra.
(3) Let (X,µ) be a measure space. Then L∞(X,µ)∩L2(X,µ) is a commutative
Hilbert algebra with Hilbert space completion L2(X,µ).
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(4) Let M be a von Neumann algebra, t a semi-finite faithful normal trace on
M, and nt the two-sided ideal defined in the beginning of Section 10.A. Then nt,
with the scalar product defined by 〈x | y〉 = t(xy∗), is a Hilbert algebra. This is a
special case of the more general construction from Proposition 10.A.10 below. We
come back to this example in Section 10.B.
Note that (1) above is a particular case of (4).
(5) Every dense ∗-subalgebra of a Hilbert algebra is a Hilbert algebra. For
example, in the situation of (1), the algebra of operators of finite rank on H is a
Hilbert algebra.
(6) Proposition 11.B.5 below provides a family of examples of Hilbert algebras.
In combination with Example 10.A.7 (2), we record the following important
consequence of Theorem 10.A.2 and Theorem 10.A.6.
Theorem 10.A.8. Let G be a unimodular locally compact group. Let L(G) :=
λ(Cc(G))′′ and R(G) := ρ(Cc(G))′′ be the von Neumann algebras generated by the
left and the right regular representations of G. Then L(G) and R(G) are semi-finite
von Neumann algebras and we have
L(G)′ = R(G) and R(G)′ = L(G).
Remark 10.A.9. Let G be a non unimodular LC group, and let L(G) and
R(G) be as above. Then it is still true that L(G)′ = R(G); see [Dixm–vN, Chap. I,
§ 5, Th. 1 and Exercice 5]. However, L(G)′ may no longer be semi-finite; indeed,
we will give in Section 14.D below examples of LC groups G for which L(G)′ is a
von Neumann algebra of type III.
The following proposition shows that a lower semi-continuous trace on a C*-
algebra gives rise to a Hilbert algebra (compare [Dixm–C*, 6.4 & 6.2]).
Proposition 10.A.10. Let A be a C*-algebra and t a lower semi-continuous
trace on A, with t 6= 0.
(a) The map (x, y) 7→ t(y∗x) is a sesquilinear positive Hermitian form on nt.
(b) The set Nt of all x in nt with t(x
∗x) = 0 is a selfadjoint two-sided ideal
of A; moreover, we have
Nt = {x ∈ nt | t(y∗x) = t(xy∗) = 0 for all y ∈ nt}.
(c) The algebra At := nt/Nt, equipped with the map
(x+Nt, y +Nt) 7→ t(y∗x)
and the involution x+Nt 7→ x∗ +Nt, is a Hilbert algebra.
(d) Let λt and ρt be the representations of A on the Hilbert space completion
Ht of At, defined by λt(a) : x+Nt 7→ ax+Nt and ρt(a) : x+Nt 7→ xa∗+Nt
for a ∈ A. Then the von Neumann subalgebras λt(A)′′ and ρt(A)′′ of
L(Ht) coincide with λ(At)′′ and ρ(At)′′, respectively, and are each other
commutants:
λt(A)
′ = ρt(A)′′ and ρt(A)′ = λt(A)′′.
(e) Let tt denotes the natural trace on λt(A))
′′; then
tt ◦ λt(x) = t(x) for every x ∈ mt,+.
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Proof. (a) It is straightforward to check that (x, y) 7→ t(y∗x) is a sesquilinear
positive Hermitian form on nt.
(b) Let x ∈ Nt, that is, t(x∗x) = 0. Cauchy–Schwarz inequality shows that
t(y∗x) = 0 for every y ∈ nt. Therefore, Nt is a two-sided of nt. Since t is a trace,
we have t(yx∗) = t(x∗y) and hence, by sesquilinearity,
t(yx∗) = t((y∗x)∗) = t(y∗x) = 0
for every y ∈ nt. This shows that Nt is a ∗-ideal and hence a two-sided of nt.
(c) The map on (x + Nt, y + Nt) 7→ t(y∗x) is well-defined on At, since Nt is
a left ideal of nt. Also, since Nt is a ∗-ideal, the involution x + Nt 7→ x∗ + Nt is
well-defined on At.
Property (1) in the definition of a Hilbert algebra is satisfied, since t is a trace;
Property (2) is obvious.
.
Let us check Property (3). The selfadjoint ideal mt = n
2
t has an approximate
identity (see A.J) and, for every y ∈ nt, the map x 7→ t(y∗xy) is a continuous
positive linear form on mt; hence
t(y∗x∗xy) ≤ ‖x∗x‖t(y∗y) for all x, y ∈ nt,
see [Dixm–C*, Proposition 2.1.5]. It follows that, for all x, y ∈ nt, we have
‖xy +Nt‖2 = t((xy)∗yx) = t(y∗x∗xy)
≤ ‖x∗x‖t(y∗y) = ‖x∗x‖‖y +Nt‖2
and this shows that y +Nt 7→ xy +Nt is continuous for every x ∈ nt.
To show Property (4), let (ui)i be an increasing approximate identity for nt in
n
+
t (see A.J). Let x ∈ nt. Then
‖(uix− x) +Nt‖2 = t((uix− x)∗(uix− x))
= t(x∗u2ix)− 2t(x∗uix) + t(x∗x)
≤ ‖u2i ‖t(x∗x)− 2t(x∗uix) + t(x∗x)
≤ 2 (t(x∗x) − t(x∗uix)) .
Since (x∗uix)i is an increasing family with limi x∗uix = x∗x and since t is lower
semi-continuous, we have limi t(x
∗uix) = t(x∗x). This shows that limi ‖(uix−x)+
Nt‖ = 0.
(d) This is a direct consequence of Theorem 10.A.2
(e) Let x ∈ mt,+. Then a := x1/2 ∈ mt,+ and λt(x)1/2 = λ(a + Nt) ∈ λ(A);
hence
τt(λt(x)) = 〈a+Nt | a+Nt〉 = t(a∗a) = t(x),
and the proof is complete. 
10.B. The standard representation of a semi-finite von Neumann
algebra
We will often need to consider the so-called standard representation of a semi-
finite von Neumann algebra. Our exposition rests on [Dixm–vN, Chap. I, § 6,
no 2].
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LetM be a von Neumann algebra, equipped with a faithful semi-finite normal
trace τ . Let m = mτ be the ideal of definition of τ , and n = nτ the ideal of all
x ∈ M with τ(x∗x) <∞; recall that m = n2.
Since τ is normal, τ is lower-continuous for the weak topology and hence for
the norm topology. By Proposition 10.A.10, the space n, equipped with the scalar
product (x, y) 7→ τ(y∗x), is therefore a Hilbert algebra.
Let L2(n, τ) denote the Hilbert space completion of n, with respect to this
scalar product. Instead of λ, we denote by x 7→ x̂ the associated representation of
M on L2(n, τ), where x̂ is the continuous extension to L2(n, τ) of the linear map
n→ n, y 7→ xy.
Moreover, if τ̂ denotes the natural trace on n, then
τ̂(x̂) = τ(x) for all x ∈M.
Proposition 10.B.1. The algebra
M̂ := {x̂ | x ∈M}
is a von Neumann subalgebra of L(L2(M, τ)).
Proof. Since the map
M → L(L2(M, τ)), x 7→ x̂
is a unital ∗-algebra homomorphism, it suffices to show that this map is normal
(see Corollaire 2 [Dixm–vN, Chap. I, § 4, 39]).
Let (xi)i be an increasing family inM+ with x = supi xi ∈ M+. Then (x̂i)i is
an increasing family in L(L2(M, τ))+ with x̂i ≤ x̂ for all i and hence supi x̂i ≤ x̂.
Let y ∈ n. Then
〈x̂iy | y〉 = 〈xiy | y〉 = τ(y∗xiy)
for all i. Since supi y
∗xyi = y∗xy and since τ is normal, we have supi τ(y∗xyi) =
τ(y∗xy) and hence
sup
i
〈x̂iy | y〉 = τ(y∗xy) = 〈x̂y | y〉
for all y ∈ n. As n is dense in L2(M, τ), it follows that supi x̂i = x̂. 
It follows from the previous lemma that M̂ coincides with the von Neumann
λ(n)′′ associated with the Hilbert algebra n as in Section 10.A.
The representation
M → M̂, x 7→ x̂
is called the standard representation of the pair (M, τ). Observe that the
standard representation is an isomorphism betweenM and M̂; indeed, if x̂ = 0 for
x ∈ M, then x ∈ n and τ(x∗x) = 0 and hence x = 0, since τ is faithful. The von
Neumann algebra M̂ is often called the standard form of M.
Example 10.B.2. (1) Let H be a separable Hilbert space and M = L(H).
The standard representation of the von Neumann algebra L(H) is the representation
T 7→ T̂ of L(H) on the Hilbert space HS(H) of Hilbert-Schmidt operators on H
given by
T̂ (S) = TS, for all S ∈ HS(H).
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(2) Let G be a unimodular LC group. The standard representation of the von
Neumann algebra λG(G)
′′ of the left regular representation of G coincides with
λG(G)
′′ acting on L2(G).
10.C. Group representations associated to traces
Let G be a LC group. Let t be a non-zero lower semi-continuous semi-finite
trace on the maximal C*-algebra C∗max(G) of G. Let λt be the representation of
C∗max(G) associated to t, as in Section 10.A; then λt is a traceable representation
of G, in the following sense.
A trace representation of a LC group G is a pair (π, τ), with π a represen-
tation of G and τ a normal faithful semi-finite trace on the von Neumann algebra
π(G)′′ such that the following condition holds:
(*) the set of all π(x) with x ∈ C∗max(G) and 0 < τ(π(x∗x)) < +∞ is weakly
dense in π(G)′′.
(Recall from 8.G that π(G)′′ = π(C∗max(G))
′′.)
Note that the existence of a normal faithful semi-finite trace on π(G)′′ does not
imply Condition (*), even when π is factorial; see Example 10.D.4(3) below.
We say that two trace representations (π1, τ1) and (π1, τ1) are quasi-equivalent
if there exists an isomorphism Φ : π1(G)
′′ → π2(G)′′ such that Φ(π1(g)) = π2(g)
for all g ∈ G, and such that τ1 = τ2 ◦ Φ.
A representation π of G is traceable if there exists a normal faithful semi-
finite trace τ on the von Neumann algebra π(G)′′ such that the pair (π, τ) is a
trace representation.
Trace and traceable representations appear for C*-algebras in [Dixm–C*, 6.6
and 6.7], and for LC groups in [Dixm–C*, 17.1].
Being traceable only depends on the quasi-equivalence class of the representa-
tion:
Proposition 10.C.1. Let π and ρ be quasi-equivalent representations of G. If
π is traceable, then ρ is traceable.
Proof. Let τ be a normal faithful semi-finite trace on π(G)′′ such that (π, τ)
is a trace representation and let Φ : π(G)′′ → ρ(G)′′ be an isomorphism with
Φ(π(g)) = ρ(g) for all g ∈ G. Since Φ is an isomorphism of von Neumann al-
gebras Φ and Φ−1 are normal maps; see [Dixm–vN, Chap. I, § 4, Corollaire 1].
Therefore τ ′ := τ ◦Φ−1 is a normal faithful semi-finite trace on ρ(G)′′ and we have
Φ(π(x)) = ρ(x) for all x ∈ C∗max(G). It follows that Condition (*) above is satisfied
for τ ′ and hence (ρ, τ ′) is a trace representation of G. 
Example 10.C.2. (1) Let π : G→ U(n) be a finite-dimensional representation
of a LC group G. Then (π, τ) is a trace representation, where τ is the restriction
of the standard trace on Mn(C) to the algebra π(G)
′′, which is the linear span of
π(G). Assume that π is not a factor representation, that is, π is not a multiple of
an irreducible representation. Then there are more faithful traces on π(G)′′ than
positive multiples of τ . For instance, assume that π = π1 ⊕ π2 is the direct sum of
two non-equivalent irreducible representations π1 and π2 on subspaces V1 and V2
of Cn. Then, for every a > 0, b > 0, a faithful trace τa,b is defined on
π(G)′′ = π1(G)′′ ⊕ π2(G)′′ ≈ L(V1)⊕ L(V2)
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by
τa,b(T ⊕ S) = aτ1(T ) + bτ2(S)
where τi is the standard trace on L(Vi).
(2) Examples of traceable representations of a unimodular LC group G arise
often as follows. Let ν be complex-valued Radon measure on G. Assume that ν is
of positive type, that is,∫
G
(f∗ ∗ f)(x)dν(x) ≥ 0 for all f ∈ Cc(G),
where f∗ is defined by f∗(x) = f(x−1). Assume also that ν is central, that is,∫
G
(f1 ∗ f2)(x)dν(x) =
∫
G
(f2 ∗ f1)(x)dν(x) for all f1, f2 ∈ Cc(G).
Then ν defines a lower semi-continuous, semi-finite trace tν on C
∗
max(G), with ideal
of definition containing Cc(G), and given there by
tν(f ∗ f∗) =
∫
G
(f ∗ f∗)(x)dν(x) for all f ∈ Cc(G).
The representation πν associated to tν as in Proposition 10.A.10 is traceable.
For instance, when ν = δe is the Dirac measure at the group unit, tν is the
semi-finite trace given by
tν(f ∗ f∗) = (f ∗ f∗)(e) = ‖f‖22 for all f ∈ Cc(G).
and πν is the left regular representation (see also Example 10.A.7(2)). The trace
tν is finite only when G is discrete. For all this, see [Gode–54].
(3) When G is a real Lie group, the construction from (2) can be — and
has to be — extended to central distributions of positive type on G. The resulting
lower semi-continuous, semi-finite traces on C∗max(G) have ideals of definition which
contain the space of smooth functions with compact support on G.
As shown in Proposition 10.A.10, for every lower semi-continuous semi-finite
trace t on C∗max(G), there exists a representation λt of G (equivalently of C
∗
max(G))
and a trace τt on λt(G)
′′ such that (λt, τt) is a trace representation of G, with
t = τt ◦ λt.
Proposition 10.C.5 will show that every trace representation of G is of this kind.
It is convenient to state two preliminary lemmas.
Lemma 10.C.3. Let (π, τ) be a trace representation of G. Then τ ◦ π is a
lower semi-continuous semi-finite trace on C∗max(G).
Proof. It is clear that t := τ ◦ π is a trace on C∗max(G). Since (π, τ) is a trace
representation, π(mt) is a weakly dense in π(G)
′′ and hence the restriction of π to
the ideal mt is non-degenerate. Let (ui)i be an increasing approximate identity for
mt with ui ∈ m+. Then (π(ui))i converges to I for the strong operator topology.
Let x ∈ C∗max(G)+. Since (π(x1/2uix1/2))i is an increasing family in π(G)′′+
with
lim
i
π(x1/2uix
1/2) = π(x)
and since τ is normal, we have
lim
i
τ(π(x1/2uix
1/2)) = τ(π(x)).
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This shows that limi t(x
1/2uix
1/2) = t(x). Since π(x1/2uix
1/2) ∈ mt, we have
t(x1/2uix
1/2) < +∞
and hence t is semi-finite. Moreover, τ being normal is lower semi-continuous for
the weak topology and therefore for the norm topology on π(G)′′. It follows that
t = τ ◦ π is lower semi-continuous. 
Lemma 10.C.4. Let (π1, τ1) and (π2, τ2) be trace representation of G such
that τ1 ◦ π1 = τ2 ◦ π2. Then (π1, τ1) and (π2, τ2) are quasi-equivalent.
Proof. Set
Mj = πj(G)′′ = πj(C∗max(G))′′
and nj = nτj for j = 1, 2. Recall that πj(C
∗
max(G)) ∩ nj is weakly dense in Mj,
since πj is a trace representation.
We consider the standard representation x 7→ x̂ ofMj on L2(nj , τj). The map
Φj : x 7→ x̂ is an isomorphism between the von Neumann algebrasMj and
M̂j := {x̂ | x ∈Mj}
(see Section 10.B). Moreover, τ̂j ◦ Φj = τj , where τ̂j is the natural trace on M̂j .
Denote by π̂j the representation of G on L
2(nj , τj) defined by π̂j = Φj ◦ πj ,
that is,
π̂j(g) = π̂j(g) for all g ∈ G.
We have, for every a ∈ C∗max(G),
τ̂j(π̂j(a)) = τj(πj(a))
and hence τ̂j(π̂j(a)) < +∞ if and only if τj(πj(a)) < +∞. Since Φj : Mj → M̂j is
an isomorphism, this shows that (π̂j , τ̂j) is a trace representation and that (π̂j , τ̂j)
is quasi-equivalent to the trace representation (πj , τj).
As a consequence, it suffices to show that the trace representations (π̂1, τ̂1) and
(π̂2, τ̂2) are quasi-equivalent.
Set
Aj := π̂j(C
∗
max(G)) ∩ nτ̂j ;
then Aj is a Hilbert subalgebra of the Hilbert algebra nτ̂j and, since Aj is weakly
dense in M̂j , the associated left von Neumann algebra coincides with M̂j (see
Proposition 1 in [Dixm–vN, Chap. I, § 5, 2]). Therefore Aj is dense in the Hilbert
space completion of nτ̂j , which is L
2(nj , τj).
Observe that, by assumption, we have
τ̂1(π̂1(a)) = τ1(π1(a)) = τ2(π2(a)) = τ̂2(π̂2(a)),
for all a ∈ C∗max(G). In particular, we have π̂1−1(A1) = π̂2−1(A2). Since τ̂1 and τ̂2
are faithful, it follows that the map
A1 → A2, π̂1(a) 7→ π̂2(a), for all a ∈ π̂1−1(A1)
is well-defined and extends to a Hilbert space isomorphism
U : L2(M1, τ1)→ L2(M2, τ2).
Let
Φ : L(L2(M1, τ1))→ L(L2(M2, τ2)), T 7→ UTU−1.
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Then Φ restricts to an isomorphism from M̂1 to M̂2, such that Φ(π̂1(a)) = π̂2(a)
for all a ∈ C∗max(G). It follows that Φ(π̂1(g)) = π̂2(g) for all g ∈ G. Moreover, we
have τ̂1 = τ̂2 ◦ Φ. Therefore (π̂1, τ̂1) and (π̂2, τ̂2) are quasi-equivalent. 
Let t be a lower semi-continuous semi-finite trace on C∗max(G), t 6= 0; recall
from Proposition 10.A.10 that there is an associated trace representation (λt, τt)
such that τt ◦ λt = t. Conversely, let (π, τ) be a trace representation of G; by
Lemma 10.C.3, τ ◦π is a lower semi-continuous semi-finite trace on C∗max(G), which
by Lemma 10.C.4 depends on the equivalence class of (π, τ) only.
Proposition 10.C.5. Let G be a locally compact group.
For a lower semi-continuous semi-finite trace t 6= 0 on the C*-algebra C∗max(G),
let (λt, τt) be as in Proposition 10.A.10 the corresponding trace representation. For
a trace representation (π, τ) of G, consider as in Lemma 10.C.3 the lower semi-
continuous semi-finite traces τ◦π on C∗max(G). Then the maps t 7→ (class of (λt, τt))
and (class of (π, τ)) 7→ τ ◦ π induce bijections inverse to each other between
(i) the set of lower semi-continuous semi-finite traces t on the maximal C*-
algebra C∗max(G), and
(ii) the set of trace representations (π, τ) of G, up to quasi-equivalence.
Proof. As a preliminary step, observe that τ ◦ π depends on the equivalence
class of (π, τ) only (Lemma 10.C.4).
We have to check that the composition of these two maps, in each order, is the
appropriate identity.
For t as in (i), we have τt ◦ λt = t by Proposition 10.A.10 (e).
For (π, τ) and t = τ ◦ π as in (ii), the trace representations (π, τ) and (λt, τt)
are quasi-equivalent by Lemma 10.C.4. 
In the sequel, we will be mostly interested in traceable representations which
are factorial.
10.D. Normal representations and characters
Let G be a LC group. A representation π of G is normal if it is factorial
and traceable. Normal factor representations were introduced in [Gode–54] and
further studied and extended to the context of Banach ∗-algebras in [Guic–63].
Proposition 10.D.1. For a factor representation π of a locally compact group
G, the following properties are equivalent:
(i) π is a normal factor representation;
(ii) the factor π(G)′′ is semi-finite (that is, of type I or II) and there exists
an element x ∈ C∗max(G) such that 0 < τ(π(x∗x)) < +∞, where τ is a
faithful normal trace on π(G)′′.
Proof. It is clear that (i) implies (ii). Assume that (ii) and let τ be a normal
semi-finite faithful trace on π(G)′′. Then
J := nτ ∩ π(C∗max(G))
is a non-zero two-sided ideal of C∗max(G). Therefore the weak closure n of J in a
non-zero weakly closed two-sided ideal of the von Neumann algebra π(C∗max(G))′′ =
π(G)′′. Since π(G)′′ is a factor, we have n = π(G)′′; see [Dixm–vN, Chap. I, § 4,
Corollaire 2]. Therefore π is a normal factor representation.
(The proposition and this proof is that of [Dixm–C*, 6.7.2].) 
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We first characterize irreducible representations which are normal.
Proposition 10.D.2. Let G be a locally compact group. An irreducible repre-
sentation π of G is normal if and only if π(C∗max(G)) contains the space K(Hπ) of
compact operators on Hπ.
Proof. It is obvious that π is normal if π(C∗max(G)) contains K(Hπ). Con-
versely, assume that π is traceable. Then π(C∗max(G)) contains a non-zero trace-
class (and hence compact) operator. Since π is irreducible, this implies that
π(C∗max(G)) contains all compact operators (see [Dixm–C*, 4.1.10]). 
The following corollary is a consequence of Proposition 10.D.2 and Glimm’s
theorem 8.F.3.
Corollary 10.D.3. Let G be a σ-compact locally compact group. The following
properties are equivalent.
(i) every irreducible representation of G is normal;
(ii) G is of type I.
Example 10.D.4. Let G be a locally compact group.
(1) A finite-dimensional irreducible representation of G is normal.
(2) A factor representation π of finite type is normal. Indeed, when π(G)′′ is
a factor that is either of type In for some finite integer n or of type II1, there is a
faithful finite trace on this factor.
(3) A factor representation of type I∞ need not be normal, as shown by Corol-
lary 10.D.3, and also by the following explicit example.
Consider the representation π defined below of the free group F2 on two gen-
erators a and b. We will check that π is infinite-dimensional and irreducible, in
particular factorial of type I∞, and that it is not normal.
Denote by C the infinite cyclic subgroup of F2 generated by a. Define π as
the quasi-regular representation of F2 acting on Hπ := ℓ2(F2/C); it is one model
for the induced representation IndF2C (1C). The representation π is clearly infinite-
dimensional. As C is its own commensurator in F2, the representation π is irre-
ducible (Example 1.F.14). It remains to check that π is not normal; by Propo-
sition 10.D.2, it suffices to check that π(C∗max(F2)) does not contain the space of
compact operators on Hπ.
Since C is amenable, the unit representation 1C is weakly contained in the regu-
lar representation λC of C, so that π = Ind
F2
C (1C) is weakly contained in the regular
representation λ = IndF2C (λC) of F2, and therefore π : C
∗
max(F2) → L(Hπ) is the
composition of the canonical surjection λ : C∗max(F2) ։ C∗λ(F2) with a C*-algebra
morphism π′ : C∗λ(F2) → L(Hπ). Since the reduced C*-algebra C∗λ(F2) is simple,
the ideal (π′)−1(K(Hπ)) is either {0} or C∗λ(F2); but the second case is impossible
because C∗λ(F2) is unital andHπ infinite-dimensional; hence π(C∗max(F2))∩K(Hπ) =
{0}, and π is not normal.
(4) A factor representation of type II∞ need not be normal. For example,
consider an infinite field K and the Heisenberg group H(K) as a nilpotent discrete
group (as in 9.B). Then H(K) has factor representations of type II∞ (Theorems
7.D.2 (1) and 8.F.4), but every factor representation that is normal is of finite type
(Proposition 11.D.2).
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(5) A factor representation of type III is not normal.
(6) Assume that G is unimodular and second-countable. By Theorem 10.A.7
(compare also Example Ex-HilbertAlgebra (2)), λG(G)
′′ carries a faithful, normal,
semi-finite trace. In other terms, the left regular representation λG is traceable.
It follows that G has a family of normal factor representations which separate the
points of L1(G), and in particular which separate the points of G; see Corollaire to
The´ore`me 1 in Chap. I, § 3 of [Guic–63].
(7) There are separable C*-algebras which are purely infinite, that is, which
have no non-zero traces with non-zero ideal of definition; an example is the Cuntz
algebra O2 of [Cuntz–77] (it appears already in [Dixm–64a, Example 2.1]).
For a LC group G, the maximal C*-algebra of G has at least one normal
representation, the unit representation 1G. It has many other ones when G is
unimodular and not {1}, see (6) above, or when G is a connected real Lie group,
see Theorem 11.D.1 below. The following question seems to be open.
Question: Does there exist a LC group G such that 1G is the only normal
representation of G ?
Let G be a LC group. The normal quasi-dual QD(G)norm of G is the set of
quasi-equivalence classes of normal factor representations of G.
The following result from [Halp–75] holds for general separable C*-algebras.
In case of a second-countable locally compact group G that is not of type I, it shows
that QD(G)norm is better behaved than the dual Ĝ or the quasi-dual QD(G).
Theorem 10.D.5. Let G be a second-countable locally compact group. The
space QD(G)norm, equipped with the Mackey–Borel structure induced by that of
QD(G), is a standard Borel space.
Normal factor representations of LC group G can be described in terms of
characters.
Definition 10.D.6. A character of the LC group G is a non-zero lower semi-
continuous semi-finite trace t on C∗max(G), which satisfies the following condition:
every lower semi-continuous semi-finite trace on C∗max(G) dominated by t is pro-
portional to t on mt,+. We denote by Char(G) the set of equivalence classes of
characters of G, where two characters are equivalent if they are proportional to
each other.
Recall from Lemma 10.C.3 that, if (π, τ) is a trace representation of G, then
τ ◦ π is a lower semi-continuous semi-finite trace on C∗max(G).
Let t be a lower semi-continuous semi-finite trace on C∗max(G), t 6= 0. Recall
from Proposition 10.A.10 that the Hilbert algebra associated to t is At = nt/Nt,
where
Nt = {x ∈ nt | t(x∗x) = 0}.
Recall also that there are corresponding commuting representations λt and ρt of G
on the Hilbert space completion Ht of At and there exists a faithful normal trace
τt on λt(G)
′′ such that t = τt ◦ λt. For x ∈ nt, we denote by [x] the image of x in
Ht.
As we now show, every semi-continuous semi-finite trace on C∗max(G) dominated
by t on mt,+ defines an element in the centre of λt(G)
′′.
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Lemma 10.D.7. Let t and t′ be lower semi-continuous semi-finite traces on
C∗max(G) such that t′(x) ≤ t(x) for every x ∈ mt+.
(1) There exists T ∈ λt(G)′ ∩ ρt(G)′ with 0 ≤ T ≤ I such that
t′(y∗x) = 〈T [x] | [y]〉 for all x, y ∈ nt.
(2) The function
t′′ : x 7→ τt(Tλt(x))
is a semi-continuous semi-finite trace on C∗max(G) such that t′′(x) ≤ t(x)
and t′′(x) = t′(x) for every x ∈ mt+.
Proof. Since t′(x) ≤ t(x) for every x ∈ mt,+, the map
Φ : (x, y) 7→ t′(y∗x)
is a well defined positive Hermitian form on At, which is separately continuous
for the Hilbert space norm (compare with Lemma 1.B.11). There exists therefore
T ∈ L(Ht) with 0 ≤ T ≤ I such that
Φ(x, y) = 〈T [x] | [y]〉 for all x, y ∈ nt.
Let us check that T is in the centre of λt(G)
′′. For z ∈ C∗max(G), x, y ∈ nt, we have
〈Tλt(z)[x] | [y]〉 = 〈T [zx] | [y]〉 = t′(y∗zx) = t′((z∗y)∗x)
= 〈T [x] | [z∗y]〉 = 〈T [x] | λt(z∗)[y]〉 = 〈λt(z)T [x] | [y]〉;
this shows that T ∈ λt(C∗max(G))′ = λt(G)′. Since t′ is a trace, we also have
〈Tρt(z)[x] | [y]〉 = 〈T [xz∗] | [y]〉 = t′(y∗xz∗) = t′(z∗y∗x) = t′((yz)∗x)
= 〈T [x] | [yz]〉 = 〈T [x] | ρt(z∗)[y]〉 = 〈ρt(z)T [x] | [y]〉,
and hence T ∈ ρt(C∗max(G))′ = ρt(G)′ and this proves (1).
To show (2), let P be the orthogonal projection on K = T (H). Then K is
invariant under λt(G) and ρt(G) and hence P is in the centre of λt(G)
′′.
Let λ
(P )
t be the representation of G defined by restriction of λt to K = P (H).
Then
τ (P ) : S 7→ τt(TS) = τt(ST )
is a normal trace on the von Neumann algebra λ
(P )
t (G)
′′. Moreover, τ (P ) is faithful;
indeed, let S ∈ L(K) be such that τ(ST ) = 0; then ST = 0 since τ is faithful and
hence S = 0.
Let x ∈ C∗max(G)+ be such that λt(x∗x) ∈ nτt . Then τt(λt(x∗x)) < +∞ and
hence
τ (P )(λ
(P )
t (x
∗x)) = τt(Tλt(x∗x)) ≤ ‖T ‖τt(λt(x∗x)) < +∞.
This shows that (λ
(P )
t , τ
(P )) is a trace representation of G. Since t′′ = τ (P ) ◦ λ(P )t ,
it follows from Lemma 10.C.3 that t′′ is a lower semi-continuous semi-finite trace
on C∗max(G). It is clear that t′′ ≤ t on mt+.
Let x ∈ nt. Then T [x] ∈ Ht is a bounded element for the Hilbert algebra At,
by Lemma 10.A.1 (5); hence, by Theorem 10.A.6, we have
τt(Tλt(x)λt(x
∗)) = 〈T 1/2[x] | T 1/2[x]〉 = 〈T [x] | [x]〉 = t′(x∗x).
This shows that t′′ coincides with t′ on nt = mt. 
10.D. NORMAL REPRESENTATIONS AND CHARACTERS 305
Let π1 and π2 be normal factor representations of G and τ1 and τ2 semi-
finite normal faithful traces on π1(G)
′′ and π2(G)′′. Observe that, if π1 and π2
are quasi-equivalent, then the trace τ2 ◦ Φ is proportional to τ1. Indeed, let Φ is
an isomorphism between π1(G)
′′ and π2(G)′′; since π1(G)′′ is a factor, τ2 ◦ Φ is
proportional to τ1 (see Corollaire in [Dixm–vN, Chap. I, § 6, 4]).
As a consequence, we see that π 7→ τ ◦π is a well-defined map from QD(G)norm
to the set of lower semi-continuous semi-finite trace on C∗max(G), where two such
traces are identified if they are proportional to each other. The following proposition
shows that this correspondence is in fact a bijection between quasi-equivalence
classes of normal factor representations and characters of G.
Proposition 10.D.8. Let G be a locally compact group. The map π 7→ τ ◦ π
described above induces a bijection
QD(G)norm
≈−→ Char(G),
with inverse bijection induced by t 7→ λt of Proposition 10.A.10.
Proof. Let π be a normal factor representation of G; let τ be a faithful normal
trace on π(G)′′ and t = τ ◦π. Let t′ be a lower semi-continuous semi-finite trace on
C∗max(G) such that t′(x) ≤ t(x) for every x ∈ mt+. By Lemma 10.D.7, there exists
an operator T in the centre of π(G)′′ such that t′(y∗x) = 〈T [x] | [y]〉 for all x, y ∈ nt.
Since π(G)′′ is a factor, T is a scalar multiple of I and hence t′ is proportional to t
on mt. Therefore, t is a character of G.
Conversely, let t be a character of G and let (λt, τt) be the associated trace
representation on the Hilbert space Ht. We claim that λt is factorial. Indeed, let
T be an operator in the centre of λt(G)
′′ with 0 ≤ T ≤ I. The map
t′ : x 7→ τt(Tλt(x))
is a trace on C∗max(G) By Lemma 10.C.3, t
′ is lower semi-continuous and semi-finite.
Since t = τt ◦ λt, we have t′(x) ≤ t(x) for every x ∈ mt+. Therefore there exists
α ∈ [0, 1] such that t′ = αt on mt+.
Let x ∈ nt. Then T [x] ∈ Ht is a bounded element for the Hilbert algebra
associated to t, by Lemma 10.A.1 (5), where [x] denotes the image of x in Ht. By
Theorem 10.A.6, we have therefore
〈T [x] | [x]〉 = t(Tλt(x∗)λt(x)) = t′(x∗x) = αt(x∗x) = α〈[x], [x]〉.
It follows that T = αI and hence that λt(G)
′′ is a factor. 
For the subclass of normal irreducible representations (see Proposition 10.D.2),
we obtain the following corollary.
Corollary 10.D.9. Let G be a locally compact group.
(1) Let π be a normal irreducible representation of G. The character of π can
be normalized to be tπ := Tr◦π where Tr is the canonical trace on L(Hπ);
the ideal of definition of tπ is the set of x ∈ C∗max(G) for which π(x) is a
trace class operator.
(2) Let π and π′ be normal irreducible representations of G. Then tπ and tπ′
are proportional if and only π and π′ are equivalent.
Proof. Item (1) follows from Proposition 10.D.2 and from the fact that Tr is
the unique normal semi-finite trace on L(Hπ), up to positive scalar multiples.
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Item (2) is a consequence of (1), of Proposition 10.D.8, and of the fact that two
irreducible representations are equivalent if and only if they are quasi-equivalent.

Example 10.D.10. (1) Let G be a compact group. Characters of G are finite.
It is common to normalize the character t of a finite-dimensional representation π
of G by ‖t‖ = dimπ. where ‖ · ‖ denotes the norm on bounded linear forms on
C∗max(G). Corollary 10.D.9 establishes the classical fact that the map π 7→ τ ◦ π
provides a bijection from the dual Ĝ of G to the set Char(G) of its irreducible
characters.
Note that characters are defined here for factor representations only whereas,
in the setting of finite and compact groups, it is usual to define a character for
every finite-dimensional representation of the group.
(2) More generally, let G be a σ-compact locally compact group of type I. Every
irreducible representation is normal (Corollary 10.D.3) and so every character on
G is proportional to tπ for a unique irreducible representation π on G. In this case
again, the map π 7→ tπ provides a bijection Ĝ ≈−→ Char(G).
(3) Let Γ be a discrete group, not the one-element group. The Dirac function
δe at the group unit is of positive type and central. The associated representation
is the left regular representation λ of Γ in ℓ2(Γ); it is of finite type and traceable.
The group Γ is icc if and only if λ is factorial (Proposition 7.A.1). When this is the
case, λ is of type II1 and its character C
∗
max(Γ)→ C is given by f 7→ 〈λ(f)δe | δe〉;
anticipating on the notation of Section 11.A, we have δe ∈ E(Γ).
(4) Let G be a unimodular LC group, and ν a complex-valued Radon measure
on G which is of positive type and central. As discussed in Example 10.C.2, ν
defines a lower semi-continuous, semi-finite trace tν on C
∗
max(G); the associated
representation πν is factorial (and hence normal) if and only if tν is a character.
This can be repeated for a unimodular real Lie group G and a distribution ν on G
which is of positive type and central.
(5) Let G be a semisimple or nilpotent connected Lie group. Every irreducible
representation π of G is normal (since G is of type I) and the corresponding char-
acter tπ is given by a central distribution of positive type on G. See [Hari–54, § 5]
and [Kiri–62, § 7].
(6) Let Γ be a countable group given with a measure preserving action on a
standard probability space (X,F , µ). For every γ ∈ Γ, let
Xγ = {x ∈ X | γx = x}
denote the corresponding fixed point set. As we will show (Theorem 15.F.4 in
Section 15.F), the function
ϕ : Γ→ R, γ 7→ µ(Xγ).
is central and of positive type; therefore, ϕ defines a finite trace tϕ on C
∗
max(Γ); see
Section 11.A.
CHAPTER 11
Finite characters and Thoma’s dual
In this chapter, we study the finite part QD(G)fin of the quasi-dual QD(G)
of a topological group G, that is the space of quasi-equivalence classes of factor
representations of G which are of finite type.
When G is locally compact, QD(G)fin is in a bijective correspondence with the
set Char(G)fin of finite characters, that is, characters which are everywhere defined
on the maximal C*-algebra of G (see Section 11.A).
For an arbitrary topological group G, let Tr(G) be the set of traces of G, that
is, the set of continuous functions on G which are central and of positive type. In
Section 11.B, we show that the GNS-construction provides a surjective map from
Tr(G) to the set of quasi-equivalence classes of representations π of G such that
π(G)” is a finite von Neumann algebra. A crucial role is played in this context by
the fact that a Hilbert algebra is associated to every trace on G (see Chapter 10.A).
As a consequence, we will see in Section 11.C that QD(G)fin is parametrized by the
Thoma dual E(G), which is the set of extreme rays of Tr(G).
In Section 11.D, we review for a second countable locally compact group G the
relationship between the quasi-dual spaces QD(G)norm and QD(G)fin, on the one
hand, and the primitive dual Prim(G), on the other hand,
11.A. Factor representations of finite type and finite characters
Let G be a topological group. Recall that the type of a representation π of G
only depends on the quasi-equivalence class of G (see Remark 7.C.3).
Definition 11.A.1. The finite part of the quasi-dual QD(G)fin is the space
of quasi-equivalence classes of factor representations π of G which are of finite type,
that is, such that π(G)′′ is either a finite-dimensional factor or a factor of type II1.
Let G a locally compact group. The set Char(G) of characters of G has been
introduced in Definition 10.D.6. A character t ∈ Char(G) is finite if t is a finite
trace on the maximal C*-algebra C∗max(G) of G. We write Char(G)fin for the subset
of Char(G) consisting of the finite characters t normalized by ‖t‖ = 1.
The following fact is a consequence of Proposition 10.D.8.
Proposition 11.A.2. Let G be a locally compact group.
The map π 7→ τ ◦ π of Proposition 10.D.8 induces a bijection
QD(G)fin
≈−→ Char(G)fin.
Let µ be a Haar measure on the LC group G. Let t be a finite trace on
C∗max(G). The restriction t|L1(G,µ) is a positive linear functional on L1(G,µ) and
is therefore defined by a unique continuous function of positive type ϕt on G, such
that ϕt(e) = ‖t‖ (see Remark 1.B.14 (2) and Example 8.A.10 (2)). Since t is a
trace, ϕt is central that is, ϕt is invariant under conjugation by elements of G.
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Conversely, let ϕ be a central continuous function of positive type on G. Then ϕ
defines a positive linear functional on L1(G,µ) which extends uniquely to a positive
linear functional tϕ of C
∗
max(G) with ‖tϕ‖ = ϕ(e). Since ϕ is central, tϕ is a trace
on C∗max(G).
Observe that the maps t 7→ ϕt and ϕ 7→ tϕ are continuous affine maps which
are inverse to each other.
Observe also that the set of central continuous functions of positive type ϕ on
G with ‖ϕ‖∞ = ϕ(e) ≤ 1 is a convex subset of L∞(G,µ), which is compact for the
weak∗-topology. As a result of the discussion above, we obtain the following result.
Proposition 11.A.3. Let G be a locally compact group.
(1) The map t 7→ ϕt described above is a bijection between the set of finite
traces on C∗max(G) and the set of central continuous functions of positive
type on G.
(2) The map t 7→ ϕt restricted to Char(G)fin is a bijection between Char(G)fin
and the set of central continuous functions of positive type ϕ on G such
that ϕ(e) = 1, and which are extremal with these properties.
Propositions 11.A.2 and 11.A.3 yield a parametrization of QD(G)fin in terms
of central continuous functions of positive type on G, when G is locally compact.
When G is not locally compact, the space Char(G)fin is not defined. Neverthe-
less, as we will see in the next sections, the parametrization of QD(G)fin in terms
of central continuous functions of positive type on G carries over to an arbitrary
topological group G.
11.B. GNS Construction for traces on groups
Let us return to functions of positive type and the GNS construction, keeping
the notation of Section 1.B.
Let G be a topological group (not necessarily a locally compact group). Recall
that a function ϕ on G is central if ϕ(gh) = ϕ(hg) for all g, h ∈ G.
Definition 11.B.1. (1) A trace on G is a continuous function ϕ : G → C
that is central and of positive type.
Denote by Tr(G) the space of traces on G. Let also Tr≤1(G) [respectively
Tr1(G)] be the subset of Tr(G) of functions such that ‖ϕ‖∞ = ϕ(e) ≤ 1 [resp.
ϕ(e) = 1].
(2) A representation π of G is of finite type if the von Neumann algebra
π(G)′′ has a faithful finite normal trace.
The term “trace” as defined above was coined in [CaMo–84]; traces are often
called “characters” in the literature (see, for instance, [DuMe–14] and [PeTh–16]).
Remark 11.B.2. (1) Let π be representation of G. Assume that π(G)′′ is
countably decomposable (this is for instance the case if the Hilbert space of π is
separable). Then π(G)′′ is of finite type if and only if π(G)′′ is a finite von Neumann
algebra (see Remark 7.B.6).
(2) Let π be a finite type representation of G and assume that π(G)′′ is a factor.
Then π(G)′′ has a unique normalized finite normal trace; in fact, there is a unique
linear functional τ on π(G)′′ such that τ(xy) = τ(yx) for all x, y ∈ π(G)′′ and
τ(I) = 1. (see Corollaire in [Dixm–vN, Chap. III, § 5, no 1])
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Example 11.B.3 (compare with Definition 1.B.3). Let π be a finite type rep-
resentation of G and τ a faithful finite normal trace on π(G)′′. Then the continuous
function ϕπ,τ defined by
ϕπ,τ (g) = τ(π(g)) for all g ∈ G
is clearly central and non-zero. It is also of positive type; indeed, for n ≥ 1,
c1, . . . , cn ∈ C, and g1, . . . , gn ∈ G, we have
n∑
i,j=1
cicjϕπ,τ (g
−1
j gi) = τ
(( n∑
i=1
ciπ(gi)
)( n∑
j=1
cjπ(gj)
)∗) ≥ 0.
Therefore ϕπ,τ ∈ Tr(G). If τ is normalized, then ϕπ,τ ∈ Tr1(G).
Construction 11.B.4 (Compare with Construction 1.B.5). The present con-
struction shows that every non-zero element in Tr(G) arises as in the previous
example. More precisely, it shows that, given ϕ ∈ Tr(G), ϕ 6= 0, there exists a rep-
resentation πϕ of G (the GNS representation of 1.B.5) and a faithful finite normal
trace τϕ on πϕ(G)
′′ such that ϕ(g) = τϕ(πϕ(g)) for all g ∈ G.
Let ϕ ∈ Tr(G), ϕ 6= 0. Recall from Section 1.B how the corresponding GNS
triple (πϕ,Hϕ, ξϕ) is constructed. The set C[G] of complex-valued functions on G
with finite support is a ∗-algebra endowed with a positive Hermitian form Φϕ, and
the set Jϕ of functions f such that Φϕ(f, f) = 0 is a two-sided ∗-ideal. We denote
by Aϕ the quotient C[G]/Jϕ. We write δg ∈ C[G] the characteristic function of {g}
for each g ∈ G, and [f ] for the class in Aϕ of a function f ∈ C[G]. We denote by Hϕ
the Hilbert space obtained by completion of Aϕ, with respect to the scalar product
induced on Aϕ by Φϕ, and by ξϕ the vector [δe] viewed in Hϕ. For g ∈ G, the
operator πϕ(g) on Hϕ is defined as in 1.B.5 to be the continuous linear extension
to Hϕ of the left translation [f ] 7→ [g · f ], where (g · f)(x) = f(g−1x) for g, x ∈ G
and f ∈ Aϕ.
As ϕ is central, Jϕ is now a two-sided ∗-ideal, the quotient Aϕ = C[G]/Jϕ is an
algebra, and there is for all g ∈ G an operator ρϕ(g) on Hϕ which is the continuous
linear extension of the right translation [f ] 7→ [f · g], where (f · g)(x) = f(xg) for
g, x ∈ G and f ∈ Aϕ. One checks, as for πϕ in Section 1.B, that the assignment
g 7→ ρϕ(g) is continuous, and is a representation of G in Hϕ with cyclic vector
ξϕ = [δe]. We have πϕ(g)ξϕ = [δg] and
πϕ(g)ρϕ(h) = ρϕ(h)πϕ(g) for all g, h ∈ G.
Moreover, the map
τϕ : T 7→ 〈Tξϕ | ξϕ〉
is a finite normal trace on πϕ(G)
′′ and ϕ = τϕ ◦ πϕ.
To check that τϕ is faithful, let T ∈ πϕ(G)′′ be such that τϕ(T ∗T ) = 0. Then
‖Tξϕ‖2 = 〈T ∗Tξϕ | ξϕ〉 = 0
and so Tξϕ = 0. Since obviously πϕ(G)
′′ ⊂ ρϕ(G)′ and since ξϕ is a cyclic vector
for ρϕ, it follows that T (ρϕ(g)ξϕ) = 0 for all g ∈ G and hence that T = 0.
Note: For coherence with Section 10.A, we could have written λϕ instead of
πϕ. We have chosen the latter for coherence with Section 1.B.
We are going to show that the von Neumann algebras πϕ(G)
′′ and ρϕ(G)′′ are
each other commutants.
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Proposition 11.B.5. Let G be a topological group and ϕ ∈ Tr(G), ϕ 6= 0. Let
Aϕ,Φϕ, πϕ and ρϕ be as in 11.B.4.
(a) The ∗-algebra Aϕ, equipped with the scalar product induced by Φϕ, is a
Hilbert algebra.
(b) We have πϕ(G)
′′ = ρϕ(G)′ and ρϕ(G)′′ = πϕ(G)′. Consequently, πϕ(G)′∩
ρϕ(G)
′ is the common centre of the von Neumann algebras πϕ(G)′′ and
ρϕ(G)
′′.
Proof. (a) Property (1) of the definition of a Hilbert algebra (Section 10.A),
follows from the fact that ϕ is central. It is straightforward to check Properties (2)
and (3), and Property (4) is obvious since Aϕ is unital.
Claim (b) follows from (a) and from the Commutation Theorem 10.A.2. 
Let π be a finite type representation of G and τ a normalized faithful finite
normal trace on π(G)′′. Recall from Example 11.B.3 that ϕπ,τ = τ ◦ π belong to
Tr1(G).
An equivalence relation was defined in Section10.C for arbitrary trace represen-
tations in the case where G is locally compact. We extend this definition as follows
for finite type representations of a general topological group.
Definition 11.B.6. For i = 1, 2, let πi be a finite type representation of
the topological group G and let τi be a normalized faithful finite normal trace on
the von Neumann algebra πi(G)
′′. We say that the pairs (π1, τ1) and (π2, τ2) are
quasi-equivalent if there exists an isomorphism Φ : π1(G)
′′ → π2(G)′′ such that
Φ(π1(g)) = π2(g) for all g ∈ G, and such that τ1 = τ2 ◦ Φ. It is clear in this case
that the associated functions ϕπ1,τ1 = τ1 ◦ π1 and ϕπ2,τ2 = τ2 ◦ π2 in Tr1(G) are
equal.
The next proposition, which appears in [HiHi–05], shows that the converse
statement is also true. Observe that, when G is locally compact, this proposition
follows easily from Proposition 11.A.3 combined with Proposition 10.C.5.
Proposition 11.B.7 (compare with Proposition 1.B.8). Let G be a topological
group.
The assignments ϕ (πϕ, τϕ) given by the GNS construction and (π, τ) 7→ τ ◦π
induce bijections inverse to each other between
(i) the set Tr1(G) of normalized central functions of positive type ϕ, and
(ii) the set of quasi-equivalence classes of pairs (π, τ), where π is a finite type
representation of G and τ a normalized faithful finite normal trace on
π(G)′′.
Proof. We first recall some facts about the standard representation (see Sec-
tion 10.B) in the special case of a finite von Neumann algebra.
Let M be a finite von Neumann algebra, with a faithful normalized finite
normal trace τ . Equipped with the scalar product (x, y) 7→ τ(y∗x), the spaceM is
a Hilbert algebra. Denote by L2(M, τ) the Hilbert space completion of M and let
M → M̂, x 7→ x̂,
be the standard representation of (M, τ) on L2(M, τ). It is clear that the image ξ
of I in L2(M, τ) is a cyclic vector for the representation x 7→ x̂; the natural trace
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τ̂ on M̂ is given by
τ̂ (x̂) = 〈x̂ξ | ξ〉 = τ(x), for all x ∈ M.
For j = 1, 2, let πj : G→ U(Hj) be a representation such that the von Neumann
algebra Mj := πj(G)′′ has a faithful normalized finite normal trace τj . Assume
that ϕπ1,τ1 = ϕπ2,τ2 . We have to show that the pairs (π1, τ1) and (π2, τ2) are
quasi-equivalent.
Still for j = 1, 2, consider the standard representation x 7→ x̂ of the Neumann
algebra Mj on L2(Mj , τj). The map Φj : x 7→ x̂ is an isomorphism between the
von Neumann algebrasMj and M̂j := {x̂ : x ∈ M|}, and τ̂j ◦Φj = τj , where τ̂j is
the natural trace on M̂j . Therefore the pair (πj , τj) is quasi-equivalent to the pair
(π̂j , τ̂j), where π̂j is the representation of G on L
2(Mj , τj) defined by π̂j(g) = π̂j(g)
for g ∈ G. As a consequence, it suffices to show that the pairs (π̂1, τ̂1) and (π̂2, τ̂2)
are quasi-equivalent.
Observe that, by assumption, we have
τ̂1(g) = ϕπ1,τ1(g) = ϕπ2,τ2(g) = τ̂2(g),
that is,
〈π̂1(g)ξ1 | ξ1〉 = 〈π̂2(g)ξ2 | ξ2〉,
for all g ∈ G. Since, for all n ≥ 1, g1, . . . , gn ∈ G and c1, . . . , cn ∈ C, we have∥∥∥ n∑
i=1
ciπ̂2(gi)ξ2
∥∥∥2 = n∑
i,j=1
cicj τ̂2(g
−1
j gi) =
n∑
i,j=1
cicj τ̂1(g
−1
j gi) =
∥∥∥ n∑
i=1
ciπ̂1(gi)ξ1
∥∥∥2,
the map
∑n
i=1 ciπ̂1(gi)ξ1 7→
∑n
i=1 ciπ̂1(gi)ξ2 is well defined on the linear span of
π̂1(G)ξ1 and extends to a Hilbert space isomorphism U : L
2(M1, τ1)→ L2(M2, τ2).
Let
Φ : L(L2(M1, τ1))→ L(L2(M2, τ2)), T 7→ UTU−1.
Then Φ restricts to an isomorphism from M̂1 to M̂2, such that Φ(π̂1(g)) = π̂2(g)
for every g ∈ G. Moreover, we have τ̂1 = τ̂2 ◦Φ. Therefore (π̂1, τ̂1) and (π̂2, τ̂2) are
quasi-equivalent, and this concludes the proof. 
11.C. Thoma’s dual
Let G be a topological group. Define Extr(Tr≤1(G)) as the set of functions ϕ in
Tr≤1(G) that are indecomposable in the following sense: if ϕ = tϕ1+(1−t)ϕ2 for
ϕ1, ϕ2 ∈ Tr≤1(G) and t ∈ ]0, 1[, then ϕ = ϕ1 = ϕ2. Define similarly Extr(Tr1(G)),
and call it the Thoma dual of G. From now on, we use Thoma’s notation, E(G),
rather than Extr(Tr1(G)).
Thoma used properties of the space E(G) in order to achieve his characteriza-
tion of discrete groups which are of type I, and he advocated its use as a substitute
for the dual of discrete groups [Thom–64a, Thom–64b].
The following lemma, which relates E(G) and Extr(Tr≤1(G)), is proved ex-
actly in the same way as Lemma 1.B.10, which relates for Extr(P≤1(G)) and
Extr(P1(G)) ∪ {0}.
Lemma 11.C.1 (compare with Lemma 1.B.10). For every topological group
G, we have
Extr(Tr≤1(G)) = E(G) ∪ {0}.
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Proposition 11.C.3 provides a necessary and sufficient condition on ϕ for the
GNS representation πϕ of Sections 1.B and 11.B to be factorial.
Let ψ ∈ Tr(G) be such that ψ ≤ ϕ, that is, ϕ − ψ ∈ P (G); it is then obvious
that ϕ − ψ belongs to Tr(G). For T ∈ πϕ(G)′ with 0 ≤ T ≤ I, define ϕT ∈ P (G)
as in Section 1.B by
ϕT (g) = 〈πϕ(g)Tξϕ | ξϕ〉 = 〈πϕ(g)T 1/2ξϕ | T 1/2ξϕ〉.
Lemma 11.C.2 (compare with Lemma 1.B.11). Let ϕ ∈ Extr(Tr(G)); let πϕ
and ρϕ be as in 11.B.4.
The map T → ϕT is a bijective correspondence from the set of T ∈ πϕ(G)′ ∩
ρϕ(G)
′ with 0 ≤ T ≤ I to the set of ψ ∈ Tr(G) with ψ ≤ ϕ.
Proof. For T ∈ πϕ(G)′ ∩ ρϕ(G)′ with 0 ≤ T ≤ I, the function ϕT is central;
indeed, for g, x ∈ G, we have
ϕT (x
−1gx) = 〈πϕ(g)πϕ(x)Tξϕ | πϕ(x)ξϕ〉 = 〈πϕ(g)Tπϕ(x)ξϕ | πϕ(x)ξϕ〉
= 〈πϕ(g)Tπϕ(x)ξϕ | ρϕ(x−1)ξϕ〉 = 〈πϕ(g)Tπϕ(x)ρϕ(x)ξϕ | ξϕ〉
= 〈πϕ(g)Tξϕ | ξϕ〉 = ϕT (g).
Moreover, since ϕ− ϕT = ϕI−T , we have ϕT ≤ ϕ.
It follows from Lemma 1.B.11 that the map T 7→ ϕT is injective.
Let ψ ∈ Tr(G) with ψ ≤ ϕ. The proof of Lemma 1.B.11 shows that there exists
T ∈ πϕ(G)′ with 0 ≤ T ≤ I such that ψ = ϕT . It remains to show that T ∈ ρϕ(g)′.
We have, for x, y, z ∈ G,
ψ(y(z−1x)y−1) = 〈πϕ(y(z−1x)y−1)ξϕ | Tξϕ〉
= 〈πϕ(z−1x)πξ(y−1)ξϕ | Tπϕ(y−1)ξϕ〉
= 〈πϕ(z−1x)ρξ(y)ξϕ | Tρϕ(y)ξϕ〉
= 〈πϕ(x)ξϕ | ρξ(y−1)Tρϕ(y)πϕ(z)ξϕ〉.
However, since ψ is central, we also have
ψ(y(z−1x)y−1) = ψ(z−1x) = 〈πϕ(x)ξϕ | Tπϕ(z)ξϕ〉.
Because ξϕ is a cyclic vector, it follows that ρϕ(y
−1)Tρϕ(y) = T for all y ∈ G, that
is, T ∈ ρϕ(G)′. 
Proposition 11.C.3 (compare with Proposition 1.B.12). Let G be a topological
group. Let ϕ ∈ Tr1(G), and πϕ be the corresponding GNS representation, as in
11.B.4 and 11.B.7.
Then πϕ is factorial if and only if ϕ ∈ E(G).
Proof. Assume that πϕ is factorial; let ϕ1, ϕ2 ∈ Tr1(G) and t ∈ ]0, 1[ be such
that ϕ = tϕ1+(1−t)ϕ2. Let j ∈ {1, 2}; since ϕj ≤ ϕ, there exists by Lemma 11.C.2
Tj ∈ πϕ(G)′ ∩ ρϕ(G)′ with 0 ≤ Tj ≤ I such that ϕj = ϕTj . Since πϕ is factorial,
πϕ(G)
′ ∩ ρϕ(G)′ = πϕ(G)′ ∩ πϕ(G)′′ = IdHϕ (see Proposition 11.B.5), so that both
T1 and T2 are scalar multiples of the identity. It follows that ϕ1 = ϕ2 = ϕ, and
consequently that ϕ ∈ E(G).
For the converse implication, we leave it to the reader to adapt the proof of
Proposition 1.B.12. 
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For i = 1, 2, let πi be a factor representation of finite type of G and let τi be the
unique normalized trace on πi(G)
′′ (see Remark 11.B.2. If the representations π1
and π2 are quasi-equivalent, then the pairs (π1, τ1) and (π2, τ2) are quasi-equivalent.
Indeed, let Φ be a quasi-equivalence between π1 and π2; then τ2 ◦Φ is a normalized
finite normal trace on π1(G)
′′, and hence τ2 ◦ Φ = τ1.
The following result is therefore a consequence of Proposition 11.C.3. Observe
that Item (2) was already established in Proposition 11.A.3.
Theorem 11.C.4. Let G be a topological group. For ϕ ∈ E(G), let πϕ and τϕ
be as in 11.B.4 and 11.B.7.
(1) The map
E(G)→ QD(G)fin, ϕ 7→ πϕ
establishes a bijection from the Thoma dual onto the set of quasi-equivalence
classes of factor representations of finite type of G.
(2) Assume that G is locally compact. The map
E(G)→ Char(G)fin, ϕ 7→ tϕ = τϕ ◦ πϕ
is a bijection from the Thoma dual onto the set of finite normalized char-
acters of G.
Example 11.C.5. Let G be a topological group.
(1) When G is locally compact and abelian, the Thoma dual E(G) is naturally
identified with the Pontrjagin dual Ĝ. When G is compact, E(G) is the set of
normalized traces of irreducible representations of G; these are particular cases of
Theorem 11.C.4.
(2) When G is a σ-compact LC group of type I, E(G) is the set of normalized
traces of finite-dimensional irreducible representations of G. See Theorem 11.C.4(1)
and Corollary 10.D.3.
(3) When G is a connected LC group, then E(G) consists exactly of the normal-
ized traces of finite-dimensional irreducible unitary representations of G; indeed,
such a group has no representation of type II1. In particular, if G is a semisimple
connected Lie group without compact simple constituents, then E(G) = {1G} by
[SevN–50]. This has already been mentioned in 7.E.
(4) From the very few results concerning non-locally compact groups we are
aware of, we mention the description of E(G) in [Dudk–11] for G the full group
of an ergodic hyperfinite equivalence relation.
Example 11.C.6. The Thoma duals of the discrete groups appearing as the
main examples of Chapter 3 will be addressed below.
(0) The Thoma dual of the infinite dihedral group D∞ consists of the normal-
ized characters of the irreducible representations ρ0,1, ρ0,−1, ρπ,1, ρπ,−1 and {ρθ}0<θ<π
explicitly written in Section 3.A.
(1) Let H(K) be the Heisenberg group over a field K. For E(Γ) when Γ =
H(K) is viewed as a discrete group, see Subsection 12.B and Corollary 12.B.5.
For E(H(K)) when K is a non-discrete topological field and H(K) is viewed as a
topological group homeomorphic with K3, see Corollary 12.B.7.
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(2) Let Aff(K) be the group of affine transformations over an infinite field K.
For E(Γ) when Γ = Aff(K) is viewed as a discrete group, see Subsection 12.C and
Theorem 12.C.3. For E(Aff(K)) when K is a non-discrete topological field and
Aff(K) is viewed as a topological group homeomorphic with K××K, see Corollary
12.C.5.
(3) For BS(1, p), see Subsection 12.D.
(4) For the lamplighter group Z⋊
⊕
k∈Z Z/2Z (Section 12.E),
(5) For E(GLn(K)) and E(SLn(K)) when K is an infinite field, see Subsection
12.F, Theorems 12.F.1 and 12.F.3.
Example 11.C.7. The problem of the description of E(Γ) for other groups Γ
has been considered by several authors, as the following list shows.
(1) For the infinite symmetric group Γ = Symfin(N), the group of permuta-
tions with finite supports of a countable infinite set, see [Thom–64c] and,
for other methods, [VeKe–81].
(2) For the group Γ = GL(∞,F), where F is a finite field, see [Skud–76],
and also [GoKV–14].
(3) For Γ = U(∞), the inductive limit of the unitary groups U(n) equipped
with the inductive limit topology, see [Voic–76], as well as [StVo–75]
and [Boye–83].
(4) For the group Γ = SLn(Z), n ≥ 3, see [Bekk–07].
(5) For Γ a lattice in a simple connected Lie group of real rank ≥ 2, see
[Pete–15].
(6) For Γ from the Higman–Thompson families Fn,r or Gn,r, see [DuMe–14].
11.D. Characters and primitive duals
Let G be a second-countable LC group. As Theorem 10.D.5 shows, QD(G)norm
is a standard Borel set. One may thus seek to parametrize Prim(G) by the elements
of QD(G)norm and consider the restriction to QD(G)norm of the map (κ3) of 8.D.4:
(κ4) κnormprim : QD(G)norm → Prim(G), π 7→ C*ker(π).
In contrast to the previous maps κdprim and κ
qd
prim, it is not known whether κ
norm
prim is
always surjective.
When π1 and π2 are normal irreducible representations such that κ
norm
prim (π1) =
κnormprim (π2), then π1 and π2 are equivalent (this follows from Proposition 10.D.2
and [Dixm–C*, 4.1.10]). So, κnormprim is injective on the type I part of QD(G)norm.
However, κnormprim is not injective in general on the type II part of QD(G)norm.
Indeed, for a prime p, consider the Baumslag–Solitar group Γ = Z ⋉ Z[1/p],
where the generator of Z acts by multiplication by p on Z[1/p]. As we will see in
Corollary 14.E.4, there exist uncountably many normal representations πi of Γ of
type II1 such that κ
norm
prim (πi) = κ
norm
prim (πj) for all i and j and such that πi and πj
are not quasi-equivalent for i 6= j.
The map κnormprim fails to be injective also in the case of Γ the group Symfin(N)
of bijections of N with finite support, as shown in [Haue–86].
On the positive side, here is a remarkable result of Puka´nszky for the class of
connected Lie groups.
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Theorem 11.D.1 (Puka´nszky). Let G be a connected real Lie group. The
map
κnormprim : QD(G)norm → Prim(G)
is a bijection.
References for the proof. Puka´nszky’s theorem was first proved in [Puka–74,
Theorem 1].
An exposition of the proof is given in Chapter III of the monograph [Puka–99].
Puka´nszky’s theorem can now be deduced from results by Poguntke: see Corollary
to Theorem 2 in [Pogu–83]. 
Moreover, in the case of G a solvable connected and simply connected Lie
group, [Puka–74] and [Puka–99] provide an explicit description of the (usually
infinite) characters associated to the normal factor representations of G in terms
of a “generalized Kirillov theory”, involving orbits of the co-adjoint action of G on
its Lie algebra.
There are only few non-connected LC groups G for which it is known that
the map κnormprim is a bijection. There is some evidence that this might be true for
nilpotent groups; for what we know:
Proposition 11.D.2. Let Γ be a nilpotent-by-finite discrete group.
(1) Every character of Γ is finite, that is, Char(Γ) = Char(Γ)fin;
(2) the map κnormprim is surjective.
Note. By Proposition 10.D.8 and Theorem 11.C.4, the equality in (1) could equally
well be written QD(Γ)norm = QD(Γ)fin, and the sets
QD(Γ)norm, Char(Γ), and E(Γ)
are in natural bijection with each other.
References for the proof. The proof was given in [CaMo–84] for nilpo-
tent groups only; however, the arguments there carry over to nilpotent-by-finite
groups.
Indeed, the proof of (1) is an easy consequence of the fact, which was already
mentioned in 9.B, that every primitive ideal of a nilpotent group is maximal, and
this is still true for a nilpotent-by-finite group (see [Pogu–82]). Claim (2) is a
consequence of the amenability of Γ and, again, of the fact that primitive ideals of
C∗max(Γ) are maximal. 
Theorem 11.D.3. The map κnormprim : E(Γ) → Prim(Γ) is a bijection in the
following cases:
(1) Γ is a finitely generated group with polynomial growth;
(2) Γ = G(Q) is the group of rational point of a unipotent algebraic group
over Q.
(3) Γ = GLn(K), where K is an infinite algebraic extension of a finite field.
References for the proof. Result (1) was established in [Howe–77a] for
finitely generated torsion free nilpotent groups, and extended in [Kani–80] to fi-
nite extensions of finitely generated nilpotent groups, which are the groups with
polynomial growth by Gromov’s theorem.
Part (2) is from [Pfef–95]. Concerning (3), see Corollary 12.F.2 below. 
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11.E. Summing up diagram: dual and variants
Let G be a second-countable locally compact group. The duals and sets of
characters introduced in this book are organized as in the following diagram.
Tr1(G)
∪
Ĝfd →֒ QD(G)fin ≃ Char(G)fin ≃ E(G)
∩ ∩
↓ QD(G)norm ≃ Char(G)
∩ .
Ĝ
κdqd→֒ QD(G)
ց κdprim ւ κqdprim
Prim(G)
CHAPTER 12
Examples of Thoma’s duals
After a short preparation section on traces (Section 12.A), we determine Thoma’s
duals E(Γ) for our four main test classes of discrete groups Γ:
• two-step nilpotent discrete groups, in particular the Heisenberg group over
an infinite field K or over the integers (Section 12.B),
• the affine group Aff(K) over K (Section 12.C),
• the Baumslag–Solitar group BS(1, p) for a prime p (Section 12.D),
• the lamplighter group Z⋊⊕k∈Z Z/2Z (Section 12.E),
• and the general linear group GLn(K) over K (Section 12.F).
The results are well-known: see [ArKa–97, Example 2.4] for the Heisenberg group,
[Thom–64b, § 1, Beispiel 2] for the affine group, [Guic–63, § 3, Prop. 1] for
BS(1, 2), and [Kiri–65] for the general linear group. However, apart from the case
of Heisenberg group, the proofs we give are modelled after the approach used in
[Bekk–07] for the case SLn(Z), n ≥ 3.
12.A. Elementary lemmas about traces on groups
We first establish two elementary lemmas to be used in the sequel.
Let G be a topological group. Let ϕ ∈ P1(G) be a normalized continuous
function of positive type on G. (Functions of positive type have been defined in
1.B.) Set
Pϕ = {g ∈ G | |ϕ(g)| = 1} and Kϕ = {g ∈ G | ϕ(g) = 1},
which are closed subsets of G containing e, and Pϕ ⊃ Kϕ. Let (Hϕ, ξϕ, πϕ) be the
GNS triple defined by ϕ, as in Construction 1.B.5. Let χϕ = χπϕ be the associated
unitary character of the projective kernel Pkerπϕ of πϕ as in Section 8.E.
Recall from Proposition 8.E.1 that every factor representation has a central
character.
Lemma 12.A.1. Let G be a topological group, ϕ ∈ P1(G), and πϕ, Pϕ,Kϕ as
above.
(1) We have
Pϕ = {g ∈ G | πϕ(g)ξϕ = ϕ(g)ξϕ}
and
Kϕ = {g ∈ G | πϕ(g)ξϕ = ξϕ} .
In particular, Pϕ and Kϕ are closed subgroups of G, and the restriction
ϕ|Pϕ is a unitary character Pϕ → T.
(2) We have ϕ(g1gg2) = ϕ(g1)ϕ(g)ϕ(g2) for all g1, g2 ∈ Pϕ and g ∈ G.
Assume moreover that ϕ is central, i.e., that ϕ ∈ Tr1(G).
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(3) Then Pϕ = Pkerπϕ and Kϕ = kerπϕ; moreover, ϕ coincides with the
unitary character χϕ of Pϕ associated to πϕ.
Assume moreover that ϕ is indecomposable, i.e., that ϕ ∈ E(G).
(4) The restriction ϕ|Z of ϕ to the centre Z coincides with the central char-
acter of πϕ.
Proof. (1) For every g ∈ G, we have |ϕ(g)| = |〈πϕ(g)ξϕ | ξϕ〉| ≤ 1 by the
Cauchy–Schwarz inequality. By the equality case, if g ∈ Pϕ, then πϕ(g)ξϕ is a
scalar multiple of ξϕ, and this scalar multiple is precisely ϕ(g). Consequently,
Pϕ = {g ∈ G | πϕ(g)ξϕ = ϕ(g)ξϕ} ,
and Pϕ is a subgroup of G, and the map Pϕ → T, g 7→ ϕ(g) is a unitary character,
with kernel Kϕ.
(2) For g1, g2 ∈ Pϕ and g ∈ G, it follows from (1) that
ϕ(g1gg2) = 〈πϕ(g1gg2)ξϕ | ξϕ〉 = 〈πϕ(g)πϕ(g2)ξϕ | πϕ(g−11 )ξϕ〉
= 〈πϕ(g)ϕ(g2)ξϕ | ϕ(g−11 )ξϕ〉 = ϕ(g1)ϕ(g)ϕ(g2).
(3) Let g ∈ G; the triple (Hϕ, π(g)ξϕ, πϕ) is a GNS triple for ϕg, where ϕ is
the function of positive type on G defined by ϕg(x) = ϕ(g−1xg).
Assume now that ϕ is central and let x ∈ Pϕ. Since Pϕ = Pϕg , it follows from
(1) that
πϕ(x)πϕ(g)ξϕ = ϕ
g(x)πϕ(g)ξϕ = ϕ(x)πϕ(g)ξϕ for all g ∈ G
and hence that πϕ(x) = ϕ(x)I, since ξϕ is a cyclic vector for πϕ. This shows that
Pϕ is contained in Pkerπ. Since Pkerπ is obviously contained in Pϕ, it follows that
Pϕ = Pkerπ; it is obvious that ϕ|Pϕ coincides with χϕ and that Kϕ = kerπϕ .
(4) Since ϕ ∈ E(Γ), the representation πϕ is factorial and the claim follows
from Proposition 8.E.1. 
The next elementary lemma will be the crucial tool in our study of traces on
two-step nilpotent groups. Recall that [g, h] denotes the commutator g−1h−1gh of
two elements g, h ∈ G.
Lemma 12.A.2. Let G a topological group, ϕ ∈ Tr(G), and g ∈ G. Assume
that there exists h ∈ G such that [g, h] ∈ Pϕ rKϕ. Then ϕ(g) = 0.
Proof. Using the fact ϕ is central and Lemma 12.A.1, we have
ϕ(g) = ϕ(h−1gh) = ϕ(g[g, h]) = ϕ(g)ϕ([g, h]),
and the claim follows. 
12.B. Two-step nilpotent groups
Let Γ be a two-step nilpotent discrete group, and Z its centre, as in Sections
3.B and 9.B. Recall that, for ψ ∈ Ẑ, we denote by Zψ the inverse image of the
centre of Γ/ kerψ under the canonical epimorphism Γ։ Γ/ kerψ.
Recall also that, if ϕ is a function of positive type on a subgroup H of Γ, then
its trivial extension ϕ˜ to Γ is a function of positive type on Γ (Proposition 1.F.9).
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Theorem 12.B.1. Let Γ be a two-step nilpotent discrete group, with centre Z.
Set
X :=
⊔
ψ∈Ẑ
(
{ψ} ×
{
χ ∈ Ẑψ | χ|Z = ψ
})
(this X appears in Theorems 9.B.1 and 12.B.2).
Then the map
Φ : X → E(Γ), (ψ, χ) 7→ χ˜
is a bijection. The inverse map Φ−1 : E(Γ)→ X is given by
Φ−1(ϕ) = (ψπϕ , λπϕ),
where ψπϕ is the central character of the GNS representation πϕ associated to ϕ
and χπϕ the unitary character of Pkerπϕ determined by πϕ.
Proof. • First step. We claim that every element from E(Γ) is of the form
Φ(ψ, χ) for a pair (ψ, χ) in the set X .
Let ϕ ∈ E(Γ); let π = πϕ be the associated GNS representation. The quo-
tient group Γ = Γ/ kerπ is two-step nilpotent, and its centre is Pkerπ/ kerπ (see
Proposition 8.E.1.ii).
A function ϕ ∈ E(Γ) is a unitary character, say χ, if and only if πϕ(g) =
χ(g)IdHϕ for all g ∈ G, if and only if Pkerπϕ = Γ. If these conditions hold, then
χ˜ = χ is in the image of Φ. We can therefore assume from now on that Pkerϕ 6= Γ.
Let γ ∈ Γ with γ /∈ Pkerπ. Then there exists δ ∈ Γ with [γ, δ] /∈ kerπ. Since Γ
is two-step nilpotent, the image of [γ, δ] in Γ belongs to the centre of Γ. Therefore,
[γ, δ] ∈ Pkerπ. Therefore ϕ(γ) = 0 by Lemma 12.A.2. This shows that ϕ is the
trivial extension to Γ of the unitary character χπ of Pkerπ determined by π.
Let ψ ∈ Ẑ be the central character of the factor representation π. By Proposi-
tion 8.E.1.ii, we have Pkerπ = Zψ, where Zψ is such that Zψ/ kerψ is the centre of
Γ/ kerψ.
Since χπ|Z coincides with ψ, we have (ψ, χ) ∈ X and ϕ = Φ(ψ, χ) for χ = χπ.
• Second step. Let ψ ∈ Ẑ and ϕ ∈ Tr1(Γ) be such that ϕ|Z = ψ. We claim
that ϕ = 0 on Γr Zψ.
Indeed, since the convex hull of E(Γ) is dense Tr1(Γ) for the topology of point-
wise convergence, we can assume that ϕ =
∑n
i=1 tiϕi is a convex combination of
functions ϕi ∈ E(Γ).
On the one hand, we have for every z ∈ Z
ψ(z) = ϕ(z) =
n∑
i=1
tiϕi(z);
since |ψ(z)| = 1 and |ϕi(z)| ≤ 1, it follows that ϕi|Z = ψ for every i = 1, . . . , n.
Therefore we have, by the first step, ϕi = 0 on Γ r Zψ for every i = 1, . . . , n.
Therefore ϕ = 0 on Γr Zψ.
• Third step. We claim that every function in the image of Φ belongs to E(Γ).
Let (ψ, χ) ∈ X ; we have to show that the trivial extension ϕ := χ˜ of χ belongs
to E(Γ). Since ϕ is in Tr1(Γ) by Proposition 1.F.9, we have only to check ϕ that it
is indecomposable.
Let ϕ1, ϕ2 ∈ Tr1(Γ) and t ∈ ]0, 1[ be such that χ˜ = tϕ1 + (1 − t)ϕ2. We have
for every γ ∈ Zψ
χ(γ) = ϕ(γ) = tϕ1(γ) + (1− t)ϕ2(γ);
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since |χ(γ)| = 1 and |ϕ1(γ)| ≤ 1, |ϕ2(γ)| ≤ 1, it follows that ϕ1|Zψ = ϕ2|Zψ = χ.
In particular, ϕ1|Z = ϕ2|Z = χ|Z = ψ.
By the second step, we have therefore ϕ1 = 0 and ϕ2 = 0 on ΓrZψ. Therefore
ϕ1 = ϕ2 = χ˜.
• Fourth step. The map Φ is injective. Indeed, let (ψ1, χ1), (ψ2, χ2) ∈ X be
such that Φ(ψ1, χ1) = Φ(ψ2, χ2), that is, χ˜1 = χ˜2. Then
ψ1 = χ1|Z = χ˜1|Z = χ˜2|Z = χ2|Z = ψ2
and
χ1 = χ˜1|Zψ1 = χ˜2|Zψ2 = χ2.
Therefore, (ψ1, χ1) = (ψ2, χ2). 
We rephrase Theorem 12.B.1 in terms of the space QD(Γ)fin of quasi-equivalence
classes of factor representations of finite type, specifying moreover their possible
types.
Theorem 12.B.2. Let Γ be a two-step nilpotent discrete group, with centre Z,
and let X be as in Theorem 12.B.1.
Then the map
Φ : X → QD(Γ)fin, (ψ, χ) 7→ IndΓZψχ
is a bijection.
Moreover, for (ψ, χ) ∈ X, the factor representation IndΓZψχ is of type II1 if Zψ
has infinite index in Γ, and of type Ifinite otherwise.
Proof. The fact that Φ is a bijection between X and QD(G)fin follows from
Theorem 12.B.1, in combination with Theorem 11.C.4 and Proposition 1.F.9.
Let (ψ, χ) ∈ X . If Zψ has finite index in Γ, then IndΓZψχ is finite dimensional
and hence IndΓZψχ is of type In for an integer n. If Zψ has infinite index, then Ind
Γ
Zψ
χ
is of type II1; indeed, otherwise, Ind
Γ
Zψχ would be a multiple of a finite dimensional
irreducible representation and this is impossible by Proposition 9.A.3 (2). 
The following corollary is an immediate consequence of Theorem 12.B.1 and
the description of Prim(Γ) from Theorem 9.B.1. Compare also Theorem 11.D.3.
Corollary 12.B.3. For a two-step nilpotent discrete group Γ, the natural map
κnormprim : E(Γ)→ Prim(Γ)
is a bijection
We are going to apply Theorem 12.B.1 to Heisenberg groups.
Thoma’s dual for Heisenberg groups. As in Sections 3.B and 9.B, H(R)
denotes here the Heisenberg group over a unital commutative ring R.
Fix a unitary character ψ of the centre Z of H(R). Let Iψ be the largest ideal
of R contained in kerψ (which already appeared in Sections 3.B, 4.B, and 9.B). By
Lemma 3.B.7, we have
Zψ = {(a, b, c) ∈ Γ | (a, b) ∈ I2ψ , c ∈ R}.
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Every unitary character of Zψ with χ|Z = ψ is of the form χψ,α,β for a unique pair
(α, β) ∈ Îψ
2
, where χψ,α,β : Zψ → T is defined by the formula
χψ,α,β(a, b, c) = α(a)β(b)ψ(c) for (a, b) ∈ I2ψ , b, c ∈ R.
In view of these facts, the following result is a direct consequence of Theorem 12.B.1.
Corollary 12.B.4. Let Γ = H(R) be the Heisenberg group over a unital com-
mutative ring R. Set
X :=
⊔
ψ∈Ẑ
{ψ} × Îψ
2
.
The map Φ : X → E(Γ), defined by
Φ(ψ, (α, β)) = χ˜ψ,α,β
(where χ˜ψ,α,β is the trivial extension of χψ,α,β to Γ) is a bijection.
We first consider the particular case where R = K is a field. For ψ ∈ K̂ r
{1K}, we have Iψ = {0} and hence Zψ = Z; for ψ = 1K, we have Iψ = K and
hence Zψ = H(K). The following result is therefore an immediate consequence of
Corollary 12.B.4.
Corollary 12.B.5. Let Γ = H(K) for a field K and Z the centre of Γ. Let
p : Γ։ Γ/Z be the canonical projection. Set
X =
(
Ẑ r {1Z}
)
⊔ Γ̂/Z ≈
(
K̂r {1K}
)
⊔ K̂2
(this X appears in Corollary 9.B.4).
The map Φ : X → E(Γ), defined by
Φ(ψ) = ψ˜ for ψ ∈ Ẑ r {1Z}
and
Φ(χ) = χ ◦ p for χ ∈ Γ̂/Z,
is a bijection.
We rephrase Corollary 12.B.5 in terms of factor representations, specifying
moreover their possible types.
Corollary 12.B.6. Let Γ = H(K) for a field K and p : Γ։ Γ/Z the canonical
projection; let X be as in Corollary 12.B.5. The map Φ defined by
Φ(ψ) = IndΓZψ for ψ ∈ Ẑ r {1Z}
and
Φ(χ) = χ ◦ p for χ ∈ Γ̂/Z
is a bijection between X and the set QD(Γ)fin. Moreover, for ψ ∈ Ẑ r {1Z}, the
factor representation IndΓZψ is of type II1 if K is infinite and of type Iq if K is
finite of cardinality q.
Proof. The fact that Φ is a bijection between X and QD(G)fin is a straight-
forward consequence of Theorem 12.B.2 and Corollary 12.B.5. That IndΓZψ is of
type II1 if K is infinite follows also from Theorem 12.B.2.
Assume that K is finite of cardinality q and let ψ ∈ Ẑ r {1Z}. Since IndΓZψ
is a factor representation, it is a multiple of an irreducible representation π of Γ.
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Since π has ψ as central character, π is not one-dimensional and so has dimension
q, by Corollary 4.B.4. It follows that IndΓZψ is of type Iq. 
The following corollary shows that Heisenberg groups over non discrete topo-
logical fields have no interesting finite factor representations.
Corollary 12.B.7. Let K be a non-discrete topological field. Consider now
H(K) as a topological group, with its topology making it homeomorphic to the topo-
logical space K3, and therefore H(K)/Z topologically isomorphic to K2.
Every function in E(H(K)) is the lift of a unitary character of the quotient
group H(K)/Z.
Equivalently, the factor representations of finite type of H(K) are the multiples
of one-dimensional representations.
Proof. Denote here by H(K)disc the group Γ of 12.B.5, where “disc” stands
for “discrete”. A function ϕ : H(K)→ C that is in E(H(K)disc) is in E(H(K)) if
and only if it is continuous. In particular, a function of the type ψ˜ for ψ ∈ Ẑ is not
in E(H(K)), because Z is not open in H(K). 
Next, we consider the case where R = Z is the ring of rational integers.
We recall some notation introduced before Corollary 9.B.7. We denote by Ẑ∞
the set of elements of infinite order and Ẑn the elements of order n ≥ 1 in Ẑ.
Let ψ ∈ Ẑ. If ψ ∈ Ẑ∞, then Zψ = Z. If ψ ∈ Ẑn for some n ≥ 1, then
Zψ = Λ(n), where
Λ(n) = {(a, b, c) ∈ Γ | a, b ∈ nZ, c ∈ Z}.
Recall that
Ẑ ≈ Ẑ = {ψθ | θ ∈ [0, 1[},
with ψθ(n) = e
2πinθ for n ∈ Z.
Fix ψ = ψθ ∈ Ẑn. For (α, β) ∈ [0, 1/n[2, we denote by χψ,α,β the unitary
character of Λ(n) which coincides with ψ on Z, defined by
χψ,α,β(a, b, c) = e
2πi(αa+βb)ψ(c) for a, b ∈ nZ, c ∈ Z.
The following result is an immediate consequence of Corollary 12.B.4.
Corollary 12.B.8. Let Γ = H(Z) be the Heisenberg group over the integers
and Z its centre. Set
X = Ẑ∞
⊔( ⊔
n≥1
⊔
ψ∈Ẑn
{ψ} × [0, 1/n[2
)
(this X appears in Corollary 9.B.7).
The map Φ : X → E(Γ), defined by
Φ(ψ) = ψ˜ for ψ ∈ Ẑ∞
and
Φ(ψ, α, β) = χ˜ψ,α,β for (ψ, α, β) ∈ Ẑn × [0, 1/n[2,
is a bijection.
We rephrase Corollary 12.B.8 in terms of factors representations, specifying
moreover their possible types.
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Corollary 12.B.9. Let Γ = H(Z) and X as in Corollary 12.B.8. The map Φ
defined by
Φ(ψ) = IndΓZψ for ψ ∈ Ẑ∞
and
Φ(ψ, α, β) = IndΓΛ(n)χψ,α,β for (ψ, α, β) ∈ Ẑn × [0, 1/n[2,
is a bijection between X and the set QD(Γ)fin.
Moreover, IndΓZψ is of type II1 for ψ ∈ Ẑ∞ and IndΓΛ(n)χψ,α,β is of type In for
(ψ, α, β) ∈ Ẑn × [0, 1/n[2.
Proof. The fact that Φ is a bijection betweenX and QD(Γ)fin is a consequence
of Theorem 12.B.2 as well as the fact that IndΓZψ is of type II1 for ψ ∈ Ẑ∞.
Let (ψ, α, β) ∈ Ẑn × [0, 1/n[2. The factor representation IndΓΛnχψ,α,β is a mul-
tiple of the irreducible representation IndΓΓ(n)χψ,α,β, of dimension n from Corol-
lary 3.B.17. Therefore IndΓΛnχψ,α,β is of type In. 
12.C. Affine groups of infinite fields
As in Sections 3.C and 9.C, let K be an infinite field, Γ = Aff(K) the group of
affine transformations of K, and N its derived group.
We will describe below (Theorem 12.C.3) the Thoma dual of Γ; the main in-
gredients for the proof are the following two lemmas that deal with restrictions of
characters to normal subgroups.
Lemma 12.C.1. Let Γ be a group and N a normal subgroup of Γ. Let ϕ ∈ E(Γ)
be such that ϕ|N = δe.
Then ϕ(γ) = 0 for every γ ∈ Γ for which the set of commutators {[γ, x] | x ∈ N}
is infinite.
Proof. By assumption, there exists an infinite sequence of (xk)k of elements
in N such that, for yk := [γ, xk], we have
yk 6= yl for all k 6= l.
Let (π,H, ξ) be a GNS triple associated to ϕ. Since y−1l yk ∈ N r {e}, we have
ϕ(y−1l yk) = 0, that is, 〈π(yk)ξ | π(yl)ξ〉 = 0 for all k 6= l. This means that (π(yk)ξ)k
is an orthonormal sequence in H, so that (π(yk)ξ)k is weakly convergent to 0 in H.
For every k, we have
ϕ(γ) = ϕ(xkγx
−1
k ) = ϕ(γ[γ, xk]) = 〈π(yk)ξ | π(γ−1)ξ〉.
Therefore ϕ(γ) = limk〈π(yk)ξ | π(γ−1)ξ〉 = 0. 
Lemma 12.C.2. Let N be an infinite abelian normal subgroup of the group Γ.
Assume that the Γ-conjugacy classes contained in N are {e} and N r {e}. Let ϕ
be a normalized function of positive type on N which is Γ-invariant.
Then ϕ = t1N + (1 − t)δe for some t ∈ [0, 1].
Proof. Since ϕ is Γ-invariant, we have ϕ = t1N + sδe for some s, t ∈ C.
Moreover, s+ t = 1, as ϕ(e) = 1. It remains to check that t ∈ [0, 1]
Since ϕ is a function of positive type on the abelian group N , by Bochner’s
theorem A.G.5, ϕ is the Fourier–Stieltjes transform F(µ) of a probability measure
µ on the compact dual group N̂ of N . Then, µ = tδe + sλN̂ , where λN̂ is the
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normalized Haar measure on N̂ and δe the Dirac measure at the group unit of N̂ .
As N is infinite, N̂ is infinite and λN̂ has no atoms. So, µ({e}) = t ∈ [0, 1]. 
We are now in position to describe the Thoma dual of Γ.
Theorem 12.C.3. Let K be an infinite field and Aff(K) the corresponding
affine group. A function ϕ : Γ→ C belongs to E(Γ) if and only if ϕ has one of the
following forms:
(1) the lift to Γ of a unitary character of the quotient group Γ/N (the latter
isomorphic to the discrete group K×);
(2) the Dirac function δe at the group unit.
In other terms, E(Γ) is in bijection with K̂× ⊔ {δe}.
Equivalently, every factor representation of finite type of Γ is quasi-equivalent
to one of:
(3) the composition of the quotient map Γ → Γ/N with a unitary character
Γ/N → T, which is of type I1;
(4) the left regular representation of Γ, which is of type II1.
Proof. A function ϕ as in (1) of Theorem 12.C.3 is clearly in E(Γ). For ϕ = δe
as in (2), we have ϕ ∈ Tr1(Γ) by Proposition 1.F.9, and indeed ϕ ∈ E(Γ) because
the group Γ is icc. We have to show that, conversely, every ϕ ∈ E(Γ) is either as
in (1) or as in (2).
We identify Γ = Aff(K) with K× ⋉K and write (a, s) for the matrix(
a s
0 1
)
.
The conjugacy class of an element (a, s) ∈ Γ is{
(a, (1 − a)t+ βs) | t ∈ K, b ∈ K×} .
In particular, the conjugacy classes in Γ contained in the normal subgroup N =
{(1, s) | s ∈ K} ≈ K are {0} and N r {0}.
Let ϕ ∈ E(Γ). Consider the restriction ψ := ϕ|N of ϕ to N . Since ψ is constant
on Γ-conjugacy classes in N , it follows from Lemma 12.C.2 that ψ = t1N +(1− t)δe
for some t ∈ [0, 1]. We claim that t = 0 or t = 1.
Indeed, let (π,H, ξ) be the GNS triple associated to ϕ. Then, corresponding
to the decomposition ψ = t1N + (1 − t)δe, we have an orthogonal decomposition
H = HN⊕H∞ into π(N)-invariant subspaces, whereHN is the space ofN -invariant
vectors in H. On the one hand, since N is normal in Γ, the space HN is π(Γ)-
invariant. On the other hand, HN is clearly invariant under the commutant π(Γ)′
of π(Γ) in L(H). So, the orthogonal projection p : H ։ HN onto HN belongs to
π(Γ)′ ∩ π(Γ)′′, which is the centre of π(Γ)′′. Since π(Γ)′′ is a factor, we have either
p = 0 or p = IdH. Therefore, t = 0 or t = 1, as claimed. There are two cases to
consider.
◦ First case. Assume that t = 1, that is, ϕ|N = ψ = 1N . Then π(s) = IdH for
all s ∈ N ; hence, N is in the kernel of π. So, ϕ is the lift to Γ of a unitary character
of Γ/N ≈ K×.
◦ Second case. Assume that t = 0, that is, ϕ|N = ψ = δe. We claim that
ϕ = δe. Indeed, let γ = (a, s) ∈ ΓrN ; then a 6= 1 and hence
{[γ, t] | t ∈ N} = {(a− 1)t | t ∈ K}
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is infinite. So, ϕ(γ) = 0, as claimed, by Lemma 12.C.1. This ends the proof. 
The following corollary is an immediate consequence of Theorem 12.C.3 and
the description of Prim(Aff(K)) from Theorem 9.C.1.
Corollary 12.C.4. For Γ = Aff(K), the natural map κnormprim : E(Γ)→ Prim(Γ)
is a bijection
Observe that, when K be a non-discrete topological field, the functions ϕ from
Theorem 12.C.3 are continuous on the topological group Aff(K) only if ϕ is the lift
of a continuous unitary character of Aff(K)/N .
Corollary 12.C.5. Let K be a non-discrete topological field. Consider now
Aff(K) as a topological group, with its topology making it homeomorphic to K××K,
and therefore Aff(K)/N topologically isomorphic to K×.
Every function in E(Aff(K)) is the lift of a unitary character of the quotient
group Aff(K)/N .
Equivalently, every factor representation of finite type of Aff(K) is the com-
position of the quotient map Aff(K) → Aff(K)/N ≈ K× with a unitary character
K× → T.
12.D. Solvable Baumslag–Solitar groups
Let p be a prime. Consider the Baumslag–Solitar group Γ = BS(1, p) = A⋉N ≈
Z⋉Z[1/p], as in Sections 3.D and 9.D. Recall that we can identify N̂ with the p-adic
solenoid
Solp = (Qp ×R)/∆ for ∆ = {(a,−a) | a ∈ Z[1/p]},
and that the action of A on N̂ corresponds to the action of Z on Solp given
by the transformation Tp : Solp → Solp induced by the multiplication by p (see
Lemma 3.D.1).
Recall also that we parametrized in Corollary 4.B.8 the space Γ̂fd of finite-
dimensional irreducible representations of Γ by the set Xfd/ ∼ of Tp-orbits in Xfd,
where
Xfd =
⊔
n≥1
(
Solp(n)× [0, 1/n[
)
.
For (s, θ) ∈ Solp(n) × [0, 1/n[, we denote by πs,θ = IndΓΓ(n)χs,θ the corresponding
finite-dimensional irreducible representation of Γ. The associated character ϕs,θ ∈
E(Γ) of Γ is the function defined by
ϕs,θ(γ) = Tr(πs,θ(γ)) for γ ∈ Γ,
where Tr(z) denotes the normalized trace of a matrix z.
One can give an explicit formula for ϕs,θ: for n ≥ 1, (s, θ) ∈ Solp(n)× [0, 1/n[,
and (k, b) ∈ Γ, we have
ϕs,θ(k, b) =
{
1
ne
2πikθ/n
∑
χ∈Os χ(b) if k ∈ nZ
0 otherwise,
where Os denotes the A-orbit of χs,θ in N̂ .
Denote by EP(Solp) the set of ergodic Tp-invariant probability measures µ on
Solp, which are non-atomic (that is, such that µ({s}) = 0 for every s ∈ Solp). We
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view the elements of EP(Solp) as ergodic A-invariant probability measures on N̂ ,
under the identification N̂ ≈ Solp.
Observe that, by Bochner Theorem A.G.5, the (inverse) Fourier–Stieltjes trans-
form F(µ) of a probability measure µ on N̂ is a function of positive type on N .
The trivial extension F˜(µ) of F(µ) to Γ is then a function of positive type on Γ
(Proposition 1.F.9).
Theorem 12.D.1. Let Γ = A⋉N ≈ Z⋉Z[1/p] be the Baumslag–Solitar group
BS(1, p). Set
X = EP(Solp) ⊔Xfd = EP(Solp) ⊔
⊔
n≥1
(
Solp(n)× [0, 1/n[
)
,
and identify N̂ with Solp.
The map Φ : X → E(Γ), defined by
Φ(µ) = F˜(µ) for µ ∈ EP(Solp)
and
Φ(s, θ) = ϕs,θ for (s, θ) ∈ Xfd,
is a bijection.
Proof. • First step. We claim that every element from E(Γ) is in the image
of Φ.
Let ϕ ∈ E(Γ); let (π,H, ξ) be a GNS triple associated to ϕ. Consider the
projection-valued measure E : B(N̂) on N̂ associated to π|N . Let µ = µξ be the
probability measure on N̂ corresponding to (E, ξ), which is defined by
µ(B) = 〈E(B)ξ | ξ〉 for B ∈ B(N̂).
Recall that, for every B ∈ B(N̂), the projection E(B) belongs to the von Neumann
algebra π(N)′′ and hence to π(Γ)′′.
Observe that the support of µ coincides with the support of E. Indeed, let
B ∈ B(N̂); if E(B) = 0, then obviously µ(B) = 0. Conversely, assume that
µ(B) = 0. Then
Trϕ(E(B)) = 〈E(B)ξ | ξ〉 = 0,
where Trϕ is the trace on π(Γ)
′′ associated to ϕ as in Construction 11.B.4. Therefore
E(B) = 0 since Trϕ is faithful.
Since
(∗) π(γ)E(B)π(γ)−1 = E(Bγ−1) for all B ∈ B(N̂), γ ∈ Γ,
(see Proposition 2.F.1) and since ϕ is conjugation-invariant, the measure µ is Γ-
invariant.
We claim that µ is ergodic under the Γ-action. Indeed, let B ∈ B(N̂) be a Γ-
invariant subset with µ(B) > 0. Then E(B) is a non-zero projection which belongs
to the von Neumann algebra π(Γ)′′. Moreover, relation (∗) above shows that E(B)
commutes with π(γ) for every γ ∈ Γ. So, E(B) is in the centre of π(Γ)′′. Therefore
E(B) = I, since π is factorial and E(B) 6= 0. It follows that
E(N̂ rB) = I − E(B) = 0
and hence µ(N̂ rB) = 0; this proves the claim.
Two cases may now occur.
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◦ First case. µ is atomic, that is, there exists s ∈ N̂ ≈ Solp such that µ({s}) >
0. Since µ is a Γ-invariant probability measure, it follows that s is a periodic point
for Tp and the support of µ, which is the is the support of E, is the Tp-orbit of s.
Now, since π is factorial, π is weakly equivalent to an irreducible representation ρ
of Γ (Proposition 8.D.3 (2)). Then π|N and ρ|N are weakly equivalent and hence
the projection-valued measure E′ associated to ρ|N has the same support as E (see
Proposition 2.D.1 (ii)). So, the support of E′ is a finite Tp-orbit. By Theorem 9.D.1,
ρ has to be a finite-dimensional representation of the form
πs,θ = Ind
Γ
Γ(n)χs,θ.
It follows that π is a multiple of ρ, by Proposition 9.A.3. Therefore ϕ coincides
with the normalized trace ϕs,θ of ρ = πs,θ.
◦ Second case. The measure µ is non-atomic. We claim that ϕ = F˜(µ).
Indeed, on the one hand, for every n ∈ N , we have, by the SNAG Theorem,
ϕ(n) = 〈π(n)ξ | ξ〉 =
∫
N̂
χ(n)dµ(n) = F(µ)(n),
and so ϕ = F(µ) on N .
On the other hand, let γ ∈ Γ r N . Since µ(Per(Tp)) = 0, the action of the
quotient group Γ/N on the measure space (N̂ , µ) is essentially free (see Section 13.A
for this notion). Therefore by Proposition 13.A.1, there exists a sequence (Bn)n in
B(N̂) with
1Bn1Bm = 0 for n 6= m∑
n
1Bn = 1N̂ and
1Bnθγ(1Bn) = 1Bn1Bγn = 0 for every n.
It follows from the general properties of a projection-valued measure that
E(Bn)E(Bm) = 0 for n 6= m∑
n
E(Bn) = I (in the strong operator topology) and
E(Bn)E(B
γ−1
n ) = 0 for every n.
Using the trace property of Trϕ, it follows that
〈π(γ)E(Bn)ξ | E(Bm)ξ〉 = Trϕ(E(Bn)π(γ)E(Bm)) = Trϕ(E(Bm)E(Bn)π(γ)) = 0,
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for n 6= m. Therefore we have
ϕ(γ) = 〈π(γ)ξ | ξ〉
= 〈π(γ)(
∑
n
E(Bn)ξ) |
∑
n
E(Bn)ξ〉
=
∑
n,m
〈π(γ)E(Bn)ξ | E(Bm)ξ〉
=
∑
n
〈π(γ)E(Bn)ξ | E(Bn)ξ〉
=
∑
n
〈E(Bγ−1n )π(γ)ξ | E(Bn)ξ〉
=
∑
n
〈E(Bn)E(Bγ−1n )π(γ)ξ | ξ〉
= 0.
Summarizing, we have shown that ϕ coincides with the trivial extension of F(µ)
to Γ.
• Second step. We claim that every function in the image of Φ belongs to E(Γ).
This is clear for the functions of the form ϕs,θ.
Let now µ be an ergodic Γ-invariant non-atomic probability measure on N̂ and
set ϕ = F˜(µ). It is clear (compare Proposition 1.F.9) that ϕ is in Tr1(Γ); so, we
have only to check that ϕ is indecomposable.
Let ϕ1, ϕ2 ∈ Tr1(Γ) and t ∈ ]0, 1[ be such that ϕ = tϕ1 + (1− t)ϕ2. As above,
we have ϕ1|N = F(µ1) and ϕ2|N = F(µ1) for Γ-invariant probability measures
µ1 and µ2 on N̂ . By injectivity of the Fourier–Stieltjes transform, we have then
µ = tµ1 + (1 − t)µ2. Since µ is ergodic, it follows that µ1 = µ2 = µ. In particular,
µ1 and µ2 are non-atomic.
As in the second case of the first step, using the essential freeness of the action
of Γ on (N̂ , µi) = (N̂ , µ) and the trace property of Trϕi , it follows that ϕi = 0 on
ΓrN for i = 1, 2. Therefore ϕ1 = ϕ2 = F˜(µ). 
Remark 12.D.2. An ergodic Tp-invariant probability measure on Solp which
is atomic is necessarily the uniform measure on a periodic Tp-orbit; so, there are
countably many such measures.
Observe that the normalized Haar measure on Solp is ergodic Tp-invariant and
non-atomic (see Remark 3.D.6), so that EP(Solp) is non-empty. In fact, as we will
show (see Corollary 12.D.6), the set EP(Solp) is uncountable.
Remark 12.D.3. The atomic ergodic T -invariant probability measures on X
are the uniform measures on periodic T -orbits. So, there are countably many such
measures. By contrast, the set EP(X) is uncountable, as we now see (Proposi-
tion 12.D.4). There is no known classification of the measures in EP(X).
For later use (see Corollary 12.D.6), we need to work on a shift space (X,T ) over
possibly more than two symbols, that is, X = {0, . . . , β − 1}Z for an integer β ≥ 2,
equipped with the product topology and the shift transformation T : X → X .
Proposition 12.D.4. Let (X,T ) be the two-sided shift over {0, . . . , β− 1} for
an integer β ≥ 2.
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There exist uncountably many mutually singular ergodic T -invariant non-atomic
probability measures on X, all with (topological) support equal to X.
Proof. For a real number t ∈ ]0, 1[, let νt be a probability measure on
{0, . . . , β − 1} such that νt({i}) > 0 for every i ∈ {0, . . . , β − 1}; below, we will im-
pose a further condition depending on t. Let X be the space of sequences (xn)n∈Z
with xn ∈ {0, . . . , β − 1} for all n ∈ Z.. This is a compact space for the product
topology, and a non-atomic measure space for the product measure µt = ⊗Zνt of
copies of νt.
We have µt(U) > 0 for ever non-empty open subset U of X . Indeed, such a set
U contains a cylinder of the form
Cn1,...,nka1,...,ak = {(xn)n∈Z ∈ X | xni = ai for i = 1, . . . , k} ,
for integers n1 < · · · < nk in Z and elements a1, a2, . . . , ak in {0, . . . , β − 1}, and
µt(C
n1,...,nk
a1,...,ak ) =
k∏
i=1
νt(ai) > 0,
In particular, the support of µt is X . Denote by T the shift map: (Tx)n = xn+1
for all x = (xm)m∈Z ∈ X and n ∈ Z. Then µt is T -invariant and ergodic (see
[Walt–82, Theorem 1.12]).
We assume now one more condition on νt. Its mean is equal to t, that is:
β−1∑
i=0
iνt(i) = t.
For definiteness, we could define νt by
νt({0}) = 1− 2t
β
and νt({i}) = 2t
β(β − 1) for i ∈ {1, . . . , β − 1}.
It remains to show that the µt ’s are mutually singular. For every t ∈ ]0, 1[, there
exists by the law of large numbers a measurable subset At of X with µt(At) = 1
such that
lim
N→+∞
1
N
N∑
n=1
xn = t for all x = (xn)n∈Z ∈ At.
It follows that As ∩At = ∅ for s, t ∈ ]0, 1[) with s 6= t, and this ends the proof. 
Recall that every real number x ∈ [0, 1[ has a unique β-expansion
x = 0.x1x2x3 . . . =
+∞∑
i=1
xi
βi
with xi ∈ {0, . . . , β − 1}, provided we require that xi 6= β − 1 for infinitely many
i ’s.
Let again p be a prime, p ≥ 2. Let Solp be the p-adic solenoid, and Tp : Solp →
Solp the multiplication by p, as earlier in this section. The following proposition
shows that (Solp, Tp) is strongly related to the two-sided shift (X,T ) over {0, . . . , p−
1}, as a Borel space dynamical system (that is, as a Borel space equipped with a
Borel transformation).
Denote by X1 the measurable T -invariant subset of X consisting of sequences
(xn)n∈Z in X which are eventually constant equal to p− 1, that is, for which there
exists an N ≥ 0 such that xn = p− 1 for every n ≥ N .
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Proposition 12.D.5. There is a Borel isomorphism
Φ : X rX1 → Solp
such that Φ(Tx) = Tp(Φ(x)) for every X rX1.
Proof. Recall from Section 3.D that Solp = (Qp × R)/Z[1/p], with Z[1/p]
identified with the subgroup {(a,−a) ∈ Qp ×R | a ∈ Z[1/p]}.
Let Zp is the ring of p-adic integers. The obvious map
Zp ×R→ (Qp ×R)/Z[1/p]
has Z as kernel (identified as above as subgroup of Qp × R) and is clearly sur-
jective. It follows that Solp is isomorphic (as topological group) to Zp × R/Z.
Therefore Zp × [0, 1[ is a transversal for the Z-cosets in Zp ×R/Z, and so we have
an identification of Borel spaces
Solp ∼= Zp × [0, 1[.
Under this identification, the map Tp is given on Zp × [0, 1[ by
Tp(a, λ) = (pa+ [pλ], {pλ})
for a ∈ Z2 and λ ∈ [0, 1[, where [α] ∈ N and {α} ∈ [0, 1[ denote the integer part
and the fractional part of a real number α.
We define a measurable map
Φ : X rX1 → Zp × [0, 1[
as follows. For x = (xn)n∈Z ∈ X rX1, set
x+ = (xn)n∈N and x− = (x−n)n∈N∗ .
Let λ(x+) be the real number in [0, 1[ with p-expansion given by the sequence x+,
that is,
λ(x+) = 0.x0x1x2 · · · =
+∞∑
n=0
xn
pn+1
and let a(x−) be the p-adic integer
a(x−) =
+∞∑
n=1
x−npn−1 = x−1 + x−2p+ x−3p2 + · · · .
Define
Φ(x) := (a(x−), λ(x+)) for x ∈ X rX1.
Since every element [0, 1[ has a unique p-expansion by a sequence which is not
eventually constant equal to p− 1, the map Φ is a bijection.
The inverse map of Φ is given as follows. For (a, x) ∈ Z2 × [0, 1[, let
x = 0.x0x1x2 · · · =
+∞∑
i=0
xi
pi+1
be the unique p-expansion of x by a sequence which is not eventually constant equal
to p− 1 and let
a = x−1 + x−2p+ x−3p2 + · · ·
be the p-adic expansion of a. Then Φ−1(a, λ) = (x−, x+), where
x+ = (x0, x1, x2, . . .) and x
− = (. . . , x−3, x−2, x−1).
Since Φ−1 is obviously measurable, Φ : XrX1 → Z2×[0, 1[ is a Borel isomorphism.
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We claim that
Φ(Tx) = Tp(Φ(x)) for x = (xn)n∈Z ∈ X rX1.
Indeed, we have
(Tx)+ = (xn+1)n∈N and (Tx)− = (x−n+1)n∈N∗
and so
λ((Tx)+) = 0.x1x2x3 · · · and a((Tx)−) = x0 + x−1p+ x−2p2 + · · · .
Therefore
λ((Tx)+) = {pλ(x+)} and a((Tx)−) = pa(x−) + x0 = pa(x−) + [pλ(x+)]
and it follows that
Φ(Tx) = (a((Tx)−), λ((Tx)+)) = Tp(a(x−), λ(x+)) = Tp(Φ(x)),
as was to be shown. 
We now use Propositions 12.D.4 and 12.D.5 in order to show that Solp has
uncountable many ergodic T2-invariant non-atomic probability measures.
Corollary 12.D.6. Let (Solp, Tp) be the p-adic solenoid. There exist uncount-
ably many mutually singular ergodic Tp-invariant non-atomic probability measures
on Solp, all with (topological) support equal to Solp.
Proof. For t ∈ (0, t), let νt and µt be the probability measures on {0, . . . , p−1}
and X defined in the proof of Proposition 12.D.4.
We claim that µt(X1) = 0, where X1 is the measurable subset of X as in
Proposition 12.D.5. Indeed, for N ≥ 0, let XN1 be the set of sequences (xn)n∈Z in
{0, . . . , p− 1}Z such that xn = p− 1 for every n ≥ N . Then
µt(X
N
1 ) = limn→+∞(νt({p− 1}))
n−N = 0
and hence µt(X1) = 0, since X1 =
⋃
N≥0X
N
1 . As a result, we may view µt as
probability measure on X rX1.
Let νt = Φ∗(µt) be the image of µt under the map
Φ : X rX1 → Solp
from Proposition 12.D.5. The probability measure νt is Tp-invariant, ergodic and
non-atomic, since µt is ergodic T -invariant and non-atomic and since Φ is an equi-
variant Borel isomorphism.
Moreover, the νt ’s are mutually singular measures on Solp, since the µt ’s are
mutually singular measures on X rX1.
We claim that supp(νt) = Solp. Indeed, let U be a non-empty open subset of
Solp. Then there exists N ≥ 2 such that image U ′ of U in Zp × [[0, 1[ contains
pNZ2 × [1/pN , 1/pN−1). Therefore Φ−1(U ′) contains the cylinder
CN =
{
(xn)n∈Z ∈ X rX1
∣∣∣ x−N = · · · = x−1 = 0 and
x0 = · · · = xN−2 = 0, xN−1 6= 0
}
.
Since µt(CN ) > 0, it follows that νt(U) > 0. 
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12.E. Lamplighter group
Recall from Sections 3.E and 9.E that the lamplighter group is the semi-direct
product Γ = A ⋉ N of A = Z with N =
⊕
k∈Z Z/2Z, where the action of Z on⊕
k∈Z Z/2Z is given by shifting the coordinates. Recall also that N̂ can be identified
with X = {0, 1}Z, the dual action Z on N̂ being given by the shift transformation
T on X .
As in Section 3.E, X(n) denotes the set of points in X with T -period n ≥ 1.
Recall from Proposition 3.E.2 that the space Γ̂fd of finite-dimensional irreducible
representations of Γ is parametrized by the set Xfd/ ∼ of T -orbits in Xfd, where
Xfd =
⊔
n≥1
(
X(n)× [0, 1/n[).
For (x, θ) ∈ X(n) × [0, 1/n[, we denote by πx,θ = IndΓΓ(n)χx,θ the corresponding
finite-dimensional irreducible representation of Γ and by ϕx,θ the associated char-
acter in E(Γ).
Denote by EP(X) the set of ergodic T -invariant non-atomic probability mea-
sures on X , which we view as ergodic A-invariant probability measures on N̂ , under
the identification N̂ ≈ X .
The following result can be proved in exactly the same way as Theorem 12.D.1.
Theorem 12.E.1. Let Γ = A⋉N be the lamplighter group. Set
X = EP(X) ⊔Xfd = EP(X) ⊔
⊔
n≥1
(
X(n)× [0, 1/n[),
and identify N̂ with X.
The map Φ : X → E(Γ), defined by
Φ(µ) = F˜(µ) for µ ∈ EP(X)
and
Φ(x, θ) = ϕx,θ for (X, θ) ∈ Xfd,
is a bijection.
12.F. General linear groups
Let K be an infinite field and n an integer, n ≥ 2. Recall that the commutator
group of the general linear group GLn(K) is the special linear group SLn(K), and
the centre Z of GLn(K) consists of the scalar matrices λIn, for λ ∈ K×. The
following result is from [Kiri–65].
Theorem 12.F.1 (Kirillov). Let GLn(K) be as above. A function ϕ : GLn(K)→
C belongs to E(GLn(K)) if and only if ϕ has one of the following forms:
(1) the lift to GLn(K) of a unitary character of GLn(K)/SLn(K) ≈ K×,
(2) the trivial extension χ˜ of a unitary character χ of the centre Z ≈ K× of
GLn(K).
In other terms, E(GLn(K)) is in natural bijection with K̂× ⊔ Ẑ.
Equivalently, every factor representation of finite type of GLn(K) is quasi-
equivalent to one of:
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(3) the composition of the quotient map GLn(K) ։ GLn(K)/SLn(K) ≈ K×
with a unitary character K× → T;
(4) the induced representation Ind
GLn(K)
Z χ for a unitary character χ of Z.
Proof of Theorem 12.F.1 for n = 2. We write Γ for GL2(K), and we consider
the following subgroups of Γ :
P =
{(
a b
0 1
) ∣∣∣ a ∈ K×, b ∈ K}
P t =
{(
a 0
c 1
) ∣∣∣ a ∈ K×, c ∈ K}
N =
{(
1 b
0 1
) ∣∣∣ b ∈ K}
N t =
{(
1 0
c 1
) ∣∣∣ c ∈ K}
A = P ∩ P t =
{(
a 0
0 1
) ∣∣∣ a ∈ K×} .
Observe that P = A⋉N and P t = A⋉N t are isomorphic to the group Aff(K) of
affine transformations of K.
Let ϕ ∈ E(Γ). The restrictions ϕ|P and ϕ|P t to P and P t are in Tr1(P ) and
Tr1(P
t), respectively. By Lemma 12.C.2, there exist ϕ1 ∈ Tr1(P ), ϕ2 ∈ Tr1(P t)
with ϕ1|N = 1, ϕ2|Nt = 1 and real numbers t1, t2 ∈ [0, 1] such that
ϕ|P = t1ϕ1 + (1 − t1)δe and ϕ|P t = t2ϕ2 + (1− t2)δe.
Let (π,H, ξ) be the GNS triple associated to ϕ. Then, corresponding to the two
previous decompositions of ϕ, we have two decompositions of H under the action
of P and P t respectively:
H = H(1)
⊕
H∞(1) and H = H(2)
⊕
H∞(2);
The group P acts on H∞(1) as a multiple of the regular representation λP of P and,
similarly, P t acts on H∞(2) as a multiple of λP t . Moreover, N acts as the identity
on H(1) and N t acts as the identity on H(2). (Some of the subspaces H(i) or H∞(i)
may be trivial.)
Since the restrictions λP |N and λP t |Nt are multiples of λN and λNt and since
N and N t are infinite, H∞(1) [respectively H∞(2)] contains no non-zero vector invariant
under N [respectively N t]. It follows that H(1) is the space HN of π(N)-invariant
vectors and H(2) is the space HNt of π(N t)-invariant vectors in H.
We claim that HN ∩HNt is invariant by π(Γ)′′ ∪ π(Γ)′.
Indeed, HN ∩HNt is a closed subspace of H which is invariant under π(A), as
A normalizes N and N t. So, HN ∩HNt is invariant under π(P ) and π(P t), hence
under π(Γ) since P ∪ P t generates Γ = GL2(K), hence under π(Γ)′′. Moreover,
HN and HNt are invariant under the commutants π(N)′ and π(N t)′ of π(N) and
π(N t), respectively; therefore HN ∩HNt is invariant under π(Γ)′.
• First case. Assume that HN ∩ HNt 6= {0}. We claim that ϕ(γ) = 1 for all
γ ∈ SL2(K).
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Indeed, sinceHN∩HNt is invariant by π(Γ)′′∪π(Γ)′, the orthogonal projection p
ontoHN∩HNt belongs to the centre of π(Γ)′′. However, π is a factor representation,
as ϕ ∈ E(Γ). It follows that p = I, that is, H = HN ∩ HNt . This shows that
ϕ(γ) = 1 for all γ either in N or in N t, and therefore also for all γ in the subgroup
SL2(K) generated by N ∪N t.
• Second case. Assume that HN ∩HNt = {0}. Set
K := H∞(1) +H∞(2).
Then K is a dense subspace of H, because K⊥ = HN ∩HNt = {0}.
Since P acts on H∞(1) as a multiple of the regular representation λP , all matrix
coefficients of π restricted to H∞(1) vanish at infinity on P , that is, all functions
P → C, p 7→ 〈π(p)η | η′〉
for η, η′ ∈ H∞(1) vanish at infinity; a similar fact is true for the restriction of π|P t to
H∞(2). Since A = P ∩P t, it follows that all matrix coefficients of π vanish at infinity
on A.
Let γ ∈ Γr Z. We claim that ϕ(γ) = 0.
To show this, observe first that γ is conjugated inside Γ to a matrix of the form(
0 b
1 d
)
, for b ∈ K× and d ∈ K. Indeed, choose v ∈ K2 such that γ(v) is not a
multiple to v (this is possible, since γ /∈ Z); if δ ∈ Γ maps the canonical basis of
K2 onto {v, γ(v)}, then δ−1γδ =
(
0 b
1 d
)
. So, it suffices to show that ϕ(γ) = 0 for
γ =
(
0 b
1 d
)
. Set ε =
(
0 1
1 0
)
.
Let (ak)k be a sequence of pairwise distinct elements in K
×; for all k, set
δk =
(
ak 0
0 1
)
and γk =
(
a−1k d
0 akb
)
.
Then
δkγδ
−1
k =
(
0 akb
a−1k d
)
=
(
0 1
1 0
)(
a−1k d
0 akb
)
= εγk,
and we have ϕ(γ) = ϕ(εγk). Write γk = zkαknk with
zk =
(
akb 0
0 akb
)
∈ Z, αk =
(
a−2k b
−1
0 1
)
∈ A, and nk =
(
1 dak
0 1
)
∈ N.
Since zk ∈ Z, we have, using Lemma 12.A.1,
ϕ(γ) = ϕ(εγk) = ϕ(εzkαknk) = ϕ(zk)ϕ(εαknk).
Set η := π(ε)ξ and write the orthogonal decompositions
ξ = ξ1 + ξ2 and η = η1 + η2
of ξ and η, with ξ1, η1 ∈ HN and ξ2, η2 ∈ H∞(1); for every k, we have
ϕ(εαknk) = 〈π(αknk)ξ | η〉
= 〈π(αknk)ξ1 | η1〉+ 〈π(αknk)ξ2 | η2〉
= 〈π(αk)ξ1 | η1〉+ 〈π(αknk)ξ2 | η2〉.
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On the one hand, since the matrix coefficients of π vanish at infinity on A, we have
lim
k
〈π(αk)ξ1, | η1〉 = 0.
On the other hand, since the matrix coefficients of π restricted to H∞(1) vanish at
infinity on P , we have
lim
k
〈π(αknk)ξ2 | η2〉 = 0.
Therefore,
ϕ(γ) = lim
k
ϕ(zk)
(〈π(αk)ξ1 | η1〉+ 〈π(αknk)ξ2 | η2〉) = 0.
It remains to show that, if a function ϕ on Γ has one of the forms stated
in Theorem 12.F.1, then ϕ ∈ E(Γ). This is obvious if ϕ is the lift of a unitary
character of GL2(K)/SL2(K). Assume that ϕ = χ˜ is the trivial extension of a
unitary character χ of the centre Z.
Since the function χ˜ is in Tr1(Γ) by Proposition 1.F.9, we have to check that
it is indecomposable. Let ϕ1, ϕ2 ∈ Tr1(Γ) and t ∈ ]0, 1[ be such that
χ˜ = tϕ1 + (1− t)ϕ2.
By what we have just seen, for j = 1, 2, we can write
ϕj = tjψ
(j)
1 + (1 − tj)ψ(j)2 ,
where tj ∈ [0, 1], ψ(j)1 ∈ Tr1(Γ) is equal to 1 on SL2(K), and ψ(j)2 ∈ Tr1(Γ) is equal
to 0 on Γ r Z. It follows that can assume that each ϕj is either equal to 1 on
SL2(K) or equal to 0 on Γ r Z. Since ϕ vanishes outside Z, we necessarily have
that both ϕ1 and ϕ2 are 0 on Γr Z. Then, as in the proof of Theorem 12.C.3, ϕ1
and ϕ2 have to agree with χ on Z. So, ϕ1 = ϕ2 = ϕ and hence ϕ ∈ E(GLn(K)). 
Proof of Theorem 12.F.1 for n ≥ 3. We denote by e1, . . . , en the vectors of the
canonical basis of Kn. For every i ∈ {1, . . . , n}, we consider the copy Vi of Kn−1
inside Γ = GLn(K) consisting of the matrices γ ∈ SLn(K) with
γ(ej) = ej for all j 6= i.
Observe that Vi is normalized by a copy Gi of GLn−1(K)⋉Kn−1 inside Γ. We will
have also to consider the transpose subgroups V ti ; of course, V
t
i is normalized by
Gti. Observe that Vj ∩ V ti is a non-trivial subgroup of Γ for all i 6= j. We will refer
to subgroups of the form Vi or V
t
i as to the copies of K
n−1 inside Γ.
Let ϕ ∈ E(Γ). Fix a copy V of Kn−1 inside Γ. Lemma 12.C.2 applied to
GLn−1(K)⋉Kn−1 (with N = V ) shows that
ϕ|V = t1V + (1 − t)δe,
for some t ∈ [0, 1]. Let (π,H, ξ) be the GNS triple associated to ϕ. We have a
corresponding orthogonal decomposition of H under the action of V
H = HV
⊕
H∞V ,
where V acts trivially on HV and as multiple of the regular representation on H∞V .
• First step. LetW be another copy ofKn−1 with V ∩W 6= {0}. We claim that
HV = HW and HV∞ = HW∞ . Indeed, since the restriction to A = V ∩W of π to HV∞
(or HW∞ ) is a multiple of the regular representation of A, we have HA = HV = HW .
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• Second step. Let W be an arbitrary copy of Kn−1. We claim that HV = HW
and HV∞ = HW∞ . Indeed, we can find two copies W 1 and W 2 of Kn−1 with
V ∩W 1 6= {0}, W 1 ∩W 2 6= {0}, and W 2 ∩W 6= {0}.
The claim follows from the first step.
• Third step. Assume that HV 6= {0}. We claim that ϕ = 1 on SLn(K).
Indeed, by the second step, HV = HW for every copy W of Kn−1 and hence
HV = HSLn(K), since SLn(K) is generated by the various W ’s. In particular,
HV is invariant under π(Γ), as SLn(K) is normal in Γ. Moreover, HV is also
invariant under the commutant π(Γ)′ of π(Γ). Therefore HV = H, as π is a factor
representation.
• Fourth step. Assume that HV = {0}. We claim that ϕ = 0 on Γr Z.
Indeed, by the second step, H = H∞V and hence ϕ|V = δe. It follows from
Lemma 12.C.1, that ϕ|GV = δe for the subgroup GV ≈ GLn−1(K)⋉Kn−1 normal-
izing V .
Let γ ∈ ΓrZ. As in the last part of the proof of the case n = 2, upon passing
to a conjugate of γ in Γ, we can find ε ∈ Γ, a sequence (zk)k in Z, and a sequence
(γk)k of pairwise distinct elements from GV such that γ = zkεγk. Since
〈π(γk)ξ | π(γl)ξ〉 = ϕ(γ−1l γk) = 0
for k 6= l, the sequence (π(γk)ξ)k is weakly convergent to 0 in H and therefore
ϕ(γ) = 0.
Finally, one checks, as in the case n = 2, that every function on Γ which has
one of the forms stated in Theorem 12.F.1 is in E(Γ). 
Observe that, for ψ ∈ Ẑ, the induced representation IndΓZψ is a factor represen-
tation of Γ with character χ˜ (the extension of χ to Γ by 0). The following corollary
is therefore an immediate consequence of Theorem 12.F.1 and Theorem 9.F.9.
Corollary 12.F.2. Let K be an infinite algebraic extension of a finite field,
n ≥ 2, and Γ = GLn(K). The map κnormprim : E(Γ)→ Prim(Γ) is a bijection.
Consider now the group Γ = SLn(K). Its centre Z is finite, it consists of the
matrices λIn with λ a nth root of unity inK, that is, Z ≈ µKn := {λ ∈ K∗ | λn = 1}.
The quotient PSLn(K) is an infinite simple group. The proof of Theorem 12.F.1
carries over without change to Γ = SLn(K) for n ≥ 3, after replacing there the
copies of GLn−1(K) ⋉ Kn−1 by copies of SLn−1(K) ⋉ Kn−1. However, for Γ =
SL2(K), the proof involves further arguments; see [PeTh–16]. The final result is
that, for n ≥ 2,
Theorem 12.F.3. Let K be an infinite field and n an integer, n ≥ 2. Then
E(SLn(K)) = {1SLn(K)} ⊔ {χ˜ | χ ∈ Ẑ},
where χ˜ denotes the trivial extension of a unitary character χ of the centre Z ≈ µKn
of SLn(K).
Consequently, we have
E(PSLn(K)) = {1PSLn(K), δe}.
CHAPTER 13
The group measure space construction
The previous chapters have shown the importance of finding representations
of a discrete group Γ which generate factors of various types. As a preliminary
step, we discuss in this chapter the group measure space construction of Murray
and von Neumann [MuvN–36], which plays a fundamental role in the theory of
operator algebras. This construction associates to an action of Γ on a standard
measure space (X,B), equipped with a quasi-invariant measure µ, a von Neumann
algebra L∞(X,µ)⋊ Γ. The group measure space construction is described in detail
in Section 13.B.
Assume that the Γ-action on (X,µ) is ergodic and essentially free. We will
show that L∞(X,µ) ⋊ Γ is a factor and that its type depends on properties of the
measure µ. In particular, this factor is of type III when there is no Γ-invariant on
(X,B) which is equivalent to µ. In order to check this last condition, we discuss in
Section 13.B a criterion based on the essential range of the action of Γ on (X,µ).
This allows us to show that L∞(P1(R), µ)⋊Γ is a factor of type III1, for any lattice
Γ in PSL2(R).
The results in this chapter will be used in Chapter 14 in order to construct
factor representations of certain countable groups.
13.A. Construction of factors
The main result of this section is Theorem 13.A.10. Our exposition follows
[Dixm–vN, Chap. I, § 9] and [Take–79, Chapter V, Section 7].
Countable group actions on standard Borel spaces. Consider a standard
measure space (X,B, µ), i.e., a standard Borel space (X,B) together with a σ-finite
measure µ. To this is naturally associated a commutative von Neumann algebra
L∞(X,µ) acting on the Hilbert space L2(X,µ).
Consider moreover a countable group Γ acting on X by Borel isomorphisms
X → X such that µ is quasi-invariant by the Γ-action. We assume that this action
is on the right, and we write (X,B, µ)x Γ or more simply (X,µ)x Γ.
Such an action (X,µ)x Γ is
• essentially free if µ(F ) = 0, where
F := {x ∈ X | xγ = x for some γ 6= e in Γ},
• ergodic if either µ(Y ) = 0 or µ(X r Y ) = 0 for every Γ-invariant subset
Y ∈ B (ergodic actions are defined in Section A.E for general topological
groups),
• essentially transitive if there exists an orbit Y = xΓ in X such that
µ(X r Y ) = 0.
337
338 13. THE GROUP MEASURE SPACE CONSTRUCTION
The action of Γ on (X,B, µ) provides a left action γ 7→ θγ of Γ on L∞(X,µ) by
automorphisms of von Neumann algebras, defined by
(∗) θγ(ϕ)(x) = ϕ(xγ) for all γ ∈ Γ, ϕ ∈ L∞(X,µ), and x ∈ X.
It will be useful to characterize the essential freeness of an action of Γ on (X,B, µ)
in terms of the associated action on the von Neumann algebra L∞(X,µ). In this
section, we will only use the equivalence of (i) and (iii); the equivalence with (ii)
has been used earlier, in the proof of Theorem 12.D.1.
Proposition 13.A.1. Let Γ be a countable group acting on a standard measure
space (X,B, µ) by measurable transformations for which the class of µ is invariant.
The following properties are equivalent:
(i) the action of Γ on (X,B, µ) is essentially free;
(ii) for every γ ∈ Γ r {e}, there exists a sequence (Yn)n≥1 in B with the
following properties:
1Yn1Ym = 0 for m,n ≥ 1 such that m 6= n,∑
n≥1
1Yn = 1X
1Ynθγ(1Yn) = 0 for every n ≥ 1
(where the characteristic function 1Y of Y ∈ B is viewed as an element
of the von Neumann algebra L∞(X,µ));
(iii) if ϕ ∈ L∞(X,µ) and γ ∈ Γ r {e} are such that ϕθγ(ψ) = ϕψ for every
ψ ∈ L∞(X,µ), then ϕ = 0.
Proof. (i) ⇒ (ii) Since X is a standard Borel space, there exists a sequence
(Bn)n≥1 in B which separates the points of X .
Fix γ ∈ Γ r {e}. Set Xγ := {x ∈ X | xγ = x} and X ′γ = X rXγ . For every
x ∈ X ′γ , we have x 6= xγ, and so there exists n ≥ 1 such that x ∈ Bn and xγ /∈ Bn.
Therefore
X ′γ =
⋃
n≥1
(X ′γ ∩ (Bn rBnγ−1)).
For every n ≥ 1, set Zn := X ′γ ∩ (Bn r Bnγ−1). We have Zn ∩ Znγ = ∅. Define
recursively a sequence of Borel sets (Yn)n≥1 by
Yn = Zn r
⋃
k<n
Zk for n ≥ 1.
Then
(♯)
Ym ∩ Yn = ∅ for m,n ≥ 1 such that m 6= n,
X ′γ =
⋃
n≥0
Yn
Yn ∩ Ynγ = ∅ for every n ≥ 1.
Assume now that (i) holds. Then µ(X r X ′γ) = µ(Xγ) = 0, so that 1X′γ =
1X ∈ L∞(X,µ), and (♯) shows that (ii) holds.
(ii) ⇒ (iii) Assume that there exists a sequence (Yn)n≥1 as in (ii). Let ϕ ∈
L∞(X,µ) and γ ∈ Γr {e} be such that ϕθγ(ψ) = ϕψ for all ψ ∈ L∞(X,µ). Then,
for all n ≥ 1, we have ϕθγ(1Yn) = ϕ1Yn and
0 = ϕ (1Ynθ∗(1Yn)) = (ϕθ∗(1Yn))1Yn = (ϕ1Yn)1Yn = ϕ1Yn ,
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so that 1Ynϕ = 0. Therefore
ϕ =
∑
n≥1
ϕ1Yn = 0
and this shows that (ii) implies (iii) .
(iii) ⇒ (i) Let γ ∈ Γr {e}. For x ∈ Xγ and ψ ∈ L∞(X,µ), we have
θγ(ψ)(x) = ψ(xγ) = ψ(x).
Therefore for ϕ := 1Xγ , we have ϕθγ(ψ) = ϕψ. By assumption (iii), we have
therefore ϕ = 0, that is, µ(Xγ) = 0. This shows that (iii) implies (i). 
We also translate the ergodicity of a group action on a measure space (X,µ) in
terms of the associated action on L∞(X,µ).
Proposition 13.A.2. Let Γ be a countable group acting on a standard measure
space (X,B, µ) by measurable transformations for which the class of µ is invariant.
The following properties are equivalent:
(i) the action of Γ on (X,B, µ) is ergodic;
(ii) every ϕ ∈ L∞(X,µ) such that θγ(ϕ) = ϕ for all γ ∈ Γ is constant µ-almost
everywhere.
Note: in (ii), one can equivalently replace L∞(X,µ) by the space of complex-valued
measurable functions on X up to equality µ-almost everywhere.
Proof. Assume that (ii) holds and let Y ∈ B be Γ-invariant. Then θγ(1Y ) =
1Y for all γ ∈ Γ, and hence 1Y is constant µ-almost everywhere. This implies that
µ(Y ) = 0 or µ(X r Y ) = 0.
Conversely, assume that the action of Γ on (X,B, µ) is ergodic. Let ϕ ∈
L∞(X,µ) be such that θγ(ϕ) = ϕ, for every γ ∈ Γ. Upon considering the real
and imaginary part of ϕ, we may assume that ϕ is real-valued.
For every γ ∈ Γ, we have µ(Nγ) = 0, where
Nγ = {x ∈ X | ϕ(xγ) 6= ϕ(x)}.
Since Γ is countable, we have µ(N) = 0, for N :=
⋃
γ∈Γr{e}Nγ . Let ϕ
′ : X → R
be defined by ϕ′ = ϕ on X rN and ϕ′ = 0 on N ; then ϕ′ coincides with ϕ almost
everywhere and ϕ′ is Γ-invariant: ϕ′(xγ) = ϕ′(x) for every x ∈ X and γ ∈ Γ. So,
me may assume that ϕ is Γ-invariant.
Consider the “distribution function” F : R→ [0,+∞[∪{+∞} of ϕ, defined by
F (t) = µ({x ∈ X | ϕ(x) ≤ t}) for t ∈ R.
On the one hand, F is an increasing function with
lim
t→−∞F (t) = 0 and limt→+∞F (t) = µ(X).
On the other hand, since {x ∈ X | ϕ(x) ≤ t} is Γ-invariant, we have F (t) = 0 or
F (t) = µ(X) for every t ∈ R, by ergodicity of the Γ-action. Then
t0 := inf{t ∈ R | F (t) = µ(X)}
exists in R and µ({x ∈ X | ϕ(x) = t0}) = µ(X). Therefore ϕ is constant µ-almost
everywhere. 
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Remark 13.A.3. Let Γ be a countable group acting on a standard measure
space (X,B, µ). The following properties are equivalent:
(i) the action of Γ on (X,B, µ) is essentially transitive;
(ii) the action is ergodic and the measure µ is atomic.
Definition 13.A.4. Let Γ be a group acting on a standard measure space
(X,B, µ), on the left. Denote by γ 7→ uγ the associatedKoopman representation
of Γ on L2(X,µ), which is defined by
(uγf)(x) = d(γ
−1, x)1/2f(γ−1x) for all γ ∈ Γ, f ∈ L2(X,µ), x ∈ X,
where d(γ, x) = d(h
−1)∗(µ)
dµ (x) denotes the Radon–Nikodym cocycle of the action
Γy (X,B, µ), as in Appendix A.C and in Definition 5.A.1.
In case of a right group action (X,B, µ) x Γ by measurable transformations
preserving the class of µ, the relevant Radon–Nikodym cocycle is given by c(x, γ) =
dµ∗(γ
−1)
dµ (x), and the Koopman representation γ 7→ uγ of Γ on L2(X,µ) is defined
by
(uγf)(x) = c(x, γ)
1/2f(xγ) for all γ ∈ Γ, f ∈ L2(X,µ), x ∈ X,
where c(x, γ) = dµ∗(γ
−1)
dµ (x).
The definition of Koopman representations can be extended to σ-compact lo-
cally compact groups acting by non-singular automorphisms on measure spaces
(X,B, µ) such that L2(X,µ) is a separable Hilbert space; these technical condi-
tions, σ-compactness and separability, are needed for the associated representation
to be continuous. See Proposition A.6.1 in [BeHV–08].
The terminology refers to an article by Koopman [Koop–31], where the author
considers the time evolution on an energy level in the (p, q)-space of an Hamiltonian
system and associates to this situation a “one-parameter group of unitary transfor-
mations” in the appropriate Hilbert space, i.e., a representation of R.
Associated representations and the group measure space construc-
tion. There is also a representation ϕ 7→ m(ϕ) of the abelian von Neumann algebra
A := L∞(X,µ) on L2(X,µ) by multiplication operators:
m(ϕ)(f)(x) = ϕ(x)f(x) for all ϕ ∈ A, f ∈ L2(X,µ), x ∈ X.
The following relation holds between the representations γ 7→ uγ of Γ and ϕ 7→ m(ϕ)
of L∞(X,µ):
(∗∗) uγm(ϕ)u−1γ = m(θγ(ϕ)) for all γ ∈ Γ, ϕ ∈ A.
Denote by L the von Neumann algebra acting on the Hilbert space L2(X,µ) and
generated by
{uγ ∈ U(L2(X,µ)) | γ ∈ Γ} ∪ {m(ϕ) ∈ L(L2(X,µ)) | ϕ ∈ A)}.
Proposition 13.A.5. Let Γ be a countable group acting on the right on a
standard measure space (X,B, µ) and let L be the von Neumann algebra on L2(X,µ)
defined as above. Assume that the action (X,B, µ)x Γ is ergodic.
Then L is the algebra L(L2(X,B, µ)) of all bounded operators on L2(X,B, µ).
In particular, L is a factor of type I.
Proof. The subset
{m(ϕ) ∈ L(L2(X,µ)) | ϕ ∈ A}
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is a maximal abelian subalgebra of L(L2(X,B, µ)), by Corollary 1.H.5.
Let T ∈ L′. On the one hand, T commutes with m(ϕ) for all ϕ ∈ A, hence
T = m(ψ) for some ψ ∈ A. On the other hand, T = m(ψ) commutes with
{uγ ∈ U(L2(X,µ)) | γ ∈ Γ}, and it follows from relation (∗∗) that ψ is Γ-invariant.
By Proposition 13.A.2, ψ is constant almost everywhere, that is, T is a scalar
operator. Therefore L′ = CIdL2(X,µ), and L = L(L2(X,µ)). 
In order to construct factors of other types, we consider now representations of
Γ and A on the Hilbert space ℓ2(Γ, L2(X,µ)), namely:
• the representation γ 7→ Uγ of the group Γ defined by
Uγ(F )(γ
′) = uγ(F (γ′γ))
for all γ, γ′ ∈ Γ and F ∈ ℓ2(Γ, L2(X,µ)),
• the representation ϕ 7→M(ϕ) of A defined by
M(ϕ)(F )(γ) = m(ϕ)(F (γ))
for all ϕ ∈ A, F ∈ ℓ2(Γ, L2(X,µ)), and γ ∈ Γ.
The following relations hold:
(∗ ∗ ∗) UγM(ϕ)U−1γ = M(θγ(ϕ)) for all γ ∈ Γ and ϕ ∈ A.
By definition, the group measure space von Neumann algebra or the
crossed product von Neumann algebra associated with the Γ-action on (X,B, µ)
is the von Neumann algebra denoted by1
L∞(X,µ)⋊ Γ, or A⋊ Γ, or below M,
of operators on ℓ2(Γ, L2(X,µ)) generated by
{M(ϕ) | ϕ ∈ A} ∪ {Uγ | γ ∈ Γ}.
Observe that, as relation (∗ ∗ ∗) shows, the linear subspace
M0 := {
n∑
k=1
M(ϕk)Uγk | n ∈ N, ϕk ∈ A, γk ∈ Γ}
is an algebra, which is moreover selfadjoint and weakly dense in M.
We identify ℓ2(Γ, L2(X,µ)) with the tensor product ℓ2(Γ) ⊗ L2(X,µ). For
T ∈ L(ℓ2(Γ, L2(X,µ))), we denote by (Ts,t)s,t∈Γ the matrix associated to T with
respect to the decomposition
ℓ2(Γ)⊗ L2(X,µ) =
⊕
γ∈Γ
(Cδγ ⊗ L2(X,µ)),
where (δγ)γ∈Γ is the orthonormal basis of ℓ2(Γ) constituted of Dirac delta functions.
Thus, Ts,t ∈ L(L2(X,µ)) is defined by
〈Ts,tf1 | f2〉 = 〈T (δt ⊗ f1) | δs ⊗ f2〉 for s, t ∈ Γ and f1, f2 ∈ L2(X,µ).
Let ϕ ∈ A and γ ∈ Γ. The matrix (Ms,t)s,t∈Γ of M(ϕ) is given by
Ms,t =
{
m(ϕ) for s = t
0 otherwise,
1We feel obliged to respect tradition and write Γ on the right in L∞(X, µ)⋊ Γ, even though
the action of Γ on L∞(X, µ) is here a left action.
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and the matrix (Us,t)s,t∈Γ of Uγ is given by
Us,t =
{
uγ if st
−1 = γ
0 otherwise.
Let T =
∑n
k=1M(ϕγk)Uγk ∈ M0 with γk 6= γl for k 6= l. The matrix (Ts,t)s,t∈Γ of
T is given by
Ts,t =
{
m(ϕγk)uγk if st
−1 = γk ∈ {γ1, . . . , γn}
0 otherwise.
This last property is preserved by going over to weak limits: for every T ∈M, there
exists a family {ϕγ}γ∈Γ in A such that the matrix of T is (m(ϕst−1 )ust−1)s,t∈Γ.
Henceforth, for T ∈ M, we will write T = ∑γ∈Γ ϕγuγ instead of writing the
matrix (m(ϕst−1)ust−1)s,t∈Γ. We will also often consider A as a subalgebra of M,
by identifying a function ϕ ∈ A with the corresponding operator M(ϕ) ∈M.
Observe that, for S =
∑
γ∈Γ ϕγuγ and T =
∑
γ∈Γ ψγuγ in M, we have, by
matrix multiplication in combination with relation (∗∗) above:
S∗ =
∑
γ∈Γ
θγ(ϕγ−1)uγ
and
ST =
∑
γ∈Γ
(∑
δ∈Γ
ϕδθδ(ψδ−1γ)
)
uγ ,
where the infinite sum in parentheses above is weakly convergent in A.
Lemma 13.A.6. Assume that the action of the countable group Γ on the stan-
dard measure space (X,B, µ) is essentially free.
Then the von Neumann subalgebraM(A) ≈ A ofM = L∞(X,µ)⋊Γ is maximal
abelian.
Proof. Let T =
∑
γ∈Γ ϕγuγ ∈ M be in the commutant of M(A). For every
ϕ ∈ A, we have TM(ϕ) =M(ϕ)T and therefore ϕγθγ(ϕ)uγ = ϕϕγuγ , that is
ϕγθγ(ϕ) = ϕϕγ for all ϕ ∈ A and γ ∈ Γ.
Since the action of Γ is essentially free, it follows from Proposition 13.A.1 that
ϕγ = 0 for every γ ∈ Γ r {e}. This shows that T = M(ϕe) and the claim is
proved. 
We define a linear map
E : M = L∞(X,µ)⋊ Γ −→ A = L∞(X,µ),
called the conditional expectation onto A, by
E(T ) = ϕe for T =
∑
γ∈Γ
ϕγuγ ∈M.
The following properties of E are easily checked.
Lemma 13.A.7. Let E : M→A be as above.
(1) E(I) = I. For T ∈ M+, we have E(T ) ∈ A+.
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(2) For T =
∑
γ∈Γ ϕγuγ ∈M, we have
E(T ∗T ) =
∑
γ∈Γ
|θγ(ϕγ−1)|2 and E(TT ∗) =
∑
γ∈Γ
|ϕγ |2.
(3) For T ∈ M, we have E(T ∗T ) = 0 if and only if T = 0.
(4) E is a normal map between the von Neumann algebras M and A.
(5) for ϕ, ψ ∈ A and T ∈ M, we have E(ϕTψ) = ϕE(T )ψ; in particular, E
is the identity map on A.
In the following proposition, we relate traces on the crossed product algebra
L∞(X,µ)⋊ Γ and invariant measures on X .
Proposition 13.A.8. Let (X,B, µ) x Γ be an action of a countable group Γ
on the standard measure space (X,B, µ). Let M,A and E be as above.
(1) Assume that there exists a σ-finite Γ-invariant measure ν on (X,B) which
is equivalent to µ. Then
τ : M+ → [0,+∞], T 7→ ν ◦ E(T ) =
∫
X
E(T )(x)dν(x)
is a faithful semi-finite normal trace on M. Moreover, τ is finite if and
only if ν is a finite.
(2) Assume that there exists a faithful semi-finite normal trace τ : M+ →
[0,+∞] on M and, moreover, that the action of Γ is ergodic and essen-
tially free. Then there exists a σ-finite Γ-invariant measure ν on (X,B)
which is equivalent to µ and such that τ |A = ν, that is,
τ(M(ϕ)) =
∫
X
ϕ(x)dν(x) for all ϕ ∈ A+.
Proof. (1) For S, T ∈M+ and λ ≥ 0, it is straightforward to check that
τ(S + T ) = τ(S) + τ(T ), and τ(λS) = λτ(S).
For T =
∑
γ∈Γ ϕγuγ , we have, using the formulae in Lemma 13.A.7 (2) and the
Γ-invariance of the measure ν,
τ(T ∗T ) =
∫
X
∑
γ∈Γ
|θγ(ϕγ−1)(x)|2
 dν(x)
=
∑
γ∈Γ
∫
X
|θγ(ϕγ−1)(x)|2dν(x)
=
∑
γ∈Γ
∫
X
|ϕγ−1(x)|2dν(x)
=
∫
X
∑
γ∈Γ
|ϕγ−1(x)|2
 dν(x)
=
∫
X
∑
γ∈Γ
|ϕγ(x)|2
 dν(x)
= τ(TT ∗)
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Thus, τ(T ∗T ) = τ(TT ∗) for every T ∈M. The above formula shows also that τ is
faithful onM+ since ν is faithful on A+. Moreover, τ is normal since E and ν are
normal. It remains to show that τ is semi-finite.
Since ν is semi-finite, there exists an increasing sequence (ϕn)n≥1 in A+ with
supn ϕn = 1X and
∫
X fn(x)dν(x) < +∞ for all n ≥ 1. Then τ(ϕn) =
∫
X fn(x)dν(x) <
+∞ and supn ϕn = I in M for all n ≥ 1. This implies that τ is semi-finite; see for
instance [Dixm–vN, Chap. I, § 6, Prop. 1, Cor. 2].
(2) We define ν : B → [0,+∞] by
ν(B) = τ(M(1B)) for all B ∈ B.
Since τ is normal, ν is σ-additive. Also, since τ is faithful, ν is equivalent to µ.
Moreover, ν is Γ-invariant; indeed, for B ∈ B and γ ∈ Γ, we have
ν(γB) = τ(M(1γB)) = τ(M(θγ(1B)))
= τ(UγM(1B)U
−1
γ ) = τ(M(1B)) = ν(B).
It remains to show that ν is σ-finite. To prove this, it suffices to show the following
Claim: there exists B ∈ B with 0 < ν(B) < +∞.
Indeed, assume that the claim is proved. Since the action of Γ on X is µ-
ergodic and since ν is equivalent to µ, this action is ν-ergodic. Let X ′ :=
⋃
γ γB;
then X ′ ∈ B, X is Γ-invariant, and ν(X ′) > 0. Therefore ν(XrX ′) = 0. Moreover,
ν(γB) = ν(B) < +∞ for every γ ∈ Γ. Since Γ is countable, this shows that ν is
σ-finite.
To prove the claim, let T ∈ M+ with 0 < τ(T ) < +∞. The first step is to
show that τ(E(T )) < +∞.
Indeed, denote by K(T ) the convex hull of {UTU∗ | U ∈ U(A)}, where U(A)
is the unitary group of A. Let K ′(T ) be the closure of K(T ) for the ultra-weak
topology on L(H), where H = ℓ2(Γ, L2(X,µ)). Since K(T ) is norm bounded,
K ′(T ) is a compact convex subset for the ultra-weak topology. (On the ultra-
weak topology, see Appendix A.H). The group U(A) acts on K ′(T ) by the affine
ultra-weakly continuous transformations given by
K ′(T ) ∋ S 7→ USU∗ ∈ K ′(T ).
for U ∈ U(A). Since U(A) is abelian, it follows from the Markov-Kakutani theorem
that there exists a common fixed point T0 ∈ K ′(T ) for all U ∈ U(A). (For this
theorem, see for example [BEVT1–5, Chap. IV, Appendice].) Thus, we have
UT0 = T0U for every U ∈ U(A). Since A coincides with the linear span of U(A), it
follows that ST0 = T0S for every S ∈ A. Since the Γ-action is essentially free, A is
a maximal abelian subalgebra of M (Lemma 13.A.6) and it follows that T0 ∈ A.
We have
E(UTU∗) = UE(T )U∗ = E(T ) for all U ∈ U(A).
Since T0 ∈ K ′(T ) and since E : M→A is normal and therefore continuous for the
ultra-weak topology, it follows that T0 = E(T ).
We have τ(S) = τ(T ) for every S ∈ K(T ), by the trace property of τ . Moreover,
since τ is normal, τ is lower continuous for the weak topology (as mentioned before
Example 7.B.5) and hence for the ultra-weak topology. It follows that τ(S) ≤ τ(T )
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for every S ∈ K ′(T ); in particular,
τ(T0) = τ(E(T )) ≤ τ(T ) < +∞.
Let now ϕ be the function in A = L∞(X,µ) such that M(ϕ) = T0 = E(T ).
By Items (1) and (3) of Lemma 13.A.7, we have ϕ 6= 0 and ϕ ≥ 0, since T 6= 0 and
T ∈ M+. So, λ := ‖ϕ‖∞ > 0. Therefore there exists B ∈ B with 0 < µ(B) < +∞
with ϕ(x) ≥ λ/2 for every x ∈ B.
Since ν is equivalent to ν, we have ν(B) > 0. Moreover, we have 1B ≤ 2
λ
ϕ and
hence
ν(B) = τ(M(1B)) ≤ 2
λ
τ(M(ϕ)) =
2
λ
τ(T0) < ∞.
The proof of the Claim is now complete. 
Remark 13.A.9. Under the assumptions of Proposition 13.A.8 (2), a stronger
result is true: if τ is a faithful semi-finite normal trace onM = L∞(X,µ)⋊Γ, then
τ is of the form ν ◦ E for a σ-finite Γ-invariant measure ν on (X,B).
Indeed, as we will see below (Theorem 13.A.10), the crossed product algebra
M is a factor. On the one hand, τ |A is given by a σ-finite Γ-invariant measure ν
on X . On the other hand, by Proposition 13.A.8 (1), ν defines a faithful semi-finite
normal trace τ ′ on M such that τ ′ = ν′ ◦ E. However, since M is a factor, τ and
τ ′ have to be proportional to each other (Corollaire to The´ore`me 3 in [Dixm–vN,
Chap. I, § 6]); hence, we have τ = τ ′, since τ and τ ′ coincide on A.
The following result is due to Murray and von Neumann; see Lemmas 12.3.4,
13.1.1, and 13.1.2 in [MuvN–36] and Theorem IX in [vNeu–40].
Theorem 13.A.10. Let Γ be a countable group acting on a standard mea-
sure space (X,B, µ), as above. Denote by M the corresponding crossed product
L∞(X,µ)⋊ Γ. Assume that the action of Γ is essentially free and ergodic.
(1) The von Neumann algebra M is a factor.
(2) Assume that the action of Γ on (X,B) is essentially transitive; then M is
a factor of type I.
(3) Assume that there exists a Γ-invariant non-atomic probability measure on
(X,B) which is equivalent to µ; then M is a factor of type II1.
(4) Assume that there exists an infinite σ-finite and Γ-invariant non-atomic
measure on (X,B) which is equivalent to µ; then M is a factor of type
II∞.
(5) Assume that there does not exist any Γ-invariant σ-finite measure on X
which is equivalent to µ; then M is a factor of type III.
Proof. (1) Let T ∈ M ∩M′. In particular, T ∈ M(A)′. Since the action of
Γ is essentially free, M(A) is a maximal abelian von Neumann subalgebra of M
(Lemma 13.A.6) and hence T = M(ϕ) for some ϕ ∈ A. As T commutes with Uγ ,
we have then, by relation (∗ ∗ ∗) above, θγ(ϕ) = ϕ for every γ ∈ Γ. By ergodicity
of the Γ-action, it follows that ϕ is constant almost everywhere, that is, T is a
multiple of the identity operator. This shows that M is a factor.
(2) Upon removing a set of µ-measure 0, we may assume that X is a Γ-orbit.
Since Γ is countable, X is countable and µ({x}) > 0 for every x ∈ X . Let x ∈ X .
Then p := M(1{x}) is a non-zero minimal projection in the von Neumann algebra
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M(A) ≈ A. We claim that p is a non-zero minimal projection inM. Once proved,
this will show that M is a factor of type I.
Let q ∈M be a non-zero projection with q ≤ p, that is, such that pq = qp = q.
Then, for every ϕ ∈ A, we have
qM(ϕ) = qpM(ϕ) = qM(1{x}ϕ) = ϕ(x)qM(1{x}) = ϕ(x)qp = ϕ(x)q
and
M(ϕ)q = M(ϕ)pq = M(ϕ1{x})q = ϕ(x)M(1{x})q = ϕ(x)pq = ϕ(x)q,
showing that q commutes withM(A). SinceM(A) is a maximal abelian subalgebra
ofM (Lemma 13.A.6), it follows that q ∈M(A) and hence q = p. So, p is a minimal
projection in M.
(3) and (4) Let ν be a Γ-invariant σ-finite non-atomic measure on (X,B) which
is equivalent to µ. It follows from (1) and Proposition 13.A.8 (1) that M is a
semi-finite factor, with trace τ such that
τ(M(ϕ)) =
∫
X
ϕ(x)dν(x) for all ϕ ∈ A+.
Assume that µ is a probability measure. Since µ is non-atomic, for every
α ∈ [0, 1], there exists B ∈ B such that ν(B) = α and hence τ(M(1A)) = α. This
shows that τ takes on projections in M every value in [0, 1]. Therefore, M is a
factor of type II1.
Assume that µ is an infinite measure. Then, similarly, τ takes on projections
in M every value in [0,+∞]. Therefore,M is a factor of type II∞.
(5) follows from Proposition 13.A.8 (2). 
Here is an addendum to Theorem 13.A.10, concerning the assumptions of es-
sential freeness and ergodicity of the action Γy (X,µ).
Proposition 13.A.11. Let Γ be a countable group acting on a standard mea-
sure space (X,B, µ). Let M = L∞(X,µ)⋊ Γ be the associated crossed product von
Neumann algebra.
(1) The algebra M(A) ≈ A is a maximal abelian von Neumann subalgebra of
M if and only the action (X,µ)x Γ is essentially free.
(2) If M is a factor, then (X,µ)x Γis ergodic.
Proof. (1) We have already proved (Lemma 13.A.6) that, if (X,µ) x Γ is
essentially free, then M(A) is a maximal abelian von Neumann subalgebra of M.
Assume that (X,µ) x Γ is not essentially free. Then, by Proposition 13.A.1,
there exists ϕ ∈ L∞(X,µ) with ϕ 6= 0 and γ0 ∈ Γ r {e} such that ϕθγ0(ψ) = ψϕ
for every ψ ∈ L∞(X,µ).
Let T := ϕuγ0 ∈M. We claim that T ∈M(A)′. Indeed, let S = ψ ∈ A. Then
TS = ϕuγ0ψ = ϕ(uγ0ψuγ−10
)uγ0
= ϕθγ0(ψ)uγ0 = ψϕuγ0 = ST.
Since T /∈M(A), it follows that M(A) is not maximal abelian.
(2) Assume that (X,µ) x Γ is not ergodic. Then, there exists (Proposi-
tion 13.A.2) a non-constant ϕ ∈ L∞(X,µ) such that θγ(ϕ) = ϕ for all γ ∈ Γ.
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Let T := ϕ ∈ M(A). We claim that T ∈ M′. Indeed, let S = ∑γ∈Γ ψγuγ ∈ M.
Then
TS =
∑
γ∈Γ
ϕψγuγ =
∑
γ∈Γ
ψγϕuγ =
∑
γ∈Γ
ψγuγ(uγ−1ϕuγ)
=
∑
γ∈Γ
ψγuγθγ−1(ϕ) =
∑
γ∈Γ
ψγuγϕ = ST.
So, T belongs to the centre of M and is not a scalar multiple of the identity.
ThereforeM is not a factor. 
Remark 13.A.12. Unlike the ergodicity assumption, the essential freeness
assumption for the action (X,µ) x Γ is not necessary for L∞(X,µ) ⋊ Γ to be a
factor.
An easy example is given by the action of an icc countable group Γ on a
one-point space X = {∗}. In this case, L∞(X,µ) ⋊ Γ coincides with the von
Neumann algebra L(Γ) of the regular representation of Γ and is therefore a factor
(Proposition 7.A.1).
Using Theorem 13.A.10, we give various examples of group actions (X,µ)x Γ
on measure spaces (X,µ), for which the crossed product von Neumann algebra
L∞(X,µ) ⋊ Γ is a factor of type II1, II∞, or III. For other examples of the use of
Theorem 13.A.10, in particular in connection with the regular representation of a
group, see Chapter 14.
Example 13.A.13 (type II1). Let G be an infinite metrizable compact group,
with normalized Haar measure µG. Let Γ be a countable dense subgroup of G. The
action of Γ on (G,µG) by right translations is measure preserving, free, and ergodic.
SinceG is infinite, µG is non-atomic. Therefore by Theorem 13.A.10, L
∞(G,µG)⋊Γ
is a factor of type II1.
Examples of pairs (G,Γ) as above are for instance: the pair (T,Γθ) with Γθ =
{e2πinθ | n ∈ Z} for an irrational number θ; the pair (SO(3),Γ), where Γ is one of the
subgroups of SO(3) isomorphic to (Z/2Z)∗(Z/3Z) mentioned in Example 4.C.17(3).
Example 13.A.14 (type II1). Let G be a simple non-compact connected
real Lie group with trivial centre and let Λ be a lattice in G. Let µ be the unique
G-invariant probability measure on the Borel subsets of Λ\G. Let Γ be a countable
subgroup of G which is not relatively compact in G. The action of Γ on (Λ\G,µ)
by right translations is measure preserving. Moreover, this action is essentially
free (see [Boul–16, Lemma 4.1]) and ergodic by Moore’s ergodicity theorem (see
[Zimm–84, Theorem 2.2.6]). Therefore, by Theorem 13.A.10, L∞(Λ\G,µ)⋊ Γ is
a factor of type II1.
An example of a triple (G,Λ,Γ) as above is for instance (PSLn(R), PSLn(Z),Γ)
for n ≥ 2, where Γ is any countable subgroup of PSLn(R) which is not relatively
compact.
Example 13.A.15 (type II∞). Let G be a non-compact and non-discrete
second-countable LC group, with right Haar measure µG. Let Γ be a countable
dense subgroup of G. The action of Γ on (G,µG) by right translations is measure
preserving, free, and ergodic. Since G is infinite, µG is non-atomic. Therefore by
Theorem 13.A.10, L∞(G,µG)⋊ Γ is a factor of type II∞.
Examples of pairs (G,Γ) as above are for instance the pair (R,Q) and the pair
(SLn(R), SLn(Q)).
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Example 13.A.16 (type III). The group G = PSL2(R) acts (on the right)
on the real projective line P1(R) by Mo¨bius transformations. The Lebesgue mea-
sure µ on P1(R) ∼= R∪ {∞} is quasi-invariant (but not invariant) by the action of
G. Let Γ be a lattice in G (as, for instance, Γ = PSL2(Z)).
• The action Γy (P1(R), µ) is essentially free. Indeed, every g ∈ G, g 6= e,
has at most two fixed points in P1(R).
• The action Γy (P1(R), µ) is ergodic. Indeed, observe that G acts tran-
sitively on P1(R) and that the stabilizer of the point ∞ is the image P
in G = PSL2(R) of the group{(
a 0
b c
) ∣∣∣ a, b, c ∈ R, ac = 1}
of lower triangular matrices. So, P1(R) can be identified, as a G-space,
with P\G. By Moore’s duality theorem (see [Zimm–84, Corollary 2.2.3]),
it suffices to show that the measure preserving action of P on the probabil-
ity space (G/Γ, ν) is ergodic, where ν is the unique G-invariant probability
measure on the Borel subset of G/Γ. Since P is not relatively compact in
G, this is the case by Moore ergodicity theorem again (see the reference
in 13.A.14 above).
• There exists no Γ-invariant σ-finite measure on P1(R) which is equivalent
to µ. This is shown below, see Corollary 13.B.6.
Therefore, by Theorem 13.A.10, L∞(P1(R), µ)⋊ Γ is a factor of type III.
13.B. Ergodic group actions without invariant measure
Theorem 13.A.10 (5) and Example 13.A.16 are motivations for the study of
actions of groups on standard measure spaces without invariant measures.
Let Γ be a countable group, (X,B, µ) a standard measure space, and (X,µ)x Γ
an action of Γ on X by measurable transformations preserving the class of µ. Recall
from Section 5.A the Radon–Nikodym cocycle cµ : X × Γ→ R×+, given by
cµ(x, γ) =
dγ∗(µ)
dµ
(x) for all x ∈ X, γ ∈ Γ.
Assume that the action (X,µ) x Γ is ergodic and µ non-atomic. Following
[Schm–77a, § 3] and [FeMo–77, § 8], we define the essential range of cµ.
We denote byR×+ = R
×
+∪{∞} the one-point compactification ofR×+. A number
λ ∈ R×+ is an essential value of cµ if, for every ε > 0 and every measurable subset
A of X with µ(A) > 0, there exists a measurable subset B ⊂ A with µ(B) > 0 and
γ ∈ Γ such that Bγ ⊂ A and
|cµ(x, γ)− λ| ≤ ε for all x ∈ B;
the point ∞ is an essential value of cµ if, for every n ∈ N∗ and every measurable
subsetA ofX with µ(A) > 0, there exists a measurable subsetB ⊂ A with µ(B) > 0
and γ ∈ Γ such that Bγ ⊂ A and
|cµ(x, γ)| /∈ [1/n, n] for all x ∈ B.
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The set of essential values of cµ in R
×
+ is called the essential range of the action
(X,µ)x Γ or of the cocycle cµ, and will be denoted by r(X,Γ, µ); it is also called
the asymptotic range or the ratio range of Krieger–Araki–Woods of this action.
It is easy to check that the essential range r(X,Γ, µ) only depends on the
equivalence class of µ. and on the orbit equivalence class of (X,µ)x Γ Moreover,
r(X,Γ, µ) is obviously a closed subset ofR×+ and r(X,Γ, µ)∩R×+ is a closed subgroup
of the multiplicative group R×+ (see Lemma 3.3 in [Schm–77a]). Therefore the
possible values of the asymptotic range r(X,Γ, µ) are
(1) r(X,Γ, µ) = {1};
(2) r(X,Γ, µ) = {1,∞};
(3) r(X,Γ, µ) = R×+;
(4) r(X,Γ, µ) = λZ ∪ {∞} for some λ ∈ R×+ with 0 < λ < 1.
The action (X,µ) x Γ is said to be of type II in case (1), of type III0 in case
(2), of type III1 in case (3), and of type IIIλ in case (4).
Remark 13.B.1. Actually, given any Borel cocycle c : X×Γ→ G with values
in a second-countable locally compact group G, one can define the essential range
of c in exactly the same way (see [Schm–77a, Definition 3.1]).
Next, we show that if (X,µ) x Γ is of type III, then there exists no σ-finite
Γ-invariant measure on X which is equivalent to µ.
Proposition 13.B.2. Assume that there exists a Γ-invariant σ-finite measure
on X which is equivalent to µ. Then (X,µ)x Γ is of type II.
Proof. We claim that r(X,Γ, µ) = {1}. Indeed, it follows from the assump-
tion that the cocycle cµ is a coboundary, that is, we have
cµ(x, γ) =
ϕ(x)
ϕ(xγ)
for all x ∈ X, γ ∈ Γ
for some measurable function ϕ : X → R×+ (see Example 5.B.3).
Since X is a non-atomic standard Borel space, we can assume that X = [0, 1],
equipped with the Lebesgue measure on its Borel subsets.
Fix ε > 0. Since ϕ is measurable, there exists by Lusin’s theorem (see [Rudi–66,
2.23]) a continuous function ψ : X → R×+ such that, for the measurable subset
X0 := {x ∈ X | ϕ(x) = ψ(x)},
we have µ(X0) > 0. By uniform continuity of ψ, there exists N > 0 such that, for
every i ∈ {0, . . . , N − 1},∣∣∣∣ψ(x)ψ(y) − 1
∣∣∣∣ ≤ ε for all x, y ∈ [ iN , i + 1N
]
.
Since µ(X0) > 0, we have µ(X0 ∩
[
i
N ,
i+1
N
]
) > 0 for some i ∈ {0, . . . , N − 1}. Set
A := X0 ∩
[
i
N
,
i + 1
N
]
and observe that ∣∣∣∣ϕ(x)ϕ(y) − 1
∣∣∣∣ ≤ ε for all x, y ∈ A.
350 13. THE GROUP MEASURE SPACE CONSTRUCTION
Let B be measurable subset with B ⊂ A and let γ ∈ Γ be such that Bγ ⊂ A.
Let x ∈ B. Since x ∈ A and xγ ∈ A, we have
|cµ(x, γ)− 1| =
∣∣∣∣ ϕ(x)ϕ(xγ) − 1
∣∣∣∣ ≤ ε for all x ∈ B.
As ε was arbitrary, it follows from the definition of an essential value of cµ that
r(X,Γ, µ) = 1. 
Remark 13.B.3. (1) The converse statement in Proposition 13.B.2 is also
true: if r(X,Γ, µ) = {1} (that is, if (X,µ) x Γ is of type II), then there exists
a Γ-invariant σ-finite measure on X which is equivalent to µ; see Theorem 3.9 in
[Schm–77a].
(2) There is a subdivision of von Neumann factors of type III into further
subclasses: types III0, III1, and IIIλ for λ ∈ (0, 1); see Chapter 3 in [Sund–87]. It
is known that, for a group action (X,µ) x Γ as in Theorem 13.A.10, the crossed
product L∞(X,µ) ⋊ Γ is of type IIIλ if and only if (X,µ) x Γ is of type IIIλ for
λ ∈ [0, 1] (see Proposition 4.3.18 in [Sund–87]).
Let (X,µ)x Γ be an ergodic action as above. Consider the product space
X˜ := X ×R
equipped with the product σ-algebra and with the measure
dµ˜(x, t) = dµ(x)etdt,
where dt is the Lebesgue measure on R. We are going to associate to the Radon–
Nikodym cocycle cµ a measure preserving action of Γ on (X˜, µ˜).
For γ ∈ Γ and (x, t) ∈ X˜ , define
(x, t)γ = (xγ, t− log cµ(x, γ)).
Using the cocycle identity, we check that this defines indeed an action X˜ x Γ: for
γ, δ ∈ Γ and (x, t) ∈ X˜, we have
((x, t)γ)δ = (xγ, t− log cµ(x, γ))δ
= ((xγ)δ, t− log cµ(x, γ)− log cµ(xγ, δ))
= (x(γδ), t− log cµ(x, γδ))
= (x, t)γδ.
The action X˜ x Γ preserves µ˜. for γ ∈ Γ and a measurable function f : X˜ → R+,
we have∫
X˜
f((x, t)γ)dµ˜(x, t) =
∫
X
∫
R
f(xγ, t− log cµ(x, γ))etdµ(x)dt
=
∫
X
∫
R
f(x, t− log cµ(xγ−1, γ))c(x, γ−1)etdµ(x)dt
=
∫
X
∫
R
f(x, t)c(x, γ−1)cµ(xγ−1, γ))etdµ(x)dt
=
∫
X
∫
R
f(x, t)etdµ(x)dt
=
∫
X˜
f(x, t)dµ˜(x, t).
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The action (X˜, µ˜) x Γ is called the Maharam extension or Maharam skew
product extension of the action (X,µ)x Γ (see [Aaro–97, § 3.4] and [Schm–77a,
§ 5]).
The type of the action (X,µ) x Γ can be read off properties of the Maharam
extension (see Theorem 5.2 in [Schm–77a]). We will only need the following very
special result.
Proposition 13.B.4. Assume that the Maharam extension (X˜, µ˜) x Γ is
ergodic. Then the action (X,µ)x Γ is of type III1.
Proof. Since r(X,Γ, µ) is closed inR×+, it suffices to show thatR
×
+ ⊂ r(X,Γ, µ).
Let λ ∈ R×+ and set a = log λ. Let ε > 0 and let A be a measurable subset of
X with µ(A) > 0. Then
A˜ := A× (a− ε/2, a+ ε/2)
is a measurable subset of X˜ with µ˜(A˜) > 0. The set
A˜0 :=
⋃
γ∈Γ
(A× (−ε/2, ε/2))γ
is a Γ-invariant measurable subset of X˜ with µ˜(A˜0) > 0. It follows from the
invariance of µ˜ and the ergodicity of (X˜, µ˜) x Γ that µ˜(X˜ r A˜0) = 0. Since Γ is
countable and µ˜(A˜0) > 0, there exists an element γ ∈ Γ such that
µ˜(A˜ ∩ (A× (−ε/2, ε/2))γ−1) > 0.
Choose t ∈ (a− ε/2, a+ ε/2) such that, for the t-section
B :=
{
x ∈ A | (x, t) ∈ A˜ ∩ (A× (−ε/2, ε/2))γ−1
}
of A˜ ∩ (A× (−ε/2, ε/2))γ−1, we have µ(B) > 0.
Let x ∈ B. There exists (y, s) ∈ A× (−ε/2, ε/2) such that
x = yγ−1 and t = s− log cµ(y, γ−1).
Since
log cµ(y, γ
−1) = log cµ(xγ, γ−1) = log cµ(x, γ)−1 = − log cµ(x, γ),
we have
| log cµ(x, γ)− a| ≤ | log cµ(x, γ)− t|+ |t− a| = |s|+ |t− a| ≤ ε.
Observe that xγ = y ∈ A. So, we have Bγ ⊂ A and
| log cµ(x, γ)− logλ| ≤ ε for all x ∈ B.
This shows that λ ∈ r(X,Γ, µ). 
We return to the situation of Example 13.A.16.
Proposition 13.B.5. Let Γ be a lattice in G = SL2(R) and Γ its image in
PSL2(R). Let X = P
1(R) be equipped with the Lebesgue measure µ.
The action of Γ on (X,µ) by Mo¨bius transformations is of type III1. Therefore
L∞(X,µ)⋊ Γ is a factor of type III1.
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Proof. In view of Proposition 13.B.4, it suffices to show that the Maharam
extension (X˜, µ˜)x Γ of (X,µ)x Γ is ergodic.
We identify X = P1(R) with R = R ∪ {∞}. The (right) action of Γ on
X˜ = R×R is given by
(x, t)γ =
(
ax+ c
bx+ d
, t− log(bx+ d)2
)
for (x, t) ∈ R×R, γ =
(
a b
c d
)
∈ Γ.
(Observe that this action extends to a measure preserving action of G on (X˜, µ˜),
given by the same formula.)
Consider the Borel isomorphism Φ : R2 r {(0, 0)} → R×R defined by
Φ(u, v) =
{
(u/v,− log v2) if v 6= 0
(0,− logu2) if v = 0.
The image under Φ of the Lebesgue measure dudv on R2 is dµ˜(x, t) = 2etdxdt.
Indeed, since the Jacobian of Φ at (u, v) is 2/v2, we have, for every measurable
function f : X˜ → R+,∫
R2
f(Φ(u, v))dudv =
∫
R2
f(u/v,− log v2)dudv
=
∫
R2
f(u/v,− log v2)dudv
= 2
∫
R2
f(x, t)etdxdt.
We claim that Φ is Γ-equivariant, where the action of Γ on R2 is the usual linear
(right) action. Indeed, let γ =
(
a b
c d
)
∈ Γ. On the subset of R2 r {(0, 0)} of
full Lebesgue measure consisting of vectors (u, v) ∈ R2 r {(0, 0)} with v 6= 0 and
bu+ dv 6= 0, we have
Φ((u, v)γ) = Φ(au+ cv, bu+ dv)
=
(
au+ cv
bu+ dv
,− log(bu+ dv)2
)
=
(
a(u/v) + c
b(u/v) + d
,− log v2 − log(b(u/v) + d)2
)
= (u/v,− log v2)γ
= Φ(u, v)γ
As a consequence, it suffices to show that the linear action of Γ on (R2r{(0, 0)}, dudv)
is ergodic. This is indeed the case: G acts transitively on R2 r {(0, 0)} and the
stabilizer of the point (1, 0) is the subgroup
N =
{(
1 0
c 1
) ∣∣∣ c ∈ R} .
ThereforeR2r{(0, 0} can be identified, as a G-space, withN\G. Since Γ is a lattice
in G and since N is not relatively compact in G, the claim follows from Moore’s
duality theorem and Moore ergodicity theorem (compare with Example 13.A.16).

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The following corollary is an immediate consequence of Propositions 13.B.5 and
13.B.2.
Corollary 13.B.6. Let Γ be a lattice in SL2(R). There exists no Γ-invariant
σ-finite measure on P1(R) which is equivalent to the Lebesgue measure.
Remark 13.B.7. The proof of Proposition 13.B.5 can easily be extended to
show the following more general result. Let G be a simple non-compact connected
Lie group, P a minimal parabolic subgroup in G, and Γ a lattice in G. Then the
action of Γ on (G/P, µ) is of type III1, where µ is aG-quasi-invariant Radon measure
on G/P (see Example 4.3.15 in [Zimm–84]). For further results establishing that
such “boundary actions” are of type III1, see [Kaim–00] and [Spat–87].

CHAPTER 14
Constructing factor representations for some
semi-direct products
Following [Guic–63], we first describe in this chapter factor representations
of a semi-direct product G = H ⋉N , where
• H is discrete countable subgroup;
• N is a second-countable locally compact abelian normal subgroup of G.
The factor representations we construct are induced representations π˜µ = Ind
Γ
Nπµ,
where µ is a convenient σ-finite H-quasi-invariant measure on N̂ and πµ is the
canonical representation of N on L2(N̂ , µ). The proof that π˜µ is indeed factorial as
well as the identification of its type rely on results on the measure space construction
of Murray and von Neumann from Section 13.A.
The particular case where µ is the Haar measure on N̂ is of special inter-
est as the associated representation π˜µ is equivalent to the regular representation
λG. Criteria are given ensuring that λG is a factor representation. We give exam-
ples showing that π˜µ can be a factor representation of all possible types, with the
exception of type I.
The representation π˜µ of a group G = H ⋉ N as above is a normal factor
representation of type I∞ or of type II∞, provided µ is a Radon measure on an
open and H-invariant subset U of N̂ with the following properties:
• µ is H-invariant;
• µ is infinite and non-atomic;
• the action of H on (U, µ) is essentially free and ergodic.
In this case, the character associated to π˜µ admits an expression in terms of µ. In
Section 14.E, we will give examples of groups for which we can show that measures
µ as above exist; we obtain in this way normal factor representations of type I∞
for the Baumslag–Solitar group BS(1, p), Proposition 14.E.2, and normal factor
representations of type I∞ and of type II∞ for the lamplighter group Z ≀ (Z/2Z),
Propositions 14.E.6 and 14.E.12.
As a consequence of the construction of normal factor representations of type
I∞ for Γ = BS(1, p) or Γ = Z ≀ (Z/2Z) we will see that the natural map from E(Γ)
to Prim(Γ) is neither injective nor surjective, in contrast to the case of nilpotent
groups (Proposition 11.D.2 and Corollary 12.B.3), the affine group over a field
(Corollary 12.C.4), or the general linear group over an infinite algebraic extension
of a finite field (Corollary 12.F.2).
14.A. Crossed product von Neumann algebras for semi-direct products
Let G = H ⋉N be a semi-direct product of a countable discrete subgroup H
with a second-countable locally compact abelian normal subgroup N .
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Recall (see Section 1.F) that H acts on the right on N̂ by (χ, h) 7→ χh, where
χh(n) = χ(hnh−1) for χ ∈ N̂ , h ∈ H , and n ∈ N .
Construction 14.A.1. Consider a group G as above, and a σ-finite Borel
measure µ on the second-countable LC space N̂ (we do not assume that µ is finite).
We assume that µ is quasi-invariant by the action of H .
Let πµ be the canonical representation of N associated to µ, as in Construc-
tion 2.A.1; recall that πµ is defined on the Hilbert space L
2(N̂ , µ) by
(πµ(n)f)(χ) = χ(n)f(χ) = n̂(χ)f(χ) for n ∈ N, f ∈ L2(N̂ , µ), χ ∈ N̂.
Denote by π˜µ the induced representation Ind
G
Nπµ. Since H is a transversal for N
in G, we can realize π˜µ on the Hilbert space Hµ := ℓ2(H,L2(N̂ , µ)) by
(π˜µ(h, n)F )(h
′)(χ) =
(
πµ(n
h′)F (h′h)
)
(χ)
= χh
′
(n)F (h′h)(χ),
for h, h′ ∈ H, n ∈ N, F ∈ Hµ, and χ ∈ N̂ (see Construction 1.F.4(2)).
We denote by
M := π˜µ(G)′′ ⊂ L(Hµ)
the von Neumann algebra generated by π˜µ(G).
We first identifyM with the crossed product von Neumann algebra L∞(N̂ , µ)⋊
H associated to the action (N̂ , µ)x H , as in Section 13.A.
Recall that, for h ∈ H and χ ∈ N̂ , we set
c(χ, h) =
dh∗(µ)
dµ
(χ),
where
dh∗(µ)
dµ
is the Radon–Nikodym derivate of h∗(µ) with respect to µ.
Proposition 14.A.2. Let G = H⋉N , µ, Hµ, π˜µ, andM be as in the previous
construction.
The von Neumann algebras M and L∞(N̂ , µ)⋊H inside L(Hµ) are unitarily
equivalent. More precisely, for the unitary operator U : Hµ → Hµ defined by
(UF )(h′)(χ) = c(χ, h′)1/2F (h′)(χh
′
) for h′ ∈ H, F ∈ Hµ, χ ∈ N̂,
we have
M = U−1
(
L∞(N̂ , µ)⋊H)
)
U.
Moreover, if ρµ denotes the conjugate representation (h, n) 7→ U−1π˜µ(h, n)U
of G, we have
(ρµ(h, n)F )(h
′)(χ) = c(χ, h)1/2χ(n)F (h′h)(χh),
for h, h′ ∈ H, n ∈ N, F ∈ Hµ, and χ ∈ N̂ .
Proof. Let us first check that ρµ is given by the formula stated in the propo-
sition. Indeed, using the cocycle relation for c, one checks that
(U−1F )(h′)(χ) = c(χ, h′−1)1/2F (h′)(χh
′−1
).
Recalling that
(π˜µ(h, n)F )(h
′)(χ) = χh
′
(n)F (h′h)(χ),
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we have therefore
(U−1π˜µ(h, n)UF )(h′)(χ) = c(χ, h′−1)1/2(π˜µ(h, n)UF )(h′))(χh
′−1
))
= c(χ, h′−1)1/2χ(n)(UF (h′h))(χh
′−1
)
= c(χ, h′−1)1/2χ(n)c(χh
′−1
, h′h)1/2F (h′h)(χh)
= c(χ, h)1/2χ(n)F (h′h)(χh)
= (ρµ(h, n)F )(h
′)(χ),
for h, h′ ∈ H, n ∈ N, F ∈ Hµ, and χ ∈ N̂ .
Next, we claim that U−1MU and L∞(N̂ , µ)⋊H coincide, that is,
ρµ(G)
′′ = L∞(N̂ , µ)⋊H.
The Koopman representation h 7→ uh of H on L2(N̂ , µ) is given by
uh(f)(χ) = c(χ, h)
1/2f(χh) for f ∈ L2(N̂ , µ), χ ∈ N̂ .
Let h ∈ H . We have
(ρµ(h, e)F )(h
′)(χ) = F (h′h)(χh) for h′ ∈ H, F ∈ Hµ, χ ∈ N̂
and hence
(ρµ(h, e)F )(h
′) = uh(F (h′h)) for h′ ∈ H, F ∈ Hµ.
It follows that ρµ(h, e) = Uh, where h 7→ Uh is the representation of H on Hµ =
ℓ2(H,L2(N̂ , µ)) involved in the definition of the crossed product von Neumann
algebra L∞(N̂ , µ)⋊H .
Let n ∈ N . We have
(ρµ(e, n)F )(h
′)(χ) =χ(n)F (h′)(χ) = n̂(χ)F (h′)(χ)
for F ∈ Hµ, h′ ∈ H, χ ∈ N̂ ,
where n̂ ∈ Cb(N̂) is defined by n̂(χ) = χ(n). It follows that ρµ(e, n) = M(n̂),
where ϕ 7→ M(ϕ) is the representation of L∞(N̂ , µ) involved in the definition of
L∞(N̂ , µ)⋊H . As a consequence, we see that M is contained in L∞(N̂ , µ)⋊H .
It remains to show that L∞(N̂ , µ)⋊H is contained inM. Since L∞(N̂ , µ)⋊H
is generated by
{Uh | h ∈ H} ∪ {M(ϕ) | ϕ ∈ L∞(N̂ , µ)}
and since we have shown that {Uh | h ∈ H} ⊂M, it suffices to show that
{M(ϕ) | ϕ ∈ L∞(N̂ , µ)}
is contained in M.
Let Trig(N̂) be the algebra of trigonometric polynomials on N̂ , that is, the
linear span of {n̂ | n ∈ N}. By Lemma A.G.7, Trig(N̂) is dense in L∞(N̂ , µ) for
the weak *-topology. Moreover, the map
L∞(N̂ , µ) → L(Hµ), ϕ 7→M(ϕ)
is continuous, when L∞(N̂ , µ) is equipped with the weak *-topology and L(Hµ)
with the weak operator topology, by Proposition 1.H.2.
It follows that {M(ϕ) | ϕ ∈ A} is dense in {M(ϕ) | ϕ ∈ L∞(N̂ , µ)} for the
weak operator topology. Therefore, {M(ϕ) | ϕ ∈ L∞(N̂ , µ)} is contained inM. 
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14.B. Constructing factor representations of some semi-direct products
As in Section 14.A, let G = H⋉N be a semi-direct product of a countable dis-
crete subgroupH with a second-countable locally compact abelian normal subgroup
N . We will use Proposition 14.A.2, in combination with results from Section 13.A
on the crossed product von Neumann algebras, in order to construct various factor
representations of G.
Recall from Section 14.A that we have associated a representation π˜µ of G in
ℓ2(H,L2(N̂ , µ)) to every σ-finite Borel measure µ on N̂ which is quasi-invariant by
the action of H .
Theorem 14.B.1. Let G = H ⋉N , where H is a countable discrete subgroup
and N a second-countable locally compact abelian normal subgroup. Let µ be a
σ-finite Borel measure µ on N̂ which is quasi-invariant by the action of H and
π˜µ the associated representation of G as in Section 14.A. Assume that the action
H y (N̂ , µ) is essentially free and ergodic.
(1) The representation π˜µ is a factor representation of G.
(2) If µ is an atomic measure, then π˜µ is a factor representation of type I.
(3) If µ is H-invariant non-atomic finite measure, then π˜µ is a factor repre-
sentation of type II1.
(4) If µ is a H-invariant non-atomic infinite measure, then π˜µ is a factor
representation of type II∞.
(5) Assume that there does not exist any H-invariant σ-finite measure on N̂
which is equivalent to µ; then π˜µ is a factor representation of type III.
Proof. By Proposition 14.A.2, M := π˜µ(G)′′ is unitarily equivalent to the
crossed product von Neumann algebra L∞(N̂ , µ)⋊H . Since the action (N̂ , µ)x H
is essentially free and ergodic, Items (1) to (5) follow from Items (1) to (5) in
Theorem 13.A.10, respectively. 
Example 14.B.2. We can use Theorem 14.B.1 in order to produce factor
representations of type II∞ and of type III for any one of our favorite groups
Γ (with the exception of the general group GLn(K)) as well as recover some of
the irreducible representations and representations of type II1 of Γ considered in
previous sections. We will consider here only the case where Γ is the Heisenberg
group over Z. Similar results hold for the Heisenberg group and the affine group
over a countable infinite field and for the Baumslag–Solitar groups BS(1, p).
Recall that Γ = H(Z) is the semi-direct product H ⋉N , where
H = {(a, 0, 0) ∈ Γ | a ∈ Z} and N = {(0, b, c) ∈ Γ | b, c ∈ Z}
Fix θ ∈ [0, 1[ irrational and let X ⊂ N̂ be the H-invariant set of unitary characters
of N with χ|Z = ψθ, where ψθ(0, 0, c) = e2πiθc. Then X is homeomorphic to T
and the action of H on X corresponds to the action of the irrational rotation Rθ
on the circle group T (see Corollary 3.B.14). In particular, the action of H on
X is free. So, the action of H on (X,µ) is automatically essentially free for any
H-quasi-invariant measure µ on X .
• Let µ be the counting measure on a Rθ-orbit O in X . Then the represen-
tation πµ is equivalent to the direct sum
⊕
χ∈O χ and hence π˜µ = Ind
Γ
Nπµ
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is equivalent to ⊕
χ∈O
IndΓNχ.
As seen in Corollary 3.B.14, the representations IndΓNχ are irreducible
and mutually equivalent. As a result, π˜µ is a multiple of the irreducible
representation IndΓNχ for any χ ∈ O. Thus, we recover the fact proved in
Theorem 14.B.1 that π˜µ is a factor representation of type I; in this case,
π˜µ is of case I∞.
• Take as µ the Lebesgue measure on X . Then the representation πµ is
equivalent to the induced representation IndNZ ψθ and hence π˜µ is equiv-
alent to IndΓZψθ. This is the representation of type II1 associated to the
character ψ˜θ ∈ E(Γ) from Corollary 12.B.8.
• By Theorem 5.D.2, there exist uncountably many non-equivalent infinite
and σ-finite non-atomic measures on X which are Tθ-invariant and er-
godic. For every such measure µ, the representation π˜µ of Γ is a factor
representation of type II∞.
Observe that we do not know whether non-equivalent measures µ as
above yield non-quasi-equivalent factor representations π˜µ (see however
Proposition 14.C.4 below).
• Theorem 5.D.2 has been extended in [Krie–76] to cover the existence
of quasi-invariant but non-invariant measures, at least in the case of
Z-actions. This result implies that there exist uncountably many non-
equivalent non-atomic probability measures onX which are quasi-invariant
by Rθ and for which there is no equivalent σ-finite Rθ-invariant measure.
For every such measure µ, the representation π˜µ of Γ is a factor represen-
tation of type III.
14.C. Some normal factor representations
As in Section 14.A, let G = H ⋉ N be a semi-direct product of a countable
discrete subgroup H with a second-countable locally compact abelian normal sub-
group N .
Let µ be a σ-finite Borel measure on N̂ which is quasi-invariant, essentially
free, and ergodic by the action of H . As seen in Theorem 14.B.1, the associated
representation π˜µ of G is then a factor representation. We will show below that,
under a further assumption, π˜µ is a normal factor representation.
Let νN denote a Haar measure on N . Observe that νN is relatively invariant
under the action of H : for every h ∈ H , there exists ∆(h) > 0 such that h∗(νN ) =
∆(h)νN ; indeed, the Borel measure h∗(νN ) on N is invariant under N and is
therefore equal to ∆(h)νN for a constant ∆(h) > 0, by uniqueness of Haar measures.
A Haar measure νG on G is given by νG = (∆νH)⊗ νN , where νH is the counting
measure on H ; so, we have∫
G
f(g)dνG(g) =
∑
h∈H
∆(h)
∫
N
f(h, n)dνN (n)
for every measurable function f : G→ [0,∞].
For a function f : G→ C, we denote by fe the function on N defined by
fe(n) = f(e, n) for all n ∈ N.
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Observe that fe ∈ L1(N, νN ), if f ∈ L1(G, νG). We set
L1(G, νG)+ = {f∗ ∗ f | f ∈ L1(G, νG)}.
Observe that every f ∈ L1(G, νG)+ is positive as element of the C*-algebra C∗λ(G).
Recall that the involution on L1(G, νG) is given here by f
∗(g) = f(g−1) for f ∈
L1(G, νG) and g ∈ G.
The following technical lemma will be used in the proofs of Theorem 14.C.2
and Proposition 14.C.4 below. As in Appendix A.A, we denote by Cc,K(N̂) the
space of complex-valued continuous functions on N̂ with support contained in some
compact subspace K of N̂ .
Lemma 14.C.1. Let U be an open subset of N̂ and K a compact subset of U .
Then there exists a compact subset K ′ of U with K ⊂ K ′ such that Cc,K(N̂)
is contained in the closure of the linear span of
{F(fe) | f ∈ L1(G, νG)+} ∩ Cc,K′(N̂)
for the topology of uniform convergence on N̂ .
Proof. Since U is open andK compact, we can find a compact neighbourhood
V of {e} such that KV in contained in U . Let K ′ = KV and set
AK′ := {F(fe) | f ∈ L1(G, νG)+} ∩ Cc,K′(N̂).
Let ϕ ∈ Cc,K(N̂). We claim that ϕ is in the closure of the linear span of AK′ .
Upon considering the positive and negative parts of the real and imaginary
parts of ϕ, we can assume that ϕ ≥ 0.
We assume that the Haar measures νN on N and νN̂ on N̂ are so normalized
that the Fourier transform
F : L2(N, νN )→ L2(N̂ , νN̂ )
is an isomorphism of Hilbert spaces (Plancherel theorem A.G.6). Then this is also
true for the inverse Fourier transform
F : L2(N, νN )→ L2(N̂ , νN̂ ).
Choose an approximate identity supported in V , that is, a sequence (ψi)i in
Cc(N̂) such that supp(ψi) ⊂ V and limi ψi ∗ ψ = ψ uniformly on N̂ for every
ψ ∈ Cc(N̂).
Set ψ := ϕ1/2 and set
r := F−1(ψ) and ri := F−1(ψi).
Since ri ∈ L2(N, νN ) and r ∈ L2(N, νN ), we have rir ∈ L1(N, νN ). Moreover,
F(rir) = F(ri) ∗ F(r) = ψi ∗ ψ
and hence limiF(rir) = ψ uniformly on N̂ .
Set
si := (rir)
∗ ∗ rir ∈ L1(N, νN ).
We claim that limi F(si) = ϕ uniformly on N̂ and that F(si) ∈ AK′ , for every i.
Indeed, we have
F(si) = |F(rir)|2
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and hence
lim
i
F(si) = |ψ|2 = ϕ
uniformly on N̂ .
Moreover, since supp(ψi) ⊂ V and supp(ψ) ⊂ K, we have supp(ψi ∗ ψ) ⊂
KV = K ′. As F(si) = |ψi ∗ ψ|2, it follows that
supp(F(si)) = supp(ψi ∗ ψ) ⊂ K ′.
Therefore F(si) ∈ Cc,K′(N̂).
It remains to show that every si is of the form (f
(i))0 for some f
(i) ∈ L1(G, νG)+.
Let gi ∈ L1(G, νG) be the trivial extension of rir to G, defined by
gi(h, n) =
{
(rir)(n) if h = e
0 if h 6= e.
For n ∈ N , we have
(g∗i ∗ gi)0(n) = (g∗i ∗ gi)(e, n) =
∑
h′∈H
∆(h′)
∫
N
g∗i ((h
′, n′)−1)gi((h′, n′)(e, n))dνN (n′)
=
∑
h′∈H
∆(h′)
∫
N
gi(h′, n′)gi(h′, n′h′ · n)dνN (n′)
=
∫
N
gi(e, n′)gi(e, n′n)dνN (n′)
=
∫
N
(rir)(n′)(rir)(n′n))dνN (n′)
=
∫
N
((rir)
∗(n′−1)(rir)(n′n)dνN (n′)
= ((rir)
∗ ∗ (rir)) (n)
= si(n)
So, for f (i) := g∗i ∗ gi ∈ L1(G, νG)+, we have si = f (i)0 . Therefore for every i, we
have F(si) ∈ AK′ . 
Theorem 14.C.2. Let G = H ⋉N , where H is a countable discrete subgroup
and N a second-countable locally compact abelian normal subgroup. Let µ be a non-
zero H-invariant Radon measure on an open H-invariant subset U of N̂ . Assume
moreover that the action H y (N̂ , µ) is essentially free and ergodic.
(1) The representation π˜µ associated to µ is a normal factor representation;
moreover, the corresponding character t is given by
t(f) =
∫
N̂
F(fe)(χ)dµ(χ) for f ∈ L1(G)+,
where F denotes the inverse Fourier–Stieltjes transform.
(2) The factor representation π˜µ is of type I∞ if µ is an infinite atomic mea-
sure.
(3) The factor representation π˜µ is of type II∞ if µ is an infinite non-atomic
measure.
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Proof. (1) By Theorem 14.B.1, the von Neumann algebra M := π˜µ(G)′′ is a
semi-finite factor. We have to show that π˜µ is a trace representation of G.
Upon conjugating M by a unitary operator, we can assume that M coincides
with the crossed product von Neumann algebra L∞(N̂ , µ) ⋊H and that π˜µ is the
representation ρµ from Proposition 14.A.2; thus, we can assume that
(π˜µ(h, n)F )(h
′)(χ) = χ(n)F (h−1h′)(χh),
for h, h′ ∈ H, n ∈ N, F ∈ Hµ, and χ ∈ N̂ .
Let τ be the unique trace onM (up to positive scalar multiples). By Proposi-
tion 10.D.1, it suffices to show there exists an element f ∈ L1(G) such that
0 < τ(πµ(f
∗ ∗ f)) < +∞.
Set Hµ := ℓ2(H,L2(N̂ , µ)) and let E : M → L∞(N̂ , µ) be the conditional
expectation onto L∞(N̂ , µ). Recall from Section 13.A that, for T ∈M, the function
E(T ) from L∞(N̂ , µ) is determined by∫
N̂
E(T )(χ)f1(χ)f2(χ)dµ(χ) = 〈T (δe ⊗ f1) | δe ⊗ f2〉 for all f1, f2 ∈ L2(N̂ , µ),
where δe⊗fi ∈ Hµ is defined by (δe⊗fi)(h, n) = fi(n) if h = e and (δe⊗fi)(h, n) = 0
otherwise.
By Proposition 13.A.8 (2) (see also Remark 13.A.9), we have
τ(T ) = µ ◦ E(T ) =
∫
N̂
E(T )(χ)dµ(χ) for all T ∈M.
Let f ∈ L1(G)+; set
T := πµ(f) ∈ L(Hµ).
For h′ ∈ H, F, F ′ ∈ Hµ, and χ ∈ N̂ , we have
〈T (F ) | F ′〉 =
∑
h∈H
∆(h)
∫
N
f(h, n)〈πµ(h, n)F | F ′〉dνN (n)
=
∑
h,h′∈H
∆(h)
∫
N
∫
N̂
f(h, n)χ(n)F (h−1h′)(χh)F ′(h′)(χ)dνN (n)dµ(χ);
in particular, we have
〈T (δe ⊗ f1) | δe ⊗ f1〉 =
∫
N
∫
N̂
f(e, n)χ(n)f1(χ)f2(χ)dνN (n)dµ(χ)
=
∫
N̂
(∫
N
f(e, n)χ(n)dνN (n)
)
f1(χ)f2(χ)dµ(χ)
for all f1, f2 ∈ L2(N̂ , µ).
This shows that
E(T )(χ) =
∫
N
f(e, n)χ(n)dνN (n) = F(fe)(χ);
we have therefore
τ(πµ(f)) =
∫
N̂
F(fe)(χ)dµ(χ) for all f ∈ L1(G)+.
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Since µ is a Radon on U , it takes finite values on Cc,K(U) for every compact
subspace K of U . Moreover, since µ is non-zero, there exists a compact subset K
of U and ϕ ∈ Cc,K(U) with ∫
N̂
ϕ(χ)dµ(χ) > 0.
It follows then from Lemma 14.C.1, that there exist a compact subset K ′ of U with
K ⊂ K ′ and a function f ∈ L1(G)+ such that F(fe) ∈ Cc,K′(U) and such that∫
N̂
F(fe)(χ)dµ(χ) > 0.
Since F(fe) ∈ Cc,K′(U), we have also∫
N̂
F(fe)(χ)dµ(χ) < +∞.
So, π˜µ is a normal factor representation and we have identified its trace.
(2) Assume that µ is an infinite atomic measure. Then, by Theorem 14.B.1,
π˜µ is of type I. We have to check that M is an infinite factor.
By invariance and ergodicity, µ takes a constant value α > 0 on every χ in the
support S of µ. For every subset A ⊂ S, we have, viewing 1A as a projection in
L∞(N̂ , µ) ⊂M,
τ(1A) =
∫
N̂
1A(χ)dµ(χ) = α|A|
Since S is infinite, this shows that τ takes infinitely many values on projections.
ThereforeM is a factor of infinite type.
Item (3) follows from 14.B.1. 
Remark 14.C.3. Let µ be a measure as in Theorem 14.C.2; assume that µ
is atomic. Then the support S of µ is an H-orbit, by ergodicity of µ. Since µ is a
regular measure, S has to be a discrete subset of N̂ .
For instance, let S be an orbit of an irrational rotation on T. Then S is dense
in T and so the corresponding counting measure µ does not fulfill the assumption
of Theorem 14.C.2. The associated representation π˜µ, which is a factor repre-
sentation of type I∞ of the Heisenberg group H(Z) as in Example 14.B.2, is not
normal. Indeed, H(Z) has no normal factor representation of infinite type at all
(Proposition 11.D.2).
Next, we show that non-equivalent measures µ as in Theorem 14.C.2 yield
non-quasi-equivalent factor representations π˜µ.
Proposition 14.C.4. Let G be as in Theorem 14.C.2. Let µ and µ′ be H-
invariant Radon measures on open H-invariant subsets U and U ′ of N̂ . Assume
moreover that the actions (N̂ , µ) x H and (N̂ , µ′) x H are essentially free and
ergodic. The following properties are equivalent:
(i) the factor representations π˜µ and π˜µ′ are quasi-equivalent;
(ii) the restrictions of µ and µ′ to U ∩ U ′ are proportional to each other and
non-zero.
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Proof. Set U ′′ := U ∩ U ′. Since µ is ergodic and U ′′ is H-invariant, we have
either µ(U ′′) = 0 or µ(N̂ r U ′′) = 0. Similarly, we have either µ′(U ′′) = 0 or
µ′(N̂ r U ′′) = 0.
Assume that µ|U ′′ and µ′|U ′′ are proportional to each other and non-zero. Then,
we have necessarily
µ(N̂ r U ′′) = µ′(N̂ r U ′′) = 0.
It follows from Theorem 14.C.2 that the characters t and t′ associated to π˜µ and
π˜µ′ are proportional to each other. Therefore π˜µ and π˜µ′ are quasi-equivalent, by
Proposition 10.D.8.
Conversely, assume that π˜µ and π˜µ′ are quasi-equivalent. Then the characters
t and t′ are proportional to each other (Proposition 10.D.8), that is, there exists
α > 0 such that
(∗)
∫
N̂
F(fe)(χ)dµ(χ) = α
∫
N̂
F(fe)(χ)dµ′(χ) for f ∈ L1(G)+,
Assume, by contradiction, that µ(U ′′) = 0. Then µ(U ′) = 0, since µ(N̂ r U) = 0
and U ′′ = U ∩ U ′.
Lemma 14.C.1, applied to the Radon measure µ′ on U ′, shows that we can find
f ∈ L1(G)+ such that F(fe) = 0 on N̂ r U ′ and such that∫
N̂
F(fe)(χ)dµ′(χ) > 0.
On the one hand, we then have, by (∗),∫
U ′
F(fe)(χ)dµ(χ) =
∫
N̂
F(fe)(χ)dµ(χ)
= α
∫
N̂
F(fe)(χ)dµ′(χ) > 0.
On the other hand, we have ∫
U ′
F(fe)(χ)dµ(χ) = 0,
since µ(U ′) = 0. This contradiction shows that µ(N̂ r U ′′) = 0. Similarly, we
have µ′(N̂ r U ′′) = 0. As a result, we may assume that both µ and µ′ are Radon
measures on the open set U ′′.
In view of Lemma 14.C.1, it follows from (∗) that µ agrees with αµ′ on
Cc,K(U ′′), for every compact subset K of U ′′. Therefore µ = αµ′ on U ′′. 
Remark 14.C.5. One cannot expect that every normal factor representation
of G = H ⋉ N is quasi-equivalent to a representation π˜µ for a measure µ as in
Theorem 14.C.2.
Indeed, as is easily checked, the equivalence class of measures attached to π˜µ|N
as in Proposition 2.F.3 is the class [µ]. If π is a factor representation which is quasi-
equivalent to π˜µ, then the class attached to π|N is [µ]. However, there are examples
of factor representations, for which the action H on (N̂ , µ′) is not essentially free,
for some (equivalently, for any) measure µ′ in the class attached to π|N . Indeed, if
π is a normal factor representation of H lifted to G, then the Dirac measure at the
group unit of N is attached to π|N ; however, (N̂ , µ′) is not essentially free (when
H and N are non-trivial).
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The answer to the following question, which is more sensible to ask, seems to
be unknown; for some partial results, see [Guic–63, Proposition 1, § 2].
Question: Let π be a normal factor representation of G and µ′ an ergodic and
quasi-invariant probability measure on N̂ attached to π|N . Assume that the action
H on (N̂ , µ′) is essentially free. Is π quasi-equivalent to π˜µ for a measure µ as in
Theorem 14.C.2?
14.D. The von Neumann algebra of the regular representation as a
crossed product
As in the previous sections, G = H ⋉N is a semi-direct product of a discrete
countable subgroup H with a second-countable locally compact abelian normal
subgroup N .
We apply the results from Sections 14.A, 14.B and 14.C to the special case
where µ is a Haar measure on N̂ . As already mentioned in Section 14.C (for N
instead of N̂), µ is relatively invariant (and hence quasi-invariant) by the action of
H : for every h ∈ H , there exists a constant ∆(h) > 0 such that h∗(µ) = ∆(h)µ.
Proposition 14.D.1. Let G be a second-countable locally compact group; as-
sume that G = H ⋉ N is a semi-direct product of a discrete subgroup H with a
locally compact abelian normal subgroup N . Let µ be a Haar measure on N̂ and let
π˜µ be the associated representation as in Section 14.A.
(1) The representation π˜µ is equivalent to the regular representation λG of G.
(2) The crossed product von Neumann algebra L∞(N̂ , µ)⋊H is unitarily equiv-
alent to the von Neumann algebra L(G) = λG(G)′′ generated by the regular
representation of G.
Proof. (1) With πµ as in Section 14.A, we have π˜µ = Ind
G
Nπµ. Since λG is
equivalent to IndGNλN , it suffices to show that πµ is equivalent to λN .
We can assume that the Haar measures ν on N and µ on N̂ are so normalized
that the inverse Fourier transform F : L2(N, ν) → L2(N̂ , µ) is a Hilbert space
isomorphism. Moreover, F intertwines λN and πµ:
F(λN (n)f)(χ) =
∫
N
(λN (n)f)(x)χ(x)dν(x) =
∫
N
f(n−1x)χ(x)dν(x)
=
∫
N
f(x)χ(nx)dν(x) = χ(n)
∫
N
f(x)χ(x))dν(x)
= χ(n)F(f)(χ) = (πµ(n)(F(f)))(χ),
for f ∈ L2(N, ν) and n ∈ N . So, πµ is equivalent to λN .
(2) By (1), the von Neumann algebra π˜µ(G)
′′ is unitarily equivalent to λG(G)′′.
The claim follows now from Proposition 14.A.2. 
We can now give sufficient conditions for the regular representation of G to be
a factor representation and determine the corresponding type.
Corollary 14.D.2. Let G = H ⋉ N be as in Proposition 14.D.1 and let µ a
Haar measure on N̂ .
(1) If N is compact and N 6= {e}, then λG is not a factor representation.
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Assume for the following Items that the action H y (N̂ , µ) is essentially free and
ergodic.
(2) If N is discrete and infinite, then λG is a factor representation of type
II1.
(3) If N is neither compact nor discrete and µ is H-invariant, then λG is a
factor representation of type II∞.
(4) If µ is not H-invariant, then λG is a factor representation of type III.
Proof. (1) Assume that N is compact. Then N̂ is discrete and so µ is the
counting measure on N̂ . In particular, we have µ({(e}) > 0. Since the action of H
on N̂ fixes e, it cannot be ergodic (as N 6= {e}) and so λG(G)′′ is not a factor, by
Proposition 13.A.11.
(2) Assume that N is discrete and infinite. Then N̂ is compact and infinite.
Therefore µ is a finite non-atomic measure, which can be normalized to be a prob-
ability measure. It follows that the action of H on N̂ preserves µ, by uniqueness of
µ. The claim follows then from Theorem 14.B.1.
(3) Assume that N is neither compact nor discrete and µ is H-invariant. Then
N̂ is neither discrete nor compact. Therefore µ is an infinite non-atomic measure.
The claim follows then from Theorem 14.B.1.
(4) Assume µ is not H-invariant. So, the modular function ∆ : H → R×∗
defined by h∗(µ) = ∆(h)µ is not trivial. We claim that there exists no σ-finite
H-invariant measure on N̂ which is equivalent to µ. Once this is proved, Item (4)
will follow from Theorem 14.B.1.
To prove the claim, assume, by contradiction, that there exists a σ-finite H-
invariant measure ν on N̂ which is equivalent to µ. Then νH ⊗ ν is a left (and
right) invariant σ-finite measure on the LC group H⋉ N̂ , where νH is the counting
measure on H . Moreover, νH ⊗ ν is equivalent to νH ⊗ µ, which is itself equivalent
to the left Haar measure (∆νH)⊗ µ on H ⋉ N̂ . Therefore (∆νH)⊗ µ = f(νH ⊗ ν)
for a measurable function f : N̂ → R×+. Since (∆νH) ⊗ µ and νH ⊗ ν are both
invariant, f is an invariant function. It follows that f is constant νH ⊗ ν-almost
everywhere. This shows that ∆ is constant and hence trivial on H and this is a
contradiction. 
Remark 14.D.3. The condition that H y (N̂ , µ) is ergodic is necessary for
λG to be a factor representation, by Proposition 13.A.11. However, it can happen
that λG is a factor representation even when H y (N̂ , µ) is not essentially free (see
the example in Remark 13.A.12).
Assuming that λG is factorial, we ask now: when is λG a normal factor repre-
sentation?
Corollary 14.D.4. Let G = H ⋉ N be as in Proposition 14.D.1 and let µ
be a Haar measure on N̂ . Assume that µ is non-atomic and that H y (N̂ , µ) is
essentially free and ergodic.
(1) The regular representation λG is a normal factor representation if and
only if µ is H-invariant.
(2) Assume that µ is H-invariant. The character tG of λG is given by
tG(f
∗ ∗ f) = (f∗ ∗ f)(e) for f ∈ Cc(G),
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for a convenient normalization of µ.
Proof. (1) By Corollary 14.D.2, λG is a factor representation. Again, by
Corollary 14.D.2, λG(G)
′′ is semi-finite if and only if µ is H-invariant.
(2) Assume that µ is H-invariant. Since µ is a Radon measure on N̂ , it fol-
lows from Theorem 14.C.2 that λG is a normal factor representation and that its
character tG is given by
tG(f) =
∫
N̂
F(fe)(χ)dµ(χ) for f ∈ L1(G)+.
We can choose normalizations of µ and of the Haar measure ν on N so that F is
a Hilbert space isomorphism between L2(N, ν) and L2(N̂ , µ). Then the inversion
formula holds (see Proposition 4 in [BTS1–2, II, § 4]):
ϕ(e) =
∫
N̂
F(ϕ)(χ)dµ(χ)
for every ϕ ∈ A(N), where A(N) is the linear span of
{ϕ1 ∗ ϕ2 | ϕ1, ϕ2 ∈ Cc(N)}.
One checks that (f∗ ∗ f)0 ∈ A(N) for f ∈ Cc(G) and the claim follows. 
Remark 14.D.5. Assume that G is discrete and that λG is factorial. As it
has to be the case, the trace tG from Corollary 14.D.4 coincides with the canonical
trace on L(G) as in Example 7.B.5.
In order to apply the results from the previous sections, we have to ensure that
H y (N̂ , µ) is essentially free and ergodic.
For h ∈ H , we set
Nh := {(h · n)n−1 | n ∈ N}.
Observe that, since N is abelian, Nh is a subgroup of N .
Proposition 14.D.6. Let µ be a Haar measure on N̂ .
(1) For h ∈ H, the set Fix(h) of fixed points of h in N̂ coincides with the
annihilator N⊥h of Nh in N̂ .
(2) The action H y (N̂ , µ) is essentially free if and only if µ(N⊥h ) = 0, for
every h ∈ H r {e}.
(3) Assume that N is discrete. The action H y (N̂ , µ) is essentially free if
and only if Nh is infinite, for every h ∈ H r {e}.
(4) Assume that N is discrete. The action H y (N̂ , µ) is ergodic if and only
if the H-orbit {h · n | h ∈ H} of every n ∈ N r {e} is infinite.
Proof. (1) For χ ∈ N̂ , we have
χ ∈ Fix(h) ⇐⇒ χh = χ
⇐⇒ χ(h · nn−1) = 1 for all n ∈ N
⇐⇒ χ ∈ N⊥h .
(2) follows immediately from Item (1).
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(3) Assume that N is discrete and let h ∈ H . By Pontrjagin duality, the dual
group of Nh can be identified with N̂/N
⊥
h . Therefore, in view of (2), we have to
prove that µ(N⊥h ) > 0 if and only if N
⊥
h has finite index in N̂ .
Assume that µ(N⊥h ) > 0. Then N
⊥
h is an open subgroup of N̂ . So, N̂/N
⊥
h is a
discrete group. Since N̂ and hence N̂/N⊥h is compact, it follows that N
⊥
h has finite
index in N̂ .
Conversely, if N⊥h has finite index in N̂ , then N
⊥
h is an open subgroup of N̂
and hence µ(N⊥h ) > 0.
(4) Since N is discrete, N̂ is compact; hence, the Haar measure µ on N̂ can be
normalized to be a probability measure. Moreover, µ is preserved under the action
of H .
Since, by Pontrjagin duality, the dual group of N̂ is N , the claim follows then
from a classical result in ergodic theory (see [BeMa–00, Proposition 1.5]). 
Example 14.D.7. Using Corollary 14.D.2 and Proposition 14.D.6, we give
some examples of groups G for which λG is a factor of various types.
(1) Let H be an arbitrary countable infinite group and let N =
⊕
h∈H Z/2Z.
Then H acts on N by shifting the coordinates:
h · (
⊕
h′∈H
xh′) =
⊕
h′∈H
xh−1h′ for h ∈ H,
⊕
h′∈H
xh′ ∈ N.
We identify the dual group N̂ with the direct product
∏
h∈H Z/2Z. The Haar
measure on N̂ is µ =
⊗
h∈H ν, where ν is the equidistribution of Z/2Z; the action
of H on N̂ is given by shifting the coordinates again.
We claim that H y (N̂ , µ) is essentially free. Indeed, let h ∈ H r {e}. In view
of Proposition 14.D.6, we have to prove that the subgroup Nh appearing there is
infinite.
We can choose an infinite subset L of H such that
h−1L ∩ L = ∅.
For every l ∈ L, let a(l) := ⊕h′∈H xh′ ∈ N be defined by xl = xh−1l = 1 and
xh′ = 0 if h
′ /∈ {h−1l, l}. Then clearly,
h · a(l) + a(l) 6= h · a(l′) + a(l′) for l 6= l′.
Therefore Nh is infinite.
We claim that H y (N̂ , µ) is ergodic. Indeed, let
⊕
h′∈H xh′ ∈ N , with xh′
not all 0. Then, obviously, the H-orbit of
⊕
h′∈H xh′ is infinite. The claim follows
now from Proposition 14.D.6.
Therefore λG is a factor representation of type II1. Equivalently, the crossed
product algebra L∞(
∏
h∈H Z/2Z, µ)⋊H is a factor of type II1.
(2) The group H = SL2(Z) acts naturally on N = Z
2. The dual group N̂ is
the torus T2, with Lebesgue measure µ as Haar measure.
The action H y (N̂ , µ) is essentially free. Indeed, for every h ∈ SL2(Z)r {I},
the corresponding subgroup Nh = {(h− I)(x) | x ∈ Z2} as in Proposition 14.D.6 is
clearly infinite.
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The action H y (N̂ , µ) is ergodic. Indeed the SL2(Z)-orbit of every vector
n ∈ Z2 r {0} is infinite.
Therefore λG is a factor representation of type II1. Equivalently, the crossed
product algebra L∞(T2, µ)⋊ SL2(Z) is a factor of type II1.
(3) Consider the group H = SL2(Q) acting on N = R
2 in the usual way. Let µ
denote the Haar measure on N̂ = R2, i.e., the Lebesgue measure on R2. As in the
previous examples, one checks that the action H y (N̂ , µ) is essentially free and
ergodic. Since µ is an infinite measure, λG is a factor representation of type II∞.
(4) Take Example (3) with H = GL2(Q) instead of SL2(Q). Similarly, one
shows that H y (N̂ , µ) is essentially free and ergodic. Since the Lebesgue measure
µ on R2 is not GL2(Q)-invariant, it follows that λG is a factor representation of
type III.
Remark 14.D.8. (1) Note that Examples 14.D.7, (1) and (2), are also an
illustration of Proposition 7.A.1.
(2) Example 14.D.7(4) is attributed to Godement (for example in [Suth–78,
page 247]).
(3) For examples of subtypes of type III (see Remark 13.B.3), consider moreover
the triangular group T2(Q) =
(
Q× Q
0 Q×
)
, its subgroup
ST2(Q) =
{(
a b
0 d
)
∈ T2(Q)
∣∣∣ ad = 1}
and, for every λ ∈]0, 1[, its subgroup SλT2(Q) generated by ST2(Q)∪
(√
λ 0
0
√
λ
)
;
each of these groups acts naturally on R2. Then, as shown in [Suth–78]:
• the regular representation of ST2(Q) ⋉ R2 is a factor representation of
type II∞;
• the regular representation of T2(Q)⋉R2 is a factor representation of type
III1;
• the regular representation of SλT2(Q) ⋉ R2 is a factor representation of
type IIIλ.
(4) In [Blac–77], there are other constructions of groups G for which λG(G)
′′
are factors of type IIIλ, that are moreover infinite tensor products of factors of
type I.
(5) For a countable group H and an action of H by homeomorphism on a
locally compact space X , there is a related notion of reduced crossed product C*-
algebra C0(X) ⋊red H . When H acts on N , and therefore on N̂ , as above, the
restriction of the isomorphism between L∞(N̂ , µ) ⋊ H and L(G) that appears in
Proposition 14.D.1 provides an isomorphism from the crossed product C0(X)⋊redH
to the reduced C*-algebra of G = H⋉N . When moreoverG is amenable, i.e., when
H is amenable, so that the reduced C*-algebra of G coincides with its maximal C*-
algebra, this provides examples of descriptions of maximal C*-algebras that can be
added to those of Section 8.B.
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14.E. Examples of normal factor representations
In Chapter 12, we determined the characters of finite type as well as associated
factor representations for our favorite groups (the two-step nilpotent groups, the
affine group, the Baumslag–Solitar groups BS(1, p), the lamplighter group, and the
general linear group over an infinite field). So far, we had no example of normal
factor representations of type I∞ and of type II∞ for any one of our examples.
Using Theorem 14.C.2, we will give an example of a normal factor represen-
tation of type I∞ for the Baumslag–Solitar group BS(1, p) and of a normal factor
representation type of II∞ for the lamplighter group Z ≀ (Z/2Z).
14.E.a. Normal representation of solvable Baumslag–Solitar groups.
Let p be a prime. Let Γ = A ⋉ N ≈ Z ⋉ Z[1/p] be the Baumslag–Solitar group
BS(1, p) as in Sections 3.D, 9.D, and 12.D. Recall that we can identify N̂ with the
p-adic solenoid
Solp = (Qp ×R)/∆ for ∆ = {(a,−a) | a ∈ Z[1/p]};
the action of A on N̂ is given by the transformation T : Solp → Solp induced by
the multiplication by p.
The crucial tool in our construction is the following lemma which shows a
peculiarity of the structure of T -orbits in Solp.
Lemma 14.E.1. There exists a point s ∈ Solp for which the T -orbit {T ns |
n ∈ Z} is an infinite and discrete subset of Solp.
.
Proof. Let s = [(1, 0)] ∈ Solp = (Qp ×R)/∆. We claim that we have
lim
n→+∞T
ns = [(0, 0)] and lim
n→+∞ T
−ns = [(0, 0)].
Indeed, we have for every n ∈ N,
T ns = [(T n1, 0)] = [(pn, 0)]
and
T−ns = [(T−n1, 0)] = [(p−n, 0)] = [(p−n, 0) + (−p−n, p−n)] = [(0, p−n)].
Since limn→+∞ pn = 0 in Qp and limn→+∞ p−n = 0 in R, the claim is proved. It
follows that the T -orbit of s is an infinite and discrete subset of Solp. 
Corollary 14.E.2. Let s be a point in Solp, as in Lemma 14.E.1. Let µ be
the measure
∑
n∈Z δTns on N̂ = Solp.
Then the associated representation π˜µ as in Section 14.A is a normal factor
representation of type I∞ of Γ = BS(1, p).
Proof. Indeed, since the T -orbit of s is a discrete subset of Solp, the atomic
T -invariant measure µ =
∑
n∈Z δTns is a Radon measure on N̂ = Solp. Moreover,
µ is infinite, since s is not a T -periodic point. Observe that the action of A on
(N̂ ,Solp) is free (since s is not periodic). Therefore by Theorem 14.C.2, π˜µ is a
normal factor representation of type I∞. 
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Remark 14.E.3. Let s ∈ Solp with an infinite T -orbit and let χs the as-
sociated unitary character of N . Recall from Proposition 3.D.5 that the induced
representation IndΓNχs corresponding to s is irreducible. Corollary 14.E.2 implies
that, if the T -orbit of s is a discrete subset of Solp, the representation Ind
Γ
Nχs is
normal. We suspect that the converse statement is true: every normal infinite-
dimensional irreducible representation of Γ is equivalent to a representation of the
form IndΓNχs, where the T -orbit of s is an infinite discrete subset of Solp.
The following corollary shows that the Thoma dual E(Γ) does not provide a
parametrization of Prim(Γ) in the case of Γ = BS(1, p), in contrast to the case of
nilpotent groups (Proposition 11.D.2 and Corollary 12.B.3), the affine group over
a field (Corollary 12.C.4), or the general linear group over an infinite algebraic
extension of a finite field (Corollary 12.F.2).
Corollary 14.E.4. Let Γ = BS(1, p) be the Baumslag–Solitar group. The map
κnormprim : E(Γ)→ Prim(Γ) is neither injective nor surjective.
Proof. Let us first show that κnormprim is not injective.
Let µ1, µ2 be two ergodic T -invariant non-atomic probability measures on Solp,
with µ1 6= µ2 and with support Solp (such measures exist, see Remark 12.D.6). For
i = 1, 2, denote by πi the factor representation of Γ associated to Φ(µi) ∈ E(Γ), as
in Theorem 12.D.1. The support Si of the projection-valued measure associated to
the restriction πi|N coincides with the support of µi. Therefore S1 = S2 = Sol2.
Therefore, by Theorem 9.D.1 (see First Step of the proof), π1 and π2 are weakly
equivalent, that is, κnormprim (µ1) = κ
norm
prim (µ2). However, we have Φ(µ1) 6= Φ(µ2) since
µ1 6= µ2.
Next, we show that κnormprim is not surjective.
Let s ∈ Solp be a point for which the T -orbit {Ts | n ∈ Z} is an infinite
and discrete subset of Solp (such a point exists by Lemma 14.E.1). The induced
representation π = IndΓNχs corresponding to s is irreducible (see Proposition 3.D.4).
We claim that C*ker(π) is not in the range of κnormprim .
Assume, by contradiction, that C*ker(π) lies in the image of κnormprim . Since
the T -orbit of s is infinite, π is infinite-dimensional and there exists therefore
µ ∈ EP(Solp) such that the factor representation πµ associated to Φ(µ) is weakly
equivalent to π.
On the one hand, the support S of the projection-valued measure associated
to the restriction π|N coincides with the closure of the T -orbit of s. On the other
hand, the support of the projection-valued measure associated to the restriction
πµ|N coincides with the support of the probability measure µ. Since πµ is weakly
equivalent to π, it follows that the support of µ coincides with S, that is, with the
closure of the T -orbit of s.
However, since the T -orbit of s is a discrete subset of Solp, there exists a
neighbourhood U of s such that U ∩ S = {s}. Since s belongs to the support S of
µ, we have µ(U) 6= 0. It follows that µ({s}) 6= 0. This contradicts the fact that µ
is non-atomic. 
14.E.b. Normal factor representations of type I∞ for the lamplighter
group. Recall from Sections 3.E, Section 9.E and Section 12.E that the lamplighter
group is the semi-direct product Γ = A ⋉ N of A = Z with N =
⊕
k∈Z Z/2Z,
where the action of Z on
⊕
k∈Z Z/2Z is given by shifting the coordinates. Recall
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also that N̂ can be identified with X =
∏
k∈Z{0, 1}, the dual action Z on N̂ being
given by the shift transformation T on X . Moreover, the normalized Haar measure
on N̂ = X is the measure µ = ⊗Zν, where ν is the uniform probability measure on
{0, 1}.
The following lemma is similar to Lemma 14.E.1 and will allow us construct
a countable infinite number of normal factor representations of type I∞ for the
lamplighter group Γ.
We denote by 0 the element in X with all coordinates equal to 0.
Lemma 14.E.5. Let (xn)n∈Z ∈ X be such that xn = 1 for finitely many n ∈ Z.
Then the T -orbit of (xn)n∈Z ∈ X is an infinite and discrete subset of X.
Proof. Let x := (xn)n∈Z ∈ X be such that xn = 1 for finitely many n ∈ Z.
It is clear that we have
lim
n→+∞T
nx = 0 and lim
n→+∞ T
−nx = 0.
Therefore the claim follows. 
As in the case of the Baumslag–Solitar group (Corollary 14.E.2), Lemma 14.E.5
has the following consequence.
Corollary 14.E.6. Let x be a point in X as in Lemma 14.E.5. Let µ be the
measure
∑
n∈Z δTnx on N̂ = X.
Then the associated representation π˜µ as in Section 14.A is a normal factor
representation of type I∞ of the lamplighter group.
The following corollary shows that the Thoma dual E(Γ) does not provide a
parametrization of Prim(Γ). Its proof is similar to the proof of the corresponding
result (Corollary 14.E.4) for the Baumslag–Solitar group BS(1, 2).
Corollary 14.E.7. Let Γ be the lamplighter group. The map κnormprim : E(Γ)→
Prim(Γ) is neither injective nor surjective.
Next, we aim to construct a normal factor representation of type II∞ for the
lamplighter group Γ. In view of Theorem 14.C.2, it suffices to exhibit an ergodic
T -invariant Radon measure µ on an open and T -invariant subset U of X which is
infinite and non-atomic.
14.E.c. Another construction of infinite invariant measures. Let X be
a locally compact space and T : X → X a homeomorphism. The infinite T -invariant
measures on X obtained via the method from Section 5.D seem to always produce
non-regular measures. We will use introduce another well-known construction (see
[Aaro–97, § 1.5]) of an infinite invariant measure, associated to a given probability
measure on a subset A of X , which is invariant for the return map to A.
Let (X,B) be a Borel space, T : X → X a Borel automorphism, and A a
measurable subset of X , fixed throughout this subsection.
Definition 14.E.8. The first return time to A is the map
rA : A→ N∗ ∪ {+∞}
defined by rA(x) =: min{n ≥ 1 | T nx ∈ A} if there exists n ≥ 1 such that T nx ∈ A
and rA(x) = +∞ otherwise.
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The induced transformation by T to A (also known as the first return
transformation or the Poincare´ map) is the map TA : A→ A defined by
TA(x) =
{
T rA(x)(x) if rA(x) < +∞
x if rA(x) = +∞.
We endow A with the induced σ-algebra
FA = {A ∩B | B ∈ F}.
Then the induced transformation TA is measurable; indeed, the sets
r−1A ({N}) = A
⋂
1≤n<N
(X r T−n(A)) ∩ T−N(A)
for N ∈ N∗ and
r−1A ({+∞}) = A
⋂
n∈N∗
(X r T−n(A))
are measurable. Therefore
T−1A (A ∩B) =
⋃
N∈N∗∪{+∞}
r−1A ({N}) ∩ T−N(A ∩B)
is measurable for every measurable subset B of X .
Set
AN := r
−1({N}) for N ∈ N∗ and A∞ := r−1({+∞}),
and observe that we have a partition
A = A∞ ⊔
⊔
N∗∈N
AN .
Theorem 14.E.9. Let A be a measurable subset of X and µA TA-invariant
probability measure on (A,F). Assume that µA(A∞) = 0. Let µ be the measure on
X defined by
µ(B) =
∞∑
n=1
N−1∑
k=0
µA(T
−k(B) ∩ AN ) =
∞∑
N=1
N−1∑
k=0
µA(T
−k(B ∩ T k(AN ))),
for every B ∈ F .
(1) The measure µ on X is σ-finite and T -invariant.
(2) The measure µ is infinite if and only if
∞∑
N=1
NµA(AN ) = +∞.
(3) If µA is TA-ergodic, then µ is T -ergodic.
Proof. (1) Observe that, by definition of the return map, the T k(AN ) ’s are
pairwise disjoint for N ∈ N∗ and k ∈ {0, . . . , N − 1}. Since µA is a measure on A,
it follows from the formula for µ that µ is σ-additive. Moreover, we have
µ(T k(AN )) = µA(AN ) < +∞.
Since
µ(X) =
∞∑
N=1
N−1∑
k=0
µ(T k(AN )),
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we see that µ is σ-finite.
Let us show that µ is T -invariant. Let B ∈ F . We have
µ(T−1(B)) =
∞∑
N=1
N−1∑
k=0
µA(T
−(k+1))(B) ∩ AN )
=
∞∑
N=1
N∑
k=1
µA(T
−k(B) ∩ AN )
=
∞∑
N=1
N−1∑
k=1
µA(T
−k(B) ∩ AN ) +
∞∑
N=1
µA(T
−N(B) ∩ AN ).
For every N ∈ N∗, we have by definition of the return map, TA = TN on AN and
hence
T−1A (B ∩A) = (B ∩ A∞) ⊔
⊔
N∗∈N
(TN(B) ∩ AN ),
since A = A∞ ⊔
⊔
N∗∈NAN . As µA(A∞) = 0, it follows that
∞∑
N=1
µA(T
−N (B) ∩AN ) = µA(T−1A (B ∩ A)).
Using the TA-invariance of µA, we have therefore
∞∑
N=1
µA(T
−N(B) ∩AN ) = µA(B ∩ A).
Since
µA(B ∩ A) =
∞∑
N=1
µA(B ∩AN ),
we obtain
µ(T−1(B)) =
∞∑
N=1
N−1∑
k=1
µA(T
−k(B) ∩ AN ) + µA(B ∩ A)
=
∞∑
N=1
N−1∑
k=0
µA(T
−k(B) ∩ AN )
= µ(B).
This proves the T -invariance of µ.
(2) The claim follows from the fact that
µ(X) =
∞∑
N=1
N−1∑
k=0
µA(AN ) =
∞∑
N=1
NµA(AN ).
(3) Let B be a T -invariant measurable subset of X such that µ(B) > 0. We
have to show that µ(X rB) = 0.
It follows from the definition of µ that there exists N ∈ N∗ and k ∈ {0, . . . , N−
1} such that µA(T−k(B) ∩ AN ) > 0. By T -invariance of B, we have therefore
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µA(B ∩A) > 0. Since TA = TN on AN , we have, again by T -invariance of B,
T−1A (B ∩ A) = (B ∩A∞) ∪
⋃
N∗∈N
(T−N(B) ∩ AN )
= (B ∩A∞) ∪
⋃
N∗∈N
(B ∩ AN )
= B ∩ A.
So, B ∩ A is TA-invariant. Since µA(B ∩ A) > 0, it follows from the TA-ergodicity
of µA that µA((X rB) ∩ A) = 0. Since X rB is T -invariant, we have therefore
µ(X rB) =
∞∑
N=1
N−1∑
k=0
µA((X rB) ∩ AN ) = 0.

14.E.d. Normal factor representations of type II∞ for the lamplighter
group. Let X =
∏
k∈Z{0, 1} and T the shift transformation onX , as in Subsection
14.E.b. In order to construct normal factor representation of type II∞ for the
lamplighter group, we have to find appropriate T -invariant infinite measures on X
(see Theorem 14.C.2). For this, we will use Theorem 14.E.9. As an intermediate
step, we will first consider shift spaces over an infinite alphabet.
Let S be a countable set (a “state” space or “alphabet”) and consider the
product space
ΣS := S
Z = {(sn)n∈Z | sn ∈ S} ,
endowed with the shift transformation σ : ΣS → ΣS , given by
σ((sn)n∈Z) = (sn+1)n∈Z for (sn)n∈Z ∈ ΣS .
Let F be the σ-algebra on ΣS generated by the cylinders
Cn1,...,nka1,...,ak = {(sn)n∈Z ∈ ΣS | sni = ai for i = 1, . . . , k} ,
for integers n1 < n2 < · · · < nk in Z and (not necessarily distinct) elements
a1, a2, . . . , ak in S.
Let p be a probability measure on S. The product measure
νp := p
⊗N
is the unique probability measure on (ΣS ,F) such that, for every cylinder Cn1,...,nks1,...,sk ,
we have
νp(C
n1,...,nk
a1,...,ak
) = pa1pa2 · · · pak ,
with pa = p({a}). One checks that the shift transformation
σ : ΣS → ΣS
is measurable with respect to F . Since
σ−1(Cn1,...,nka1,...,ak ) = C
n1+1,n1,...,nk+1
a1...,ak
,
we have
νp(σ
−1(Cn1,...,nka1,...,ak )) = pa1pa2 · · · pak = νp(Cn1,...,nka1,...,ak ),
and it follows that νp is σ-invariant.
For a proof of the following classical fact, see e.g. Theorem 1.12 in [Walt–82];
the proof given there for a finite set S carries over without change to a countable
infinite set S.
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Proposition 14.E.10. Let S be a countable set and p a probability measure
on S.
The product measure νp on ΣS is ergodic under the shift transformation σ. 
Coming back to our space X =
∏
k∈Z{0, 1}, we set
U := X r {0}.
Theorem 14.E.11. There exists an ergodic T -invariant Radon measure µ on
the open and T -invariant subset U of X which is infinite and non-atomic.
Proof. Consider the open and closed subset
A := {(xn)n∈Z | x0 = 1}
of U . For S := N, we define a map Φ : ΣS → A as follows: for n = (nk)k∈Z ∈ ΣS ,
we set Φ(n) = (xn)n∈Z ∈ A, where
xn =

1 if n = n0 + · · ·+ nk + k + 1 for some k ∈ N
1 if n = −(n−1 + · · ·+ n−k + k) for some k ∈ N∗
0 otherwise;
thus,
Φ(n) = (. . . , 1, [n−k], 1, . . . , 1, [n−1], 1∗, [n0], 1, [n1], 1, . . . , 1, [nk], 1, . . .),
where [n] = (0, . . . , 0)︸ ︷︷ ︸
n−times
for n ∈ N and ∗ denotes the 0-th position in the sequence.
• First step. We claim that Φ is measurable and that Φ ◦ σ = TA ◦ Φ.
Indeed, to show that Φ is measurable, it suffices to show that Φ−1(CNε ) is a
measurable subset of ΣS for every N ∈ Z, where
CNε = {(xn)n∈Z | xN = ε}
and ε ∈ {0, 1}. This is the case for Φ−1(CN1 ) for N ≥ 0, since
Φ−1(CN1 ) =
⋃
0≤k≤N
⋃
(n0,n1,...,nk)∈SN,k
C0,1,...,kn0,n1,...,nk ,
where SN,k is the finite subset of {0, . . . , N}k consisting of all k-tuples (n0, n1, . . . , nk)
such that n0 + n2 + · · ·nk + k + 1 = N . The case N < 0 is treated similarly. It
follows that we also have Φ−1(CN0 ) ∈ F , since CN0 = Ar CN1 .
Let n = (nk)k∈Z ∈ ΣS . Then
TA(Φ(n)) = (. . . , 1, [n−1], 1, [n0], 1∗, [n1], 1, [n2], 1 . . .
= Φ((nk+1)k∈Z) = Φ(σ(n).
This proves the claim.
Let p be a probability measure on N with pn := p(n) < 1 for every n ∈ N. We
will make below a more precise choice of p.
Let
µA := Φ∗(p)
be the image of p under Φ.
• Second step. We claim that µA is a TA-invariant non-atomic probability
measure on A which is ergodic.
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Indeed, p is non-atomic: since
∑
n∈N pn = 1 and pn < 1, there exists 0 ≤ q < 1
such that pn ≤ q for every n ∈ N and hence
p({(nk)k∈Z}) = lim
k→+∞
k∏
i=−k
pni ≤ lim
k→+∞
q2k+1 = 0.
Moreover, p is ergodic by Proposition 14.E.10). Since Φ ◦ σ = TA ◦ Φ by the first
step, the claim follows.
• Third step. We claim that µA(r−1A ({+∞})) = 0 and that µA(r−1A ({N}) = pN
for every N ∈ N∗.
Indeed, we have
r−1A ({+∞})) = {(xn)n∈Z ∈ A | xn = 0 for all n ≥ 1} ;
hence Φ−1(r−1A ({+∞}) = ∅ and so
µA(r
−1
A ({+∞})) = p(Φ−1(r−1A ({+∞})) = 0.
For N ∈ N∗, we have, by definition of Φ,
Φ−1(r−1A ({N})) = {(nk)k∈Z ∈ ΣS | n0 = N}
and hence
µA(r
−1
A ({N})) = p(Φ−1(r−1A ({N})) = pN .
Let µ be the measure on U associated to the TA-invariant probability measure
µA as defined in Theorem 14.E.9.
• Fourth step. We claim that µ is an ergodic T -invariant Borel measure on U
which is non-atomic and σ-finite.
Indeed, the fact that µ is T -invariant, ergodic, and σ-finite follows from The-
orem 14.E.9 and the second step (observe that µA(r
−1
A ({+∞})) = 0, by the third
step). Since µA is non-atomic, the formula defining µ shows that µ is non-atomic.
Choose the probability measure p on N so that∑
n∈N
npn = +∞.
• Fifth step. We claim that the associated measure µ on U is infinite.
Indeed, this follows from Theorem 14.E.9.ii and the fact that µA(r
−1
A ({N}) =
pN for every N ∈ N∗ (see the third step).
Assume now that the probability measure p on N is chosen so that, moreover,∑
n∈N
√
npn < +∞.
(To fulfill all requirements, we could take pn =
6
π2(n+ 1)2
for every n ∈ N.)
• Sixth step. We claim that µ is a Radon measure on U .
Indeed, since U is a second-countable locally compact space, it suffices to show
that µ is finite on every compact subset of U (see A.D.1).
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Let B be a compact subset of U = X r {0}. Then there exists an open
neighbourhood V of 0 in X such that B ∩ V = ∅. Choose N0 ∈ N so that the
cylinder
C := {(xn)n∈Z ∈ X | xn = 0 for all n such that −N0 ≤ n ≤ N0}
is contained in V .
Let N > N20 . We claim that
T−k(B) ∩ AN = ∅ for all
√
N ≤ k ≤ N −
√
N.
Indeed, let x = (xn)n∈Z ∈ B. Since B ∩ C = ∅, there exists i ∈ {−N0, . . . , N0}
such that xi = 1. Let k ∈ N be such that
√
N ≤ k ≤ N −√N . Then
i+ k ≤ N0 +N −
√
N < N and i+ k ≥ −N0 +
√
N > 0,
that is, 0 < i + k < N . For T−k(x) = (yn)n∈Z, we have yn = xn−k and hence
yi+k = 1. Since 0 < i + k < N , this implies that T
−k(x) does not belong to AN
and the claim is proved.
It follows that
µ(B) =
∞∑
N=1
N−1∑
k=0
µA(T
−k(B) ∩AN )
=
N20∑
N=1
N−1∑
k=0
µA(T
−k(B) ∩AN )
+
∑
N>N20
√N−1∑
k=0
µA(T
−k(B) ∩AN ) +
N−1∑
k=N−√N
µA(T
−k(B) ∩ AN )

=≤
N20∑
N=1
N−1∑
k=0
µA(AN ) +
∑
N>N20
√N−1∑
k=0
µA(AN ) +
N−1∑
k=N−√N
µA(AN )

=
N20∑
N=1
NµA(AN ) +
∑
N>N20
2
√
NµA(AN ).
Since, by assumption, the series
∑
n∈N
√
npn converges, we see that µ(B) < +∞.

The following corollary is a direct consequence of Theorem 14.E.11 and Theo-
rem 14.C.2.
Corollary 14.E.12. Let Γ = A⋊N be the lamplighter group, with A = Z and
N =
⊕
k∈Z Z/2Z. Identify the dual N̂ of N with X =
∏
k∈Z Z/2Z and the action
of the generator 1 of Z with the two-sided shift T of X.
Let µ be an ergodic T -invariant Radon measure on X which is infinite and
non-atomic, as in Theorem 14.E.11. Let π˜µ be the corresponding representation of
Γ, as in Construction 14.A.1.
Then π˜µ is a normal factor representations of Γ of type II∞.
CHAPTER 15
Separating families of finite type representations
Finite type representations of a topological group G have been introduced in
Section 11.B and several examples of such representations were given in Chapter 12,
mainly in the case where G is discrete.
In this chapter, we will deal with the problem whether G has “enough” finite
type representations; more precisely, we study the following two questions:
• when does the family of finite type representations of G separate the points
of G?
• when does the family of finite type representations of G separate the points
of the maximal C*-algebra C∗max(G) of G, when G is a discrete group?
We will see in Section 15.A that a faithful finite type representation of G gives
rise to a bi-invariant metric on G. Among the class of compactly generated locally
compact groups, the groups with a point separating family of finite type representa-
tions will be characterized in Section 15.B as being the SIN groups. The class of
SIN groups coincides also with the class of locally compact groups for which the von
Neumann algebra generated by the regular representation is finite (Section 15.C).
It follows that a connected locally compact group G has a point separating family of
finite type representations if and only if G is the product of a compact group with
Rn. Moreover, the class of compactly generated totally disconnected locally compact
groups with a point separating family of finite type representations agrees with the
class of projective limits of discrete groups.
Concerning the second question, which is a much deeper problem, only partial
results are available. We show in Section 15.E that the answer to this question is
negative for G = SLn(Q) for n ≥ 2. In contrast to this, the answer is positive for
amenable groups as well as for free groups. In fact, we will prove that free groups
satisfy even two stronger properties, which we call the C*-MAP property and the
C*-residually finiteness property; this last property means that the representations
with finite image separate the points of the maximal C*-algebra of a free group.
In Section 15.F, we show that every so-called random invariant subgroup of a
discrete group G gives rive to a trace of G. As a consequence, if G is character
rigid in the sense that E(G) consists only of 1G and δe, then every action of G by
measure preserving transformations of a probability space is essentially free.
15.A. Finite type representations and bi-invariant metrics
Let G be a topological group. Recall from Definition 11.B.1 that a representa-
tion π of G is of finite type if the von Neumann algebra π(G)′′ has a faithful finite
normal trace. Denote by RepFT(G) the family of finite type representations of G,
up to quasi-equivalence.
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We show that a finite type representation of G defines a bi-invariant metric on
an appropriate quotient of G. Recall that a bi-invariant pseudo-metric on a group
G is a pseudo-metric d with the property
d(gx, gy) = d(xg, yg) = d(x, y) for all x, y, g ∈ G.
Proposition 15.A.1. Let G be a topological group and π a representation of G.
Let τ be a normalized finite normal trace on π(G)′′, let ϕ = τ ◦ π be the normalized
trace on G associated to π, and define
d(π,τ) : G×G→ R, (x, y) 7→ τ ((π(x) − π(y))∗(π(x) − π(y)))1/2 .
(1) For every x, y ∈ G, we have
d(π,τ) = 2
(
1− Reϕ(x−1y))1/2 .
(2) d(π,τ) is a bi-invariant continuous pseudo-metric on G.
(3) Assume that τ is faithful. Then d(π,τ) factorizes to a bi-invariant metric
on G/ kerπ.
Proof. Claim (1) follows from a straightforward computation. Let (π′,H′, ξ′)
be a GNS triple associated to the normalized function of positive type ϕ = τ ◦ π,
so that
τ(π(g)) = ϕ(g) = 〈π′(g)ξ′ | ξ′〉 for all g ∈ G.
We have
d(π,τ)(x, y) = 2
(
1− Re ϕ(x−1y))1/2 = ‖π′(x)ξ′ − π′(y)ξ′‖
for all x, y ∈ G. The fact that d(π,τ) is a left invariant pseudo-metric follows
immediately from this equality. Since ϕ is conjugation invariant and continuous,
d(π,τ) is right invariant and continuous.
Assume now that τ is faithful. Then d(π,τ)(x, y) = 0 if and only if π(x) = π(y),
that is, x−1y ∈ kerπ. This shows that d(π,τ) factorizes to a metric on G/ kerπ. 
Recall that a family F of representations of G separates the points of G, or
is point separating, if, for every g ∈ G such that g 6= e, there exists π ∈ F with
π(g) 6= I.
The following corollary is an immediate consequence of Proposition 15.A.1.
Corollary 15.A.2. Let G be a topological group. Assume that RepFT(G) con-
tains a point separating sequence (πn)n≥1. For every n ≥ 1, let τn be a normalized
faithful finite normal trace on πn(G)
′′. Then
d :=
∑
n≥1
1
2n
d(πn,τn)
is a continuous bi-invariant metric on G.
Remark 15.A.3. Groups as in Corollary 15.A.2 are related to a class of topo-
logical groups introduced by Popa in [Popa–07] and defined as follows.
A Polish group G is said to be of finite type if G is isomorphic, as topological
group, to a closed subgroup of the unitary group U(M) of a finite von Neumann
algebra M acting on a separable Hilbert space, where U(M) is equipped with the
strong operator topology.
It is shown in [1, Theorem 2.7] that a Polish G is of finite type if and only if
RepFT(G) contains a point separating sequence and the topology of G is generated
by the metric d as in Corollary 15.A.2.
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15.B. Point separating finite type representations
We characterize below compactly generated locally compact groupsG for which
RepFT(G) is point separating.
Definition 15.B.1. A topological group G is a SIN group if G has a basis of
neighbourhoods of e which are invariant under conjugation, that is, of neighbour-
hoods V of e such that gV g−1 = V for all g ∈ G.
The class of SIN topological groups is closed under direct products, and includes
discrete groups, abelian LC groups, and compact groups.
Lemma 15.B.2. Let G be a locally compact SIN group.
Then G is unimodular.
Proof. Let µG be a left Haar measure on G and let V be a conjugation
invariant compact neighbourhood of e. For every g ∈ G, we have, on the one hand,
µG(g
−1V g) = µ(V ) > 0 and, on the other hand, µG(g−1V g) = ∆(g)µ(V ), where
∆G is the modular function of G (see Appendix A.F). So, ∆(g) = 1. 
The following result is The´ore`me 10 in [Gode–54].
Theorem 15.B.3. Let G be a locally compact SIN group.
Then RepFT(G) separates the points of G.
Proof. Let µG be a left Haar measure on G. By Lemma 15.B.2, µG is also a
right Haar measure.
Let g ∈ G such that g 6= e. We can find a compact neighbourhood V of e which
is invariant under conjugation and such that V = V −1 and g /∈ V 2. Set
fV :=
1V√
µG(V )
∈ L2(G,µG)
and let ϕV be the normalized continuous function of positive type on G defined by
ϕV (x) = 〈λG(x)fV | fV 〉 = µG(V )−1µG(xV ∩ V ) for every x ∈ G.
Then, for every x, y ∈ G, we have
ϕV (yxy
−1) = µG(V )−1µG(yxy−1V ∩ V ) = µG(V )−1µG(xV ∩ y−1V y)
= µG(V )
−1µG(xV ∩ V ) = ϕV (x),
since µG and V are invariant under conjugation by y. So, ϕV ∈ Tr1(G). Moreover,
since g /∈ V 2 = V −1V , we have gV ∩ V = ∅ and hence ϕV (g) = 0.
Let πV be the cyclic subrepresentation of λG defined on the closure of the
linear span of {λG(x)fV | x ∈ G}. Then πV (g) 6= 1 by Proposition 15.A.1 or
Lemma 12.A.1. 
We now show that the converse of Theorem 15.B.3 is true, under the additional
assumption that G is compactly generated. This result appears in [Dixm–C*,
Proposition 17.3.5] and also, in a related version, in [Gode–51b, The´ore`me 6].
Theorem 15.B.4. Let G be a compactly generated locally compact group. As-
sume that RepFT(G) separates the points of G.
Then G is a SIN group.
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Proof. • First step. Let C be a compact subset of G with e /∈ C. We claim
that there exists a neighbourhood U of e which is disjoint from C and invariant
under conjugation.
Indeed, let g ∈ C. Since g 6= e, there exists π ∈ RepFT(G) such that g /∈ kerπ.
Let τ be a normalized faithful finite normal trace on π(G)′′ and d = d(π,τ) the
associated pseudo-metric on G as in Proposition 15.A.1. Since d is continuous,
since d(g, e) > 0, and since d is bi-invariant, the set
Vg = {x ∈ G | d(x, e) ≥ d(g, e)/2}
is a closed neighbourhood of g such that e /∈ Vg and Vg is invariant under conjuga-
tion.
By compactness of C, there exists finitely many elements g1, . . . , gn of C such
that C ⊂ ∪ni=1Vgi . The set
U := Gr
n⋃
i=1
Vgi
is a neighbourhood of e with the required properties.
• Second step. We claim that G is a SIN group.
Indeed, let K be a compact generating set for G and let V be an open neigh-
bourhood of e. Upon replacing K by (K ∪ V ) ∪ (K ∪ V )−1, we can assume that
V ⊂ K and that K = K−1.
Set C := K3∩(GrV ). Then C is a compact subset of G with e /∈ C. Therefore,
by the first step, there exists a conjugation invariant neighbourhood U of e such
that U ∩C = ∅.
Let g ∈ K and x ∈ V ∩ U . Then gxg−1 ∈ K3; moreover, gxg−1 ∈ U and
therefore gxg−1 /∈ C. Hence, gxg−1 ∈ V ∩ U . This shows that V ∩ U is invariant
under conjugation by every element ofK. SinceK generatesG, it follows that V ∩U
is invariant under conjugation by every element of G. As V ∩U is a neighbourhood
of e contained in V , the claim is proved. 
When G is a MAP group (see Subsection 4.C.b), it is obvious that RepFT(G)
separates the points of G. The following corollary is therefore an immediate conse-
quence of Theorem 15.B.4.
Corollary 15.B.5. Let G be a compactly generated locally compact MAP
group. Then G is a SIN group.
The assumption about the compact generation of G in Corollary 15.B.5 and a
fortiori in Theorem 15.B.4 is necessary, as shown by the following example which
was communicated to us by P.-E. Caprace.
Example 15.B.6. For every n ∈ N, let An = Alt(5) be the alternating group
on 5 symbols and let Cn be any proper subgroup of An with Cn 6= {e}. The product
A :=
∏
n∈N
An,
equipped with the product topology, is a compact group containing C :=
∏
n∈NCn
as a closed subgroup. Let G be the restricted product of the An’s with respect to
the Cn’s; recall that G is the subgroup of A defined as follows:
• G = ⋃F (∏n∈F An ×∏n∈NrF Cn), where F runs over the finite subsets
of N;
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• G is equipped with the unique group topology for which C is an open
compact subgroup of G.
Since the canonical injection G → A is obviously continuous, G is a MAP group
(see Proposition 4.C.6). We are going to show that G is not a SIN group.
We claim first that every open normal subgroup of G has finite index in G.
Indeed, let N be an open normal subgroup of G. Then N ∩ C is an open normal
subgroup of the compact group C and hence N contains a subgroup of finite index
in C. It follows that N contains a subgroup H of the form
H =
∏
n∈F
{e} ×
∏
n∈NrF
Cn,
for some finite subset F of N. Since N is normal, N contains all G-conjugates of
H . As An is simple and Cn 6= {e}, it follows that N contains the subgroup∏
n∈F
{e} ×
∏
n∈NrF
An,
which has finite index in G.
Assume now, by contradiction, that G is a SIN group. Then C, which is a
neighbourhood of {e} in G, contains a G-invariant neighbourhood U of {e} such
that U 6= C. It follows that
N :=
⋂
g∈G
gCg−1
is a normal subgroup of G containing U . Hence, N is open in G. By what we have
seen above, this implies that N has finite index in G. This is a contradiction, since
N is contained in C and since C has infinite index in G.
15.C. Locally compact groups with a finite von Neumann algebra
In this section, we will show that the class of LC groups with a finite group
von Neumann algebra coincides with the class of SIN groups.
We will need the following elementary result.
Lemma 15.C.1. Let G be a LC group and τ : L(G) → C a normal positive
linear functional on the von Neumann algebra L(G) = λG(G)′′ generated by the
regular representation of G. Then the function τ ◦ λG : G→ C belongs to C0(G).
Proof. First, observe that every matrix coefficient of λG belongs to C
0(G);
indeed, a matrix coefficient g 7→ 〈λG(g)f1 | f2〉 belongs to Cc(G) when f1, f2 ∈
Cc(G). The claim follows by density of Cc(G) in L2(G).
Since τ is normal, τ is continuous with respect to the ultraweak topology on
L(L2(G)) and hence there exists a sequence (fi)i≥1 in L2(G) with
∑∞
i=1 ‖fi‖ < +∞
such that
τ(T ) =
∞∑
i=1
〈Tfi | fi〉 for every T ∈ λG(G)′′
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(see The´ore`me 1 in [Dixm–vN, Chap. I, § 4, no 2]). For N ≥ 1, the function ϕN ,
defined by ϕN (g) =
∑N
i=1〈λ(g)fi | fi〉, belongs to C0(G) and we have
|ϕN (g)− τ(λ(g)| ≤
∞∑
i=N+1
|〈λ(g)fi | fi〉|
≤
∞∑
i=N+1
‖fi‖2,
for every ∈ G. This implies that (ϕN )N≥1 converges to τ ◦ λG uniformly on G and
the claim follows. 
Remark 15.C.2. A more precise version of Lemma 15.C.1 is in fact true:
every normal positive linear functional on L(G) is a matrix coefficient of λG (see
[Eyma–64, The´ore`me p. 218]).
The following result is proved in [Dixm–C*, 13.10.5. Proposition] under the
additional assumption that G is unimodular.
Theorem 15.C.3. Let G be a locally compact group. The following properties
are equivalent.
(i) G is a SIN group;
(ii) L(G) is a finite von Neumann algebra.
Proof. Assume that G is a SIN group. Let (Vi)i∈I be a basis of compact
neighbourhoods of e which are invariant under conjugation. For every i ∈ I, set
fi :=
1Vi√
µG(Vi)
.
The function of positive type ϕi on G associated to (λG, fi) is conjugation invariant
(see the proof of Theorem 15.B.3).
Let τi be the linear extension of ϕi to L(G); thus, τi is the normal positive
linear functional on L(G) defined by
τi(T ) = 〈Tfi | fi〉 for every T ∈ L(G).
Since ϕi is invariant under conjugation, τi is a trace on L(G).
Let T ∈ L(G). Assume that τi(T ∗T ) = 0 for every i ∈ I. Since
τi(T
∗T ) = 〈Tfi | Tfi〉 = ‖Tfi‖2,
it follows that Tfi = 0 for every i ∈ I. Observe that, since (Vi)i∈I is a basis of
neighbourhoods of e, the family (fi)i∈I is an approximate identity for the L1(G)-
module L2(G), that is,
lim
i
‖fi ∗ f − f‖2 = 0 for every f ∈ L2(G).
Since T commutes with right convolutions by elements of Cc(G), we have therefore,
for every f ∈ Cc(G),
Tf = lim
i
T (fi ∗ f) = lim
i
T (fi) ∗ f = 0.
Hence T = 0. This shows that L(G) is a finite von Neumann algebra.
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Assume conversely that L(G) is a finite von Neumann algebra. Let T be the
set of finite normal traces τ on L(G) normalized by τ(I) = 1 and set
Φ := {τ ◦ λG | τ ∈ T }.
Observe that every ϕ ∈ Φ is a conjugation invariant function of positive type on G.
We claim that Φ separates the points of G. Indeed, let x, y ∈ G with x 6= y.
For
T := λG(x) − λG(y) ∈ L(G),
we have T 6= 0 and hence there exists τ ∈ T such that τ(T ∗T ) 6= 0. It follows from
Proposition 15.A.1 that τ ◦ λG(x) 6= τ ◦ λG(y).
Fix ϕ0 ∈ Φ and set
K0 := {g ∈ G | |ϕ0(g)− 1| ≤ 1}.
Then K0 is closed neighbourhood of e and is conjugation invariant. Moreover, K0
is compact, since ϕ0 ∈ C0(G), by Lemma 15.C.1.
Consider the product space
∏
ϕ∈ΦC equipped with the product topology. The
map
ψ : K0 →
∏
ϕ∈Φ
C, g 7→ ϕ(g)
is continuous. Moreover, ψ is injective, since Φ separates the points of G. It follows
from the compactness of K0 that the inverse map
ψ−1 : ψ(K0)→ K0
is continuous. This implies that the family of the sets UF,ε, defined by
UF,ε = {g ∈ K0 | |ϕ(g)− 1| ≤ ε for all ϕ ∈ F}
for a finite subset F of Φ and ε > 0, is a fundamental family of neighbourhoods of
e. Since every set UF,ε is conjugation invariant, G is a SIN group. 
15.D. Connected and totally disconnected LC groups
We apply Theorem 15.B.4 to two classes of groups, the connected LC groups
and the totally disconnected LC groups. For this, we will need to use some structure
theorems for SIN groups contained in either one of these classes. The first one is
due to Iwasawa ([Iwas–51, Theorem 3]). For the proof of a more general result,
see Theorem 16.4.6 in [Dixm–C*] (compare also Example 4.C.7).
Theorem 15.D.1 (Iwasawa’s theorem). Let G be a connected topological
group. The following properties are equivalent:
(i) G is a SIN group;
(ii) G is isomorphic, as topological group, to a direct product K × Rn for a
compact group K and some n ≥ 0.
Observe that a connected LC group is generated by any compact neighbour-
hood of its unit element. The following result from [KaSi–52] is an immediate
consequence of Theorem 15.B.3, Theorem 15.B.4, and Iwasawa’s theorem; the re-
sult was previously proved for semi-simple real Lie groups in [SevN–50].
Theorem 15.D.2. Let G be a connected LC group. The following properties
are equivalent:
(i) RepFT(G) separates the points of G;
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(ii) G is isomorphic, as topological group, to a direct product K × Rn for a
compact group K and some n ≥ 0.
Theorem 15.D.2 has the following consequence for the finite characters of a
connected LC group.
Corollary 15.D.3. Let G be a connected LC group.
Every factor representation of finite type of G is a multiple of a finite dimen-
sional irreducible representation; equivalently, E(G) consists of the characters as-
sociated to the finite dimensional irreducible representations of G.
Proof. Let π be a factor representation of finite type of G. Then π ◦ p is
a faithful factor representation of finite type of G/ kerπ, where p : G → G/ kerπ
is the canonical epimorphism. Since G/ kerπ is a connected LC group, it follows
from Theorem 15.D.2 that G/ kerπ is isomorphic to a direct product K ×Rn for
a compact group K and some n ≥ 0. Every factor representation of K ×Rn is a
multiple of a finite dimensional irreducible representation. 
We now turn to totally disconnected groups. Here, we will use von Dantzig’s
theorem; for a proof, see [HeRo–63, Theorem 7.7] or [CoHa–16, Theorem 2.E.6].
Theorem 15.D.4 (van Dantzig’s theorem). Let G be a totally disconnected
LC group.
The compact open subgroups of G form a basis of neighbourhoods of the group
unit e.
The following result was suggested to us by P.-E. Caprace.
Theorem 15.D.5. Let G be a compactly generated totally disconnected LC
group. The following properties are equivalent:
(i) RepFT(G) separates the points of G.
(ii) G is an SIN group.
(iii) The compact open normal subgroups of G form a basis of neighbourhoods
of the group unit e.
(iv) G is the projective limit of discrete groups.
Proof. The fact that (i) and (ii) are equivalent follows from Theorem 15.B.4
and Theorem 15.B.3.
Assume that G is a SIN group and let U be a conjugation invariant neighbour-
hood of e. By van Dantzig’s theorem, U contains a compact open subgroup H of
G. In turn, H contains a conjugation invariant neighbourhood V of e, since G is a
SIN group. Let
N :=
⋂
g∈G
gHg−1.
Then N is a compact normal subgroup of G and we have V ⊂ N ⊂ U . So, N is a
neighbourhood of e contained in U . This proves that (ii) implies (iii)
The fact that (iii) and (iv) are equivalent follows from the definition of a pro-
jective limit of LC groups (see [BTG1–4, Chap. III, § 7]). 
Remark 15.D.6. (1) Let G be a (not necessarily compactly generated) totally
disconnected LC group. Assume that G is a SIN group. Then E(G) admits a neat
description in terms of the characters of the discrete quotients of G. Indeed, as the
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proof of Theorem 15.D.5 shows, G is the projective limit of discrete groups. Hence,
using Lemma 8.D.2, we have
E(G) =
⋃
N∈N
E(G/N),
where N is the family of compact open normal subgroups of G.
(2) In Theorem 15.D.5, it is necessary to assume that G is compactly generated;
indeed, the group G from Example 15.B.6 is a totally disconnected group which is
a MAP group but not a SIN group.
The following corollary of Theorem 15.D.5. applies in particular to compactly
generated totally disconnected LC groups which are topologically simple and non
discrete.
Corollary 15.D.7. Let G be a compactly generated totally disconnected LC
group. Assume that the only open normal subgroup of G is G itself.
Then every representation of finite type of G is a multiple for the trivial repre-
sentation 1G; equivalently, E(G) = {1G}.
Proof. Let π be a representation of finite type of G. We have to show that
kerπ = G.
Assume, by contradiction, that kerπ is a proper normal subgroup of G. Then
G/ kerπ is a non-trivial compactly generated totally disconnected LC group. Let
p : G։ G/ kerπ be the canonical epimorphism. Since π ◦ p is a faithful represen-
tation of finite type of G/ kerπ, it follows from Theorem 15.D.5 that G/ kerπ has a
proper open normal subgroup N . Then p−1(N) is a proper open normal subgroup
of G and this is a contradiction. 
15.E. Faithful traces on group C*-algebras
Let Γ be a discrete group. Observe that, since Γ is a SIN group, RepFT(Γ)
separates the points of Γ (see Theorem 15.B.3). In fact, the regular representation
λΓ is a representation of finite type (see Proposition 7.A.3) and is obviously point
separating.
Every finite type representation of Γ extends to a finite type representation
of the maximal C*-algebra C∗max(Γ) of Γ and every finite type representation of
C∗max(Γ) is such an extension. We will deal in this section with the question whether
the family of finite type representations of Γ separates the points of C∗max(Γ). This
question may be rephrased as follows (see Corollary 15.E.4):
Question 15.E.1. Does C∗max(Γ) admit a faithful finite trace?
The question above is of interest. For instance, it was shown in [Kirc–93,
Proposition 8.1] that the existence of such a trace for Γ = SL2(Z) × SL2(Z) is
equivalent to a positive solution of the Connes embedding problem. This prob-
lem is an outstanding open question in operator algebras; its original formulation
[Conn–76, Page 105] asks whether every factor of type II1 acting on a separable
Hilbert space can be embedded in an ultrapower Rω of the hyperfinite factor R
of type II1. The conjecture that the answer is positive is equivalent to a variety
of other important problems in operator algebras, most notably by the work of
Kirchberg; see also [Ozaw–13].
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We first observe that the existence of a faithful trace on the maximal C*-algebra
of a group is inherited by each of its subgroups.
Proposition 15.E.2. Let Γ be a discrete group and ∆ a subgroup.
If C∗max(Γ) admits a faithful finite trace, then so does C
∗
max(∆).
Proof. Indeed, let H be a subgroup of Γ. As Γ is discrete, the canonical map
C[H ] →֒ C[Γ] extends to an injective homomorphism C∗max(H) →֒ C∗max(Γ), by
Theorem 8.C.12. The claim is now clear. 
Recall that Tr(Γ) is the space of traces on Γ, that is, the space of functions
on Γ which are central of positive type. Recall from Section 11.B that every trace
on Γ extends to a unique finite trace of the maximal C*-algebra C∗max(Γ) of Γ and
that, conversely, every finite trace of C∗max(Γ) defines by restriction a trace on Γ.
We first relate the faithfulness of a trace t on C∗max(Γ) to the faithfulness of the
associated GNS representation of C∗max(Γ). This is actually true for any positive
functional on C∗max(Γ).
Let ϕ ∈ P (Γ) be a function of positive type on Γ. We will need to use a model
for the GNS triple (πϕ,Hϕ, ξϕ) associated to ϕ which is different from the one from
Construction 1.B.5.
Denote by Φ the unique extension of ϕ as a positive functional on C∗max(Γ).
The set J = {x ∈ C∗max(Γ) | Φ(x, x) = 0} is a left ideal of C∗max(Γ) and a scalar
product is defined on C∗max(Γ)/J by
〈x+ J | y + J〉 = Φ(x, y) for all x, y ∈ C∗max(Γ).
Let Hϕ be the Hilbert space completion of C∗max(Γ)/J ; then a representation πϕ of
C∗max(Γ) on Hϕ is defined on the unital ∗-algebra C∗max(Γ)/J by
πϕ(a)(x+ J) = ax+ J for all x ∈ C∗max(Γ).
One checks that the triple (πϕ,Hϕ, ξϕ) consisting of the restriction of πϕ to Γ and
the cyclic vector ξϕ = 1 + J is equivalent to the GNS triple for ϕ from Construc-
tion 1.B.5.
Lemma 15.E.3. Let ϕ ∈ P (Γ) and πϕ the associated GNS representation.
Then
C*ker(πϕ) = {x ∈ C∗max(Γ) | Φ(x∗x) = 0},
where Φ denotes the unique extension of ϕ to a positive functional on C∗max(Γ).
Proof. Let x ∈ C∗max(Γ). Then, with the notation as above, x ∈ C*ker(πϕ) if
and only if πϕ(x)(y + J) = xy + J = J for every y ∈ C∗max(Γ), that is, if and only
if x ∈ J . Since J = {x ∈ C∗max(Γ) | Φ(x∗x) = 0}, this proves the claim. 
The following corollary is an immediate consequence of Lemma 15.E.3.
Corollary 15.E.4. Let ϕ ∈ Tr1(Γ) and Φ the unique extension of ϕ to a
positive functional on C∗max(Γ); let πϕ be the associated GNS representation. The
following properties are equivalent:
(i) Φ is faithful;
(ii) C*ker(πϕ) = {0}.
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15.E.a. The case of amenable groups. We next show that Question 15.E.1
has a positive answer when Γ is an amenable group. Recall first that, for every
discrete group Γ, the Dirac function δe is a trace on Γ.
Proposition 15.E.5. Let Γ be a discrete group. The following properties are
equivalent:
(i) the unique extension of δe to a finite trace Φ on C
∗
max(Γ) is faithful;
(ii) Γ is amenable
Proof. The GNS representation corresponding to δe is the regular representa-
tion λΓ of Γ. Therefore, by Corollary 15.E.4, Φ is faithful if and only if C*ker(λΓ) =
{0}. This happens if and only if Γ is amenable (see Theorem 1.C.3). 
15.E.b. C*-maximally almost periodic groups. The situation with re-
gard to Question 15.E.1 is less understood in the case of non-amenable groups. We
introduce a class of groups for which the answer is positive.
Definition 15.E.6. A discrete group Γ is said to a C*-maximally almost
periodic group, or a C*-MAP group, if the finite-dimensional representations of
Γ separate the points of C∗max(Γ), that is, for every x ∈ C∗max(Γ) with x 6= 0, there
exists a finite-dimensional representation π of Γ such that x /∈ C*ker(π).
We first give a reformulation of the property of being a C*-MAP group in terms
of Fell’s topology.
Proposition 15.E.7. Let Γ be a discrete group. Let Γ̂fd be as in Section 4.C
the set of equivalence classes of irreducible finite-dimensional representations of Γ.
The following properties are equivalent:
(i) Γ is a C*-MAP group;
(ii) Γ̂fd is dense in Γ̂ for the Fell topology;
(iii) for every x ∈ C∗max(Γ), we have
‖x‖ = sup
π∈Γ̂fd
‖π(x)‖.
Proof. Let π be a finite-dimensional representation of Γ; then we can decom-
pose π as a direct sum π =
⊕n
i=1 πi of irreducible representations, which are of
course finite-dimensional. We have
‖π(x)‖ = sup
i=1,...,n
‖πi(x)‖ for all x ∈ C∗max(Γ).
This shows that (i) and (iii) are equivalent.
Observe that (ii) holds if and only if⋂
π∈Γ̂fd
C*ker(π) =
⋂
π∈Γ̂
C*ker(π),
that is, if and only if, ⋂
π∈Γ̂fd
C*ker(π) = {0}.
his shows that (i) and (ii) are equivalent. 
Next, we observe that a C*-MAP group is a MAP-group (see Section 4.C) and
that its maximal C*-algebra has a faithful trace.
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Proposition 15.E.8. Let Γ be a C*-MAP group. Then
(1) Γ is a MAP-group;
(2) C∗max(Γ) has a faithful finite trace if Γ is countable.
Proof. (1) For γ ∈ Γ r {e}, we have δγ − δe ∈ C∗max(Γ) r {0}, hence, there
exists a finite-dimensional representation (π,H) of Γ such that δγ − δe /∈ C*ker(π),
that is, π(γ) 6= IdH.
(2) Since Γ is countable, C∗max(Γ) is separable, hence, there exists a sequence
of finite-dimensional representations πn : C
∗
max(Γ)→Mkn(C) such that⋂
n
C*ker(πn) = {0}.
For every n, let τn be the normalized standard trace onMkn(C). Choose a sequence
αn of positive real numbers with
∑
n αn = 1 and define t : C
∗
max(Γ)→ C by
t(x) =
∑
n
αntaun(πn(x)) for all x ∈ C∗max(Γ).
Observe that t(x) is well-defined since
|τn(πn(x))| ≤ ‖πn(x)‖ ≤ ‖x‖ for all x ∈ C∗max(Γ).
One checks that t is a (finite) trace on C∗max(Γ). Moreover, if t(x∗x) = 0 for
x ∈ C∗max(Γ), then τn(πn(x∗x)) = 0 and hence πn(x∗x) = 0 for all n. So, x = 0 and
therefore t is faithful. 
Remark 15.E.9. There are groups which are not C*-MAP but which have a
maximal C*-algebra admitting a faithful finite trace. Indeed, if Γ is an amenable
group which is not MAP, C∗max(Γ) has a faithful finite trace (Lemma 15.E.5) and
Γ is not C*-MAP. An example of such a group is SLn(K), where n ≥ 2 and K is
an infinite algebraic extension of a finite field.
The next result will provide us with the first example of a non-amenable group
Γ for which C∗max(Γ) admits a faithful finite trace. For the proof, we need the
following elementary fact on operator theory.
Lemma 15.E.10. Let H be a Hilbert space and T ∈ L(H) with ‖T ‖ ≤ 1.
The operator U on H⊕H defined by the matrix(
T (I − TT ∗)1/2
(I − T ∗T )1/2 −T ∗
)
is unitary.
Proof. One computes that UU∗ = U∗U =
(
I 0
0 I
)
. 
The next theorem is from [Choi–80].
Theorem 15.E.11 (Choi). Let Γ = F2 be the free group on 2 generators.
Then Γ is a C*-MAP group; in particular, C∗max(Γ) admits a faithful finite
trace.
Proof. Let π : C∗max(Γ)→ L(H) be a faithful representation of C∗max(Γ) on a
separable Hilbert space H (one may take, for instance, π =⊕n πn for a sequence of
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irreducible representations πn of Γ such that
⋂
nC*ker(πn) = {0}). Set A = π(a)
and B = π(b), where a and b are free generators of Γ.
Let (Pn)n≥1 be a sequence of orthogonal projections in L(H) such that dimPn(H) =
n for every n ≥ 1 and limn Pn = I in the strong operator topology. Set
Sn := PnAPn and Tn := PnBPn.
Then Sn, Tn may be viewed as operators onHn := Pn(H) and we have ‖Sn‖, ‖Tn‖ ≤
1. Define An, Bn ∈ L(Hn ⊕Hn) by
An =
(
Sn (I − SnS∗n)1/2
(I − S∗nSn)1/2 −S∗n
)
,
Bn =
(
Tn (I − TnT ∗n)1/2
(I − T ∗nTn)1/2 −T ∗n
) .
By Lemma 15.E.10, An and Bn are unitary operators on Hn ⊕ Hn. So, a finite-
dimensional representation πn : Γ→ L(Hn ⊕Hn) of Γ is defined by setting
πn(a) := An and πn(b) := Bn.
We claim that the sequence (πn)n≥1 separates the points of C∗max(Γ).
Indeed, observe that, viewing An and Bn as operators on H ⊕H by defining
them to be 0 on (Hn ⊕Hn)⊥, we have
lim
n→+∞An =
(
A 0
0 −A∗
)
and lim
n→+∞Bn =
(
B 0
0 −B∗
)
and likewise
lim
n→+∞A
∗
n =
(
A∗ 0
0 −A
)
and lim
n→+∞B
∗
n =
(
B∗0
0 −B
)
in the strong operator topology. Let x ∈ C[Γ]; then x can be written as x =
P (a, a−1, b, b−1) for a non-commutative polynomial P in 4 variables. Therefore, we
have
lim
n→+∞ πn(x) = limn→+∞P (An, A
∗
n, Bn, B
∗
n)
=
(
P (A,A∗, B,B∗) 0
0 P (−A∗,−A,−B∗,−B)
)
in the strong operator topology. It follows that∥∥∥∥(P (A,A∗, B,B∗) 00 P (−A∗,−A,−B∗,−B)
)∥∥∥∥ ≤ lim infn→+∞ ‖πn(x)‖.
Since ‖π(x)‖ = ‖P (A,A∗, B,B∗)‖, we have
‖π(x)‖ ≤
∥∥∥∥(P (A,A∗, B,B∗) 00 P (−A∗,−A,−B∗,−B)
)∥∥∥∥ .
We deduce that
‖π(x)‖ ≤ lim inf
n→+∞ ‖πn(x)‖
and hence ‖π(x)‖ = supn≥1 ‖πn(x)‖ for every x ∈ C[Γ].
Therefore, the representation
C∗max(Γ) → L
(⊕
n
(Hn ⊕Hn)
)
, x 7→
⊕
n≥1
πn(x)
is isometric on the dense subspace C[Γ] and hence isometric on C∗max(Γ). 
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15.E.c. C*-residually finite groups. We introduce a stronger version of the
C*-MAP property from the previous subsection and show that it is shared by free
groups.
Definition 15.E.12. We say that a discrete group Γ is C*-residually finite
if the representations of Γ with finite images separate the points of C∗max(Γ).
We want to show that free groups are C*-residually finite; this strengthening of
Theorem 15.E.11 is Theorem 2.2 in [LuSh–04], where C*-residually finite groups
are called groups with property FD.
We will give a variation of the proof from [LuSh–04] using the fact that every
bijective measure preserving transformation of the interval [0, 1) can be approxi-
mated by dyadic permutations ([Halm–60, p.65]); the crucial tool we will use is
Proposition 15.E.13, which is based on [AlEd–79, Theorem 2.1].
Let n ∈ N. A dyadic interval of rank n is an interval of the form [i/2n, (i +
1)/2n) for some i ∈ {0, . . . , n − 1}. A dyadic decomposition of rank n of [0, 1)
consists of all dyadic intervals of length 1/n. A dyadic permutation of rank n is
a bijection from [0, 1) to [0, 1) which maps every dyadic interval of rank n into a
dyadic interval of rank n by an ordinary translation.
Observe that every dyadic permutation preserves the Lebesgue measure on [0, 1)
and that the set Pn of dyadic permutations of rank n is a finite group isomorphic
to the symmetric group on 2n letters. More precisely, every P ∈ Pn is uniquely
determined by a permutation σ of {1, . . . , 2n} for which P (Ii) = Iσ(i), where Ii =
[i/2n, (i + 1)/2n).
Proposition 15.E.13. Let S be a finite set of measurable Borel automorphisms
of [0, 1) preserving the Lebesgue measure µ.
For given δ > 0 and ε > 0, there exist an integer n ≥ 1 and a set {P s | s ∈ S}
of dyadic permutations of rank n such that
µ ({x ∈ [0, 1) | |s(x) − P s(x)| ≥ δ}) < ε for every s ∈ S.
Proof. Let I1, . . . , I2m be a dyadic decomposition of [0, 1) such that µ(Ii) =
1
2m
< δ. For every s ∈ S and every i ∈ {1, . . . , 2m}, we can choose a compact
subset Csi of s
−1(Ii) such that
µ(Csi ) ≥ (1− ε)µ(s−1(Ii)) =
1− ε
2m
,
by regularity of µ. Let
c := inf
s∈S
inf
1≤i6=j≤m
d(Csi , C
s
j ),
where d(A,B) = inf{|x− y| | x ∈ A, y ∈ B} for subsets A,B of [0, 1). Since the Csi
’s are compact and since Csi ∩ Csj = ∅ for i 6= j, we have c > 0.
Choose another dyadic decomposition J1, . . . , J2n of [0, 1) such that µ(Ji) < c.
For every j ∈ {1, . . . , 2n} and s ∈ S, we have then Jj ∩ Csi 6= ∅ for at most one
i ∈ {1, . . . , 2m}. Upon choosing n sufficiently large, we may assume that, moreover,
for every i ∈ {1, . . . , 2m}, we have
µ
( ⋃
j∈τsi
Jj ∩ Csi
)
≤ µ(s−1(Ii)) = 1/2m,
where τsi is the set j ∈ {1, . . . , 2n} with Jj ∩ Csi 6= ∅.
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Fix s ∈ S. We are going to define a dyadic permutation P s of rank n with
P s(Jj) ⊂ Ii for every i ∈ {1, . . . , 2m} and every j ∈ σsi .
Let i ∈ {1, . . . , 2m}. Let τi ⊂ I be such that (Ji′)i′∈τi are the dyadic intervals
of length 1/2n contained in Ii. Since µ(
⋃
j∈τsi Jj) ≤ 1/2
m = µ(Ii), we can find an
injective map σs : τsi → τi. We then extend σs to a permutation of {1, . . . , 2n} and
let P s be the associated dyadic permutation.
Fix s ∈ S. Set
As :=
2m⋃
i=1
Csi =
2m⋃
i=1
⋃
j∈τsi
(Jj ∩ Csi ).
Since the Csi are pairwise disjoint, we have
µ(As) =
2m∑
i=1
µ(Csi ) ≥
2m∑
i=1
1− ε
2m
= 1− ε.
Let x ∈ As. Then x ∈ Csi for some i ∈ {1, . . . , 2m}. It follows that s(x) ∈ Ii. Since
we also have P s(x) ∈ Ii, we have
|s(x)− P s(x)| ≤ 1
2m
< δ.

Theorem 15.E.14 (Lubotzky–Shalom). Let r ≥ 1 be an integer.
The free group Fr on r generators is C*-residually finite.
Proof. Let π be a representation of Γ = Fr in a separable Hilbert space. We
have to show that π is weakly contained in a direct sum of representations of Γ
with finite images.
• First step. We may assume that π is the Koopman representation πX on
L2(X,µ) associated to a measure-preserving action of Γ on a standard Borel space
X , equipped with a probability measure µ.
Indeed, it is well-known (see [BeHV–08, A.7.15] and [Zimm–84, 5.2.13]) that
there exists a measure-preserving action of Γ on a standard probability space (X,µ)
such that π is equivalent to a subrepresentation of the Koopman representation of
Γ on L2(X,µ). The claim follows immediately.
• Second step. Let Γ y (X,µ) be a measure-preserving action of Γ on a
standard Borel space X equipped with a probability measure µ. We claim that the
Koopman representation πX is weakly contained in a direct sum of representations
of Γ with finite images.
Assume first that the set A ⊂ X of atoms of µ is not empty. Since µ is a
probability measure, the subset Aα of atoms of µ-measure α is finite for every
α > 0 and A is at most countable. It follows that there exists a sequence (αi)i≥1
of positive numbers such that A =
⋃
i≥1Aαi . Every subset Aαi is Γ-invariant. We
have therefore a decomposition
πX =
(⊕
i≥1
πAαi
)
⊕ πXrA.
Since Γ acts on Aαi as a permutation, for every i ≥ 1, the representation πAαi
factorizes through a finite quotient of Γ. It follows that πA =
⊕
i≥1 πAαi is weakly
contained in a direct sum of representations of Γ with finite images.
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It remains to show that πXrA is weakly contained in a direct sum of represen-
tations of Γ with finite images.
Since X rA is a standard Borel space and µ has no atoms in X rA, we may
assume that X = [0, 1) and µ is the Lebesgue measure (see [Kech–95, 14.41]).
Let S be a finite set such that Γ is the free group over S. Let f1, . . . , fk be
continuous functions on [0, 1] and let ε > 0.
Let δ > 0 be such that |fi(x)−fi(y)| < ε for all x, y ∈ [0, 1] such that |x−y| < δ
and all i ∈ {1, . . . , k}.
By Proposition 15.E.13, there exist a set {Ps | s ∈ S} of dyadic permutations
of the same rank such that
µ ({x ∈ [0, 1) | |s(x)− P s(x)| ≥ δ}) < ε for every s ∈ S.
The set (Ps)s∈S defines a measure preserving action of the free group Γ on ([0, 1), µ),
which factorizes through a finite quotient of Γ. Denote by ρ the Koopman repre-
sentation on L2([0, 1), µ) associated to this action.
Setting π := πXrA, we have, for every s ∈ S and every i ∈ {1, . . . , k},
‖π(s−1)fi − ρ(s−1)fi‖22 =
∫ 1
0
|fi(s(x)) − fi(P s(x))|2dµ(x)
=
∫
{x : |s(x)−P s(x)|≥δ}
|fi(s(x)) − fi(P s(x))|2dµ(x)
+
∫
{x : |s(x)−P s(x)|<δ}
|fi(s(x))− fi(P s(x))|2dµ(x)
≤ 4 max
1≤j≤k
‖fj‖2∞ε+ ε2.
It follows that there exists a sequence of representations (ρn)n≥1 of Γ, every one
factorizing through a finite quotient, such that
lim
n→+∞〈ρn(s)fi | fi〉 = 〈π(s)fi | fi〉 for all i ∈ {1, . . . , k}.
Since C([0, 1]) is dense in L2([0, 1]), this implies that π is weakly contained in
⊕n≥1ρn. 
Remark 15.E.15. It was shown in [LuSh–04] that some other lattices in rank
one Lie groups, as for instance surface groups, are C*-residually finite.
15.E.d. Group C*-algebras with no faithful finite trace. Using Theo-
rem 12.F.3, we now give examples of groups for which the maximal C*-algebra has
no faithful finite trace. Observe that Γ = GLn(K) or Γ = SLn(K) is amenable if
K is an algebraic extension of a finite field; so, in this case, C∗max(Γ) has a faithful
finite trace by Proposition 15.E.5.
Theorem 15.E.16. Let K be a field which is not an algebraic extension of a
finite field and Γ = GLn(K) or Γ = SLn(K) for n ≥ 2. Then C∗max(Γ) has no
faithful finite trace.
Proof. If the characteristic of K is 0, then K contains Q; if the characteristic
of K is p, then K contains the purely transcendental extension Fp(T ). In view
of Lemma 15.E.2, it suffices to prove the result for Γ = SL2(Q) and for Γ =
SL2(Fp(T )).
Let t be a finite normalized trace on C∗max(Γ); we claim that t is not faithful.
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Let ϕ ∈ Tr1(Γ) be the trace on Γ corresponding to t. By Corollary 15.E.4, it
suffices to show that the GNS representation πϕ corresponding to ϕ is not faithful
on C∗max(Γ).
It follows from Theorem 12.F.3 that there exists α ∈ [0, 1] and ψ ∈ Tr1(Γ) with
ψ = 0 on Γr Z such that
ϕ = α1Γ + (1− α)ψ,
where Z is the centre of Γ.
Since Z is amenable, the GNS representation πψ corresponding to ψ is weakly
contained in λΓ. As a consequence, πϕ is weakly contained in the direct sum 1Γ⊕λΓ.
Therefore to show that πϕ is not faithful on C
∗
max(Γ), it suffices to show that the
representation 1Γ ⊕ λΓ is not faithful on C∗max(Γ).
Observe that SL2(Q) contains the subgroup SL2(Z) which is a lattice in the LC
group SL2(R) and that SL2(Fp[T ]) can be embedded as a lattice in the LC group
SL2(Fp((T
−1))), where Fp((T−1)) is the local field of Laurent series over Fp.
Set Λ = SL2(Z) when Γ = SL2(Q) and Λ = SL2(Fp[T ]) when Γ = SL2(Fp(T )).
We see that in either case Γ contains a lattice Λ in the LC group G = SL2(k) for
a local field k.
Let π be a irreducible representation of G such that π 6= 1G and which is not
weakly contained in λG (that is, π is a representation from the complementary
series of G). We claim that π|Γ is not weakly contained in 1Λ ⊕ λΓ. Once proved,
this will imply that 1Γ ⊕ λΓ is not faithful on C∗max(Γ).
Assume by contradiction that π|Γ is weakly contained in 1Γ ⊕ λΓ. Then π|Λ is
weakly contained in 1Λ ⊕ λΛ, since λΛ is weakly equivalent to λΓ|Λ.
Let X denote the set of all σ ∈ Λ̂ which are weakly contained in π. By
assumption, every σ ∈ Xr{1Λ} is weakly contained in λΛ. Since Λ is not amenable,
1Λ is not weakly contained in λΛ and hence 1Λ does not belong to the closure of
X r {1Λ} in the Fell topology. It follows that either 1Λ is contained in π|Λ or
X ⊂ Λ̂r {1Λ}.
By Howe–Moore theorem (see [HoMo–79, Theorem 5.2]), π has vanishing
matrix coefficients; since Λ is a discrete infinite subgroup of G, this implies that
1Λ is not contained in π|Λ. So, X ⊂ Λ̂ r {1Λ} and this means that π|Λ is weakly
contained in λΛ.
It follows, by continuity of induction, that IndGΛπ|Λ is weakly contained in
IndGΛλΛ ≃ λG. However,
IndGΛπ|Λ ≃ π ⊗ IndGΛ1Λ
and, since Λ is a lattice in G, the trivial representation 1G is contained in Ind
G
Λ1Λ.
This implies that π is weakly contained in λG and this contradicts the fact that π
belongs to the complementary series of G. 
Remark 15.E.17. The groups from Theorem 15.E.16 are not residually finite
(they are not even MAP). In [Bekk–99], it is shown that the residually finite group
SLn(Z) for n ≥ 3 is not C*-MAP.
15.F. Traces and Invariant Random Subgroups
An invariant random subgroup (IRS for short) of a LC group G is a conjuga-
tion invariant probability measure on the space of closed subgroups of G. IRS’s
generalize both closed normal subgroups and lattices of G (see Example 15.F.2).
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The notion of an IRS was introduced in [AbGV–14] and appeared implicitly in
[StZi–94]; see [Gela–18] for a survey on IRS’s.
In this section, we establish a link between traces of a discrete group Γ and
invariant random subgroups of Γ.
Let G be a locally group. Let
Sub(G) = {H ⊂ G | H is a closed subgroup of G}
be equipped with the Chabauty topology; recall that a basis for this topology is
given by sets of the form
U(K;V1, . . . , Vn) = {H ∈ Sub(G) | H ∩ C = ∅ and H ∩ Vi 6= ∅ for i = 1, . . . , n},
where K is a compact subset and the Vi’s are open subsets of G. The space Sub(G)
is compact (see [Fell–62b, Lemma 1]) and conjugation gives rise to an action of G
by homeomorphisms on Sub(G).
Definition 15.F.1. An invariant random subgroup of G, abbreviated IRS,
is a G-invariant probability measure on the Borel subsets of Sub(G).
We denote by IRS(G) the set of IRS’s of G.
The set IRS(G) is a convex compact subset of the set of probability measures
on Sub(G), equipped with the weak∗-topology. The extremal points of IRS(G) are
the ergodic IRS’s, that is, the G-invariant ergodic probability measures on Sub(G).
Hence, the convex hull of the set of ergodic IRS’s is dense in IRS(G), by Krein–
Milman’s theorem.
Example 15.F.2. (1) Let N be a closed normal subgroup of G. The Dirac
measure δN is an IRS of G. IRS’s of this form are exactly the IRS’s of G which are
Dirac measures.
(2) Let Γ be a lattice in the LC group G and let µG/Γ be the unique G-invariant
regular probability measure on the Borel subsets ofG/Γ. Let Φ∗(µG/Γ) be the image
of µG/Γ under the measurable map
Φ : G/Γ→ Sub(G), gΓ 7→ gΓg−1.
Then Φ∗(µ) ∈ IRS(G).
(3) The construction of IRS ’s from (2) can be generalized as follows. Let G
be a second countable LC group and G y (X,B) a measurable action of G on a
countably separated Borel space (X,B). Then, for every x ∈ X , the stabilizer Gx
of x in G is a closed subgroup of G (see Corollary 2.1.21 in [Zimm–84]).
Let µ be a probability measure on B and assume that Gy (X,B) preserves µ.
The image Φ∗(µ) of µ under the measurable map
Φ : X → Sub(G), x 7→ Gx.
is an IRS of G.
(4) Let G be a second countable LC group. Every IRS of G arises as in (3) for
some measure preserving action of G on a countably separated probability space
(X,B, µ); see [AbGV–14, Proposition 14] in the discrete case and [ABB+–17,
Theorem 2.6] in general.
(5) Let G be a connected simple Lie group with trivial center and with real rank
greater than two. It is a remarkable result from [StZi–94] (see also Theorem 2.4 in
15.F. TRACES AND INVARIANT RANDOM SUBGROUPS 397
[ABB+–17]) that every IRS of G is a convex combination of δG, δ{e}, and IRS’s
associated to a lattice in G as in (2).
(6) IRS’s of the infinite symmetric group Symfin(N) as in Example 11.C.7 (1)
have been classified in [Vers–12].
The following result was first established in [Vers–11], with a different proof
(see Theorem 15.F.4).
Proposition 15.F.3. Let Γ be a discrete group and ν ∈ IRS(Γ) The function
ϕν : Γ→ C defined by
ϕν(γ) = ν ({H ∈ Sub(G) | γ ∈ H}) .
is a normalized trace of Γ, that is, ϕν ∈ Tr1(Γ).
Proof. The function ϕν is central, since for γ, δ ∈ Γ, we have, by Γ-invariance
of ν,
ϕν(δ
−1γδ) = ν
({H ∈ Sub(G) | δ−1γδ ∈ H})
= ν
({δHδ−1 ∈ Sub(G) | δ−1γδ ∈ H})
= ν ({H ∈ Sub(G) | γ ∈ H}) = ϕν(γ).
Moreover, ϕ is normalized: ϕν(e) = ν(Sub(G)) = 1.
It remains to check that ϕν is positive definite. By definition of ϕν , we have,
for every γ ∈ Γ,
ϕν(γ) =
∫
Sub(G)
1H(γ)dν(H)
Let c1, . . . , cn ∈ C and γ1, . . . , γn ∈ Γ. Since 1H is a function of positive type
(see Proposition 1.F.9) for every H ∈ Sub(G) and since ν is a positive measure on
Sub(G), we have
n∑
i,j=1
cicjϕν(γ
−1
j γi) =
n∑
i,j=1
cicj
∫
Sub(G)
1H(γ
−1
j γi)dν(H)
=
∫
Sub(G)
 n∑
i,j=1
cicj1H(γ
−1
j γi)
 dν(H) ≥ 0.

Let N be a normal subgroup of the discrete group Γ. The trace of Γ corre-
sponding to the IRS ν = δN is 1N .
Let Γ be a countable group and let Γ y (X,B, µ) be a measure preserving
action of Γ on a standard Borel space (X,B), equipped with a probability measure
µ on B. As shown in Example 15.F.2 (3), this action defines an IRS ν of Γ; the
associated trace ϕν as in Proposition 15.F.3, which we prefer to denote by ϕµ, is
given by
ϕµ(γ) = µ (X
γ) for all γ ∈ Γ,
where Xγ = {x ∈ X | γx = x} is the set of fixed points of γ in X .
We are going to describe a concrete model for the GNS triple associated to
the trace ϕµ. For this, we need to discuss a variant of the group measure space
construction of Murray and von Neumann from Section 13.A.
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LetR be the equivalence relation onX , with the Γ-orbits as equivalence classes.
We view R as a subset of X ×X :
(x, y) ∈ R if and only if y ∈ Γx.
For A ⊂ R and x ∈ X , we set Ax = A ∩ ({x} × X), and let |Ax| denote its
cardinality. We define a σ-finite measure m on the Borel subsets A of R by
m(A) =
∫
X
|Ax|dµ(x).
There are two commuting representations π and ρ of Γ on the Hilbert space
L2(R,m), given by
(π(γ)f)(x, y) = f(γ−1x, y) and (ρ(γ)f)(x, y) = f(x, γ−1y),
for γ ∈ Γ, f ∈ L2(R,m), and (x, y) ∈ R.
Let 1∆ be the characteristic function of the diagonal ∆ = {(x, x) | x ∈ X} of
R.
The following result is from [Vers–11].
Theorem 15.F.4. Let Γy (X,µ) be a measure preserving action of the count-
able group Γ on a standard Borel space X equipped with a probability measure µ.
Let
ϕµ : Γ→ C, γ 7→ µ ({x ∈ X | γx = x})
be the associated trace of Γ. Let R,m, π, ρ,∆ be as above.
Then 1∆ belongs to L
2(R,m) and (ρ,K,1∆) as well as (π,K,1∆) are GNS–
triples for ϕµ, where K is the closure of the linear span of ρ(Γ)1∆ as well as the
closure of the linear span of π(Γ)1∆.
Proof. We first show that 1∆ belongs to L
2(R,m) and that ‖1∆‖ = 1. In-
deed, ∫
R
|1∆(x, y)|2dm(x, y) =
∫
X
|∆x|dµ(x) = µ(X) = 1.
Moreover, for every γ ∈ Γ, we have
〈ρ(γ)1∆,1∆〉 =
∫
R
1∆(x, γ
−1y)1∆(x, y)dm(x, y)
=
∫
R
1{(x,x)∈X×X : γx=x}dm
= µ ({x ∈ X | γx = x}) = ϕµ(γ);
a similar computation shows that
〈π(γ)1∆,1∆〉 = ϕµ(γ)
Observe that
ρ(γ)1∆ = 1{(x,γx)|x∈X} and ρ(γ)1∆ = 1{(x,γ−1x)|x∈X},
so that
ρ(Γ)1∆ = π(Γ)1∆.
Therefore, (ρ,K,1∆) and (π,K,1∆) are both GNS–triples for ϕµ, where K is the
closure of the linear span of ρ(Γ)1∆. 
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Remark 15.F.5. One may ask which properties of the action Γy (X,µ) imply
that the associated function ϕ ∈ Tr1(Γ) is indecomposable, that is, ϕ ∈ E(Γ). For
a discussion of this question, see [Vers–11] and [DuGr–18].
Next, we introduce a notion which generalizes the notion of simplicity of a
discrete group.
Definition 15.F.6. A discrete group Γ is character rigid if E(Γ) = {δe,1Γ}.
Remark 15.F.7. Let Γ be a character rigid group. Then Γ is simple; indeed,
let N be a normal subgroup of Γ. Since 1N ∈ Tr1(Γ), it follows that 1N = tδe +
(1− t)1Γ for some t ∈ [0, 1]. This implies that N = {e} or N = Γ.
The following result from [DuMe–14] and [PeTh–16] shows that the ergodic
actions of character rigid groups are essentially free.
Theorem 15.F.8. Let Γ be a countable character rigid group.
Then every measure preserving ergodic action Γ y (X,µ) of Γ on a standard
Borel space X, equipped with a non-atomic probability measure µ, is essentially free,
that is, Γx = {e} for µ-almost every x ∈ X.
Proof. Since Γy (X,µ) is ergodic and µ non-atomic, the orbit Γx of µ-almost
every x ∈ X is infinite, by Proposition A.E.10.
Assume, by contradiction, that
µ {x ∈ X | Γx 6= {e}} > 0.
Since Γ is countable, there exists γ ∈ Γr {e} such that
µ ({x ∈ X | γx 6= x}) > 0.
This means that, for the associated trace ϕµ ∈ Tr(Γ) as in Theorem 15.F.4, we
have ϕµ 6= δe. Since E(Γ) = {δe,1Γ}, it follows that
ϕµ = t1Γ + (1− t)δe
for some t > 0.
By Proposition 15.F.4, (ρ,K,1∆) is a GNS triple for ϕ for some closed sub-
space K of L2(R,m). Therefore, there exists a non-zero ρ(Γ)-invariant function in
L2(R,m). It follows that there exists a ρ(Γ)-invariant Borel subset A of R such
that 0 < m(A) <∞.
Recalling that Ax = {y ∈ X | (x, y) ∈ R}, set
Y := {x ∈ X | Ax 6= ∅} .
Since m(A) > 0, we have µ(Y ) > 0. Observe that the ρ(Γ)-invariance of A means
that Ax = Γx for every x ∈ Y . Therefore |Ax| = ∞ for almost every x ∈ Y , as
almost every Γ-orbit is infinite. It follows that
m(A) =
∫
X
|Ax|dm(x) = ∞ · µ(Y ) = ∞,
and this is a contradiction. 
Remark 15.F.9. As proved in [DuMe–14] and [PeTh–16], the conclusion of
Theorem 15.F.8 holds more generally if Γ is a countable icc group and if E(Γ) con-
sists only of δe and of countably many characters all associated to finite dimensional
irreducible representations.
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We draw the following consequence of Theorem 15.F.8.
Corollary 15.F.10. Let Γ be a countable character rigid group.
Then the ergodic IRS’s of Γ are δΓ and δ{e}.
Proof. We may clearly assume that Γ is not the group with one element.
Since Γ is countable, the compact space Sub(Γ) is metrizable and is therefore
a standard Borel space. Let µ be an ergodic Γ-invariant probability measure on
Sub(Γ).
We claim that µ is atomic. Indeed, otherwise, Γ y (Sub(Γ), µ) would be
essentially free (Theorem 15.F.8) and this is possible only if Γ is the group with
one element.
Since µ is atomic, µ is a Dirac measure and hence µ = δN for some normal
subgroup N of Γ. It follows from the simplicity of Γ (see Remark 15.F.7) that
µ = δG or µ = δ{e}. 
Example 15.F.11. (1) Let Γ = PSLn(K), where K is an infinite countable
field and n ≥ 2. Then Γ is a countable character rigid group (see Theorem 12.F.3).
By Corollary 15.F.10, the ergodic IRS’s of Γ are δG and δ{e}.
(2) Example (1) has been extended in [Bekk] to more general algebraic groups
as follows. Let G an algebraic group defined and simple over an infinite countable
field K, and let Γ = G(K)+ be the subgroup of G(K) generated by the unipotent
radicals of parabolic subgroups of G defined over K; then Γ is character rigid.
(3) Let Γ be the commutator subgroup of a group from the Higman-Thompson
families Fn,r or Gn,r. Then Γ is character rigid ; see [DuMe–14].
Appendix
Reading part of this book requires various notions that the potential reader
either may not know or may have forgotten. The purpose of the present Appendix
is to recall a few definitions and state some “well-known facts” which will hopefully
make it easier to follow other parts of the book.
A.A. Topology
Properties of topological spaces. A topological space X is T0 if, for any
two points x, y ∈ X , x 6= y, there exists an open subset U in X such that x ∈ U
and y /∈ U , or x /∈ U and y ∈ U . Equivalently: if {x} 6= {y} for any points x, y ∈ X
such that x 6= y.
The space X is T1 if, for any two points x, y ∈ X , x 6= y, there exist open
subsets U, V in X such that x ∈ U , y /∈ U , x /∈ V , y ∈ V . Equivalently: if {x} is
closed in X for every x ∈ X .
A T2 space, also known as a Hausdorff space, is a space X satisfying Haus-
dorff’s separation axiom: for any two points x, y ∈ X , x 6= y, there exist disjoint
open subsets U, V in X such that x ∈ U and y ∈ V .
It follows from the definitions that a T1 space is T0, and a T2 space is T1.
Bourbaki calls a T0 topological space a Kolmogorov space and a T1 topolog-
ical space an accessible space. See Exercice 2 of Chapter I, § 1 and Exercice 1 of
Chapter I, § 8 in [BTG1–4]. We recall the following proposition, which appears in
Exercice 27 of Chapter I, § 8 of [BTG1–4], and in [Will–07, Section 6.2]. It shows
that every topological space admits a T0 topological quotient space satisfying an
appropriate universal property.
Proposition A.A.1. Let X be topological space. There exists a pair (Y, p)
consisting of a T0 topological space Y and a surjective continuous map p : X ։ Y
with the following property:
for every pair (Z, f) consisting of a T0 topological space Z and a continuous
map f : X → Z, there exists a continuous map g : Y → Z such that f = g ◦ p.
Proof. We consider the equivalence relation ∼ on X defined by
x ∼ x′ if {x} = {x′}.
Let Y be the quotient space X/ ∼ equipped with the quotient topology and
p : X ։ X/ ∼
the canonical projection.
We claim that X/ ∼ is a T0 space. Indeed, let x, x′ ∈ X be such that p(x) 6=
p(x′). We assume that {x} 6⊂ {x′} (the other case, {x′} 6⊂ {x}, can be dealt with
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similarly). It is enough to check that there exists an open subset of X/ ∼ which
contains p(x) and not p(x′).
Set U := Xr{x′}. Observe that every v ∈ X such that {v} 6⊂ {x′} is necessarily
a point in U .
We claim that U is saturated for the equivalence relation. Indeed, for u ∈ U
and u′ ∈ X such that u ∼ u′, we have {u′} = {u} 6⊂ {x′}, so that u′ ∈ U . It follows
that p(U) is an open subset of X/ ∼ such that p(x) ∈ p(U) and p(x′) /∈ p(U). This
shows that X/ ∼ is a T0 space.
Next, let Z be T0 topological space Z and f : X → Z a continuous map. Let
x, x′ ∈ X such that x ∼ x′. Then
f(x′) ∈ f({x′}) = f({x}) ⊂ {f(x)},
by continuity of f , and hence {f(x′)} ⊂ {f(x)}. Similarly, we have {f(x)} ⊂
{f(x′)}. Therefore, {f(x)} = {f(x′)}. Since Z is a T0 topological space, it follows
that f(x) = f(x′). Therefore the map g : X/ ∼ → Z, p(x) 7→ f(x) is well-defined,
and g ◦ p = f .
Moreover, g is continuous. Indeed, for every open subset U of Z, the set
p−1(g−1(U)) = f−1(U) is open in X and hence g−1(U) is open in Y . 
For a given topological space X , it follows from the universal property that the
pair (Y, p) as in Proposition A.A.1 is unique in the following sense: if (Y ′, p′) is a pair
with the same properties as (Y, p), then there exists a homeomorphism f : Y → Y ′
such that f ◦p = p′. We will call (Y, p) or Y the universal Kolmogorov quotient
of X .
Such spaces appear in Section 1.E, where Prim(G) is identified as the universal
Kolmogorov quotient of Ĝ, and in Section 9.D, as quasi-orbit spaces.
Given a continuous action of a group G on a topological X (see Definition
A.E.7), the quasi-orbit space of this action is the quotient space X/ ∼ for the
equivalence relation ∼ defined on X by
x ∼ x′ if Gx = Gx′.
An equivalence class for ∼ is called a quasi-orbit for G. The space X/ ∼ equipped
with the quotient topology is a T0 topological space. In fact, let X/G be the space
of G-orbits in X equipped with the quotient topology. Then
X/ ∼ is the universal Kolmogorov quotient of X/G, as defined above.
A topological space is quasi-compact if every open covering contains a finite
covering, and is compact if it is both quasi-compact and Hausdorff. It is locally
compact if any of its points has a compact neighbourhood and if it is Hausdorff.
A topological space is a Baire space if countable intersections of open dense
subspaces are dense. Locally compact spaces and completely metrizable spaces are
Baire spaces (Baire Category Theorem [BTG5–10, Chap. 9, § 5]). The quotient of
a Baire space by an open equivalence relation is a Baire space [BTG5–10, Chap. 9,
§ 5, Exercise 25].
A topological space is Polish if it is second-countable and homeomorphic to
a complete metric space. A Polish group is a topological group of which the
topology is Polish. For the following proposition, we refer to [BTG5–10, Chap. 9,
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§ 6, no 1]; it is used in the proof of our Proposition 8.A.12. Recall that a Gδ set is
the intersection of a countable family of open subspaces.
Proposition A.A.2. Let X be a Polish space.
(1) Every closed subspace of X is Polish,
(2) every open subspace of X is Polish,
(3) a subspace of X is Polish if and only if it is a Gδ set.
Most topological spaces and groups of interest in this book are locally compact.
At several places, they have to satisfy the following restrictive conditions.
A topological space is σ-compact if it is a countable union of compact sub-
spaces. In a locally compact space X which is σ-compact, there exists a nested
sequence of compact subspaces K0 ⊂ K1 ⊂ . . . ⊂ Kn ⊂ Kn+1 ⊂ . . . such that
X =
⋃
n≥0Kn, and Kn is contained in the interior of Kn+1 for all n ≥ 0 [BTG1–4,
Page I.68].
A topological space is second-countable if its topology has a countable basis
of open sets, and separable if it contains a countable dense subset. It is straightfor-
ward that a second-countable space is separable. The converse holds for metrizable
spaces (see Theorem A.A.3), but it does not hold in general.
For example, let F be a finite group with at least two elements and G the
direct product of copies of F indexed by [0, 1]; then G is a compact group which is
separable [Enge–89, Corollary 2.3.16] and which is not second-countable.
We record the following equivalences, which contain a particular case of Urysohn’s
metrization theorem (see for example [BTG5–10, Page IX.21]).
Theorem A.A.3 (Second-countable locally compact spaces). For a lo-
cally compact space X, the following conditions are equivalent:
(1) X is second-countable;
(2) X is metrizable and σ-compact;
(3) X is metrizable and contains a countable dense subset;
(4) X is Polish.
Spaces which satisfy the conclusion of Proposition A.A.4 appear in Theorem
A.D.1 below. Observe first that, in a σ-compact locally compact space, an open
subset need not be σ-compact; indeed, any non-σ-compact locally compact space
can be seen as an open subset of its one-point compactification. However:
Proposition A.A.4. Let X be a second-countable locally compact space.
Then every open subset U of X is σ-compact.
Proof. By Theorem A.A.3, there exists a metric d on X which induces the
topology of X . For any positive integer n, set
Fn = {x ∈ X | d(x,X r U) ≥ 1/n}.
Then Fn is closed in X , hence Fn is σ-compact, and U is equal to the countable
union
⋃
n Fn, Therefore U is σ-compact. 
Because of Theorem A.A.3, this can also be stated as follows: in a second-
countable locally compact space, any open subset is σ-compact.
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Spaces of complex-valued continuous functions. For X a topological
space, we denote in this book by
C(X) the space of continuous complex-valued functions on X ,
Cb(X) the subspace of bounded functions in C(X),
Cc(X) the subspace of compactly supported functions in C(X),
Cc,K(X) the subspace of C(X) of functions with support
contained in a compact subspace K of X .
When X is locally compact,
C0(X) denotes the subspace of C(X) of functions vanishing at infinity.
All these spaces are commutative complex ∗-algebras for the pointwise product and
the involution defined by f∗(x) = f(x) for all x ∈ X . In special situations, they
have other relevant structures; for example, when G is a locally compact group, with
a given left-invariant Haar measure, Cc(G) is also an algebra for the convolution
product.
When X is locally compact, C0(X) is a commutative C*-algebra. Conversely,
the Gel’fand representation states that every commutative C*-algebra A is isomor-
phic to C0(X), whereX is the space of characters ofA equipped the weak∗-topology,
which is a locally compact space [Dixm–C*, 1.4.1]. (A character of A is a non-zero
morphism from A to C.)
A.B. Borel spaces
Let X be a set. A σ-algebra of subsets of X is a collection B of subsets of X
such that X ∈ B, X r B ∈ B for all B ∈ B, and ⋃n≥1Bn ∈ B for all sequences
(Bn)n≥1 of subsets Bn in B. A measurable space is a set X endowed with a σ-
algebra B of subsets; a measurable space is also called a Borel space. Let (X,B)
and (Y, C) be two measurable spaces; a map f : X → Y is a measurable map if
f−1(C) ∈ B for all C ∈ C; a measurable map is also called a Borel map.
Let (X,B) be a Borel space. A subset S of B is separating if, for every pair
(x, x′) of distinct points in X , there exists S ∈ S such that x ∈ S and x′ /∈ S.
The space (X,B) is countably separated if there exists in B a countable subset
which is separating, and countably generated if there exists in B a countable
subset which generates B and which is separating. (We follow [Mack–57] and
much of the literature – note however that some authors define “countably gener-
ating” without requiring “separating”, see for example [Kech–95].) Note that a
countably generated Borel space is countably separated, by definition; moreover,
countable separation and countable generation are inherited by subspaces, as it is
straightforward to check.
Proposition A.B.1. Let (X,B) be a Borel space.
(1) (X,B) is countably separated if and only if there exists an injective Borel
map X → [0, 1];
(2) (X,B) is countably generated if and only if is is isomorphic to a subset of
[0, 1].
Remarks, and references for the proof. First, the reader should mark
the difference between “subset” here in (2) and “Borel subset” in (b) below. Then
note that, because of Theorem A.B.2, the proposition could be stated with any
standard Borel space instead of [0, 1].
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For the proof of (1), recall that {0, 1}N is Borel isomorphic to the Cantor set,
a subspace of [0, 1]; details of the argument for example in [Zimm–84, Appendice
A]. For the proof of (2), see [Mack–57, Theorem 2.1]. 
Let X be a topological space. The Borel σ-algebra BX , also denoted by
B(X), is the σ-algebra generated by the open subsets of X . For a Borel space
(X,B), the following conditions are equivalent:
(a) (X,B) is Borel isomorphic to (Y,BY ) for some Polish space Y ;
(b) (X,B) is Borel isomorphic to (C,BC) for some Borel subset C of a Polish
space Y .
The pair (X,B) is a standard Borel space if these conditions are satisfied. A
standard Borel space is countably generated, but the converse does not hold. For
standard Borel spaces, see [Mack–57, Section 3].
It is obvious from the equivalence above that every Borel subset of a standard
Borel space is a standard Borel space.
Standard Borel spaces can be classified as follows; see [Kura–66, Page 41] or
[Kech–95, Theorem 15.6].
Theorem A.B.2 (Kuratowski). A standard Borel space is Borel isomorphic
to one of the following spaces, depending on its cardinal:
(1) the interval [0, 1],
(2) the countable infinite set N,
(3) a finite space.
A.C. Measures on Borel spaces and σ-finiteness
Ameasure, more precisely a positive measure, on a measurable space (X,B)
is a map B → R+ such that µ(
⋃
n≥1Bn) =
∑
n≥1 µ(Bn) for all sequences (Bn)n≥1
of pairwise disjoint subsets Bn in B. A measure space is a triple (X,B, µ) where
(X,B) is a measurable space and µ a measure on (X,B). Instead of “a measure on
(X,B)”, we also write “a measure on X”, or “a measure on B”, when this is clear
enough from the context.
A finite measure is a measure µ on (X,B) such that µ(X) < ∞, and a
probability measure is one such that µ(X) = 1.
A measure space (X,B, µ) is σ-finite if there is a countable sequence (Bn)n≥1 of
subsets in B such that X = ⋃n≥1Bn and µ(Bn) <∞ for all n ≥ 1. This condition
on a measure space is necessary for several important results, for example for the
Fubini theorem and the Radon–Nikodym theorem.
An atom in a measure space (X,B, µ) is a point x ∈ X such that µ({x}) > 0.
The measure µ is non-atomic if there does not exist any atom in X .
Given a measure µ on X , two measurable functions f, g defined on X are equal
µ-almost everywhere if µ ({x ∈ X | f(x) 6= g(x)}) = 0.
Measurable functions with values either inR+ or in a Banach space can be inte-
grated, as discussed in standard expositions, for example in [Rudi–66, Chapter 1]
and [Lang–93, Chapter VI]. Integration of functions with values in Banach spaces
are important in this book, for example for the definition of the representation of
the group algebra L1(G) associated to a representation of a locally compact group
G, see Section 8.B.
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More precisely, let (X,B, µ) be a measure space and let E be a Banach space,
real or complex; the two cases E = R and E = C are particularly important. First,
any measurable function f : X → R+ has an integral, denoted by
∫
X
fdµ, or∫
X f(x)dµ(x), or µ(f), which is a number in R+. Then, any measurable function
g : X → E such that ∫
X
‖g(x)‖dµ(x) < ∞ can be integrated, and the integral∫
X
gdµ is a vector in E. The integrals of two measurable functions which are equal
µ-almost everywhere are equal. It is abusive, but often convenient, to identify a
measurable function to its equivalence class modulo µ-almost everywhere equality.
Let (X,B, µ) be a measure space and p a real number, p ≥ 1. For a measurable
function f : X → C, set ‖f‖p :=
( ∫
X |f |pdµ
)1/p
. Denote by Lp(X,µ), or simply by
Lp(X), the space of measurable functions f : X → C (modulo µ-almost everywhere
equality) such that ‖f‖p <∞; then Lp(X) is naturally a Banach space. For p = 2,
the space L2(X) is naturally a Hilbert space. For p = 1, note that f 7→ ∫
X
fdµ
defines a continuous linear form on L1(X).
To define a Banach space L∞(X), one may proceed as follows. Let (Di)i be a
countable base of the topology of C, consisting of open discs. Let f : X → C be
a measurable function. Let Sf be the union of the discs Di for which f
−1(Di) has
zero measure. The essential range of f is the complement Rf of Sf in C; it is
a closed subset of C. The essential supremum ‖f‖∞ of f is the supremum of
the moduli |z| of the points z ∈ Rf . The function f is essentially bounded if
‖f‖∞ < ∞. Denote by L∞(X,µ), or simply by L∞(X), the space of (equivalence
classes of) measurable functions f : X → C such that ‖f‖∞ <∞; then L∞(X) is
naturally a Banach space. See [Rudi–66, Chapter 3].
Remark A.C.1. Let p, q ∈ [1,∞] be such that 1p+ 1q = 1. For all f ∈ Lp(X,µ)
and g ∈ Lq(X,µ), the function fg is in L1(X,µ), hence there is a duality
Lp(X,µ)× Lq(X,µ)→ C, (f, g) 7→
∫
X
fgdµ.
Consider Lp(X,µ) as a Banach space when p ∈ [1,∞[, and with the topology
defined by this duality when p = ∞ (i.e., a posteriori, with the weak∗-topology);
Denote by Lp(X,µ)′ the dual space of Lp(X,µ). Assume that the measure µ is
σ-finite. Then there is an isomorphism
Lq(X,µ) → Lp(X,µ)′, g 7→
(
f 7→
∫
X
fgdµ
)
.
When p <∞, a proof can be read in [Rudi–66, Theorem 6.16]. When p =∞,
it follows from general principles (the dual of a locally convex topological vector
spaceE with a topology σ(E,F ) can be identified with F , see [BEVT1–5, Chap. II,
§ 6, no 2, Proposition 3]).
Similarly, for E a Banach space, there is for each p ∈ [1,∞[ a Banach space
Lp(X,µ,E) of measurable functions g : X → E (up to equality µ-almost ev-
erywhere) such that ‖g‖p :=
( ∫
X
‖g(x)‖Edµ(x)
)1/p
< ∞, and a Banach space
L∞(X,µ,E) of measurable functions g such that the essential supremum ‖g‖∞
of the function X ∋ x 7→ ‖g(x)‖E ∈ R+ is finite. In case E is a Hilbert space,
L2(X,µ,E) is also a Hilbert space; it appears for example in Construction 2.A.10.
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Radon–Nikodym derivatives and equivalence of measures. Let µ1 and
µ2 be two positive measures on a Borel space (X,B). The measures µ1 and µ2 are
singular with each other, or disjoint, if there exist disjoint sets A1, A2 ∈ B
such that µ1(X r A1) = 0 and µ2(X r A2) = 0. The measure µ2 is absolutely
continuous with respect to µ1 if µ2(B) = 0 for every B ∈ B such that µ1(B) = 0.
The measures µ1 and µ2 are equivalent if µ2 is absolutely continuous with respect
to µ1 and µ1 absolutely continuous with respect to µ2.
Theorem A.C.2 (Radon–Nikodym). Let µ1, µ2 be two σ-finite positive
measures on (X,B). Suppose that µ2 is absolutely continuous with respect to µ1.
Then there exists a measurable function f : X → R+ such that
µ2(B) =
∫
B
f(x)dµ1(x) for all B ∈ B.
The function f is uniquely determined by µ1 and µ2 up to equality µ1-almost ev-
erywhere.
Moreover, f is locally µ1-integrable, i.e.,
∫
B
f(x)dµ1(x) < ∞ for all B ∈ B
such that µ1(B) <∞.
We refer to [Rudi–66, Chapter 6]. In the situation of the Theorem, the func-
tion f is called the Radon–Nikodym derivative of µ2 with respect to µ1, and it
is denoted by dµ2/dµ1. This is also written µ2 = fµ1, or dµ2(x) = f(x)dµ1(x).
Observe that f = dµ2/dµ1 is determined by the relation
(∗)
∫
X
ϕ(x)dµ2(x) =
∫
X
ϕ(x)
dµ2
dµ1
(x)dµ1(x)
for every measurable function ϕ : X → R+.
There is a chain rule: let µ1, µ2, µ3 be three σ-finite positive measures on
(X,B) such that µ3 is absolutely continuous with respect to µ2 and µ2 absolutely
continuous with respect to µ1; then dµ3/dµ1 = (dµ3/dµ2) (dµ2/dµ1), the equality
being µ1-almost everywhere. It follows that, if µ1 and µ2 are equivalent, the Radon–
Nikodym derivative dµ2/dµ1 can be viewed as a measurable function X → R×+.
Theorem A.C.3 (Lebesgue decomposition theorem). Let µ1, µ2 be two
σ-finite positive measures on (X,B). There is a unique pair (µ2,a, µ2,s) of σ-finite
positive measures on (X,B) such that µ2 = µ2,a+ µ2,s, with µ2,a absolutely contin-
uous with respect to µ1 and µ2,s, µ1 disjoint.
It follows from Theorem A.C.3 that two σ-finite positive measures µ1 and µ2
on (X,B) are not singular with each other if and only if there exists a non-zero
measure µ which is absolutely continuous with respect to both µ1 and µ2.
Radon–Nikodym cocycle. Let (X,B) be a Borel space, equipped with a σ-
finite measure µ. The direct image of µ by a Borel map θ : X → X is the measure
θ∗(µ) on (X,B) defined by
θ∗(µ)(B) = µ(θ−1(B)) for all B ∈ B.
Equivalently, θ∗(µ) is defined by
(∗∗)
∫
X
ϕ(x)dθ∗(µ)(x) =
∫
X
ϕ(θ(x))dµ(x)
for every measurable function ϕ : X → R+.
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Let Aut(X,µ) denote the set of Borel automorphisms θ : X → X such that
θ∗(µ) is equivalent to µ. It is obvious that θ1 ◦ θ−12 ∈ Aut(X,µ) for θ1, θ2 ∈
Aut(X,µ), so that Aut(X,µ) is a group.
We define d : Aut(X,µ)×X → R×+ by
d(θ, x) =
d(θ−1)∗(µ)
dµ
(x) for all x ∈ X, θ ∈ Aut(X,µ).
We have
(∗ ∗ ∗)
∫
X
ϕ(θ(x))d(θ, x)dµ(x) =
∫
X
ϕ(x)dµ(x)
for every measurable function ϕ : X → R+; indeed,
∫
X ϕ(θ(x))d(θ
−1)∗(µ)(x) is
equal to the left-hand term by (∗) and to the right-hand term by (∗∗). The function
x 7→ d(θ, x) is determined by the identity (∗ ∗ ∗), as an identity for all measurable
function ϕ : X → R+.
Proposition A.C.4. Let (X,B) be a Borel space and µ a σ-finite measure on
(X,B).
The function d : Aut(X,µ)×X → R×+ introduced above satisfies the following
cocycle relation
(RN) d(θ1 ◦ θ2, x) = d(θ1, θ2(x))d(θ2, x)
for all θ1, θ2 ∈ Aut(X,µ) and µ-almost all x ∈ X.
Proof. Using relation (∗ ∗ ∗) above for θ1 and for θ2, we have∫
X
ϕ(x)dµ(x) =
∫
X
ϕ(θ1(x))d(θ1, x)dµ(x)
=
∫
X
ϕ(θ1(θ2(x))d(θ1, θ2(x))d(θ2, x)dµ(x)
for every measurable function ϕ : X → R+ and this proves the claim. 
Using the terminology introduced in Definition 5.B.1, Proposition A.C.4 shows
that d : Aut(X,µ) × X → R×+ is a cocycle over (X,µ) with values in R×+ for the
tautological (left) action of the group Aut(X,µ) on X .
For reference, we record the following elementary fact.
Proposition A.C.5. Let µ be a non-zero σ-finite measure on a Borel space
(X,B).
Then there exists a probability measure ν on (X,B) which is equivalent to µ.
Proof. Let (Bn)n be a sequence in B such that X is the disjoint union
⋃
nBn,
and 0 < µ(Bn) < ∞ for every n. For each n, let µn be the probability measure
defined by
µn(B) =
1
µ(Bn)
µ(B ∩Bn) for all B ∈ B.
Let (cn)n be a sequence of positive real numbers such that
∑
n cn = 1. The measure
ν =
∑
n cnµn is a probability measure on (X,B). For B ∈ B, we have ν(B) = 0
if and only if µ(B ∩ Bn) = 0 for every n ≥ 1, that is, if and only if µ(B) = 0.
Therefore ν is equivalent to µ. 
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We state two classical results of von Neumann. The first one is a version of his
selection theorem [vNeu–49, Lemma 5]; we refer to the proof of Theorem Z.2 in
Chap. 2, §2.2 in [Mack–76].
A σ-finite measure µ on a Borel space (X,B) is said to be a standard measure
if there exists a Borel subset N of X with µ(N) = 0 such that XrN is a standard
Borel space.
Theorem A.C.6. Let X be a Borel space equipped with a standard Borel mea-
sure µ and let Y be a standard Borel space. Let Ω be a Borel subset of X × Y such
that the restriction to Ω of the projection X × Y → X is surjective.
Then there exists a Borel subset X1 of X with µ(XrX1) = 0 and a Borel map
ϕ : X1 → Y such that (x, ϕ(x)) ∈ Ω for every x ∈ X1.
The second result is [vNeu–32, Satz 1] and shows that a standard probability
space is characterized by its algebra of essentially bounded functions; we refer to
the proof in [Dixm–vN, Appendix IV].
Theorem A.C.7. Let X and Y be standard Borel spaces, equipped with σ-finite
measures µ and ν. Assume that there exists an isomorphism of ∗-algebras
F : L∞(X,µ)→ L∞(Y, ν).
Then there exist Borel subsets N,M of X,Y respectively such that µ(N) = 0,
ν(M) = 0 and a Borel isomorphism f : X r N → Y r M such that f∗(µ) is
equivalent to ν and such that F (ϕ)(f(x)) = ϕ(x) for all ϕ ∈ L∞(X,µ), x ∈ X rN .
Complex measures. Unless explicitly written otherwise, measures in this
book are positive measures. A complex measure on a Borel space (X,B) is a
map µ : B → C such that µ(B) =∑i µ(Bi) for all B ∈ B and all partitions (Bi)i of
B such that Bi ∈ B for all i and Bi ∩Bj = ∅ for all i, j such that i 6= j. The total
variation of such a complex measure µ is the finite positive measure |µ| defined by
|µ|(B) = sup
∑
i
|µ(Bi)|
for all B ∈ B, where the supremum is taken over all Borel partitions (Bi)i of B as
above. The space of complex measures on (X,B) is a complex vector space, with a
norm defined by ‖µ‖ = |µ|(X).
There is a version of the Radon–Nikodym theorem which implies that there
exists a measurable function h : X → C such that |h(x)| = 1 for all x ∈ X ,
and µ = h|µ|, i.e., µ(B) = ∫
B
hd|µ| for all B ∈ B. For a measurable function
f ∈ L1(X,B, |µ|), the integral ∫X fdµ is defined to be ∫X fhd|µ|. For complex
measures, see [Rudi–66, Chapter 6].
A.D. Radon measures on locally compact spaces
Let X be a topological space; recall that the Borel σ-algebra BX has been
defined in Section A.B. Let µ be a measure on (X,BX) such that
(R1) µ(K) < ∞ for every compact subset K ⊂ X.
The measure µ is outer regular if
(R2) µ(B) = inf{µ(U) | B ⊂ U and U open}
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for all B ∈ BX , and inner regular if
(R3) µ(B) = sup{µ(K) | B ⊃ K and K compact}
for all B ∈ BX such that µ(B) < ∞ and for all B which is open in X . A Radon
measure on a locally compact space X is a measure on (X,BX) which satisfies
Conditions (R1), (R2), and (R3).
Note that, if X is a σ-compact locally compact space, a Radon measure on
(X,BX) is σ-finite, by definition.
For the hypothesis on X in the following theorem, see Proposition A.A.4.
Theorem A.D.1. Let X be a second-countable locally compact space. Let µ a
Borel measure on (X,BX) which is finite on every compact subset of X. Then
(1) the measure µ is a Radon measure;
(2) the Hilbert space L2(X,µ) is separable.
Proof. For Claim (1), we refer to [Rudi–66, Theorem 2.18]. Here is a proof
for Claim (2).
Since X is locally compact and second-countable, there exists a countable fam-
ily {Un}n of relatively compact open subsets of X which is a base of the topology.
We are going to show that {1Un}n is a total sequence in L2(X,µ). For this, consider
f ∈ L2(X,µ) such that 〈f | 1Un〉 = 0 for every n. It suffices to show that f = 0.
Let U be any open subset of X of finite measure. Since U is a union of some of
the Un ’s, we have
∫
U f(x)dµ(x) = 〈f | 1U 〉 = 0. Let B a Borel subset of X of finite
measure. By outer regularity of µ, there exists a sequence of open sets (Ui)i such
that B ⊂ Ui and µ(Ui) ≤ µ(B) + 1i for all i. Then ‖1B − 1Ui‖22 = µ(Ui r B) ≤ 1i ,
and so limi 1Ui = 1B in L
2(X,µ). It follows that
∫
B
f(x)dµ(x) = 0. Since the linear
span of {1B | B ∈ B(X), µ(B) <∞} is dense in L2(X,µ), the claim follows. 
Remark A.D.2. Locally compact spaces which are second-countable are of
special importance. This hypothesis of second-countability implies that probability
measures are Radon measures and that Radon measures are σ-finite, so that various
fundamental theorems can be applied (Fubini, Radon–Nikodym). Note also that
the results of our Section 1.H require separable Hilbert spaces, so that applications
to L2(Ĝ, µ) for a LCA group G require Ĝ (and thereforeG) to be second-countable.
There are known examples of compact spaces, necessarily not second-countable
ones, having probability measures which are not Radon measures [Boga–07, Vol-
ume II, Example 7.1.3].
Let X be a locally compact space, µ a Radon measure on (X,BX), and Cc(X)
the algebra of complex-valued continuous functions on X with compact supports.
Then the map
Cc(X) → C, f 7→
∫
X
fdµ
is well-defined, linear, and positive in the sense that
∫
X fdµ ≥ 0 whenever f(x) ≥ 0
for all x ∈ X . Conversely:
Theorem A.D.3 (Riesz representation theorem). Let X be a locally com-
pact space.
Every positive linear form on Cc(X) is of the form f 7→ ∫
X
fdµ for a Radon
measure µ on (X,BX), for all f ∈ Cc(X).
For all this, see [Rudi–66, Chapter 2].
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Complex Radon measures. Since “measure” means “positive measure” in
this book, we also agree that “Radon measure” means “positive Radon measure”,
unless explicitly written otherwise. A complex Radon measure on a locally
compact space X is a complex measure on (X,B) of which the total variation is a
Radon measure. We denote by M b(X,BX), or for short by M b(X), the space of
complex Radon measures on X . It is a complex vector space. For the norm defined
by ‖µ‖ = |µ|(X) as in Appendix A.B, it is a Banach space [Rudi–66, Exercice
6.3].
The following theorem is a version of Riesz representation theorem for complex
Radon measures. Since the total variation of a complex measure is a finite measure,
it is convenient to use the space C0(X) of continuous functions on X vanishing at
infinity, rather than the space Cc(X) as in Theorem A.D.3; recall that Cc(X)
is dense in the Banach space C0(X). For a proof of this theorem, we refer to
[Rudi–66, Theorem 6.19].
Theorem A.D.4 (Riesz representation theorem for complex mea-
sures). Let X be a locally compact space.
To each bounded linear form Φ : C0(X)→ C there corresponds a unique com-
plex Radon measure µ on (X,BX) such that Φ(f) =
∫
X
fdµ for all f ∈ C0(X).
Moreover ‖Φ‖ = |µ|(X).
The assignment Φ → µ provides an isomorphism of the Banach space M b(X)
of complex Radon measures on (X,B) with the dual of the Banach space C0(X).
A.E. Groups and actions
Let P and Q be group properties. A group Γ is P-by-Q if it has a normal
subgroup N with Property P such that the quotient Γ/N has Property Q. When
P is a property inherited by subgroups and Q is the property of being finite, a
group with property P-by-Q is also called a virtually P group. In particular, a
virtually abelian group is a group which has an abelian subgroup of finite index.
For a group Γ, we denote by FC(Γ) its FC-centre, that is the normal subgroup
of elements in Γ with a finite conjugacy class. The following result is classical.
Proposition A.E.1. Let Γ be group.
(1) If Γ is an FC-group, i.e., if FC(Γ) = Γ, then the derived group D(Γ) is
finite.
(2) If Γ is finitely generated and the FC-centre FC(Γ) is of finite index in Γ,
then Γ is virtually abelian.
Proof. The result of Claim (1) is due to Schur. We refer to [Robi–96, The-
orem 10.1.4].
For Claim (2), note first that FC(Γ) is finitely generated, as a finite index
subgroup of a finitely generated group. Choose a finite generating subset S. For
every s ∈ S, the centralizer ZFC(Γ)(s) is of finite index in FC(Γ). Then the subgroup
A :=
⋂
s∈S ZFC(Γ)(s) is of finite index in FC(Γ). Moreover A =
⋂
γ∈FC(Γ) ZFC(Γ)(γ)
is the centre of FC(Γ). It follows that A is a normal abelian subgroup of finite
index in Γ. 
Remark A.E.2. (1) The hypothesis of finite generation is necessary in Propo-
sition A.E.1 (2): see Example 7.D.6.
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(2) A virtually abelian finitely generated group need not have a centre of finite
index. For example, the infinite dihedral group is virtually abelian and has a trivial
centre.
Definition A.E.3. A group Γ is icc, or has infinite conjugacy classes, if it is
not {1} and if all its conjugacy classes distinct from {1} are infinite; equivalently:
if {1} = FC(Γ) 6= Γ.
Example A.E.4. (1) Let Aff(K) be the affine group over an infinite field K,
as in Section 3.C. This group is icc, as it is easy to check
(2) Similarly, for any integer n ≥ 2, the Baumslag–Solitar group BS(1, n) of
Section 3.D is icc.
(3) For any infinite group H and any group A 6= {e}, the restricted wreath
product H ≀ A is icc. This applies to the lamplighter group Z ≀ (Z/2Z) of 3.E.
(4) For an infinite field K and an integer n ≥ 2, the general linear group
Γ = GLn(K) of Section 3.F is not type I. The quotient group PGLn(K) can be
shown to be icc, for example because it is Zariski dense in the appropriate algebraic
group with trivial centre (compare [BeHa–94, Proposition 2]).
(5) Examples of icc groups are very abundant. Besides those occurring above,
let us mention non-abelian free groups and appropriate groups acting on trees
[Corn–09], lattices in semisimple connected real Lie groups without centre and
without compact factors (as a consequence of the Borel density theorem), and
weakly branch groups [Grig–11, Theorem 9.17].
Definition A.E.5. Let Γ be a group. Two subgroups H,H ′ of Γ are com-
mensurate if H ∩H ′ has finite index in both H and H ′. The commensurator
of H in Γ is the subgroup
CommΓ(H) = {γ ∈ Γ | H and γ−1Hγ are commensurate}
of Γ.
Proposition A.E.6. Let Γ be a group and H a subgroup.
(1) The commensurator CommΓ(H) is a subgroup of Γ containing H.
For γ ∈ Γ, the following properties are equivalent:
(2) γ ∈ CommΓ(H), i.e., H ∩γ−1Hγ is of finite index in both H and γ−1Hγ;
(3) H ∩ γ−1Hγ and H ∩ γHγ−1 are both of finite index in H;
(4) the H-orbits of the classes Hγ and Hγ−1 in H\Γ are both finite;
(5) there exists a finite index subgroup K of H such that Hγ and Hγ−1
are fixed by K.
(Note that (4) and (5) refer to the canonical right action H\Γx H.)
Consider a right transversal T for H in Γ and the restriction to H of the right
action T x Γ defined in Construction 1.F.4(2). Recall from there that, for t ∈ T ,
the point t∗ ∈ T is defined by Ht−1 = Ht∗. Then, for t ∈ T :
(6) t ∈ CommΓ(H) if and only if the H-orbits of t and t∗ in T are both finite.
Moreover CommΓ(H) depends on the commensurability class of H only:
(7) If H and H ′ are two commensurate subgroups of Γ,
then CommΓ(H) = CommΓ(H
′).
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There are similar equivalent properties in terms of left actions Γ y Γ/H and
Γy S, with S a left transversal for H in Γ.
Proof. We show that (3) ⇔ (4)⇔ (5), and leave the verification of the other
claims to the reader.
Let γ ∈ Γ. For the action H\Γx H , denote by StabH(Hγ) the stabilizer in H
of Hγ, i.e., StabH(Hγ) = H ∩ γ−1Hγ. The orbit (Hγ)H is in canonical bijection
with the coset space StabH(Hγ)\H = (H ∩ γ−1Hγ)\H , and the orbit (Hγ−1)H is
in canonical bijection with (H ∩ γHγ−1)\H . The equivalence between (3) and (4)
follows.
A point Hγ in the space H\Γ has a finite H-orbit if and only if there exists a
subgroup of finite index K in H which fixes Hγ. The equivalence between (4) and
(5) follows. 
Group actions.
Definition A.E.7. An action from the left of a group G on a set X is a
map α : G × X → X, (g, x) 7→ gx such that (g1g2)x = g1(g2x) and ex = x for
all g1, g2 ∈ G and x ∈ X . Such an action is equivalently described by the group
homomorphism G → Sym(X) mapping g ∈ G to the permutation x 7→ gx of X .
As agreed in Item 1.A.15, we refer to such an action by the notation
Gy X.
An action from the right of G on X is a map X × G → X, (x, g) 7→ xg such
that x(g1g2) = (xg1)g2 = x(g1g2) and xe = x for all g1, g2 ∈ G and x ∈ X . Our
corresponding notation is
X x G.
For brevity, we often write “action” for “action from the left”.
Let (X,B) be a Borel space and G a topological group. Ameasurable action
of G on (X,B) is an action of G by measurable automorphisms of (X,B) such that
the map G × X → X, (g, x) 7→ gx is Borel, where G is equipped with the Borel
structure induced by its topology and G×X with the product Borel structure.
Definition A.E.8. Consider a measurable action of a topological group G on
a measurable space (X,B), and a measure µ on (X,B).
• The measure µ is invariant by G if µ(gB) = µ(B) for all g ∈ G and
B ∈ B; equivalently: if the image g∗(µ) is equal to µ for all g ∈ G.
• The measure µ is quasi-invariant by G if the set of µ-null elements in B
is G-invariant, that is, if we have µ(gB) = 0 for all g ∈ G and B ∈ B such
that µ(B) = 0; equivalently: if the image g∗(µ) is equivalent to µ for all
g ∈ G.
• Suppose moreover that G is locally compact and second-countable, and
that µ is σ-finite and quasi-invariant by G. The action of G on (X,B, µ)
is ergodic, and the measure µ is ergodic for the action of G, if, for every
G-invariant subset B ∈ B, we have either µ(B) = 0 or µ(X r B) = 0.
Equivalently (see Proposition A.E.9), this action is ergodic if, for every
B ∈ B such that µ(gB∆B) = 0 for all g ∈ G, we have either µ(B) = 0 or
µ(X rB) = 0.
• Suppose now that Γ is countable and that µ is non-atomic. The action is
aperiodic if the orbit Γx is infinite for µ-almost all x ∈ X .
414 APPENDIX
Given an action of a group G on a measure space (X,B, µ), a measurable
function f : X → C is essentially G-invariant if, for every g ∈ G, the function
x 7→ f(gx) is constant µ-almost everywhere.
Proposition A.E.9. Let G be a second-countable locally compact group acting
measurably on a Borel space (X,B) and let µ be a quasi-invariant σ-finite measure
on (X,B). The following properties are equivalent:
(i) the action of G on (X,B, µ) is ergodic;
(ii) every essentially G- invariant measurable function f : X → C is constant
µ-almost everywhere.
For the proof, see Theorem 1.3 in [BeMa–00], or Proposition 13.A.2 for the
particular case of a countable group G.
The following fact is given here with a proof, for the reader’s convenience.
Proposition A.E.10. Let Γ be a countable group acting measurably on a stan-
dard Borel space (X,B) and let µ be a non-atomic probability measure on (X,B)
which is invariant and ergodic.
Then the action Γy (X,B, µ) is aperiodic.
Proof. For an integer n ≥ 1, let Xn be set of elements x ∈ X such that
|Γx| ≤ n. It is clear that Xn is Γ-invariant.
We claim that Xn ∈ B. Indeed, let Pn be the set of finite subsets ∆ of Γ such
that |∆| ≤ n. We have
Xn =
⋃
∆∈Pn
⋂
γ∈Γ
⋃
δ∈∆
{x ∈ X | γ · x = δ · x}.
Since Γ and Pn are countable and since {x ∈ X | γ ·x = δ ·x} ∈ B for every γ, δ ∈ Γ,
the claim follows.
We have to prove that
µ
( ⋃
n≥1
Xn
)
= 0.
For this, it suffices to show that µ(Xn) = 0 for every n ≥ 1.
Assume, by contradiction, that µ(Xn) 6= 0 for some n ≥ 1. It follows from the
ergodicity of the action Γy (X,B, µ) that µ(Xn) = 1.
Since (X,B) is a standard Borel space, we may assume that X = [0, 1] and that
B is the σ-algebra of all Borel subsets of [0, 1]. Define
B := {x ∈ Xn | x ≤ γ · x for all γ ∈ Γ} =
⋂
γ∈Γ
{x ∈ Xn | x ≤ γ · x}.
Then B ∈ B and Xn =
⋃
γ∈Γ γB. As µ(Xn) > 0, we have µ(B) > 0 by invariance
of µ. Since µ is non-atomic, there exists therefore a set A ∈ B such that A ⊂ B
and 0 < µ(A) < µ(B). Then
A′ :=
⋃
γ∈Γ
γA
is a Γ-invariant set in B such that
0 < µ(A′) < µ(Xn) = 1.
This is a contradiction to the ergodicity of the Γ-action on X . 
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A.F. Locally compact groups
Let G be a locally compact group. There exists on G a non-zero Radon measure
µG which is left-invariant, that is, such that µG(gB) = µG(B) for all g ∈ G and
Borel subset B of G, and such a measure is unique up to multiplication by a positive
real number; this is called a left Haar measure on G, or often, abusively, the Haar
measure on G.
For each g ∈ G, there is a positive number ∆(g) such that, for each Borel subset
B of G, we have
µG(Bg) = ∆(g)µG(B).
The map
∆ : G → R×+, g 7→ ∆(g)
is a continuous homomorphism called the modulus, or modular function, of G.
For ϕ ∈ Cc(G), we have∫
G
ϕ(xg−1)dµG(g) = ∆G(g)
∫
G
ϕ(x)dµG(x)∫
G
ϕ(x−1)dµG(g) =
∫
G
ϕ(x)∆G(x
−1)dµG(x)
for all g ∈ G.
The groupG is unimodular if ∆(g) = 1 for all g ∈ G, i.e., if the measure µG on
G is right-invariant (and so left and right-invariant). For example, locally compact
abelian groups, compact groups, and semisimple Lie groups are unimodular. More
on modular functions and unimodular groups in [BeHV–08, A.3].
On the Banach space M b(G) of complex Radon measures on G (see Theorem
A.D.4), there is a convolution product (ν, σ) 7→ ν ∗ σ, where ν ∗ σ is the direct
image of the measure ν × σ by the multiplication G×G→ G; alternatively, using
the Riesz representation theorem, we have∫
G
ϕ(x)d(ν ∗ σ)(x) =
∫
G
∫
G
ϕ(yz)dν(y)dσ(z) for all ϕ ∈ C0(G).
It is easy to check that ‖ν ∗ σ‖ ≤ ‖ν‖ ‖σ‖. On M b(G), there is also an involution
ν 7→ ν∗ defined by
ν∗(B) = ν(B−1) for all Borel set B ∈ BG;
alternatively:∫
G
ϕ(x)d(µ∗)(x) =
∫
G
ϕ(x−1)dµ(x) for all ϕ ∈ C0(G).
This makes M b(G) a Banach ∗-algebra called the measure algebra of the locally
compact group G. It is an algebra with unit, which is the Dirac measure supported
at the origin of G.
Let ϕ, ψ be two complex-valued measurable functions onG. Their convolution
is the function defined on G by
(ϕ ∗ ψ)(g) =
∫
G
ϕ(gh)ψ(h−1)dµG(h) =
∫
G
ϕ(h)ψ(h−1g)dµG(h) for all h ∈ G
whenever these integrals make sense. There is an involution defined on these func-
tions by
ϕ∗(g) = ∆(g−1)ϕ(g−1).
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For ϕ, ψ ∈ L1(G,µG), the value (ϕ ∗ ψ)(g) is defined for µG-almost all g ∈ G; the
resulting (equivalence class of the) function ϕ ∗ ψ is again in L1(G,µG). Similarly,
ϕ∗ is in L1(G,µG). It is important to note that the convolution product ∗ depends
on the choice of the Haar measure µG.
For ϕ, ψ ∈ L1(G,µG), the measures ϕµG and ψµG are in M b(G). The convo-
lution ϕ ∗ ψ can equivalently be defined by
(ϕ ∗ ψ)µG = (ϕµG) ∗ (ϕµG),
and the involution by
ϕ∗µG = (ϕµG)∗.
The Banach space L1(G,µG) together with this convolution product and this invo-
lution is called the group algebra of the locally compact group G. The map
L1(G,µG)→M b(G), ϕ 7→ ϕµG
is an isometric morphism of Banach ∗-algebras; it identifies L1(G,µG) as a closed
*-ideal of M b(G).
For a discrete group Γ and the counting measure µΓ, we have L
1(Γ, µΓ) =
M b(Γ); the notation is then ℓ1(Γ) more often than L1(Γ, µΓ). For a locally compact
group G which is not discrete, the group algebra L1(G,µG) does not have a unit;
in particular L1(G,µG) does not coincide with M
b(G). For an analysis of the
complement M b(G)r L1(G,µG), see Theorems 19.20 and 20.25 in [HeRo–63].
For ϕ, ψ ∈ Cc(G), note that ϕ∗ψ and ϕ∗ have compact supports, so that Cc(G)
is also a convolution algebra, and a ∗-subalgebra of L1(G,µG) and ofM b(G). Also,
for two functions ϕ, ψ with finite support, the convolution has finite support, so
that C[G] is a convolution algebra. When G is discrete, C[G] is a ∗-subalgebra of
the group algebra ℓ1(G). But C[G] can be of use even when G is not discrete, see
for example our Proposition 1.B.5.
The following result can be found in many references. For discussion and de-
tails, see, e.g., [BeHV–08, Appendix B]. Quasi-invariance has been defined in Item
A.E.8.
Proposition A.F.1. Let G be a locally compact group, H a closed subgroup,
and G/H the corresponding G-space.
(1) There exists a Radon measure µ on G/H which is quasi-invariant by G.
The support of such a measure is the whole of G/H. Two quasi-invariant
Radon measures on G/H are equivalent to each other.
(2) There exists a Radon measure on G/H which is invariant by G if and
only if the modular function of H is the restriction to H of the modular
function of G.
A.G. Locally compact abelian groups and duality
Let G be a locally compact abelian group, for short a LCA group. Let Ĝ
its dual group, which is the group of all homomorphisms from G to T, with the
compact-open topology; it is itself a locally compact abelian group. Let µG be a
Haar measure on G.
Remark A.G.1. The topology on Ĝ admits another description. Elements
of Ĝ are bounded continuous functions from G to C, so that Ĝ embeds naturally
in L∞(G,µG). The restriction to Ĝ of the weak∗-topology of L∞(G,µG) coincides
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with the previously defined topology of Ĝ (see Proposition 1 in [BTS1–2, Chap. II,
§ 1, No 1]).
For g ∈ G, denote by ĝ ∈ ̂̂G the unitary character of Ĝ defined by
ĝ(χ) = χ(g) for χ ∈ Ĝ.
Theorem A.G.2 (Pontrjagin duality). Let G be a locally compact abelian
group, and Ĝ its dual.
The map
G 7→ ̂̂G, g 7→ ĝ
is an isomorphism of topological groups.
References for proofs. The theorem is essentially due to Pontrjagin. A
proof and historical notes can be found in Chapter VI of [Weil–40]. We also refer
to The´ore`me 2 in [BTS1–2, Chap. II, § 1, No 5]. 
The theorem suggests that properties of G are reflected by properties of Ĝ. For
example, and as shown in Proposition 1.D.7, a locally compact abelian group G is
compact if and only if Ĝ is discrete. Also:
Proposition A.G.3. Let G be a locally compact abelian group. Then G is
second-countable if and only if Ĝ is second-countable.
Proof. By Pontrjagin duality, it suffices to show that, ifG is second-countable,
then Ĝ is second-countable.
We consider Ĝ as a subspace of L∞(G,µG), and the latter with the weak∗-
topology; see Remark A.G.1. Fix a countable dense subset Q of C. A basis for the
topology of Ĝ is given by finite intersections of sets of the form
Uf,q,n =
{
χ ∈ Ĝ | |χ(f)− q| < 1/n
}
,
with f ∈ L1(G,µG), q ∈ Q, and an integer n ≥ 1, where we have written χ(f) for∫
G
χ(g)f(g)dµG(g).
Since G is second-countable, L1(G,µG) is separable; so, there exists a dense
sequence (fk)k≥1 in L1(G,µG). The family of finite intersections of the sets
Ufk,q,n =
{
χ ∈ Ĝ | |χ(fk)− q| < 1/n
}
for k, n ≥ 1 and q ∈ Q, is countable and is clearly a basis for the topology of Ĝ. 
Let µ be a complex Radon measure on G. The Fourier–Stieltjes transform
of µ is the function on Ĝ, denoted by F(µ) or µ̂, defined by
F(µ)(χ) =
∫
G
χ(g) dµ(g) for all χ ∈ Ĝ.
The inverse Fourier–Stieltjes transform of µ is the function on G, denoted by
F(ν) on G, defined by
F(µ)(χ) = F(µ)(χ−1) =
∫
G
ĝ(χ)dµ(χ) =
∫
G
χ(g)dµ(χ).
(Our notation agrees with that of [BTS1–2].) Both F(µ) and F(µ) are bounded
continuous complex-valued functions on Ĝ. If µˇ denotes the direct image of a
measure µ on G by the map G→ G, g 7→ g−1, observe that F(µ) = F(µˇ).
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Let f ∈ L1(G,µG); observe that fµG is a complex measure on G. The Fourier
transform of the function f , denoted by F(f) or f̂ , is the Fourier–Stieltjes trans-
form of the measure fµG, that is,
F(f)(χ) =
∫
G
χ(g)f(g)dµG(g) for all χ ∈ Ĝ.
Similarly, the inverse Fourier transform F(f) of f is the inverse Fourier trans-
form of fµG, that is
F(f)(χ) =
∫
G
χ(g)f(g)dµG(χ) for all χ ∈ Ĝ.
For the next proposition, we refer to [BTS1–2, Chap. II, § 1], or to [Foll–16,
Chapter 4]. Recall that M b(G) is a commutative Banach ∗-algebra for convolution,
and Cb(G) a commutative C*-algebra for the pointwise product.
Proposition A.G.4. Let G be a locally compact abelian group.
(1) For µ ∈ M b(G) a complex Radon measure on G, the Fourier–Stieltjes
transform of µ and the inverse Fourier–Stieltjes transform of µ are in
Cb(Ĝ).
(2) The mappings F : M b(G) → Cb(Ĝ) and F : M b(G) → Cb(Ĝ) are mor-
phisms of Banach ∗-algebras.
(3) For f ∈ L1(G,µG), the Fourier–Stieltjes transform of f and the inverse
Fourier–Stieltjes transform of f are in C0(Ĝ).
(4) The mappings F : M b(G) → Cb(Ĝ) and F : M b(G) → Cb(Ĝ) are injec-
tive.
The next theorem characterizes the images of positive measures. We refer to
[Foll–16, 4.23] or [BeHV–08, D.2.2].
Theorem A.G.5 (Bochner Theorem). Let G be a locally compact abelian
group.
The map µ 7→ F(µ) establishes a bijection from the space M b(Ĝ)+ of finite
positive Radon measures on the dual of G onto the space P (G) of functions of
positive type on G (as defined in Section 1.B).
Let µĜ be a Haar measure on Ĝ. For f ∈ L1(G,µG) ∩ L2(G,µG), the Fourier
transform f̂ is in L1(Ĝ, µĜ)∩L2(Ĝ, µĜ). Recall that L1(G,µG)∩L2(G,µG) is dense
in L2(G,µG). The map f 7→ f̂ extends to a continuous linear map from L2(G,µG)
onto L2(Ĝ, µĜ), denoted again by f 7→ f̂ . Moreover, there is a choice of the Haar
measure µĜ such that ‖f̂‖L2(Ĝ,µ
Ĝ
) = ‖f‖L2(G,µG) for all f ∈ L2(G,µG); the Haar
measure µĜ on Ĝ is said to be associated to the Haar measure µG on G. For this
and for the next Theorem, see [BTS1–2, Chap. II, § 1, no 3].
Theorem A.G.6 (Plancherel Theorem). Let G be a locally compact abelian
group, and Ĝ its dual. Let µG be a Haar measure on G and µĜ the Haar measure
on Ĝ which is associated to µG.
Then the Fourier transform
L2(G,µG) → L2(Ĝ, µĜ), f 7→ f̂ ,
is an isometry of the Hilbert space L2(G,µG) onto the Hilbert space L
2(Ĝ, µĜ).
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Let G be a locally compact abelian group and Cb(Ĝ) the algebra of bounded
continuous complex-valued function on its dual. The algebra of trigonometric
polynomials on Ĝ is the linear span of {ĝ | g ∈ G}; it is a subalgebra of Cb(Ĝ).
Note that Trig(Ĝ) is a dense subalgebra of the algebraAP (Ĝ) of almost periodic
functions on Ĝ for the topology of uniform convergence. Indeed, Trig(Ĝ) is a
point separating ∗-subalgebra of the algebra C(Bohr(Ĝ)) of continuous functions
on the Bohr compactification of Ĝ, and the claim follows from the Stone–Weierstraß
theorem. (For AP (Ĝ) and Bohr(Ĝ), see Section 4.C).
Given a finite Radon measure µ on Ĝ, there is a canonical map from the algebra
Cb(Ĝ) to the algebra L∞(Ĝ, µ). The image by this map of Trig(Ĝ) is naturally a
subalgebra of L∞(Ĝ, µ), and also a subspace of Lp(Ĝ, µ) for every p ≥ 1.
The following lemma is used on several occasion (2.A.6, 2.B.2, 14.A.2).
Lemma A.G.7. Let G be a second-countable locally compact abelian group and
µ a probability measure on its dual Ĝ.
(1) The image of the algebra Trig(Ĝ) is norm dense in Lp(Ĝ, µ) for every
p ∈ [1,+∞[.
(2) The image of the algebra Trig(Ĝ) is weak*-dense in L∞(Ĝ, µ).
Proof. Given p ∈ [1,+∞], denote by q ∈ [1,+∞] the conjugate exponent,
defined by 1p +
1
q = 1.
Let Lp(Ĝ, µ) be equipped with the norm topology when p < +∞ and with the
weak∗-topology when p = +∞. The topological dual space of Lp(Ĝ, µ) may be
identified in the usual way with Lq(Ĝ, µ). Therefore, by Hahn–Banach Theorem,
it suffices to show the following
Claim: If f ∈ Lq(Ĝ, µ) is such that
(†)
∫
Ĝ
ĝ(χ)f(χ)dµ(χ) = 0 for all g ∈ G,
then f = 0.
Since µ is a probability measure, f ∈ Lq(Ĝ, µ) ⊂ L1(Ĝ, µ), and (†) can be
written F(fµ) = 0. By Proposition A.G.4, we have therefore fµ = 0, i.e., f(χ) = 0
for µ-almost all χ ∈ Ĝ, hence f = 0. 
A.H. Hilbert spaces and operators
In a Hilbert space, a Schauder basis, or simply a basis, is a maximal family of
orthonormal vectors. Every Hilbert space has a basis (as a consequence of Zorn’s
lemma) and two basis have the same cardinality. By definition this cardinality is
the dimension of the Hilbert space.
LetH be a Hilbert space. We denote by L(H) the involutive algebra of bounded
linear operators on H. The algebra L(H) has several useful topologies. The strong
topology is the locally convex topology defined by the set of seminorms x 7→ ‖xξ‖,
for ξ ∈ H. The weak topology is the locally convex topology defined by the set
of seminorms x 7→ |〈xξ | η〉|, for ξ, η ∈ H. The ultra-weak topology is the locally
convex topology defined by the set of seminorms x 7→ |∑∞i=1〈xξ | ηi〉|, for sequences
(ξi)i≥1 and (ηi)i≥1 of vectors in H such that
∑∞
i=1 ‖ξi‖2 <∞ and
∑∞
i=1 ‖ηi‖2 <∞.
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In L(H), the unit ball is weakly compact; more generally, bounded subsets of
L(H) which are weakly closed are weakly compact. On bounded subsets of L(H),
the weak topology and the ultra-weak topology coincide; this implies that bounded
subsets of L(H) which are ultra-weakly closed are ultra-weakly compact.
On L(H), there is also the norm topology, defined by the norm ‖x‖ =
supξ∈H,‖ξ‖≤1 ‖xξ‖. This makes it a Banach algebra, and indeed a C*-algebra.
For all this, see [Dixm–vN, Chap. I, § 3].
Denote by
U(H) = {x ∈ L(H) | x∗x = xx∗ = IdH}
the group of unitary operators on H. The restrictions to U(H) of the strong,
weak, and ultra-weak topologies coincide, and they make U(H) a topological group;
this is the topology to consider for the theory of unitary representations. The
restriction to U(H) of the norm topology is of little interest for the subject of
this book because, for many topological groups G, the only homomorphism G →
(U(H), norm topology) is the trivial homomorphism [Sing–52].
For a bounded linear operator on a Hilbert space, the following conditions are
equivalent:
(P1) x∗ = x and the spectrum of x is contained in the set R+ of non-negative
real numbers;
(P2) there exists y ∈ L(H) such that x = y∗y;
(P3) there exists z ∈ L(H) such that z∗ = z and x = z2.
(P4) 〈xξ|ξ〉 ≥ 0 for all ξ ∈ H.
The operator x is called positive if it satisfies these conditions. The set L(H)+
of positive operators is a closed convex cone such that L(H)+ ∩ (−L(H)+) = {0}.
There is an order on positive operators, defined by x ≤ y if y − x is positive. For
all this, see, e.g., [Dixm–C*, 1.6].
For a positive operator x onH, functional calculus provides a positive operator,
denoted by
√
x, or x
1
2 , of which the square is x; it is the square root of x. Note
that, in L(H) with the strong topology, √x is the limit of polynomials in x.
For x ∈ L(H), the square root of x∗x is the absolute value of x, denoted
by |x|.
Let H1,H2 be two Hilbert spaces. A bounded linear operator u : H1 → H2 is a
partial isometry if there exists a closed subspace K ofH1 such that the restriction
of u to K is an isometry and such that u = 0 on K⊥. The subspace K = (keru)⊥ is
the initial space and its image u(K) is the final space of the partial isometry u.
Note that u∗u is the orthogonal projection of H1 onto K, and uu∗ is the orthogonal
projection of H1 onto u(K).
Every operator x : H1 → H2 has a polar decomposition x = u|x|, where u
is the partial isometry with initial space (kerx)⊥ and final space the closure of the
image of x, defined by
uξ = 0 if ξ ∈ kerx and uξ = xξ if ξ ∈ (kerx)⊥,
and where |x| = (x∗x)1/2. Moreover u∗x = |x|.
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A.I. Projection-valued measures
Let (X,B) be a Borel space and H be a Hilbert space. Denote by Proj(H) the
set of orthogonal projections in L(H). A projection-valued measure on (X,B)
and H is a map E : B → Proj(H) such that
(1) E(∅) = 0 and E(X) = I;
(2) E(B ∩B′) = E(B)E(B′) for all B,B′ ∈ B;
(3) if (Bi)i∈I is a sequence of pairwise disjoint sets in B, then
E(
⋃
i∈I
Bi) =
∑
i∈I
E(Bi),
where the sum converges in the strong topology.
We also say that E is on X and H if B is clear from the context.
Projection-valued measures are also called spectral measures [Halm–51], and
resolutions of the identity [Rudi–73]. It can easily be shown that Condition (2) is
redundant, as it follows from (1) and (3); see, e.g., [Halm–51, § 36].
Let E : B → Proj(H) be a projection-valued measure as above. For every
ξ, η ∈ H, a (signed) bounded Borel measure µξ,η is defined on X by
µξ,η(B) = 〈E(B)ξ | η〉 for all B ∈ B.
In the case of a locally compact space X and its σ-algebra B of Borel sets, it is
customary to define a regular projection-valued measure by requiring that all these
measures µξ,η are Radon measures; this is automatic when X is a second-countable
locally compact space, by Theorem A.D.1.
When ξ = η, the measure µξ,η is denoted by µξ. If ‖ξ‖ = 1, then µξ is a
probability measure.
Construction A.I.1. To a projection-valued measure E : B → Proj(H), there
is an associated functional calculus, i.e., a morphism of an appropriate algebra of
functions on X to the algebra of operators L(H), defined as follows.
Denote by Borb(X) the commutative ∗-algebra of complex-valued bounded
measurable functions on X , with the norm defined by ‖f‖ = supx∈X |f(x)|; it
is a Banach ∗-algebra. For every f ∈ Borb(X), there exists a unique operator
Ψ(f) ∈ L(H) such that
〈Ψ(f)ξ | η〉 =
∫
X
f(x)dµξ,η(x) for all ξ, η ∈ H.
Moreover, the map
Borb(X) → L(H), f 7→ Ψ(f)
is a homomorphism of Banach ∗-algebras. The operator Ψ(f) is usually denoted
by ∫
X
f(x)dE(x).
For all this, see Chapter 12 in [Rudi–73].
Example A.I.2. Let S a normal operator on a Hilbert space H. Let X denote
its spectrum, which is a non-empty compact subset of the complex plane. One
formulation of the spectral theorem is that there exists a unique projection-valued
measure E : B(X)→ Proj(H) such that S = ∫X zdE(z).
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Let X be a topological space and let E be a projection-valued measure on
(X,BX) and some Hilbert space. The support of E is the set of x ∈ X such that,
for every neighbourhood U of x, we have E(U) 6= 0; equivalently, the support of E
is the complement of the largest open set U of X such that E(U) = 0. For x ∈ X ,
we say that x is an atom of E if E({x}) 6= 0. Obviously, every atom of E lies in
the support of E.
A.J. C*-algebras
A C*-algebra is a complex Banach algebra A with a conjugate linear invo-
lution x 7→ x∗ such that ‖x∗x‖ = ‖x‖2 for all x ∈ A. Though we expect from
the reader some familiarity with this notion, we do recall a few of the relevant
definitions, as follows.
Let A be a C*-algebra. A projection in A is an element p ∈ A such that
p = p∗ = p2.
For x ∈ A, the analogues of Conditions (P1), (P2), (P3) of A.I are equivalent
An element x ∈ A is positive if it satisfies these conditions. The set A+ of positive
elements in A is a closed convex cone such that A+ ∩ (−A+) = {0}, and every
positive element in A has a unique positive square root ion A (see again [Dixm–C*,
1.6]). There is an order on positive elements of A, defined for x, y ∈ A+ by x ≤ y
if y − x ∈ A+.
Let A be a complex normed algebra. An approximate identity in A is a
family (uι)ι∈I of elements of A indexed by a directed set I such that
(1) ‖uι‖ ≤ 1 for all ι ∈ I;
(2) limι∈I ‖uιx− x‖ = limι∈I ‖xuι − x‖ = 0 for all x ∈ A.
For example, let L1(G,µG) be the group algebra of a LC group G, with Haar
measure µG. Let V be a base of neighbourhood of e in G. For each V ∈ V , there
exists a continuous function uV : G→ R+ such that uV (g−1) = uV (g) for all g ∈ G,
with support compact and contained in V , and such that
∫
G uV (g)dµG(g) = 1.
Then (uV )V is an approximate identity in L
1(G,µG) [Foll–16, Proposition 2.44].
Let A be moreover a C*-algebra. An increasing approximate identity in
A is an approximate identity (uι)ι∈I such that
(3) uι ≥ 0 for all ι ∈ I,
(4) uι ≤ uι′ for all ι, ι′ ∈ I with ι ≤ ι′.
Every C*-algebra has an increasing approximate identity. More precisely, given
a dense two-sided ideal m in A, there exists an increasing approximate identity
(uι)ι∈I in A such that uι ∈ m for all ι ∈ I. If A is separable, there exists such an
approximate identity indexed by N [Dixm–C*, 1.7.1].
A.K. Von Neumann algebras
Let H be a Hilbert space, and L(H) the involutive algebra of bounded linear
operators on H, as in 1.A. The commutant of a subset S of L(H) is S′ := {x ∈
L(H) | xs = sx for all s ∈ S}, and the bicommutant is S′′ := (S′)′. Note that S′
and S′′ are subalgebras of L(H), and that S ⊂ S′′. For S, T two subsets of L(H), the
inclusion S ⊂ T implies T ′ ⊂ S′. In particular, S ⊂ S′′ implies (S′′)′ ⊂ S′ ⊂ (S′)′′,
so that S′′′ = S′.
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A von Neumann algebra acting on H is an involutive subalgebraM⊂ L(H)
that is equal to its bicommutant M′′. For example, S′ and S′′ are von Neumann
algebras for any selfadjoint subset S of L(H). In particular, L(H) and CIdH are
von Neumann algebras acting on H.
A homomorphism of a von Neumann algebra M acting on H to a von Neu-
mann algebra N acting on K is a linear map Φ : M → N such that Φ(ST ) =
Φ(S)Φ(T ) and Φ(S∗) = Φ(S)∗ for all S, T ∈ M. For such a homomorphism Φ, it
follows that Φ(M+) ⊂ Φ(N+), that the image by Φ of a projection is a projection,
that ‖Φ(S)‖ ≤ ‖S‖ for all S ∈ M, and when Φ is injective that ‖Φ(S)‖ = ‖S‖ for
all S ∈M (Chap. I, § 1, no 5 in [Dixm–vN]).
LetM,N be two von Neumann algebras. A linear map Φ : M→N is positive
if Φ(M+) ⊂ N+, and normal if, moreover, Φ(x) is the least upper bound of
(Φ(xι))ι∈I for every increasing generalized sequence (xι)ι∈I in M with least upper
bound x. A normal positive linear map is ultraweakly continuous [Dixm–vN,
Chap I, § 4, no 3].
For the next theorem, see Chap I, § 3, no 4 in [Dixm–vN].
Theorem A.K.1 (von Neumann bicommutant theorem). Let H be a
Hilbert space and L(H) the ∗-algebra of bounded operators on H.
Let M a ∗-algebra containing the identity operator of H and M′′ its bicommu-
tant. The following conditions are equivalent:
(i) M′′ =M, i.e., M is a von Neumann algebra in L(H);
(ii) M is closed in L(H) for the weak operator topology;
(iii) M is closed in L(H) for the strong operator topology.
The von Neumann algebra generated by a selfadjoint subset S of L(H) is equal
to the bicommutant S′′.
Definition A.K.2. A von Neumann subalgebraM of L(H) is a factor if the
centre of M consists only of the scalar multiples of IdH, that is, if
M∩M′ = {λIdH | λ ∈ C}.
Observe that, M is a factor if and only if M′ is a factor.
Example A.K.3. For each positive integer n, the algebra L(Cn) is a factor,
by definition a factor of type In; its dimension is finite, equal to n
2. For an infinite
dimensional Hilbert space H, the algebra L(H) is a factor, by definition a factor of
type I∞.
It is an insight of Murray and von Neumann that there exist other types of
factors, in particular factors of type II1, which are infinite dimensional factors, say
M, such that there exists a linear form t : M→ C such that t(xy) = t(yx) for all
x, y ∈ M and t(1) = 1. There is more on types of von Neumann algebras and of
factors in Section 7.B.
Proposition A.K.4. Let H be a Hilbert space and M a subalgebra of L(H).
Denote by P the set of the orthogonal projections P ∈ L(H) which belong to M.
Then:
(1) M is the von Neumann algebra generated by P, i.e., P ′′ =M;
(2) M is abelian if and only if PQ = QP for all P,Q ∈ P;
(3) M is a factor if and only if 0 and IdH are the only projections in the
centre of M.
424 APPENDIX
Proof. Since P ⊂ M, we have P ′′ ⊂ M′′, hence P ′′ ⊂ M by the von Neu-
mann bicommutant theorem A.K.1. To show (1), it remains to show thatM⊂ P ′′.
We choose S ∈ P ′ and T ∈ M, and we have to show that ST = TS. Upon con-
sidering the real part and the imaginary part of T (which both belong to M), we
may assume that T is a selfadjoint operator.
By the spectral theory of selfadjoint operators, we have
{T }′′ = {1B(T ) | B ∈ B(R)}′′,
where the projection 1B(T ) is defined by functional calculus (see [Rudi–73, The-
orem 12.23]; also, compare with (2) in the SNAG Theorem 2.C.2). We have
1B(T ) ∈ P for all B ∈ B)R); see [Dixm–vN, Chap. I, § 1, no. 1]. It follows
that S ∈ {T }′.
Claims (2) and (3) follow from Claim (1) and the definitions. 
Definition A.K.5. Let H be a Hilbert space. For an operator T ∈ L(H), the
support of T is the projection E of H onto the orthogonal of the kernel of T .
Note that E is the smallest of the projections E1 ∈ L(H) such that TE1 = T
(projections are ordered by E1 ≤ E2 if E2 − E1 is a positive operator).
Let F denote the projection of H onto the closure of the image T (H). Then F
is the smallest of the projections F1 ∈ L(H) such that F1T = T . The last equality
is equivalent to T ∗F1 = F1; it follows that F is the support of T ∗.
Definition A.K.6. LetM be a von Neumann algebra on H, and Z its centre.
Let T be in the commutant M′ of M. For a projection E1 ∈ Z = M′ ∩ M
such that TE1 = T , we have T
∗E1 = E1T ∗ = (TE1)∗ = T ∗. It follows that
the smallest projection E in Z which is larger than the support of T is also the
smallest projection in Z which is larger than the support of T ∗. This E is the
central support of T .
Let P be a projection in M′; set K = P (H). The subspace K of H is invariant
byM. The central support E of P belongs to Z =M′ ∩M, and is the smallest of
the projections E1 in Z such that P ≤ E1. The set
{PS|K | S ∈ M} ∼= PMP
is a von Neumann subalgebra of L(K), denoted by MP and called the induced
von Neumann algebra, or the von Neumann algebra induced by M on K. The
induction
M→MP , S 7→ PS|K
is a homomorphism of von Neumann algebras. For another projection Q ∈ M′ such
that P ≤ Q, we have inductionsM→MQ andMQ →MP , and their composition
is the induction M→MP .
For the next propositions, see in [Dixm–vN, Chap. I], Proposition 2 of § 2,
no 1, and Theorem 3 of § 4, no 4.
Proposition A.K.7. Let M be a von Neumann algebra acting on H. Let P
be a projection in M′
If the central support of P is IdH, then the induction M→MP is an isomor-
phism.
Proposition A.K.8. LetM,N be two von Neumann algebras acting on Hilbert
spaces H,K respectively, and Φ : M→N an isomorphism.
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Then there exist a Hilbert space H2, a projection P ∈ (M⊗CIdH2)′ ⊂ L(H⊗
H2), with range some closed subspace K2 of H⊗H2, and an isomorphism of Hilbert
spaces U : K2 → K, such that
Φ(T ) = UP
(
T ⊗ IdH2
)
PU−1 for every T ∈M.
[Observe that K2 is invariant under M⊗ IdH2 , because P ∈ (M⊗ IdH2)′.]
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σ-compact topological space, 403
≃ equivalence of representations, 22
occasionally: ≃Γ, 284
 weak containment of
representations, 35
∼ weak equivalence of
representations, 35
≈ quasi-equivalence of
representations, 174, 181
≈ isomorphism
of C*-algebras, 260
of Hilbert spaces, 232
of sets (bijection) or topological
spaces (homeomorphism), 10
G topological group, 22
e ∈ G unit element, 22
Gab abelianization of the group G,
38
Gdisc topological group made
discrete, 33
1G unit representation of G, 22
Ĝ (unitary) dual of the topological
group G, 25
Ĝfd finite-dimensional part of Ĝ, 130
Prim(G) primitive dual of the
topological group G, 45, 243
QD(G) quasi-dual of the topological
group G, 194
QD(G)norm normal quasi-dual of the
LC group G, 303
Char(G) equivalence classes of
characters of the LC group G,
303
QD(G)fin finite part of QD(G), 307
Char(G)fin finite part of Char(G),
307
P (G), P≤1(G), P1(G) functions of
positive type on G, 27
Tr(G),Tr≤1(G),Tr1(G) traces on G,
308
Extr(·) indecomposable elements, 30,
238, 311
E(G) Thoma’s dual of the
topological group G, 311
M von Neumann algebra, 422
A C*-algebra, 216
M+, A+ positive cone, 420, 422
A∗+, A∗+,≤1, A
∗
+,1 positive linear forms
on a C*-algebra A, 235
J (A) set of closed two-sided ideals
of the C*-algebra A, 237
N (A) C*-semi-norms on the
C*-algebra A, 237
E(A) extremal C*-semi-norms on the
C*-algebra A, 238
H Hilbert space, 21
ℓ2(T,K) Hilbert space, 48
L2(X,µ,K), L2(Ĝ, µ,K) Hilbert
space, 60, 79
L(H) bounded linear operators on
H, 22, 220
I = IdH ∈ L(H) identity operator on
H, 31
U(H) unitary group of H, 22
Proj(H) projections in L(H), 421
L(H1,H2) bounded linear operators
from H1 to H2, 22
C[G] group algebra of a group G, 28
L(Γ) von Neumann algebra
associated to the left regular
representation of a group Γ, 220
L1(G,µG) or L
1(G) group algebra of
the locally compact group G,
242, 416
C∗λ(G) reduced C*-algebra of the
locally compact group G, 242
439
440 INDEX
C∗max(G) maximal C*-algebra of the
locally compact group G, 242
C(X) space of continuous functions
on X , 404
Cb(X) space of bounded continuous
functions on X , 404
Cc(X) space of continuous functions
on X with compact support, 404
Cc,K(X) space of continuous
functions on X with support
contained in a compact
subspace K of X , 404
C0(X) space of continuous functions
on X vanishing at infinity, 404
M b(X) space of bounded complex
measures on (X,B), 411
N∗ = {1, 2, . . . ,∞} extended
positive integers, 79
Q rational numbers, 64
R real numbers, 24
R = R ∪ {∞} = P1(R) real
projective line, 352
R+ = [0,∞[ non-negative real
numbers, 118
R×+ = ]0,∞[ positive real numbers,
118
R×+ = ]0,∞] = R×+ ∪ {∞} extended
positive real numbers, 348
C complex numbers, 22
T circle group, 24
Qp p-adic numbers, 41
Zp p-adic integers, 41
p-adic solenoid Solp, 122
Absolute value of an operator on a
Hilbert space, 420
Accessible topological space, T1, 401
Action
2-transitive, 55
aperiodic, 413
ergodic, 337, 413
essentially free, 337
essentially transitive, 337
type II, IIIλ, 349
Action of G on X , respectively
Gy X and X x G, 25, 413
Affine group
Aff(R), 119, 227
Aff(R)0, orientation preserving
group, 118
Aff(Q), 64
Aff(K) of a field K, 116
Aff(K) of an infinite field K, 143,
223, 269, 323, 412
Algebras
continuous functions, C(X),
Cb(X), Cc(X), C0(X), 27, 217,
404
trigonometric polynomials on Ĝ,
357, 419
convolution algebras, Cc(G),
C0(G), L1(G), 242, 259, 294
Hilbert algebra, 288
C*-algebra, 422
von Neumann algebra, 422
Almost periodic function, 141
Amenable
group, 35
homogeneous space, 57
Aperiodic action, 413
Approximate identity, 422
Atom
of a measure, 405
of a projection-valued measure,
422
Baire space, 237, 402
Baumslag–Solitar group BS(1, p),
120, 136, 223, 270, 282, 314,
325, 412
Bihomomorphism, 105
Bohr compactification, 140
Borel equivalence relation, 284
Borel equivalent, 284
Borel reducible, 284
smooth, 284
Borel map, 404
Borel space, 404
countably generated, 404
countably separated, 404
standard, 405
Bounded element of a Hilbert
algebra, 288
Bruhat decomposition of GLn(K),
274
C*-algebra, 422
INDEX 441
commutative C*-algebra, 404
cartesian product, 244
restricted product, 244
C*-kernel, 243
C*-maximally almost periodic group,
or C*-MAP group, 389
C*-residually finite group, 392
C*-semi-norm, 237
Canonical representation πµ of a
LCA group G on L2(Ĝ, µ), 74
Cartesian product of C*-algebras,
244
CCR
representation, 204, 262
group, 204
C*-algebra, 257
Central character, 107, 256
Central direct integral
decomposition, 198
Central function = class function, 9
Central support of an element in a
von Neumann algebra, 424
Character
unit 1G, 22
unitary character, 24
central, 107, 256
of a LC group, 303
finite, 307, 313
Class function = central function, 9
Cocycle, 48, 155
Radon–Nikodym, 154, 348
cohomologous, 155, 159
irreducible, 160
Commensurate subgroups, 57, 412
Commensurator, 54, 126, 283, 412
Commutant, 22, 422
Commutation Theorem for Hilbert
algebras, 289
Commutator [a, b] := a−1b−1ab, 38
Commutator subgroup = derived
group, 38
Conditional expectation, 342
Conjugate representation, 26, 50
Connes embedding problem, 387
Convolution
of two functions on a LC group,
415
of two measures on a LC group,
415
Crossed product, 341, 369
Cyclic representation, 27
Decomposable operator over a Borel
space, 60, 65
Decomposable von Neumann
algebra, 70
Decomposition of representations
into irreducible representations, 62
into irreducible representations for
type I groups, 202
into factor representations, 198
Derived group = commutator
subgroup, 38
Diagonal matrix coefficient, 27
Diagonalisable operator, 61
Dihedral group, 101
Dimension
of a Hilbert space, 419
Direct integral of Hilbert spaces , 59
Direct integral of representations, 61
Direct integral of von Neumann
algebras, 70
Direct sum of representations, 23
Disjoint
measures, 407
representations, 22, 174
Dual
short for Unitary dual, 25
surjection on primitive dual, 45
finite-dimensional part, 130
Enveloping C*-algebra of measure
algebra, 247
Equivalent
representations, 22
cyclic representations, 29
measures, 407
projection-valued measures, 94
Ergodic
action, 337, 413
measure, 413
Essential range
of a cocycle, 349
of a function, 406
Essential supremum, 406
Essentially free action, 337
442 INDEX
Essentially transitive action, 337
Extremal semi-norm, 238
Factor, 95, 423
Factor representation, 95, 176, 183
Faithful trace, 216
FC-centre FC(Γ) of a group Γ, 411
Fell topology, 36, 195, 244
Field of Hilbert spaces over a
measure space, 59
Finite part of the quasi-dual, 307
Finite trace, 216
Finite type, for a Polish group, 380
Finite-dimensional part of the dual,
130
First return time, 372
Fourier transform, 417
Fourier–Stieltjes transform, 417
Free group, 45, 64, 302, 412
Full Hilbert algebra, 290
Function of positive type, 27
associated to a representation, 27
Fundamental family of measurable
vector fields over a Borel space,
59
GCR
group, 203
C*-algebra, 257
Gel’fand pair, 190
Gel’fand–Naimark–Segal
representation, 27, 235, 309
with ϕ ∈ P (G), 27
with ϕ ∈ A∗+, 235
with ϕ ∈ Tr(G), 309
Gel’fand–Raikov theorem, 34
General linear group
GLn(K) with K a field, 125, 143,
223, 332, 412
Bruhat decomposition of GLn(K),
274
principal series of GLn(K), 274
Glimm theorem, 257
GNS, short for
Gel’fand–Naimark–Segal, 27
Group measure space construction,
see crossed product, 341
Haar measure, 415
Hausdorff topological space, T2, 401
Heisenberg group, 223
H(R) over a ring R, 108
H(K) over a field K, 111, 134,
143, 302, 313
H(K) over an infinite field K, 266,
321
H(Z), 112, 148, 268, 322
H(R), 115, 245
H∞(Fp), 226
Hilbert algebra, 288
bounded element, 288
full, 290
natural trace, 290
Homogeneous representation, 87
Icc group, 213, 412
Ideal of definition of a trace, 287
Indecomposable
for ϕ ∈ P≤1(G), 30
for ϕ ∈ A∗+,≤1, 236
for ϕ ∈ Tr≤1(G), 311
Induced representation, 46
Induced transformation, 373
Induced von Neumann algebra, 424
Integral, 405
Intertwiner
between representations of a
group, 22
between cocycles on a group, 159
between representations of a
C*-algebra, 232
Invariant measure, 413
Invariant random subgroup, or IRS,
396
Involutive algebra L(H), 22
Irreducible representation, 24
Jacobson topology, 233
Kazhdan Property (T), 42
Kolmogorov topological space, T0,
401
Koopman representation, 340, 397
Lamplighter group, 124, 223, 272,
332, 371, 412
Large compact subgroup, 206
LC for “locally compact”, 43
INDEX 443
LCA for “locally compact abelian”,
73
Left regular representation, 33, 220,
223, 242
Liminal
locally compact group, 204
representation, 204
C*-algebra, 257
Lower semi-continuous trace, 216
Mackey machine, 98
Mackey–Borel structure, 196, 255
Maharam extension, 351
Matrix coefficient, 27
Mautner group M := C2 ⋊R, 227
Maximal C*-algebra of a LC group,
242
Maximally almost periodic group, or
MAP group, 139
Measurable
space, 404
map, 404
action Gy (X,B), 413
Measurable field
measurable vector field over a
Borel space, 59
measurable field of Hilbert spaces
over a Borel space, 59
measurable field of operators over
a Borel space, 64
Measurable field of von Neumann
algebras, 69
Measure
σ-finite, 405
absolutely continuous, 407
algebra, 415
complex, 409
disjoint, 407
equivalent, 407
ergodic, 413
invariant, 413
non-atomic, 405
quasi-invariant, 413
Radon, 410
singular, 407
total variation, 409
Measure algebra, 415
Minimally almost periodic group, or
m.a.p. group, 149
Modular function of a locally
compact group, 415
Monomial representation, 52
Moore group, 138
Motion group, 190
Multiplicity-free representation, 82,
178, 184, 189
Natural trace of a Hilbert algebra,
291
Non-degenerate representation of a
*-algebra, 232
Normal positive linear map from a
von Neumann algebra to
another, 423
Normal quasi-dual, 303
Normal representation, 301
Normal trace, 219
Orbit equivalence of group actions,
169
Partial isometry, 420
initial space, 420
final space, 420
Polar decomposition of an operator,
420
Polish space, Polish topology, 402
Positive definite function, see
functions of positive type, 27
Positive element in a C*-algebra,
420, 422
square root, 420, 422
Positive type, for a function, 27
Postliminal
C*-algebra, 257
Prime ideal, 238
Primitive dual
of a topological group, 45, 243
Primitive ideal, 233
Primitive ideal space
of a C*-algebra, 233
Principal series
of GLn(K), 125, 274
Profinite completion, 144
Profinite group, 143
Projection in a C*-algebra, 422
Projection-valued measure, 421
atom, 422
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equivalent, 94
regular, 421
support, 422
Projective kernel, 255
Projective limit of finite groups, 143
Properly infinite
von Neumann algebra, 220
representation, 222
Property
P-by-Q, 411
Pure state on a C*-algebra, 236
Purely infinite
von Neumann algebra, 220
representation, 222
C*-algebra, 303
Quasi-compact topological space,
402
Quasi-dual, 194
type I part, 195
normal, 303
finite part, 307
Quasi-equivalent
representations, 174, 181
trace representations, 298
Quasi-equivalent finite type
representations, 310
Quasi-invariant measure, 413
Quasi-orbit, 402
Quasi-orbit space, 402
Quasi-regular representation, 49, 55,
193, 224
Radon measure, 410
complex, 411
Radon–Nikodym
cocycle, 154, 348
derivative, 407
Reduced C*-algebra of a LC group,
242
Reduced Enveloping C*-algebra of
measure algebra, 247
Regular projection-valued measure,
421
Representation
C*-kernel, 243
canonical (for a LCA group), 74
CCR, 204, 262
conjugate, 26, 50
cyclic, 27
direct sum, 23
disjoint, 22, 174
equivalent ≃, 22
factor, 95, 176, 183
finite type, 222, 307
homogeneous, 87
induced, 46
irreducible, 24, 232
Koopman, 340
left regular, 33
monomial, 52
multiplicity-free, 178, 184, 189
non-degenerate, 232
normal, 301
of a C*-algebra, 232
quasi-equivalent ≈, 174, 181
quasi-regular, 49, 55, 193, 224
right regular, 33
standard, 297
subordinate, 174
trace, 298
traceable, 298
trivial (for a C*-algebra), 232
type I, 178, 184
type II, II1, II∞, III, 222
unit, 22
weakly contained , 35, 243
weakly equivalent ∼, 35, 243
Representation = unitary group
representation, 22
Representation of finite type, 308
Residually finite group, 142
Restricted product of C*-algebras,
244
Right regular representation, 33
Schro¨der–Bernstein property for
representations, 175
Schur’s lemma, 25
Semi-direct product, 130
Semi-finite trace, 216
Separation axioms T0, T1, T2, 401
SIN group, 141, 381
Solenoid Solp, 122
Spectrum of a C*-algebra, 233
Square root of a positive operator,
420
INDEX 445
Square-integrable vector field over a
Borel space, 59
Standard
representation of (M, τ), 297
measure, 337
Borel space, 405
Standard measure on a Borel space,
409
State on a C*-algebra, 235
Strong topology on L(H) and U(H),
22, 419
Subordinate representation, 174
Subrepresentation, 22
Support of a projection-valued
measure, 422
Support of an operator, 424
Tame group, 258
Thoma’s dual, 311
Topological space
σ-compact, 401
accessible, 401
Baire, 237, 402
Kolmogorov, 401
second-countable, 403
separable, 403
separation axioms T0, T1, T2, 401
Trace
on a C*-algebra, 216, 287
domination, 216
on a von Neumann algebra, 219
ideal of definition, 287
natural trace on the von Neumann
algebra associated to a Hilbert
algebra, 290
on a topological group, 308
Trace representation, 298
quasi-equivalent, 298
Traceable representation, 298
Transversal T , and G =
⊔
t∈T tH , 46
Trigonometric polynomials on Ĝ,
357, 419
Trivial extension of a function
defined on a subgroup, 52
Trivial representation, 232
Two-step nilpotent group, 105, 263,
318
Type I
representation, 178, 184
part of the quasi-dual, 195
group, 199, 257
von Neumann algebra, 220
Type II, III
von Neumann algebra, 220
representation, 222
action, 349
IIIλ, 350, 369
Ultra-weak topology on L(H) and
U(H), 419
Unimodular group, 415
Unit representation or unit character
1G, 22
Unitary character, 24
Unitary dual, 25
Unitary group U(H), 22
Unitary representation =
representation, 22
Universal Kolmogorov quotient, 402
von Neumann algebra, 422
factor, 95, 423
type I, 220
continuous, 220
finite, 220
semi-finite, 220
type II1, 220
type II∞, 220
type III, 220
properly infinite, 220
purely infinite, 220
crossed product, 341
enveloping, 259
group measure space construction,
341
von Neumann algebra L(Γ) of a
discrete group Γ, 214
von Neumann kernel of a topological
group, 141
Weak topology on L(H) and U(H),
22, 419
Weakly
contained (representation), 35, 243
equivalent (representation), 35,
243
