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V današnjem času se v industriji in tudi na drugih področjih zaradi potreb po 
višji produktivnosti dela in optimizaciji procesov tudi robotika iz dneva v dan vse bolj 
uveljavlja. Tako imenovani »pametni sistemi« so pogosto sestavljeni tudi iz 
sodelujočih robotov, zanje pa je značilno, da lahko v proces dela vključujejo tudi 
človeško pomoč, s tem pa se zelo povečata fleksibilnost in hitrost dela.  
Z diplomskim delom smo v virtualnem okolju skušali prikazati sodelovanje 
človeka in robota, zato je bilo potrebno izbrati tudi primerno aplikacijo in sodelujočega 
robota. Odločili smo se za dvoročnega ABB-jevega robota IRB 14000 YuMi in 
aplikacijo sestavljanja manipulatorja z eno prostostno stopnjo.  
V delo smo vključili predstavitev robotske celice z YuMi robotom in pa tudi 
predstavitev programskega okolja RobotStudio, v katerem smo izdelali simulacijo. Ko 
so bile jasno določene sekvence sestavljanja, smo v nadaljevanju podrobno opisali še 
postopke za izdelavo sodelovalne aplikacije v virtualnem okolju, tako lahko po branju 
te diplomske naloge vsak bralec brez posebnega predznanja naredi podobno aplikacijo. 
 
 





In the present day, robotics is becoming more and more prevalent in industry 
and in other fields due to the growing need for higher productivity and process 
optimization. “Smart systems” often include collaborative robots which are 
characterized by their ability to include human help into the process of work, 
significantly improving the flexibility and speed of work. 
For proper demonstration of human-robot collaboration it is essential to choose 
both a suitable application and a collaborative robot. We decided on the ABB’s dual-
arm collaborative robot IRB 14000 YuMi. Application was an assembly task of a linear 
manipulator with a single degree of freedom. 
In this work we present the robotic cell of the YuMi robot along with the 
software platform in which we created the simulation. After clearly defining the 
sequences of the assembly, we describe in detail the process of developing a 
collaborative application in a virtual environment. Thus, after reading this thesis, every 
reader can develop a similar application without any specific prior knowledge. 
 
 








1.1 Sodelujoči roboti 
Zaradi varnosti pred nesrečami so v robotiki in splošno v industriji razviti 
varnostni standardi, ki delovni prostor robota in človeka strogo razmejujejo in ne 
dovolijo hkratnega dela v istem prostoru. Na področju robotike se zadnje čase vse bolj 
stremi k temu, da roboti pri izvajanju svojih nalog ne bi več potrebovali varnostnih 
ograj ali dodatnih varnostnih ukrepov, posledično ne bi zavzeli toliko prostora, hkrati 
pa bi se podaljšal tudi efektivni čas delovanja robota. Če v robotsko celico namesto 
klasičnega industrijskega robota postavimo enega izmed sodelujočih robotov, lahko 
človek predvsem varno in učinkovito sodeluje z njim. [1; 2]. Obstaja veliko primerov, 
kjer robot lahko nadomesti monotono in časovno potratno delo človeka, vendar pa ta 
še vedno ne obvlada interakcije, značilne za človeka, zato je kombinacija robota in 
človeka lahko tako uspešna. Na sliki 1.1 vidimo primer sodelovanja človeka in robota. 
 
Slika 1.1: Primer sodelovanja človeka z robotom [1] 
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1.2 Indirektno programiranje robotov 
Indirektno programiranje (ang. off-line programming) se je dodobra uveljavilo 
šele v zadnjem času skupaj z razvojem osebnih računalnikov. Je zelo učinkovit način 
programiranja robotov, saj za izdelavo novih programov ni treba ustavljati 
proizvodnje, kar je značilnost programiranja z učenjem. Tudi poznavanje sintakse 
programskega jezika in kinematičnih značilnosti robota pri izdelovanju uporabniškega 
programa ni nujno potrebno. Za takšno programiranje si izdelamo virtualno okolje z 
vsemi strojnimi deli in ostalimi elementi, ki so posnetek prave robotske celice. Nato v 
obstoječem grafičnem okolju na sorazmerno enostavne načine programiramo robota 
in nazadnje vse testiramo s simulacijo, ki potrdi, da je izdelan program že primeren za 
testiranje v proizvodnji. Če s programom po simulaciji nismo zadovoljni, lahko 
opravimo popravke in ponovne simulacije, dokler ne zadostimo v naprej zastavljenim 
kriterijem. 
1.3 Cilji diplomske naloge 
Glavni cilj diplomske naloge je bil ustvariti simulacijo, ki v virtualnem okolju 
prikazuje sodelovanje robota in človeka. Zato je potrebno najprej izbrati ustrezno 
nalogo, kjer bi robot potreboval človeško pomoč. Interakcijo med robotskim sistemom 
in operaterjem smo prikazali s sprotno komunikacijo preko zunanje učne enote. Namen 
je bil tudi, da bi bila ta aplikacija uporabna tudi v realnem okolju, kjer je na prvem 
mestu varnost. 
 
Če povzamemo cilje diplomske naloge: 
• izbira ustreznega sestava, 
• izbira kritičnih korakov, kjer robot potrebuje pomoč operaterja, 
• priprava robotskih orodij in prijemal, 




2  Robotska celica z ABB YuMi robotom 
Na začetku izdelave diplomske naloge smo se najprej seznanili z uporabo robota 
ABB YuMi na dejanskem primeru sestavljanja manipulatorja, ki ga bomo uporabili 
tudi v virtualnem okolju. Potrebno je bilo pridobiti znanje o lastnostih robota, 
robotskega krmilnika, orodij in seveda tudi programske opreme, ki jo bomo uporabili. 
2.1 Strojna oprema 
Pri virtualni izvedbi dejanske strojne opreme nismo potrebovali, a je kljub temu 
pomembno, da poznamo osnovne lastnosti robota, krmilnika, ročne učne enote in 
prijemal, ki smo jih vključili v virtualno okolje. 
2.1.1 Robotski mehanizem IRB 14000 YuMi 
Zaradi boljše fleksibilnosti in predvsem varnosti pri sodelovanju robota s 
človekom, smo se namesto klasičnega industrijskega robota, odločili uporabiti robota, 
ki je narejen za ta namen. 
Prednosti sodelujočih robotov so predvsem:  
• varnost pri sodelovanju s človekom, 
• spretnost (dve roki), 
• hitrost in zanesljivost, 
• hitra prilagodljivost za opravljanje različnih nalog. 
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Slika 2.1: Dvoročni sodelujoči robot YuMi [3] 
Ime robota YuMi je krajša oblika za »you and me« (slo. ti in jaz), tako nam že 
samo ime pove, da je robot namenjen sodelovanju s človekom. Je dvoročni robot s po 
sedmimi stopnjami prostosti v vsaki roki in posnema gibanje človeških rok. Vse 
strojne komponente ima integrirane v enoten mehanizem. Tehta 38 kg, maksimalna 
obremenitev posamezne roke pa znaša 0,5 kg. Prednost tovrstnih robotov je tudi ročno 
vodenje roke v želeno pozicijo, kar občutno skrajša čas učenja želenih konfiguracij 
robotske roke. Ta način smo v virtualnem okolju za učenje točk uporabili tudi na našem 
primeru [3]. 
 
Teža: 38 kg 
Doseg: 559 mm 
Maksimalna nosilnost: 0,5 kg (posamezna roka) 
Število prostostnih stopenj: 7 (posamezna roka) 
Maksimalna hitrost: 1,5 m/s 
Ponovljivost: 0,02 mm 
       Tabela 2.1: Tehnične specifikacije robota YuMi [3] 
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2.1.2 Krmilnik IRC5 
Krmilnik IRC5 je peta (zadnja) generacija ABB robotskih krmilnikov in 
vsebuje vse funkcije, ki so potrebne za vodenje in premikanje robotskih rok. Sestavljen 
je iz krmilnega in pogonskega modula. Krmilni modul vsebuje glavni računalnik, 
digitalne vhode in izhode ter pomnilnik. Krmilni modul poganja tudi celotno 
programsko opremo krmilnika (RobotWare), ki nam omogoča nadzorovano delovanje 
robota. Ta nam omogoča programiranje, komuniciranje in simuliranje. Pogonski 
modul vključuje močnostno elektroniko (napajalnik pogonskega sistema, pogonske 
enote, usmernik in podobno), ki omogoča delovanje robotskih motorjev [4]. 
2.1.3 Ročna učna enota 
H krmilniku IRC5 pripada tudi ročna učna enota (ang. teach pendant unit). To 
je naprava za upravljanje z mnogimi funkcijami, ki so potrebne za nadzor robotskih 
sistemov, izdelavo in urejanje programskih aplikacij ter seveda za premikanje samega 
robota. Ročna učna enota vsebuje strojno opremo, kot so tipke in krmilna palica (ang. 
joystick), ter programsko opremo. Preko integriranega kabla in priključnega modula je 
povezan s krmilnim modulom. Za samo vodenje robota ročne učne enote nismo 
potrebovali, je pa bila uporaba potrebna za komunikacijo programa z operaterjem [4]. 
 
Slika 2.2: Ročna učna enota [5] 
Ročno učno enoto, ki je prikazana na sliki 2.2, sestavlja več elementov: 
• (1) konektor,  
• (2) zaslon na dotik,  
• (3) tipka za izklop v sili,  
• (4) krmilna palica za ročno vodenje,  
• (5) USB-priklop,  
• (6) pisalo za zaslon na dotik,  
• (7) tipka za ponastavitev,  
• (8) tipka za omogočanje delovanja naprave [5]. 
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2.1.4 Prijemalo SmartGripper 
Kot že ime pove, ima dvoročni robot ABB YuMi dve roki. Hitrost premikanja 
rok je omejena na 1500 mm na sekundo, kar je za razred sodelujočih robotov zelo 
hitro. Na rokah ponuja nameščeno električno servo prijemalo s prsti in vakuumsko 
prijemalo, ki je namenjeno predvsem prijemanju gladkih objektov. Obstaja tudi 
različica prijemal, ki imajo vgrajeno tudi kamero [6]. Različne izvedbe prijemal so 
prikazane na sliki 2.3. 
Maksimalen razmak prstov je 50 mm, sila stiska 20 N, gibanje prstov pa poteka 
vzporedno. Poleg zapiranja in odpiranja je možno določiti tudi oddaljenost med prsti 
in maksimalno silo prijema [3]. 
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2.2 Programsko okolje RobotStudio  
RobotStudio je program podjetja ABB, ki je namenjen izdelavi in simulaciji 
robotske celice v virtualnem okolju. Izdelava simulacije je pomembna, saj se s tem 
izognemo dragim napakam, ki lahko nastanejo, če program preizkušamo na realnem 
sistemu, kjer lahko z napakami na primer povzročimo zastoj linije. V programu lahko 
preizkušamo različne robotske mehanizme in orodja ter se tako še pred nakupom 
odločimo za najbolj ustreznega glede na dejansko uporabo. V virtualnem okolju lahko 
preskušamo tudi nove ideje in različne načine delovanja.  
V programu se uporablja virtualni krmilnik, ki je identičen realnemu. Na ta način 
se robot programira, testira in simulira popolnoma enako kot realni. V primeru trka v 
virtualnem svetu je materialna škoda nična, kar predstavlja eno izmed osnovnih 
prednosti programiranja robotov v virtualnem svetu. Po končanem programiranju 
lahko program enostavno prenesemo na realni krmilnik in zaženemo robota.  
Poznamo različne namene uporabe sistema, največkrat se v industriji uporablja 
za izdelavo virtualnega okolja in simulacije, preden program naložimo na dejanski 
krmilnik v proizvodnji. Osebno pa se mi zdi program zelo uporaben tudi za spremljanje 



















3 Sodelovalna aplikacija 
Pri mehanizmu, ki ga v diplomskem delu želimo sestaviti s pomočjo robota, 
pride pri določenih sekvencah do nalog, za katere bi robot potreboval več časa ali pa 
jih sam ne bi mogel izpeljati, zato je bil naš cilj, da ustvarimo aplikacijo, kjer bi to 
namesto robota naredil človek – operater. S tem se poveča hitrost izvajanja naloge, te 
pa so lahko zaradi človekove fleksibilnosti tudi bolj kompleksne.  
3.1  Sestav 
Za uspešen prikaz sodelovanja človeka z robotom smo morali izbrati tudi 
primerno zahtevno in uporabno nalogo za sestavljanje, nalogo, kjer robot ne more 
izvesti vseh operacij. Za ta namen smo uporabili manipulator z eno prostostno stopnjo, 
ki je prikazan na sliki 3.1. Manipulator je namenjen pozicioniranju segmenta po eni 
osi.  
 Aplikacija sestavljanja je bila predhodno predstavljena na primeru sestavljanja 
z realnim robotom [7], naš cilj pa je bil uporabiti to aplikacijo kot demonstracijsko 
nalogo za predstavitev sodelovalne aplikacije v virtualnem okolju. 
 
Slika 3.1: Prikaz mehanizma z eno prostostno stopnjo [7] 
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3.1.1 Poenostavitev posameznih delov sestava 
Manipulator je bil na začetku sestavljen iz 11 delov, ki jih vidimo na sliki 3.2, 
vendar smo se za naše potrebe odločili za poenostavitev in združevanje obkroženih 
delov že pred samim začetkom sestavljanja.  
S pomočjo programskega orodja SolidWorks smo jermenico, motor in nosilec 
motorja združili v eno celoto, prav tako je bil iz dveh delov tudi nosilec orodja, združili 
pa smo tudi nosilec jermenice z osovino in jermenico.  
 
Slika 3.2: Prikaz poenostavitve posameznih delov sestava 
 
Za samo sestavljanje smo uporabili šest delov manipulatorja, katerih imena so na sliki 
3.2 označena z rdečo barvo. To so: 
 
• alu profil (podstavek), 
• motor, 
• nosilec orodja, 
• vodilo, 
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3.2  Zaporedje sestavljanja 
Pred začetkom izdelave aplikacije se je bilo potrebno najprej odločiti za vrstni 
red sestavljanja, ki je prikazan na sliki 3.3, ob tem pa tudi za kritične dele, pri katerih 
bi robot lahko imel težave s prijemanjem in postavitvijo. Predvsem se nam je zdela 
potrebna pomoč človeka pri vijačenju nosilcev, saj robot med sestavljanjem ni 
opremljen z vijačnikom, človek pa to lahko naredi v kratkem času. Na koncu, ko je 
robot postavil nosilec jermenice, na jermenico operater napne jermen – tudi to bi robot 
zelo težko naredil, saj je jermen gumijast in bi imel s prijemanjem in manipulacijo z 
njim veliko težav, tudi primerno silo napenjanja človek po občutku hitro določi in nato 
še privijači nosilec.   
 
Slika 3.3: Prikaz zaporedja sestavljanja: 1. korak – postavitev in vijačenje motorja,  
2. korak – vstavljanje  vodila, 3. korak – nameščanje nosilca orodja, 4. korak – postavitev nosilca 
jermenice, 5. korak – namestitev jermena, 6. korak – napenjanje jermena in vijačenje nosilca jermenice. 
 
Poleg namena, da je naloga čim hitreje opravljena, smo se osredotočili tudi na 
to, da bi lahko aplikacijo prilagodili za različne naloge, kjer operater o svojem delu ne 
bi vedel veliko. S tem namenom smo v aplikacijo s pomočjo zunanje učne enote 
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3.2.1 Različni načini prikaza zaporedij sestavljanja 
Poleg že zgoraj prikazanega načina obstaja še veliko drugih, s katerimi lahko 
prikažemo zaporedje sestavljanja. Na sliki 3.4 so prikazane kratice za posamezne dele 
sestava, ki so uporabljene na shemah v nadaljevanju. 
 
Slika 3.4: Kratice za poimenovanje posameznih delov sestava 
 
Slika 3.5: Prikaz zaporedij sestavljanja s pripadajočim grafom povezav  
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Pri načinu, prikazanem na sliki 3.5, s povezavami od C1 do C8 prikažemo 
fizični stik med telesi, ki se vzpostavi ob vsaki postavitvi elementa.  
Na sliki 3.6 pa je prikazan način z AND/OR grafom, kjer se očitno vidi, ali se 
koraki sestavljanja izvajajo eden za drugim (zaporedno) ali hkrati (vzporedno). V 
našem primeru je šlo za zaporedno sestavljanje, saj se vsi deli nameščajo eden za 
drugim. Naloge operaterja in robota so opisane v tabeli 3.1. 
 
Slika 3.6: Prikaz zaporednega sestavljanja z AND/OR grafom  
 
Tabela 3.1:  Razporeditve nalog 
AKTIVNOST ROBOT OPERATER 
1 Namesti motor na profil Privijači motor na profil 
2 Namesti vodilo v sestav motorja / 
3 Namesti nosilec orodja na vodilo / 
4 Nosilec jermenice namesti na 






Namesti jermen, ga z 
ustrezno silo napne in 
privijači nosilec jermenice 
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Drugi način, kjer bi lahko prikazali pararelno/vzporedno izvajanje dveh 
korakov, pa bi bil ta, da isti čas, ko robot z desno roko postavlja motor na profil, leva 
roka drži vodilo, na katero operater namesti nosilec orodja, skupek pa nato robot 
namesti v sestav motorja. Vzporednost operacij je prikazana z AND/OR grafom na 
sliki 3.7, v tabeli 3.2 pa so opisane naloge robota in operaterja. 
 
Slika 3.7: Prikaz pararelnega izvajanja dveh korakov 
   
Tabela 3.2:  Drugi način razporeditve nalog 
AKTIVNOST ROBOT OPERATER 
1.1 Namesti motor na profil Privijači motor na profil 
1.2 Drži vodilo Namesti nosilec orodja na 
vodilo 
2 Namesti vodilo in nosilec orodja v 
sestav motorja 
/ 
3 Nosilec jermenice namesti na 






Namesti jermen, ga z 
ustrezno silo napne in 
privijači nosilec jermenice 
 




4  Izdelava aplikacije v virtualnem okolju 
4.1 Ustvarjanje virtualne robotske celice  
Preden smo se lotili konkretnih nalog, je bilo potrebno ustvariti ustrezno 
virtualno robotsko celico, ki vključuje robotski mehanizem, pripadajoča orodja in tudi 
virtualni robotski krmilnik.  
4.1.1 Zagon novega projekta 
Za zagon novega projekta v programu RobotStudio obstaja več različnih 
načinov. Kot vidimo na sliki 4.1, se nam ob zagonu programskega okolja odpre okno 
z različnimi možnostmi. Pogosto se uporablja opcija Solution with Empty Station, ta 
nam ustvari prazen projekt s praznim virtualnim okoljem. Za razliko od druge 
možnosti Solution with Station and Robot Controller ta ne vključuje robotskega 
mehanizma in virtualnega krmilnika, zato ju moramo dodati ročno. To lahko storimo 
v zavihkih ABB Library, kjer iz že obstoječe ABB knjižnice dodamo robota, v Robot 
System pa v okolje dodamo še sistem, s katerim se zažene tudi virtualni krmilnik. 
 
Slika 4.1: Zagon novega projekta  
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V našem primeru smo za zagon novega projekta uporabili opcijo Solution with Station 
and Robot Controller, kjer, kot vidimo na sliki 4.2, predhodno že izberemo robota, ki 
ga želimo imeti v celici, prav tako pa se ob kreiranju projekta zažene tudi virtualni 
krmilnik z ustrezno verzijo programske opreme. 
 
Slika 4.2: Izbira parametrov pri zagonu novega projekta 
4.1.2 Modeliranje podlage in uvoz CAD-modelov 
Izdelava preprostih teles, kot so kvadri, kocke in krogle, je zelo enostavna, za 
izdelavo bolj zahtevnih teles pa imamo v samem programu že vgrajene posebne 
funkcije. Postopek izdelave preprostega telesa je sledeč:  
1. Ko imamo že odprt nov projekt, lahko začnemo z dodajanjem teles v okolje, 
orodja za ustvarjanje teles in manipuliranje s telesi se nahajajo pod zavihkom 
Modelling.  
2. Nova telesa dodajamo z orodjem Solid, kjer lahko izbiramo različna telesa 
poljubnih dimenzij.  
3. Če želimo ustvariti preprosto kocko, izberemo Box, in kot vidimo na sliki 4.3, 
se nam pojavijo možnosti za določanje dimenzij posamezni stranic, orientacije, 
pozicije, pomembna pa je tudi izbira referenčnega koordinatnega sistema.  
4. Ko izberemo vse želene parametre, telo ustvarimo s pritiskom Create. 
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Slika 4.3: Prikaz modeliranja enostavnega telesa  
Kot vidimo na sliki 4.4, smo okoli robota postavili delovno površino, na katero 
postavimo vse objekte. Tako so telesa lažje dosegljiva in tudi gibi posameznih rok 
krajši in bolj varni za sodelovanje z operaterejem.  
 
Slika 4.4: Modeliranje podlage v okolici robota 
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Ko imamo narejeno podlago, lahko v okolje uvozimo že vnaprej pripravljene 
modele našega sestava. Objekte kompleksnejših oblik moramo modelirati v drugih 
temu namenjenih programih, nato pa jih lahko uvozimo v virtualno celico. Podprta je 
večina najpogosteje uporabljanih CAD formatov, v osnovni verziji so vključeni: 
ACIS, VRML, STL, 3DStudio, COLLADA in OBJ, za ostale (IGES, STEP, VDA-FS, 
CATIA, Pro/E/Creo, Inventor) pa je potrebno dokupiti programsko razširitev. Z 
uporabo natančnih modelov se lahko močno ali popolnoma približamo robotskemu 
programu, ki ga je pred dejansko uporabo potrebno le še prenesti iz virtualnega na 
fizični krmilnik. Z vgrajenim inteligentnim čarovnikom je omogočeno tudi preprosto 
kreiranje robotskih orodij, npr. prijemal. 
Po vključevanja modelov našega sestava smo naleteli na težavo, saj je bilo 
potrebno pred uporabo vse modele ustrezno translirati in rotirati. Pri tem smo si 
pomagali s programom Autodesk Inventor, kjer smo lahko natančno izmerili dimenzije 
modelov in jih tako ustrezno zasukali in translirali na našo delovno površino. 
4.1.3 Priprava robotskih prijemal 
Pri uvažanju smo robotski mehanizem že uspešno povezali s krmilnikom, za 
potrebe naše naloge pa je bilo potrebno na robotske roke namestiti še ustrezna 
prijemala. Prijemala in vsa druga orodja, ki so že nameščana v programskem paketu, 
se nahajajo pod zavihkom Import Library v podmeniju Equipment. Tam v celi množici 
ostale opreme najdemo tudi prijemalo »ABB Smart Gripper«. Pri izbiri tega se nam 
pojavi kar nekaj različnih možnosti, saj poleg prstov obstaja še različica s 
pnevmatskimi seski in kamero, za naš primer je bila dovolj različica brez teh. 
Po uspešnem uvozu dveh prijemal (za levo in desno roko) smo jih s funkcijo 
Attach to (desni klik na prijemalo) pritrdili na robotsko roko, tako je bil naš robot 
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Kako je izgledal naš robot po končani pripravi, se vidi na sliki 4.5. 
 
Slika 4.5: Virtualno okolje po končani pripravi  
4.1.4 Končni razmaki prstov  
Ker smo imeli pri naši aplikaciji relativno malo teles, s katerimi manipuliramo, 
smo se odločili, da bomo za vsako prijemalo shranili razmake prstov, ki ustrezajo 
telesom, ki jih bomo premikali s posamezno roko. To smo storil tako, da smo vsako 
roko ročno pripeljali do telesa in s funkcijo Modify Mechanism (desni klik na 
posamezno prijemalo) ter  z možnostjo Create pose za vsako telo posebej shranili 
razmak prstov. Shraniti je bilo potrebno tudi razmak pri odprtih prstih.  
Če bi hoteli narediti nalogo univerzalno za vsa telesa, bi namesto končnih 
pozicij prstov za vsako telo uporabili senzor, ki bi zaznal stik prstov s telesom. Na sliki 
4.6 je prikazano ustvarjanje pozicije za odprto prijemalo. 
 
Slika 4.6: Shranjevanje končnih razmakov prstov  
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4.2 Učenje robota 
Ko smo ustvarili virtualno robotsko celico z ustrezno opremljenim robotom 
ABB YuMi, pripravili CAD modele in jasno določili korake sestavljanja, je bilo 
potrebno razmisliti, katera orodja potrebujemo za izvedbo naše naloge. Samo 
premikanje robota in učenje točk je bilo dokaj enostavno, za manipulacijo teles pa je 
bilo potrebne kar nekaj priprave in uporaba različnih orodij. Kako orodja delujejo in 
kako jih ustrezno nastaviti, je zelo nazorno opisano v pomoči programa RobotStudio, 
ki smo jo med izdelavo aplikacije redno uporabljali.  
4.2.1 Uporaba pametnih komponent 
Pod zavihkom Modeling se nahaja orodje s pametnimi komponentami Smart 
Component, ki je ključno za izdelavo nalog z bolj zahtevnimi akcijami robota – v 
našem primeru za manipuliranje z objekti v virtualnem okolju. Pod orodjem se najde 
veliko tako imenovanih pametnih komponent, za izvedbo naše naloge pa smo 
potrebovali Pose Mover, ki manipulira s pozicijo (razmakom) prstov, ter Attacher in 
Detacher, ki pripenjata/odpenjata telesa na prste robotskega prijemala. Komponente 
dodajamo s klikom na Add component. 
Komponenta Pose Mover 
Pose Mover je pametna komponenta, ki izvršuje ukaze za premik prstov našega 
prijemala.  
 
Slika 4.7: Uporaba pametne komponente PoseMover 
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Na sliki 4.7 vidimo, da pri ustvarjanju te komponente izberemo mehanizem, s 
katerim manipuliramo, in pa pozicijo (razmak), ki smo jo ustvarili predhodno v 
poglavju 4.1.4. Za primer leve roke smo to komponento ustvarili štirikrat – za 
premikanje vodila, nosilca orodja in nosilca osovine, še ena pa je bila potrebna za 
premik prstov na začetno, odprto pozicijo.  
Komponenti Attacher in Detacher  
Attacher in Detacher sta ključni dve komponenti, ki sta potrebni za premikanje 
objektov. Ko prsti dosežejo končno pozicijo, komponenta Attacher telo pripne na 
prste, Detacher pa ga odpne, ko robot telo odloži na ustrezno lokacijo.  
 
Slika 4.8: Attacher 
 
Slika 4.9: Detacher 
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Na slikah 4.8 in 4.9 vidimo, da za ustrezno delovanje pri ustvarjanju teh dveh 
komponent izberemo orodje, na katerega telo pripenjamo (parent)  – v našem primeru 
smo izbrali prste leve ali desne roke – in pa telesa, ki smo jih pripenjali (child). 
4.2.2 Digitalni vhodi in izhodi 
Da smo lahko v simulaciji upravljali s komponentami, ki smo jih predhodno 
pripravili, je bilo potrebno še prej ustvariti ustrezen sistem digitalnih vhodov in 
izhodov. 
Digitalni vhodi 
V oknu s pametnimi komponentami najdemo zavihek Signals and 
Connections, kjer ustvarimo vhodne signale in povezave z akcijami pametnih 
komponent. S klikom na Add I/O Signals se nam odpre okno, kjer smo, kot vidimo na 
sliki 4.10, za primer leve roke ustvarili štiri digitalne vhode – za prijemanje treh teles 
in enega za odpiranje prstov. 
 
Slika 4.10: Digitalni vhodi 
Povezave vhodov z akcijami pametnih komponent 
Po ustvarjenih digitalnih vhodih pametnih komponent jih je bilo potrebno še 
povezati z ustreznimi akcijami. Te povezave ustvarjamo s klikom na Add I/O 
Connections in, kot vidimo na sliki 4.11, tam izberemo kaj proži signal in kateri signal 
prožimo.  
 
Slika 4.11: Ustvarjanje povezav med vhodnimi signali in signali pametnih komponent 
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Na sliki 4.12 so prikazane vse I/O povezave za levo roko. Vidimo lahko, da 
vhodi, ki smo jih ustvarili, premikajo prste na ustrezen razmak. Ko prsti dosežejo 
končno pozicijo, pa se aktivirajo še komponente za pripenjanje in odpenjanje teles.  
 
Slika 4.12: Vse povezave med vhodi in akcijami pametnih komponent 
V nastavitvah pametnih komponent obstaja tudi možnost grafičnega 
povezovanja signalov, vendar se zaradi počasnega delovanja programa za ta način 
nismo odločili, nam pa lahko pride prav pri kasnejših popravkih povezav. Na sliki 4.13 
se vidi grafični prikaz povezav za dva izmed štirih virtualnih digitalnih vhodov 
pametnih komponent leve roke.  
 
Slika 4.13: Grafični prikaz povezav digitalnih vhodov z akcijami 
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Digitalni izhodi krmilnika 
Tako kot digitalni vhodi imajo tudi digitalni izhodi vrednosti 0 ali 1, vendar 
lahko RAPID program vrednosti digitalnih vhodov samo bere, ne pa tudi postavlja, 
zato smo z namenom avtomatskega ali ročnega proženja za vsakega izmed ustvarjenih 
virtualnih digitalnih vhodov pametnih komponent ustvarili še digitalni izhod na 
krmilniku. Te najdemo pod glavnim zavihkom Controller in nato Configuration – I/O 
System, kjer z desnim klikom na Signal z New signal ... ustvarimo nove digitalne 
izhode. Na sliki 4.14 vidimo primer kreiranja digitalnega izhoda za prijemanje vodila.  
 
Slika 4.14: Prikaz kreiranja digitalnih izhodov  
Ta postopek nam le ustvari digitalne izhode, ki so zaenkrat še brez funkcije, 
saj niso nikamor povezani. Kot vidimo na sliki 4.15, je bilo potrebno za uspešno 
delovanje celotnega sistema signalov pod glavnim zavihkom Simulation in Station 
Logic z dodajanjem I/O povezav povezati izhode s pripadajočimi vhodi, ki smo jih 
ustvarili v orodju s pametnimi komponentami. 
 
Slika 4.15: Prikaz povezave digitalnega izhoda z vhodom 
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4.2.3 Učenje gibanja robota 
Po testiranju ustreznosti delovanja povezav smo robota lahko začeli učiti 
gibanja do točk, kjer telesa pobira, in od tam do točk, kjer jih odloži.  
Najpomembnejši del je učenje ciljnih točk, po katerih se bo gibala robotska 
roka skupaj z deli sestava. Za vodenje robota obstaja več različnih načinov. Odločili 
smo se za ročno vodenje robota, pred učenjem točk pa je bilo potrebno najprej ročno 
pripeti vsako telo na prijemalo, saj smo tako lahko že sproti videli, ali so telesa na 
ustreznih mestih in ali se lepo prilegajo eno na drugo, hkrati pa smo se tako izognili 
morebitnim trkom pri sestavljanju. Pri tem nam je zelo pomagala funkcija, ki omogoča 
le linearno gibanje po oseh koordinatnega sistema prijemala, saj je za vse dele našega 
sestava potrebno nameščanje z linearnimi gibi – predvsem je to očitno pri nameščanju 
vodila v nosilec motorja. 
Če bi želeli še bolj dodelati sistem, bi lahko na našo podlago, kjer so zloženi 
deli sestava, predhodno naredili dodaten koordinatni sistem, ki predstavlja delovni 
objekt (ang. Work Object). Ker se pri učenju točk izbere, glede na kateri koordinatni 
sistem se kreirajo, bi lahko kasneje, če bili želeli premakniti našo podlago, za isto 
vrednost translirali koordinatni sistem delovnega objekta, vse koordinate naučenih 
točk pa bi se avtomatsko posodobile. Lahko ustvarimo več delovnih objektov, zato je 
potrebno vedno izbrati, glede na kateri koordinatni sistem izvajamo gibanje ali učimo 
ciljne točke. 
Ciljne točke 
Ciljne točke ustvarjamo tako, da robota pripeljemo na želeno mesto in s klikom 
Teach Target, ki se nahaja v glavnem meniju, shranimo želeno lego robota – pozicijo 
in orientacijo prijemala ter konfiguracijo robotskega mehanizma. Če bi ciljne točke 
učili s pomočjo orodja Create Target, bi morali kasneje prirediti orientacijo orodja in 
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Ustvarjanje poti iz ciljnih točk 
Po uspešnem učenju vseh točk smo iz njih lahko ustvarili logično pot, po kateri 
se bo gibal robot. Prazno pot ustvarimo v glavnem meniju s klikom na Path, kjer 
izberemo Empty Path. Levo od simulacijskega okolja vidimo, da se nam pod Path and 
Procedures pokaže nova prazna pot, ki jo lahko poljubno poimenujemo nato pa vanjo 
dodamo vse že prej naučene točke, program pa nato sam zgenerira pot, ki je vidna tudi 
v grafičnem prikazu okolja. Tip in parametre posameznih gibov smo kasneje popravili 
v RAPID programu. Poznamo 3 osnovne tipe gibov. Ukaz MoveJ je ukaz pri katerem 
se gib v končno točko izvrši glede na interpolacijo v koordinatah posameznih sklepov, 
ukaz MoveL izvrši premik v končno točko po premici, ukaz MoveC pa izvrši premik v 
končno točko preko vmesne točke po krožnici. Poleg tipa giba lahko nastavljamo tudi 
cono (ang. zone) in hitrost gibov. Če bi želeli, da robot v vmesnih točkah izbrano lego 
dosega s čim manj odstopanja, bi morali cono nastaviti na fine, drugače pa izberemo 
poljubno številko, ki predstavlja polmer kroga v milimetrih, po katerem robot 
zaokroži. Poleg teh parametrov sta se nam samodejno nastavila tudi delovni objekt 
(Wobj) in orodje (Tool), katera smo uporabljali pri učenju točk. Ko vse točke 
premaknemo v našo na novo generirano pot, se velikokrat zgodi, da se zamenja vrstni 
red med naučenimi točkami in tako tudi pot, po kateri se bo gibal robot, ni pravilna. 
To lahko enostavno popravimo s potegom posameznih točk na ustrezno mesto.  
Ko smo preverili, ali so vsi gibi ustrezni, smo lahko začeli v pot dodajati tudi 
ukaze za aktiviranje akcij/digitalnih izhodov in s tem premikati prste prijemala in 
pripenjati telesa nanje. Ukazi se dodajajo z desnim klikom na pot, kjer izberemo Insert 
Action Instruction ..., tam pa se nam pojavi cela zbirka ukazov. Kje se nahaja funkcija, 
vidimo na sliki 4.16. 
 
Slika 4.16: Dodajanje akcij v ustvarjeno pot iz ciljnih točk 
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Na sliki 4.17 je prikazano, kako smo definirali ukaz, ki spreminja vrednost 
digitalnega izhoda za zapiranje prstov na ustrezen razmak za prijem vodila. 
 
Slika 4.17: Primer ukaza za spreminjanje vrednosti digitalnih izhodov 
Poleg ukazov za manipuliranje z vrednostmi digitalnih izhodov obstaja še veliko 
drugih. Nekaj uporabnih, ki smo jih uporabili v našem primeru: 
 
• SetDO – postavlja digitalne izhode na 1 ali 0, 
• WaitDO – robot nadaljuje z gibanjem, ko se želeni digitalni izhod postavi na 1 
ali 0, 
• WaitTime – simulacija se ustavi za želen čas v sekundah. 
Sinhronizacija gibanja robota 
Ker v našem primeru nismo imeli toliko posameznih gibov, da bi morali uporabiti 
funkcije za sinhronizacijo, ki že obstajajo v programu, smo kasneje dodatno zgenerirali 
nekaj digitalnih izhodov in s pomočjo sprotnega postavljanja in branja digitalnih 
izhodov na enostaven način sinhronizirali gibanje leve in desne roke.  
Primer: Ko desna roka postavi motor na ustrezno mesto, se z ukazom 
»SetDO xy,1« aktivira digitalni izhod »xy«, v programu leve roke pa smo z ukazom  
»WaitDO xy,1« zagotovili, da roka miruje dokler se ta izhod ne aktivira. Na tak način 
smo sinhronizirali tudi vse ostale gibe, kjer je bilo potrebno za nadaljevanje gibanja 
izpolniti nek pogoj.  
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4.2.4 Simulacija interakcije človeka z robotom  
Eden glavnih namenov naše naloge je bil prikaz sodelovanja človeka z robotom 
v virtualnem okolju, za ta namen smo na strani za razvijalce programa RobotStudio 
zasledili možnost, s katero bi lahko to komunikacijo prikazali tudi v simulaciji.  
UIMessageBox (User Interaction Message Box) funkcija se uporablja za 
komunikacijo operaterja z robotskim sistemom preko zunanje naprave, kot je ročna 
učna enota. Sporočilo se preko ročne učne enote pokaže operaterju, ta pa potrdi ali 
zavrne s pritiskom na gumb. Operaterjeva odločitev se nato pošlje nazaj v program, ki 
se s potrditvijo začne izvajati naprej. Pojavno okno si lahko glede na potrebe poljubno 
uredimo.  
Za ustvarjanje pojavnega okna smo morali naš program najprej pretvoriti v 
programsko kodo RAPID. To smo storili tako, da smo v glavnem meniju odprli 
zavihek Synchronize, kjer smo izbrali Synchronize to RAPID. V oknu, ki se nam je 
pojavilo, smo obljukali vse možnosti. Ker nam program ni javil nobene napake, je bil 
program RAPID uspešno ustvarjen. V kodo RAPID so se nam prenesle vse naučene 
točke, poti, ukazi/akcije, tudi to pa smo lahko kasneje še poljubno urejali. Na začetku 




VAR btnres answer; 
CONST string my_message{1}:= ["Privijaci motor."]; 
CONST string my_buttons{1}:=["OK"]; 
 
Ko smo definirali spremenljivke, smo na mestu, kjer želimo, da se nam pojavi 
okno za potrditev, vstavili kodo, ki okno odpre in od nas zahteva potrditev. 
 
!Okence za potrditev vijacevanja 





Za lepši prikaz smo v zavihku Station Logic dodali še pametni komponenti 
Show in Hide, ki ob določenem času s pomočjo digitalnih izhodov prikazujeta in 
skrivata objekte v simulacijskem oknu, tako smo lahko s puščicami prikazali, kje naj 
operater vijači, na koncu simulacije pa se nam še avtomatsko prikaže jermen, ki ga 
namesti operater.  
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Pred zagonom simulacije je potrebno odpreti virtualno ročno učno enoto, ki jo 
najdemo pod zavihkom Controller. V nasprotnem primeru nam program vrne napako, 
ki nas opozori, da nimamo odprte ročne učne naprave. Na sliki 4.18 vidimo kako 
izgleda sporočilo, ki se nam pojavi na virtualni ročni učni enoti.  
 
Slika 4.18: Pojav sporočila in čakanje na potrditev 
4.2.5 Preizkušanje in popravljanje simulacije 
Po ustvarjenem programu smo lahko kasneje v kodi RAPID na enostaven način 
še popravljali koordinate točk, dodajali ukaze v program, če pa bi se še bolj spoznali s 
tem programskim jezikom, pa obstaja še ogromno uporabnih funkcij, tako za virtualno 
uporabo kot tudi za uporabo z realnim krmilnikom in robotom. 
Ob večkratnem opazovanju simulacije smo opazili precej stvari, ki jih lahko z 
enostavnimi popravki v kodi izboljšamo. Kasneje smo popravljali predvsem ukaze za 
gibanje, kjer lahko spremenimo hitrost in natančnost gibov, in pa nekaj koordinat 
ciljnih točk, ki so definirane na začetku programa. Na koncu programa smo vse 
digitalne izhode še postavili na začetno vrednost in s tem zagotovili, da ob ponovnem 
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Kot vidimo, smo v prikazani kodi zmanjšali hitrost robota zaradi potrebne velike 
natančnosti in zaradi nevarnosti trka pri vstavljanju vodila v sestav motorja. Na sliki 
4.19 je prikazan sestavljen mehanizem po končani simulaciji. 
 




5  Zaključek 
Med izdelovanjem diplomske naloge smo podrobno spoznali prednost 
sodelujočih robotov, predvsem pa delovanje dvoročnega robota IRB 14000 YuMi in  
njegovo uporabo v virtualnem okolju. V diplomski nalogi smo predstavili cel postopek 
izdelave simulacije, od ustvarjanja virtualne robotske celice, modeliranja teles, 
priprave prijemal in sistema digitalnih vhodov in izhodov, pa do učenja gibanja robota 
in simulacije interakcije človeka z robotom. 
Na začetku izdelave aplikacije smo imeli nekaj težav s samim zagonom 
programskega okolja RobotStudio, vendar smo problem rešili s ponovno namestitvijo 
in lahko hitro nadaljevali z delom. V veliko pomoč nam je bilo že kar nekaj narejenih 
projektov z video vsebinami na spletu, ki so bili koristni predvsem pri uporabi 
pametnih komponent in definiranju vhodno/izhodnih signalov, ki so potrebni za 
njihovo pravilno delovanje. Največ časa smo porabili prav za pregled uporabniških 
navodil in video gradiva. 
Izdelave simulacije bi se lahko lotili tudi na nekoliko drugačen način, kjer bi 
vključili še senzorje, ki se nahajajo med pametnimi komponentami, vendar smo se 
odločili, da je za naš primer lažji in za predstavitev bolj pregleden način, ki smo ga 
predstavili v nalogi, simulacijo bi lahko za dejansko uporabo tudi pohitrili, vendar bi 
bila preglednost gibov manjša. 
Ob izdelovanju diplomske naloge smo se naučili precej koristnih stvari tako o 
strojni kot tudi o programski opremi. Vse znanje je koristno tudi za delo z dejanskim 
robotom, ki se ga med drugim lahko programira na način preko virtualnega okolja. 
Simulacijo sodelovalne aplikacije, ki je uporabljena v našem delu, bi lahko na 
enostaven način priredili tudi za vse druge primere sestavljanja, kjer je potrebna 
medsebojna pomoč robota in operaterja. Predvsem je ta način uporaben tudi zato. ker 
operater sproti dobiva napotke s strani robota in se s tem izognemo morebitnim 
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