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Pat tern  Classif ication and Scene Analysis,  By RICHARD O. DUDA AND 
PETER t~. HART. Wiley-Interscience, New York, 1973, 482 pp. 
The field of pattern recognition has evolved slowly, taking its contributions 
from several different disciplines, among them mathematics, statistics, 
psychology, biology, and computer science. Most presentations, however, 
deal with only one aspect of this field. One subject hat the above disciplines 
have in common concerns how to structure information of different ypes, 
describe these structures, and assign them categories. The most successful 
pattern recognition systems to date are found in biological organisms, but 
little has been gained from studies of these systems. Literature in the pattern 
recognition field has increased considerably over the last two years. It seems 
that statistical pattern recognition has now reached a state of maturity that 
enables those familiar with its tenets to organize material in a fairly coherent 
way. However, the overall field of pattern recognition is still in its infancy, 
which is reflected by the fact that recent books concentrate on statistical 
methods in pattern recognition and this aspect lies at the very foundation of 
the field. 
This book differs from other related recent books because it deals with 
pictorial pattern processing in addition to statistical methods. The first six 
chapters give a thorough introduction to statistical pattern recognition and 
the remaining six deal with pictorial pattern recognition. 
Chapter 2 gives a clear and concise xposition of the Bayes decision theory. 
The chapter begins with an analysis of the one-dimensional two-category 
case where basic concepts are formulated. The analysis is extended to the 
case of multidimensional features and multiple classes. The most important 
case concerns normal density feature distributions, which are analyzed here 
in detail. The chapter also contains a discussion about discrete features and 
gives some consideration tothe compound ecision problem. 
Usually the classification problem seems reasonably straightforward if the 
a priori probabilities and the class-conditional densities are known. In most 
applications, however, this knowledge is not available. Information about a 
given situation is provided by a number of design samples. Chapter 3 deals 
with the problem of information usage with respect o classifier design. To 
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make the design feasible for the available samples it must be assumed that 
the distributions are known, except for a certain few parameters. 
The discussion in this chapter deals with supervised learning and two 
different procedures are considered here: maximum likelihood estimation and 
Bayesian estimation. These two important but different concepts are treated 
thoroughly in the text. The estimation of mean and covariance matrix is 
described and the Bayesian approach is generalized to any parameterized form 
of density. The complexities that accompany such computations are usually 
formidable, and this necessitates the use of what has been termed "sufficient 
statistics." 
The chapter also contains an excellent discussion concerning problems of 
dimensionality. It starts with the problem of fitting polynomials to points 
and gives an indication of what happens when the solutions of separating 
boundaries are underdetermined. It has been established that, beyond a 
certain point, the inclusion of additional features leads to worse rather than 
better performance. The source of this problem is the fact that, given a 
certain size of the design set, we have only enough information to specify the 
average behavior of a limited number of parameters with reasonable 
confidence. If  more parameters are included, erratic performance of the 
classifier esults. A good review of this problem has also been presented by 
Foley (1971). The chapter concludes with a discussion on estimating the 
error rate of a classifier. 
Since in many cases the forms of the feature distributions are not known, 
it is necessary to consider nonparametrie techniques. Chapter 4 deals with this 
problem. One important procedure involves estimation of density functions 
from samples. The estimation technique using Parzen windows is presented 
and convergence onditions are given for the mean and the variance. Examples 
illustrating qualitiative aspects and limitations are provided. The same 
techniques can also be used to estimate the a posteriori probabilities. A
related technique is the nearest-neighbor r K-nearest-neighbor rule 
and it is described here together with expressions for bounds on the 
error rate. 
In principle, it is necessary to store all design samples when the preceding 
nonparametric methods are used. This procedure has serious implications to 
memory requirements and computation time. Techniques have been 
developed that are intermediary to parametric and nonparametric methods. 
It is usually possible to make an approximation of the window function by a 
finite series expansion that is accurate nough in the region of interest. Several 
of these expansions are given in this chapter. In addition, the authors deal 
with the problem of dimensionality reduction, and discuss how an optimal 
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discriminant function can be found using the within-class catter matrix and 
the between-class catter matrix. 
Chapter 5 contains an excellent reatment of discriminant functions. It 
makes an extension to generalized linear discriminant functions, which 
include polynomial discriminant functions with which more complicated 
separating surfaces can be produced. No less than eight descent procedures 
which are used to find the optimal linear discriminant functions are discussed, 
including the fixed increment or perceptron criterion, variable increment, 
relaxation, Widrow-Hoff, stochastic approximation, pseudoinverse, Ho-  
Kashyap, and linear programming. This section concludes with a table where 
pertinent properties of the methods are listed for easy comparison. 
Unsupervised learning, clustering, and decomposition of mixtures of 
distributions are related concepts which are given a good exposition in 
Chapter 6. It starts with a discussion about estimation of mixture densities, 
with different cases of unknown parameters within the framework of maximum 
likelihood, as well as Bayesian methods. The authors then go into a general 
discussion concerning such problems of clustering as similarity measures and 
scaling. Several different criterion functions for the clustering are given, 
as well as procedures for optimization of the cluster parameters. Hierarchical 
and graph-theoretic approaches to clustering are also discussed and the 
chapter ends with some remarks on multidimensionality reduction in cluster 
analysis. 
The second section of the book deals with pictorial pattern processing and 
scene analysis. Chapter 7begins with a discussion of digital picture representa- 
tion and continues with an elaboration of procedures for spatial differentiation 
and spatial Smoothing. The shortcomings of template matching procedures 
are well illustrated. The basic concepts of region analysis are presented, 
and contour following is given as an example of a sequential procedure. 
Chapter 8 deals with the now well-documented field of two-dimensional 
Fourier transform analysis. It gives a straightforward presentation of the 
basic principles. Spatial filtering is described and a few illustrative xamples 
are included. As the author states, Fourier filtering operations are not as 
useful as had been hoped when the field was developing. It seems that the 
inefficiency of Fourier operations is that an averaging of certain properties 
over the whole image is done. The Fourier transformation provides the 
possibility of detection of an overall property such as a periodicity in the 
structure or a dominant direction of lines, etc. In pattern recognition 
problems we generally need the information about spatial relationships 
in the image. Unfortunately, the Fourier transform fails to provide this 
information. 
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In a number of cases k is possible to reduce the image under analysis to a 
number of lines and areas; the subsequent problem then is to give these a 
simple and sukable description. Chapter 9 deals with the description of lines 
and shapes. Included are a number of ways to describe lines. This takes into 
consideration the problems of where to break the original ine into segments. 
Various methods used to describe Shapes are given, such as skeletonization a d 
analytic description of contours. 
Since many pictures used for analysis are two-dimensional representations 
of three-dimensional objects, it is necessary to deal wkh the principles of 
perspective transformations in homogeneous coordinates. A number of 
specific examples are discussed in Chapter 10, and the geometry for stereopsis 
is analyzed as well. 
Chapter 11 continues the general scene analysis problem with a discussion 
of projective invariants. This concerns the problem of finding properties of 
objects that remain unchanged from one picture to another, independent of 
perspective transformations. 
The last chapter deals with scene analysis using syntactical methods. A 
clear and concise introduction to the subject is given here. In spite of the 
intuitively attractive features of descriptive, as opposed to classificatory, 
methods of analysis it has still proved difficult to apply syntactical methods to 
cases of realistic complexity. 
The authors of "Pattern Recognition and Scene Analysis" should be 
commended for writing an excellent scholarly treatise. They achieved clarity 
as well as generality without running into tiring, awkward notations, a fate 
that some other authors have suffered. At the end of each chapter historical 
and bibliographical reviews are given where the contributors of various con- 
cepts are given due credit. This would be most useful for newcomers to the 
field. Each chapter also contains a representative s t of references for further 
studies. 
The second part dealing with pictorial pattern recognition makes the book 
attractive to use as a textbook in a course in pattern recognition. Since pattern 
recognition includes more than just classification theory, this book is a unique 
source of other related material now mainly presented in articles. An additional 
good feature of the book is that it has a problem set. 
In conclusion, "Pattern Classification and Scene Analysis," by Duda and 
Hart provides the reader with a quite comprehensive introduction to the field 
of pattern recognition. Undoubtedly this book will eventually become a 
main reference source in this field. 
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