Avionics architectures are evolving from "Federated" systems consisting of highly specialized black boxes connected together via MIL-STD-1553 and ARINC 429 data buses to "Integrated" and "Distributed" architectures. These new architectures contain high data-rate sensors, parallel processors, and shared memory with high levels of integration. These systems require a new interconnection system that overcomes the limitations of older standards. Fibre Channel is a family of ANSI standards that define an interconnection system well suited to this task. This paper evaluates Fibre Channel as an avionics interconnection standard. It begins by defining the requirements and measures of performance for an interconnection system suitable for the new avionics architectures. The requirements address technical performance, affordability, reliability, sustainability, and maintainability considerations. The Fibre Channel standards are then briefly compared to the requirements for the avionics interconnection system. It is shown that a switched fabric Fibre Channel system can meet the requirements. evaluation of a switched fabric avionics interconnection system, a computer simulation model was developed. The OPNET Modelern tool from OPNET, Inc. was used to model the components of an advanced avionics system. This tool allows multiple system configurations to defined and examined completely. The implementation of the model and representative simulation results are discussed in the remainder of the paper.
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In order to,gerform a technical performance

Background
Since the 1970's avionics have rapidly progressed from primarily analog to primarily digital. Simultaneously, a paradigm shift has occurred in which aircraft architectures have migrated from many highly specialized "Black Boxes" loosely interconnected, to a system of general-purpose computers sharing many specialized tasks and vast amounts of data. During this same period, computational speeds have increased from 1 Hz to rates today that exceed 1 GHz and show no signs of plateau. In fact, Moore's Law states that computer speeds will double every eighteen months into the foreseeable future.
With all of these advances and shifts in architecture philosophy one vital technology has lagged, the bandwidth of the interconnection architecture. In the early 1970's the Federated Architecture was born, and the MIL-STD-1553 data bus was introduced to military aircraft. MIL-STD-1553 had a nominal throughput of 1 megabyte per second (MB/s). Thirty years later MIL-STD-1553 is still used in most military aircraft even though processing speeds have increased by six orders of magnitude. The main serial interface for civilian avionics is the ARINC 429 bus, a 100 kbit/s simplex serial bus. This has only recently been supplemented with the AFUNC 629 bus, a 2 Mbit/s serial bus similar to the MIL-STD-1553 bus. Amdahl's law of I/O bandwidth states "for every CPU instruction per second one bit of I/O bandwidth is required [l] ." Clearly, this shows that there is a need for better I/O interconnects. 
Cost Considerations
constrained by the budget process. All procurement decisions must be made with the goal of getting the best product that meets the design requirements for the least amount of money. Avionics systems are not exempt from this requirement. The JAST Mission Systems Integrated Product Team's Avionics Architecture Definition is quoted below.
Affordability is of primary importance to the JAST. Therefore the JAST avionics architecture must be predominantly driven by cost considerations. The avionics architecture should seek to reduce life cycle costs, especially development costs. Affordability constraints require the architecture to support an open system concept, insertion and use of commercial and openly available military
The military procurement system is technology/standards, and the reuse of software [2] .
Avionics currently account for up to 30% of the total aircraft cost. This figure will continue to increase in the foreseeable future, and now can be viewed as an area where "smart" procurement decisions will produce large savings. Requirements derived from cost considerations include:
Commercial availability Open standards Scalability Supportability Maintainability
Measures of Performance
Measures of performance derived from the requirements are discussed further below. In order to be useful, the measures of performance should be both measurable and independent (orthogonal). As mentioned previously, the measures of performance used in this paper have been derived from the JAST requirements. The JAST program was chosen for several reasons. First, it represents a state of the art avionics development. Second, the requirements are available for public distribution. Finally, the application is fairly typical for tactical aircraft. Where the JAST documents have not provided sufficient data, the requirements have been examined in a qualitative manner.
performance identified in the JAST documents. The data rate or bandwidth per channel is of particular importance. For modem avionics systems, sensors and displays set the bandwidth requirements for the interconnection system. Fibre Channel Evaluation <lo Self-Routing Physically, Fibre Channel is a full duplex serial bus that uses two cables between nodes of the system. One cable is the transmit fiber, the other the receive fiber. Each set of two fibers and their associated connectors are referred to as a link [ 
11.
The maximum data rate currently specified for a quad-speed Fibre Channel link is 400 MBytesIsec, a rate that exceeds the JAST requirements.
Fibre Channel is designed to support three distinct and one hybrid interconnection topologies. The three distinct topologies are point-to-point, arbitrated loop, and fabric. The fabric topology refers to a switched topology. Examples of the fabric topology will be presented later in this paper. The hybrid topology consists of a fabric topology that contains one or more arbitrated loops. not suitable for the JAST application. Arbitrated loop does not meet the aggregate bandwidth requirements. Only the fabric and hybrid . topologies meet the JAST technical requirements.
half-duplex and simplex modes of operation and five delivery options known as classes of service. The classes of service are numbered 1,2,3,4, and 6. Of these, classes 1, 2, 3, and 6 are the most appropriate for avionics applications. The major characteristics of these classes are summarized in table 2. Note that with classes 1 and 6 you have a dedicated fiber circuit that guarantees the full bandwidth of the link and in-order frame delivery.
Point-to-point only connects two boxes, so it is
Logically, Fibre Channel supports full-duplex, These characteristics are not guaranteed with classes 2 and 3. With the exception of a limited packet size, the JAST technical requirements can be meet or exceeded by selecting the appropriate topologies and classes of service. The packet size is limited to 21 12 bytes of useful data by the Fibre Channel standard. The authors do not feel that this represents a significant limitation.
Table 2. Classes of Service [l]
The cost considerations are harder to evaluate as they are completely dependent upon implementation details. In particular, it should be noted that the Fibre Channel standards are very complex, yet they leave many significant implementation details unspecified. This could result in multiple implementations that meet the Fibre Channel standards but still contain proprietary details that defeat the cost savings potential of open systems.
OPNET Modeler Description
OPNET Modeler was first demonstrated at MIT in 1987. It was designed to be predictive network management software, which can boost R&D productivity, improve product quality, and reduce time-to-market. OPNET Modeler contains many models of existing hardware, allowing quick construction, test an analysis of many types of networks and protocols including, but not limited to ATM, Ethernet, Fast Ethernet, HTTP, and TCP-IP.
For this project the strength of OPNET Modeler was in the ability to quickly model any type of packet behavior at many levels of abstraction. This was possible by use of the three primary editors included in the OPNET Modeler package. These are the Network Editor, the Node Editor and the Process Editor. Three other editors were used to a lesser extent: the Packet Editor, the Link Editor, and the PDF Editor.
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Network Editor
The Network Editor is a graphical representation of a communications network. Networks are composed of Node and Link objects, developed in the Node and Link Editors respectively, which are quickly configurable using drop and drag processes. In this Fibre Channel model, nodes represent processors, sensors, and displays. Links are designed to emulate a fullspeed (1 Gbps) Fibre Channel link. The Network Editor allowed rapid construction and test of various possible configurations that might be used in a next generation aircraft architecture.
Node Editor
The Node Editor captures the architecture of a network device or system by depicting the flow of data between functional elements, called "modules." Each module can generate, send, and receive packets from other modules to perform its function within the node. Modules typically represent applications, protocol layers, and physical resources, such as buffers, ports, and buses. Modules are assigned process models, developed in the Process Editor, to achieve any required behavior 
Process Editor
Each module in a node has an underlying process that defines its behavior. These processes are defined using the Process Editor available in the OPNET Modeler software package. The process is presented to the user as a Finite State Machine (FSM). The FSM is composed of states and pathways. A packet enters the FSM and is acted upon or acts upon the system based on its contents and the state of the system. Tasks can thereby be simple for a low level of abstraction or highly complex making the model a more realistic representation of the actual system. 
Link Editor
the Fibre Channel physical cabling. This is also known in the Fibre Channel Standard as the Physical Interface or FC-0. By using the Link Editor the Systems Designer is allowed to specify Bandwidth, Bit Error Rate (BER), link cost, propagation delay, packet types supported as well as other attributes of the Link.
The Link Editor allowed the specification of
Packet Editor
The Packet Editor allows the System Designer to "build" packets of the format desired: in this case Fibre Channel Packets. In the Packet Editor one is able to name the sub-parts of a packet, specify the size of that packet (to include variable size data payloads), and specify the type of value accepted by that packet (i.e. integer, float, double, string etc.).
PDF Editor
building of user specified Probability Density Functions (PDF). While OPNET Modeler has many predefined PDFs available for use, there are many circumstances where the user would like to use a PDF based either on previous test data or to test a theorem.
The PDF Editor is a tool that allows the
4.C.l-4 OPNET Modeler Implementation of JAST Architecture
The following section will describe how OPNET Modeler was used to model the behavior of Fibre Channel i n an avionics environment. It will describe the method used, the applicability to the Fibre Channel Standard, the data available and the limitations of the model. functionality. They are artifacts required by OPNET. The node model for Fibre Channel that was created using OPNET Modeler is shown in Due to time constraints, many of the intricacies of the Fibre Channel Standard were not coded. The goal of the model was to have a fairly high level of abstraction, and yet still be able to make meaningful comments on its characteristics such as bandwidth, latency, and upgradeablity. Instances where there are deviations from the standard will be pointed out and their impact assessed. Furthermore the model was designed so that increases in detail and fidelity should be possible by future researchers.
The Node
model a node will simply be defined as a point from which data originates, is collected, displayed, processed, or a combination of all of these elements. While the Fibre Channel Switch can clearly be thought of as its own node, it will be treated separately for reasons of clarity.
In a broad sense any mission avionics system contains only three basic types of nodes: antennas (data sources), processors, and displays (data sinks). While there may be more subsystems like navigation, weapons, EW, EO, etc., each of the components of these subsystems can be thought of in these terms. It is for this reason that in this model only three types of nodes were created. They are called: FC-ant, FC-disp, and FC-proc.
Each node no matter what type can represented by four OPNET modules: a packet generator module, a processor module, a receiver module and a transmitter module. The receiver and transmitter modules serve as portals to the node and contain no All systems are comprised of nodes. For this X. t
Figure 1. Fibre Channel Node Model
All nodes connected to an avionics system will generate message traffic across the Fibre Channel Fabric. Some will produce continuous streams of data (antennas), while others (primarily processors and displays) will absorb this data and generate response and command data. In order to model this behavior the OPNET Modeler Packet Generator Module was used. "The packet generator module is a stochastic packet source whose output can be shaped by user-specified probability distributions. These distributions can control the frequency of packet arrivals and the length of packets [3] ." The primary attribute of the Generator that was varied was the interarrival argument. This attribute is in seconds and controls the output bandwidth.
The Processor Module
the nodes. It contains the FSM (also known as a process model) that defines the behavior of the node. Significant details of this behavior are described briefly below.
The processor module is the heart of each of 
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PRLI is not addressed in the model. FLOGI is used by one node to establish communications with the fabric. PLOGI is used for one node to establish communications with another, specific node. Fibre Channel allows FLOGI and PLOGI to be done via explicit or implicit means [ 13. In this model each node learns the state of the fabric and the other nodes in the fabric via implicit means. That is to say, there are no explicit Fibre Channel communications between nodes prior to passing of meaningful traffic.
Node Attributes
Each node has three attributes, Subsystem, Process Delay, and R-RDY Delay. The Subsystem attribute identifies of what subsystem the node is a part. Subsystems include Radar, EW, EO, NAV and Navigation. Other subsystems could easily be added to more closely model existing or planned avionics architectures. Process Delay is used to model the time it takes for a processor to read, analyze and reply to a frame. R-RDY Delay is used to model the time required for a node to return an R-RDY.
Communication Pattern
There are several ways one could choose to design a distributed architecture. One way would be to have all processors available to run any task. Sensors would send their data for processing based solely on processor load. This has several drawbacks. First, processors would continuously have to load and unload the required application software in order to process the data required, thereby slowing down processing time. Second, some account must be made for the cost of transporting the data through the fabric. It could take much longer to send data to a light loaded processor 4 or 5 hops away than to send it to a processor located on the same switch.
be to have the processors and sensors grouped according to function. This would allow the software to remain "close by" in high speed RAM. The advantage of total distribution would still be there since any node in a fabric could talk to any other node provided that a redundant pathway exists. This would allow, for example, a primarily NAV based computer to process radar data in the event of battle damage. The fabric would simply Another way to design the architecture would have to route the required radar software and radar data to a NAV processor.
This simulation was designed using the second philosophy. At the start of the simulation, the state machine examines the network and develops a communication list containing what other nodes or switches it can talk to. If a node is of type "FC-ant" the node is some kind of sensor and it could only be expected to talk to a processor. The assumption was made that sensors do not talk to other sensors except through an intermediate processor. Likewise, if the node is of type "FC-disp" it could only be expected to communicate with display processors. Lastly, if the node is of type "FC-proc" it could reasonably expect to talk to other processors, displays and sensors.
The design does have some impact on the fidelity of the simulation. Currently there is no way to update the communication list in the event of battle damage. The consequence of this is that if, for example all of the radar processors were destroyed there would be no way (in the simulation) to divert the data to another processor.
When the packet comes from the packet generator it must be assembled, a destination assigned, routed and sent. In this model the first step is the assigning of a destination. The processor module picks a uniformly distributed integer, which is then used as an index in the communications list. A uniform PDF was chosen because the assumption was made for this model that communication with other nodes in subsystem group was equally likely. This distribution could be changed to fit any vendorheal-system data.
Flow Control
The processor module also implements flow control. In Fibre Channel there are two types of flow control, buffer-to-buffer and end-to-end. Both types are based on an incrementing/ decrementing credit system. Each node has credit with other nodes in the system. These values are obtained during the login process. End-to-end credit is only applicable to Class 1,2 and 6 frames. Since there is no delivery assurance in Class 3, only the buffer-tobuffer flow control criteria is required to be met prior to data transmission.
4.C.1-6 Timing and Message Response
The processing of commands in OPNET Modeler adds no time to the simulation time. In reality for any node to process incoming frames takes finite time. This time or processing delay is simulated through use of the "op-pk-senddelayed" function. The current implementation uses an exponential PDF as to model these delays. However, with vendor data better models of this delay could be implemented, further enhancing the fidelity of the model.
If the nodebreceives a frame from the switch it replies with an R-RDY primitive. R-RDYs are sent immediately upon receipt of any frame, valid or not. The receipt of an R-RDY only indicates to the receiver that the resource or buffer is once again available to receive another frame. For this reason the R-RDY del'ay would be considerably faster than processing delays. Once again, an accurate simulation of a system would require the PDF of this delay to be defined. Currently an exponential, PDF is used with the node attribute "R-RDY Delay" as the mean of the PDF.
Delivery Confirmation
If the incoming data frame is a Class 3 message, there is no need to assure the sender that the frame was received, and the only tasks accomplished here are of a statistical nature. The time it took for: the frame to transmit the fabric is recorded, and the frame is destroyed. frame a response from the node to the sender is required to assure the sender that the frame was received in tact. This is done through use of a Fibre Channel frame type called an ACK.
If the incoming data frame is a Class 1,2 or 6
The Fibre Channel Switch
The switch in Fibre Channel is the heart of what has been referred to as the fabric configuration in Fibre Channel: In this model the switch was viewed in fairly simplistic terms. A switch's job is first to receive frames from one node or switch. Next it must accomplish any administrative overhead associated with the protocol. For this Fibre Channel model these tasks are mostly limited to sending R-RDYs back to the sender in order to ensure flow control. Lastly, it must transmit the frame to the next, switch on the route or to the final destination. For these reasons it was modeled as 32 pairs of transmitters and receivers configured around a processor. It is described as a 32-port switch. Like the node, the processor is modeled by a FSM. The switch model that was created is shown in Figure 2 . 
Simulation Results
At the time of the writing of this article, the OPNET model has just been completed and is undergoing validation. Simulation results should be available for presentation at the DASC conference. Full simulation results will also be available in a Master's Thesis to be published in September 2000.
Conclusions
Based on the initial research Fibre Channel appears to be suitable for use in the advanced avionics architectures that will be found in future military aircraft. Bandwidth appears sufficient, guaranteed delivery is supported, and the device address space is sufficiently large. When compared to MIL-STD-1553, Fibre Channel represents many orders of magnitude increase in speed and functionality.
Fibre Channel and make it suitable for military aircraft use also brings about new technical challenges. Switched fabric Fibre Channel systems can also be several orders of magnitude more complex. No longer will quick paper analysis of an avionics architecture be meaningful as it was in the Unfortunately, the technology that supports
