This paper describes some basic relationships between mathematical structures that are relevant in quantum logic and probability, namely convex sets, effect algebras, and a new class of functors that we call 'convex functors'; they include what are usually called probability distribution functors. These relationships take the form of three adjunctions. Two of these three are 'dual' adjunctions for convex sets, one time with the Boolean truth values {0, 1} as dualising object, and one time with the probablity values [0, 1] . The third adjunction is between effect algebras and convex functors.
Introduction
A set X is commonly called convex if for each pair of elements x, y ∈ X and each number r ∈ [0, 1] in the unit interval of real numbers the 'convex' sum rx + (1 − r)y is again in X. Informally this says that a whole line segment is contained in X as soon as the endpoints are in X. Convexity is of course a wellestablished notion that finds applications in for instance geometry, probability theory, optimisation, economics and quantum mechanics (with mixed states as convex combinations of pure states). The definition of convexity (as just given) assumes a monoidal structure + on the set X and also a scalar multiplication [0, 1] × X → X. People have tried to capture this notion of convexity with fewer assumptions, see for instance [25] , [27] or [12] . We shall use the latter source that involves a ternary operation −, −, − : [0, 1] × X × X → X satisfying a couple of equations, see Definition 3. We first recall (see e.g. [28, 8, 20, 6, 11] ) that such convex structures can equivalently be described uniformly as algebras of a monad, namely of the distribution monad D, see Theorem 4. Such an algebra map gives an interpretation of each formal convex combination r 1 x 1 +· · ·+r n x n , where r 1 + · · · + r n = 1, as a single element of X. This algebraic formulation of convexity yields a description of a familiar embedding construction as an adjunction between convex sets and modules, see Proposition 2 below.
The main part of this paper concerns duality for convex spaces. We shall describe two dual adjunctions: r r
namely in Theorems 9 and 17. This diagram involves the following structures.
• The category Conv of convex sets, with as special objects the two element set 2 = {0, 1} of Booleans and the unit interval [0, 1] of probabilitieswhere [0, 1] ∼ = D(2).
• The category PreFrm of preframes: posets with directed joins and finite meets, distributing over these joins, see [19] . These preframes are slightly more general than frames (or complete Heyting algebras) that occur in the familiar duality with topological spaces, see [18] .
• The category EA of effect algebras (from [9] , see also [7] for an overview): effect algebras have arisen in the foundations of quantum mechanics and are used to capture quantum effects, as studied in quantum statistics and quantum measurement theory, see e.g. [4] .
The diagram (1) thus suggests that convex sets form a setting in which one can study both Boolean and probabilistic logics. It opens up new questions, like: can the adjunctions be refined further so that one actually obtains equivalences, like between Stone spaces and Boolean algebras or between compact Hausdorff spaces and commutative C * -algebras (see [18] for an overview). This is left to future work. Dualities are important in algebra, topology and logic, for transferring results and techniques from one domain to another. They are used in the semantics of computation (see e.g. [1, 29] ), but are relatively new in a quantum setting. They may become part of what is called in [2] an "extensive network of interlocking analogies between physics, topology, logic and computer science".
In addition to the adjunctions in (1) another adjunction involving effect algebras is presented, namely a coreflection:
between effect algebras and what we call convex endofunctors. These functors capture the essentials of the probability distribution functor (or monad), which is generalised here from taking probability values in [0, 1] to taking values in an arbitrary effect algebra. We expect that the adjunction (2) can be used to build a "triangle of adjunctions" in the style of [5] , relating scalars (or probabilities), convex monads, and Lawvere theories with partially additive structure. The paper starts with a section on multiset and distribution monads over semirings, including an adjunction between their categories of algebras. Section 3 recalls in Theorem 4 how (real) convex sets can be described as algebras of the distribution monad. Subsequently, Section 4 describes the adjunction on the left in (1) between convex sets and preframes, via prime filters in convex sets and Scott-open filters in preframes. Both can be described via homomorphisms to the dualising object {0, 1}. The adjunction on the right in (1) requires that we first sketch the basics of effect algebras. This is done in Section 5. The unit interval [0, 1] now serves as dualising object, where we note that effect algebra maps E → [0, 1] are commonly studied as states or measures in a quantum system. The paper concludes in Section 7 with the adjunction (2) between effect algebras and convex functors.
Multiset and distribution monads
This section describes the multiset monad M S , for a semiring S, and the distribution monad D. The main result is an adjunction, in Proposition 2, between their categories of algebras. It is assumed that the reader is familiar with the basics of the theory of monads and their algebras. More information may be found in for instance [24, 3, 23] .
Let S be a semiring, consisting of a commutative additive monoid (S, +, 0) and a multiplicative monoid (S, ·, 1), where multiplication distributes over addition. One can define a "multiset" functor M S : Sets → Sets by:
where supp(ϕ) = {x ∈ X | ϕ(x) = 0} is the support of ϕ. For a function
Such a multiset ϕ ∈ M s (X) may be written as formal sum s 1 x 1 + · · · + s k x k where supp(ϕ) = {x 1 , . . . , x k } and s i = ϕ(x i ) ∈ S describes the "multiplicity" of the element x i . This formal sum notation might suggest an order 1, 2, . . . k among the summands, but this sum is considered, up-to-permutation of the summands. Also, the same element x ∈ X may be counted multiple times, but s 1 x + s 2 x is considered to be the same as (s 1 + s 2 )x within such expressions. With this formal sum notation one can write the application of M S on a map
This multiset functor is a monad, whose unit η : X → M S (X) is η(x) = 1x, and multiplication µ :
For the semiring S = N one gets the free commutative monoid M N (X) on a set X. And if S = Z one obtains the free Abelian group M Z (X) on X. The Boolean semiring 2 = {0, 1} yields the finite powerset monad P fin = M 2 .
An (Eilenberg-Moore) algebra α : M S (X) → X for the multiset monad corresponds to a monoid structure on X-given by x + y = α(1x + 1y)-together with a scalar multiplication • : S × X → X given by s • x = α(sx). It preserves the additive structure (of S and of X) in each coordinate separately. This makes X a module, for the semiring S. Conversely, such an S-module structure on a commutative monoid M yields an algebra
Thus the category of algebras Alg(M S ) is equivalent to the category Mod S of S-modules.
Analogously one defines the distribution monad D as:
Elements of D(X) are convex combinations s 1 x 1 + · · · + s k x k , where the probabilities s i ∈ [0, 1] satisfy i s i = 1. In Section 7 we shall see how one can generalise the set of probabilities from the unit interval [0, 1] to an arbitrary effect algebra. Unit and multiplication making D a monad can be defined as for M S . This multiplication is well-defined since:
The inclusion maps D(X) → M R ≥0 (X), sending distributions to multisets over the non-negative real numbers R ≥0 , are natural and commute with the units and multiplications of the two monads, and thus form an example of a "map of monads".
We continue this section with a basic results, which is stated without proof, but with a few subsequent pointers.
Theorem 1 For a monad T on Sets, the category Alg(T ) of algebras is:
1. both complete and cocomplete, so has all limits and colimits; 2. symmetric monoidal closed in case the monad T is "commutative".
A category of algebras is always "as complete" as its underlying category, see e.g. [23, 3] . Since Sets is complete, so is Alg(T ). Cocompleteness is special for algebras over Sets and follows from a result of Linton's, see [3, § 9.3, Prop. 4] .
Monoidal structure in categories of algebras goes back to [22, 21] . Each monad on Sets is strong, via a "strength" map st :
, obtained by either doing first st and st or first st and then st, are equal.
The multiset monad M S is commutative if S is a (multiplicatively) commutative semiring. The distribution monad D is always commutative.
The next construction goes back to [27] and occurs in many places (see e.g. [26, 20] ) but is usually not formulated in the following way. It can be understood as a representation theorem turning a convex set into a module over the nonnegative reals.
Proposition 2 The functor Mod
Proof We turn an algebra α : D(X) → X and into a module F (X), where:
with addition for u, v ∈ F (X), in trivial cases given by u + 0 = u = 0 + u and:
This makes F (X) a module over R ≥0 . Next we show that F is left adjoint to
, via the following bijective correspondence.
It works as follows.
• Given f :
where • is scalar multiplication in Y . This yields a homomorphism of modules, i.e. a homomorphism of M R ≥0 -algebras.
• Conversely, given g :
This yields a map of D-algebras.
Finally we check that we actually have a bijective correspondence:
Similarly, g(0) = 0 and:
Convex Sets
This section introduces convex structures-or simply, convex sets-as described in [12] and recalls that such structures can also be described as algebras of the distribution monad D. 
for all r ∈ [0, 1] and x, x ∈ X. This yields a category Conv.
A convex set is sometimes called a barycentric algebra, using terminology from [27] . The tuple r, x, y can also be written as labeled sum x + r y, like in [20] , but the fourth condition becomes a bit difficult to read with this notation.
The next result recalls an alternative description of convex structures and their homomorphisms, namely as algebras of a monad. It goes back to [28] and also applies to compact Hausdorff spaces [20] or Polish spaces [6] . For convenience, a proof sketch is included.
Theorem 4 The category Conv of convex sets is isomorphic to the category Alg(D) of Eilenberg-Moore algebras of the distribution monad.
Proof Given an algebra α : D(X) → X on a set X one defines an operation
It is not hard to show that the four requirements from Definition 3 hold.
Conversely, given a convex set X with ternary operation −, −, − one defines a function α : D(X) → X inductively by:
Repeated application of this definition yields:
One first has to show that the function α in (5) is well-defined, in the sense that it does not depend on permutations of summands, see also [27, Lemma 2] . Via some elementary calculations one checks that exchanging the summands r i x i and r i+1 x i+1 produces the same result. In a next step one proves the algebra equations:
The first one is easy, since α(η(a)) = α(1a) = a, directly by applying (5). The second one requires more work. Explicitly, it amounts to:
For the proof the following auxiliary result is convenient. It handles nested tuples in the second argument of a triple −, −, − , just like the fourth equation in Definition 3 deals with nested structure in the third argument. In a general convex structure one has r, s, x, y , z = rs, x, r(1−s)
1−rs , y, z , assuming rs = 1. The rest is then left to the reader.
This theorem now allows us to apply Theorem 1 to the category Conv of (real) convex structures. First we may conclude that it is both complete and cocomplete; also, that the forgetful functor Conv → Sets has a left adjoint, giving free convex structures of the form D(X). And since D is a commutative monad, the category Conv is symmetric monoidal closed: maps X ⊗ Y → Z in Conv correspond to functions X × Y → Z that are "bi-homomorphisms", i.e. homomorphisms of convex structures in each variable separately. In this special case the tensor unit is the final (singleton) convex set, since D(1) ∼ = 1. Hence one has "tensors with projections", see [15] . Closedness means that the functors (−) ⊗ Y have a right adjoint, given by Y (−). Moreover,
Remark 5 We shall later use that a meet semilattice (L, ∧, 0) can be understood as a convex set D(L) → L via:
where it is (implicitly) assume that r i = 0. This can be extended to a functor MSL → Conv. In particular, the two-element set 2 = {0, 1} of Booleans is a convex set.
Remark 6 The adjunction Conv = Alg(D)
Sets induces a comonad on the category Conv, which is also written as D. An Eilenberg-Moore coalgebra X → D(X) of this comonad can be understood as spectral decomposition: it maps an element x in a convex set X to a formal convex combination i r i x i , which, when interpreted in X, is equal to x. For instance, the density matrices on a finite dimensional Hilbert space form a convex set and carry such a spectral decomposition coalgebra (depending on a choice of basis). See also [14] for similar decompositions involving atoms and compact elements in ordered sets captured via the comonad induced on a category of algebras.
Prime filters in convex sets
The next definition follows [8] , but uses filters instead of ideals.
Definition 7 Let α : D(X) → X be an algebra of the distribution monad D, making X a convex set. We write ( i≤n s i x i ) ∈ D(X), with s i = 0, for an arbitrary formal convex combination. A subset U ⊆ X is called a:
• prime filter if it is both a subalgebra and a filter.
It is not hard to see that subalgebras are closed under arbitrary intersections and under directed joins. Hence one can form the least subalgebra V ⊆ X containing an arbitrary set V ⊆ X, by intersection. Filters are closed under arbitrary intersections and joins, hence also prime filters are closed under arbitrary intersections and directed joins. We shall write pFil(X) for the set of prime filters in a convex set X, ordered by inclusion.
Lemma 8 Assume X is a convex set. A subset U ⊆ X is a prime filter if and only if it is the "true kernel" f −1 (1) of a homomorphism of convex sets f : X → {0, 1}. It yields an order isomomorphism:
Here we consider {0, 1} as meet semilattice as described in Remark 5.
Proof Let α : D(X) → X be an algebra on X. Given a prime filter U ⊆ X, define f U (x) = 1 iff x ∈ U . This yields a homormophism of algebras/convex sets, since for a convex sum i s i x i with s i = 0,
since U is a prime filter
where β : D({0, 1}) → {0, 1} is the convex structure induced by the meet semilattice structure of {0, 1}. Similarly one shows that such homomorphisms induce prime filters as their true-kernels.
We write PreFrm for the category of preframes. They consist of a poset L with directed joins ↑ and finite meets (1, ∧) distributing over these joins:
Morphisms in PreFrm preserve both finite meets and directed joins. The two-element set {0, 1} is obviously a preframe. Homomorphisms of preframes L → {0, 1} correspond (as true-kernels) to Scott-open filters U ⊆ L, see [29] . They are upsets, closed under finite meets, with the property that if
We have seen so far that taking prime filters yields a contravariant functor pFil = Hom(−, {0, 1}) : Conv = Alg(D) → PreFrm. The main result of this section shows that this forms actually a (dual) adjunction. 
For a convex set X we need to construct a bijective correspondence:
It is given in the usual way by swapping arguments.
Homomorphisms from convex sets to the set of Boolean values {0, 1} capture only a part of what is going on. Richer structures arise via homomorphisms to the unit interval [0, 1]. They give rise to effect algebras, instead of preframes, as will be shown in the next two sections.
Effect algebras
This section recalls the basic definition, examples and results of effect algebras. To start, we need the notion of partial commutative monoid (PCM). It consists of a set M with a zero element 0 ∈ M and a partial binary operation : M × M → M satisfying the three requirements below-involving the notation x ⊥ y for: x y is defined.
1. Commutativity: x ⊥ y implies y ⊥ x and x y = y x; 2. Associativity: y ⊥ z and x ⊥ (y z) implies x ⊥ y and (x y) ⊥ z and also x (y z) = (x y) z;
3. Zero: 0 ⊥ x and 0 x = x;
When x ⊥ y we say that elements x, y are orthogonal. More generally, a subset of a PCM is called orthogonal if all its elements are pairwise orthogonal. In writing x y it is usually implicitly assumed that x y is defined, i.e. that x, y are orthogonal.
An example of a PCM is the unit interval [0, 1] of real numbers, where is the partially defined sum +. The notation for the sum might suggest a join, but this is not intended, as the example [0, 1] shows. We wish to avoid the notation ⊕ (and its dual ⊗) that is more common in the context of effect algebras because we like to reserve these operations ⊕, ⊗ for tensors on categories.
As an aside, for the more categorically minded, a PCM may also be understood as a monoid in the category of sets and partial functions. However, we shall use total maps as morphisms between PCMs (and effect algebras).
The notion of effect algebra is due to [9] , see also [7] for an overview.
Definition 10 An effect algebra is a partial commutative monoid (E, 0, ) with an orthosupplement. The latter is a unary operation (−) ⊥ : E → E satisfying:
1. x ⊥ ∈ E is the unique element in E with x x ⊥ = 1, where 1 = 0 ⊥ ;
2. x ⊥ 1 ⇒ x = 0.
Example 11
We briefly discuss several classes of examples.
(1) A singleton set forms an example of a degenerate effect algebra, with 0 = 1. A two element set 2 = {0, 1} is also an example. 
It forms an effect algebra with p as top, orthosupplement a ⊥ = p − a, and sum a + b, which is considered to be defined in case a + b ≤ p.
(3) A separate class of examples has a join as sum . Let (L, ∨, 0, (−) ⊥ ) be an ortholattice: ∨, 0 are finite joins and complementation (−)
. Such an orthomodular lattice forms an effect algebra in which x y is defined if and only if x ⊥ y (i.e. x ≤ y ⊥ , or equivalently, y ≤ x ⊥ ); and in that case x y = x ∨ y. This restriction of ∨ is needed for the validity of requirements (1) and (2) in Definition 10.
In particular, the lattice KSub(H) of closed subsets of a Hilbert space H is an orthomodular lattice and thus an effect algebra. This applies more generally to the kernel subobjects of an object in a dagger kernel category [13] . These kernels can also be described as self-adjoint endomaps below the identity, see [13, Prop. 12]-in group-representation style, like in the above point 2.
(4) Since Boolean algebras are (distributive) orthomodular lattices, they are also effect algebras. By distributivity, elements in a Boolean algebra are orthogonal if and only if they are disjoint, i.e. x ⊥ y iff x ∧ y = 0. In particular, the Boolean algebra of measurable subsets of a measurable space forms an effect algebra, where U V is defined if U ∩ V = ∅, and is then equal to U ∪ V .
An obvious next step is to organise effect algebras into a category EA.
Definition 12
A homomorphism E → D of effect algebras is given by a function f : E → D between the underlying sets satisfying f (1) = 1, and if
Effect algebras and their homomorphisms form a category, called EA.
Homomorphisms are like measurable maps. Indeed, for the effect algebra Σ associated in Example 11 (4) with a measureable space (X, Σ), effect algebra homomorphisms f : Σ → [0, 1] satisfy f (U ∪ V ) = f (U ) + f (V ) in case U, V are disjoint-because then U V is defined and equals U ∪ V . In general, effect algebra homomorphisms E → [0, 1] to the unit interval are often called states.
Homomorphisms of effect algebras preserve all the relevant structure.
Lemma 13 Let f : E → D be a homomorphism of effect algebras. Then:
and thus f (0) = 0.
⊥ by uniqueness of orthosupplements. Hence:
Example 14 It is not hard to see that the one-element effect algebra 1 is final, and the two-element effect algebra 2 is initial.
⊥ . This makes EA and involutive category, see [16] .
An element (or point) x ∈ E of an effect algebra E can be identified with a homomorphism 2 × 2 → E in EA, as in:
In [17] it shown that the category EA is complete and cocomplete, and has a symmetric monoidal structure.
Effect algebras and convex sets
The aim in this section is to establish the dual adjunction between convex sets and effect algebras on the right in the diagram (1) in the introduction. As we have seen, the unit interval [0, 1] of real numbers is a prime example of a convex set. The set of states of an effect algebra-consisting of maps into [0, 1]-is also convex, as noticed for instance in [10] . 
Further, for a map of effect algebras g :
is a map of convex sets:
A set of state S(E) = Hom(E, [0, 1]) is thus convex, but it does not have an underlying scalar multiplication
Interestingly, there is also a Hom functor in the other direction.
Lemma 16
For each convex set X the homset Hom(X, [0, 1]) of homomorphisms of convex sets is an effect algebra. In this way one gets a functor
Proof Let X be a convex set. We define effect algebra structure on the homset Hom(X, [0, 1]) in a pointwise manner. There is an obvious zero element, namely the zero function λx. 0.
It is easy to see that this f + f is again a map of convex sets. Similarly, one defines f ⊥ = λx. 1 − f (x), which is again a homomorphism since:
Functoriality is easy: for a map g : X → Y of convex sets we obtain a map of effect algebras (−)
The next result is now an easy combination of the previous two lemmas.
Theorem 17
There is a dual adjunction between convex sets and effect algebras:
Proof We need to check that the unit and counit
are appropriate maps. First we check that η is a morphism of effect algebras:
• η(1) = λf. f (1) = λf. 1 = 1;
• and if x ⊥ x in E, then:
Similarly ε is a map of convex sets:
Effect algebras and convex functors
Let A be an arbitrary category with finite limits and finite coproducts (0, +) which are disjoint and universal. This means that coprojections κ i are monic and form pullback squares as on the left below, and additionally that in a square as on the right below, the induced map
In this setting one can prove that diagrams of the form below are pullbacks.
The final object 1 ∈ A can be used to obtain (representations of) natural numbers n ∈ A, for n ∈ N. One simply puts: 0 = 0 and n + 1 = n + 1.
We shall use these "numbers" n ∈ A with coprojections κ i : 1 → n for 1 ≤ i ≤ n.
The following maps will be useful.
(where 0 ≤ i ≤ n and 0 ≤ j ≤ n + 1). Writing the underlining gets tedious, so we often drop it when no confusion arises. In Sets we identify n (to be more precise: n) with the set {1, 2, . . . , n}. The coprojection κ i : 1 → n is then simply i. The maps
We are now ready to introduce a new notion of convex functor. What we present is finitary version, because in the present context we only consider finite convex combinations, and correspondingly, finite (partial) sums in effect algebras.
Definition 18 Let A be a category with disjoint and universal finite coproducts, and finite limits (as above). A functor F : A → A will be called convex if it satisfies the following three requirements.
F (1)
2. F preserves the following three pullbacks, which are special instances of (8) .
3. the following tuple is monic, involving the maps ∇ i from (9) .
We shall write CNV(A) for the category of convex endofunctors on A, and natural transformations between them.
Convexity can in principle also be defined for functors A → B between different categories, but such generality is not needed here. A functor F satisfying the first requirement F (1) ∼ = 1 is sometimes called affine, see e.g. [21, 15] .
Example 19
We shall shortly see a general construction to obtain convex functors in the form of probability distribution functors. But it is instructive to see a non-example first. The non-empty powerset functor P + : Sets → Sets is a possible candidate for a convex functor because P + (1) ∼ = 1. We shall skip the second condition in Definition 18 and show why the third one fails. The maps P + (∇ i ) : P + (n + 1) → P + (2) are given by:
But we have no information about whether or not n + 1 is in U or V . Hence we don't have enough information to conclude U = V .
The following construction gives an important class of examples of convex functors on the category of sets. It generalises the construction of the distribution functor D in (4) from the unit interval [0, 1] to an arbitrary effect algebra.
Definition 20
For an effect algebra E define a functor D E : Sets → Sets by:
is finite and orthogonal, and x∈E ϕ(x) = 1}. An element ϕ ∈ D E (2) is a map ϕ : {1, 2} → E satisfying ϕ(1) ⊥ ϕ(2) and ϕ(1) ϕ(2) = 1. Hence ϕ(2) = ϕ (1) ⊥ , so that ϕ is determined by ϕ(1) ∈ E.
. But then ϕ = ψ, as required in point 3 in Definition 18, since the remaining value at n + 1 is determined by the others (unlike in Example 19):
We turn to point 2 and check that the functor D E preserves the three pullbacks (10) . For the first one, assume ϕ ∈ D E (n + 1) satisfies D E (! + id)(ϕ) = D E (κ 1 )( * ), where κ 1 : 1 → 1 + 1 and * is the single element * = λx. 1 ∈ D E (1). This means that ϕ(1) · · · ϕ(n) = D E (! + id)(ϕ)(1) = D E (κ 1 )( * )(1) = 1, and thus ϕ(n + 1) = 0. Hence there is a unique element ϕ ∈ D E (n) with
Preservation of the second pullback is left to the reader. For the third one, assume ϕ ∈ D E (n + 1) and ψ ∈ D E (1 + m) satisfying D E (! + id)(ϕ) = D E (id+ !)(ψ). This means:
The χ ∈ D E (n + m) that we are looking for must satisfy ϕ = D E (id+ !)(χ) and ψ = D E (! + id)(χ). That is:
Hence there is a precisely one choice for such a χ, so that D E applied the last pullback in (10) is again a pullback.
Finally we have to check that the mapping
that is well-defined and natural because g is a homomorphism.
The next step is to show that, in the reverse direction, a convex functor (on Sets) gives rise to an effect algebra.
Proposition 22 Let F : Sets → Sets be a convex functor. Then F (2) is an effect algebra, with the following structure:
For a, b ∈ F (2) we say a ⊥ b if there is a 'bound' β ∈ F (3) such that F (∇ 1 )(β) = a and F (∇ 2 )(β) = b, with ∇ i as in (9) . In that case we define:
where ! + id : 2 + 1 → 2 sends 1, 2 → 1 and 3 → 2.
Further, the mapping F → F (2) yields a functor CNV(Sets) → EA.
It may be instructive to see what this partial sum on F (2) means for the convex functors F = D E from Proposition 21. So assume ϕ, ψ ∈ D E (2) have bound β ∈ D E (3). The equations ϕ = F (∇ 1 )(β) and ψ = F (∇ 2 )(β) yield:
In particular, the elements ϕ(1), ψ(1) can be added, since ϕ(1) ψ(1) β(3) = 1. Thus, the sum ϕ ψ = D E (! + id)(β) ∈ D E (2) satisfies:
Proof We check some of the requirements that must hold for effect algebras. The partial sum is commutative, since if β ∈ F (3) is a bound for a, b ∈ F (2), then β = F ([κ 2 , κ 1 ] + id) ∈ F (3) is a bound for b, a, with the same sum:
The 0 defined in (12) is a zero element for , since for an arbitrary element a ∈ F (2) there is a bound α = F (κ 2 )(a) ∈ F (1 + 2) for 0, a with sum a.
Associativity of requires more work. Assume a, b, c ∈ F (2) are given with a ⊥ b, say with bound α ∈ F (3), and (a b) ⊥ c, with bound β ∈ F (3). The latter means F (∇ 1 )(β) = a b = F (! + id)(α). Thus we have a situation:
Because this is a pullback that is preserved by F , see (10) , there is a (unique) element γ ∈ F (2 + 2) with F (id+ !)(γ) = α and F (! + id)(γ) = β. We first consider the function h : 4 → 3 given by h(1) = h(4) = 3, h(2) = 1, and h(3) = 2. It yields γ = F (h)(γ) ∈ F (3), which is a bound for b, c with sum b c. We next take the function k : 4 → 3 defined by k(1) = 1, k(2) = k(3) = 2, and k(4) = 3. Now γ = F (k)(γ) ∈ F (3) is a bound for a and b c. The equation a ⊥ a = 1 can be proven via the bound α = F (h)(a) ∈ F (3) for h : 2 → 3 defined by h(1) = 2 and h(2) = 1.
We leave it to the reader to check that a ⊥ is the only element b ∈ F (2) with b a = 1, and proceed by showing 1 ⊥ a ⇒ a = 0. Assume thus 1 ⊥ a, say via a bound α ∈ F (3) satisfying F (∇ 1 )(α) = 1 = F (κ 1 )( * ) and F (∇ 2 )(α) = a. The first equation allows us to use preservation by F of the second pullback in (10), since ∇ 1 = id+ !. Hence we get α = F (κ 1 )( * ) for κ 1 : 1 → 1 + 2, and thus: a = F (∇ 2 )(α) = F (∇ 2 • κ 1 )( * ) = F (κ 2 )( * ) = 0.
Finally we have to prove functoriality of the mapping F → F (2). If we have a natural transformation σ : F ⇒ G between convex functors F, G, then the component σ 2 : F (2) → G(2) is a map of effect algebras. It is easy to see that it preserves 0, 1 ∈ F (2). Next, assume a, b ∈ F (2) are orthogonal, via bound α ∈ F (3) satisfying F (∇ 1 )(α) = a and F (∇ 2 )(α) = b. Then σ 3 (α) ∈ G(3) is a bound for σ 2 (a), σ 2 (b) ∈ G(2) by naturality. Hence σ 2 (a) ⊥ σ 2 (b). Further, σ 2 (a) σ 2 (b) = G(! + id)(σ 3 (α)) = σ 2 (F (! + id)(α)) = σ 2 (a b).
The main result is then the adjointness of these functors between effect algebras and convex functors.
Theorem 23
The functor EA → CNV(Sets) from Proposition 21 given by E → D E is left adjoint to the functor F → F (2) from Proposition 22.
Proof For an effect algebra E and a convex endofunctor F on Sets we have to prove that there is a bijective correspondence:
The upward direction is easy: one maps σ : D E ⇒ F to:
It is not hard to see that this is a map of effect algebras. The other direction requires more work. So suppose we have f : E → F (2) in EA. We have to define a natural transformation f : D E ⇒ F . So assume ϕ ∈ D E (X), say with supp(ϕ) = {x 1 , . . . , x n }. The elements ϕ(x i ) ∈ E are pairwise orthogonal, and thus so are f (ϕ(x i )) ∈ F (2). This means that there is a (unique) bound β ∈ F (n + 1) with F (∇ i )(β) = f (ϕ(x i )), and also: F (! + id)(β) = i f (ϕ(x i )) = f ( i ϕ(x i )) = f (1) = 1 = F (κ 1 )( * ). Now we need to use that pullbacks of the following form are preserved by F .
This yields a unique β ∈ F (n) with F (κ 1 )(β ) = β. Finally we put:
f X (ϕ) = F (n [x1,...,xn] / / X)(β ) ∈ F (X).
Remaining details are left to the reader.
An obvious next step is to extend this result to an adjunction between effect algebras with multiplication-like [0, 1] has-and convex monads. It can form part of a "triangle of adjunctions", like in [5] . This will be elaborated elsewhere.
