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El trabajo de esta tesis está dedicado al estudio de modelos integrables
con condiciones abiertas en dimensiones uno y dos. Concretamente modelos
bidimensionales de vértices y sus equivalentes unidimensionales en cadenas
de espín. Este estudio será realizado mediante el método del Scattering Iii-
verso Cuántico.
El método del Scattering Inverso Cuántico es una técnica desarrollada
para el estudio de sistemas integrables cuánticos. Esta técnica constituye
la síntesis de dos ideas en la teoría de sistemas integrables. Por un lado la
diagonalización del modelo de Heisenberg por Hans Bethe en 1931 [12] de
donde el ansatz toma su nombre. Por otro lado el trabajo sobre la ecuacion
de KdV de Gardner, Green, Kruskal y Miura que fue el origen del Scattering
Inverso Clásico.
Las ideas que originaron el Scattering Inverso Cuántico fueron propuestas
en 1978 cuando tres grupos: en el antiguo Leningrado (Faddeev, Takhtadzhan,...),
en Fermilab (Thacker, Creamer,...) y en Friburgo (Honerkamp~.j, estu-
diando el modelo de Schrodinger no lineal encontraron sorprendentes para-
lelismos entre él ansatz de Bethe y el Scattering Inverso Clásico.
Desde entonces hasta ahora, mediante esta técnica, se han obtenido mul-
titud de resultados y nuevas ideas entre los que se pueden destacar la diago-
nalización de un gran número de modelos, la cuantización de sine-Gordon,
el cálculo de correladores y la teoría de grupos cuánticos.
La estructura matemática que subyace a la integrabilidad mediante el
Scattering Inverso Cuántico son las álgebras de Yang-Baxter. Estas álgebras
han mostrado su ubicuidad a lo largo de los intentos de obtener y resolver
modelos integrables en una dimensión. Existen pocos ejemplos de modelos
en baja dimensión que sean integrables en los que no haya hecho su aparición
el álgebra de Yang-Baxter. Unos de los más notables eran las cadenas de
espín con interacción tipo í/r2 “Inverse Square Exchange”, de Halaane y
Shastry [43], pero recientemente se ha descubierto su simetría Yangiana.
Estos modelos, sin embargo, no se integran mediante técnicas propias del
Scattering Inverso Cuántico.
El álgebra de Yang-Baxter proporciona tanto una herramienta para obtener
modelos integrables de una manera sistemática como un objeto de gran in-
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terés desde el punto de vista matemático. Los modelos obtenidos son de
gran interés pues proporcionan la mayoría de los ejemplos resolubles de sis-
temas en interacción con un gran número de grados de libertad, siendo una
referencia para el estudio de sistemas más complicados. El Scattering In-
verso Cuántico no sólo ha dado solución a importantes modelos propuestos
con anterioridad, también ha llevado a la obtención de una extensa clase de ‘u
nuevos modelos y al desarrollo de nuevos métodos y conceptos.
Como ya hemos comentado una de las nuevas estructuras matemáticas a
que ha dado lugar el método del Scattering Inverso Cuántico son los grupas ‘u
cúánticos. Aparecen comolas simetrías de sistemas mono-y bidimensionales -
integrables. Se pueden entender los grupos cuánticos como un nuevo tipo de Usimetría deformación de la clásica. Se tiene un parámetro libre de cuanti-
zación que, para ciertos valores nos proporciona la simetría clásica. Aunque-
en general la teoría de representaciones para grupos cuánticos es paralela
‘ua la de los clásicos, existen fenómenos y representaciones exclusivas de losprimeros para el caso en que el parámetro de deformación es una raíz de la
unidad. -
Los grupos cuánticos se han desarrollado en dos vertientes claramente ‘u
diferenciadas. La primera corresponde a la defotmación de un grupo de Lie
yla segunda a la deformación de un álgebra de Lie. -
Las deformaciones de los grupos de Lie se entienden como simetrías en ‘u
espacios no conmutativos [57]. Los grupos cuánticos propórcionan en esta
interpretación un ejemplo de geometría no conmutativa tratable y con no-
tables connotaciones físicas. Gran parte de las técnicas propias de la teoría . ‘u
grupos, como espor ejemplo la inducción de representaciones, han sido
generalizadas para estas nuevas construcciones [41]. Esta interpretación de Ulas nuevas simetrías proporciona la posibilidad de una nueva reescritura dela física en este marco habiéndose obtenido la formulación de teorías gauge
y la forma de las ecuaciones de onda para los espacios no conmutativos co-
‘urrespondientes. Aunque parece claro que se pueden generalizar todas las
construcciones clásicas a este caso no está tan clara> al menos por el mo-
mento, la interpretación física de los resultados obtenidos. U•Desde el punto de vista de deformaciones de álgebras de Lie los gru-pos cuánticos1 parecen tener una interpretación física mis directa. Estos
aparecen como simetrías en las cadenas de espín integrables tanto en el caso u
se deberla hablar de álgebras universales envolventes cuantizadas pero,
al igual que ocurre en la literatúra, hablaremos alo largo de esta memoria indistintamente Ude grupos o álgebras cuánticas para denotar a estos objetos.
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periódico como en el abierto, con los autoestados organizados como muitiple-
tes Bajo las representaciones del álgebra cuántica correspondiente. También
es conocida su relación con las teorías racionales conformes bidimensiona-
les donde aparecen en el álgebra de fusión reflejando la descomposición del
producto tensorial de irreducibles bajo el grupo cuántico [21]. La correspon-
dencia entre la estructura de las cadenas de espín en regímenes no masivos y
las teorías conformes es conocida y pasa por el estudio de la teoría de repre-
sentaciones de grupos cuánticos para q raíz de la unidad [65, 52]. También
han aparecido en teorías de campos masivas como el modelo de Sine-Gordon
que, por otro lado, se puede obtener como cierto límite del modelo XXZ.
Otras relaciones han sido encontradas últimamente, entre las que destaca
el efecto Hall cuántico donde el álgebra cuántica está representada por las
funciones de onda de Laughlin-Jastrow y el parámetro de deformacion se
relaciona con el factor de llenado [74].
En los últimos años ha suscitado gran interés el estudio de sistemas en
un intervalo finito o con fronteras no periódicas en baja dimensión. Existen
sistemas físicos de gran interés definidos en una dimensión o que pueden
ser llevados a una dimensión bajo ciertas aproximaciones. Por ejemplo, en
el problema de Rondo de scattering de electrones por una impureza una
descomposición en ondas parciales, tomando sólo las ondas tipo s, lleva a
un problema unidimensional en el semieje positivo. Otros problemas de in-
terés en esta dirección son por ejemplo el efecto túnel en un cable cuántico
o el scattering protón-monopolo (efecto Callan-Rubakov). El desarrollo de
las teorías conformes para tratar este tipo de sistemas fue llevado a cabo
por Cardy y Affleck [15, 2]. Para los modelos integrables por el método
del Scattering Inverso Cuántico los primeros trabajos fueron los de Chered-
nik y Sklyanin [16, 75]. En ellos las denominadas ecuaciones de reflexión
aparecían como el nuevo ingrediente a tener en cuenta al tratar con con-
diciones de contorno abiertas. El método del ansatz de Bethe ha de ser
modificado, estando basada la resolución no en el uso del álgebra de Yang-
Baxter usual sino la asociada a las matrices de reflexión. En este caso son
las soluciones de las ecuaciones de reflexión las que proporcionan nuevos
sistemas integrables con condiciones de contorno abiertas. Se vió que al-
gunos modelos previamente propuestos caían dentro de este esquema, como
el XXZ con condiciones abiertas estudiado en la referencia [3]. También se
observó que las cadenas abiertas invariantes bajo grupos cuánticos se podían
obtener como casos particulares de modelos más generales provenientes del
U
U
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método de las ecuaciones de reflexión.
Tras el estudio de los anteriores desarrollos del método del Scattering ‘u
Inverso Cuántico, la teoría de grupos cuánticos y los problemas físicos reía- -
donados con condiciones de contorno abiertas se -plantean múltiples inter-
rogantes. Entre ellos nosotros hemos destacado los siguientes:
- U
-¿Cuáles son los modelos más generales que se pueden obtener con condicio-
nes de contorno abiertas e independientes?
-¿Cuál es la relación entre el formalismo de Sklyanin- para la obtención de Umodelos abiertosylas cadenas invariantes bajo grupos cuánticos?
-¿Cómo se generaliza la técnica del ansatz de Bethe para la resolución de
estos modelos? U-¿Cómo se organizan los vectores de Bethe en el caso de la invariancia bajo
grupos cuánticos?
Las soluciones a estas preguntas constituyen el trabajo y los resultados Ude la presente tesis.
Los resultados obtenidos en los diferentes trabajos que han dado lugar -
a esta memoria han sido estructurados de manera que siguieran la orde- Unacion más lógica posible, de modo que muchos de ellos, aún habiendo sido
publicados en un mismo artículo, se ven desperdigados a lo largo de varios
capítulos. Con esto esperamos ganar en facilidad de lectura. Salvo la in- Utroducción, todos los capítulos están basados íntegramente en los resultados
obtenidos. Comentamos ahora someramente los contenidos de cada capítulo
a modo de guía para la lectura.
En el primer capítulo se da una introducción rápida, que no pretende User completa, a los modelos integrables mediante el método del Scattering
Inverso Cuántico. Se comentan las distintas posibilidades para obtener con-
diciones de contorno integrables, introduciéndose las ecuaciones de reflexión, U
y se proporcionan los hamiltonianos asociados con las distintas posibilidades.
Si se poseen conocimientos generales sobre la materia este capítulo puede
ser evitado saNo, quizás, el último apartado. UEn el segundo capítulo se explota la capacidad de las ecuaciones de re-
flexión para prop9rcionar condiciones de contorno abiertas integrables. En -
los tres primeros apartados se obtienen las soluciones de las ecuaciones de
reflexión. Se han presentado los cálculos detallados de las soluciones puesto
que en algunos casos se demuestra que estas son las más generales y en otros -
por completitud. Los resultados y comentarios han sido condensados en la U
última sección de forma que el lector no interesado en el modo de obtención
U
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de las soluciones puede pasar directamente a éste.
El tercer capítulo está dedicado> en su primera sección, al estudio de
la relación entre las cadenas invariantes bajo grupos cuánticos y la traza de
Markov. También se obtienen las cadenas invariantes SUq(n) y las relaciones
que definen este grupo cuántico a partir de la ecuación de Yang-Baxter. Se
obtienen por último los hamiltonianos invariantes CIIq(2).
En el capítulo cuarto se expone de una manera detallada la generali-
zacion necesaria del ansatz de Bethe encajado para el caso de condiciones
de contorno abiertas e invariantes SUq(n). También se obtienen algunas
propiedades físicas del modelo como son la energía libre y la energía del
hamiltoniano asociado y las correspondientes correcciones de frontera. Este
capítulo es de imprescindible lectura para los siguientes. -
En el capítulo quinto se halla la solución para el caso en que las matri-
ce~ de reflexión son las soluciones diagonales generales dadas en el primer
capítulo. La solución se halla para los modelos asociados a las álgebras A~..
1
y el modelo t-J de superconductividad. La exposición es muy esquemática
y parte de la base de la lectura del capitulo anterior.
Por último, en el capítulo sexto se estudia la organización de los autoes-
tados en las cadenas invariantes S(I~(n) y splq(2, 1). Para ello se demuestrala propiedad de peso máximo para los autovectores de Bethe de ambos mo-
delos. Finaliza la presente memoria con conclusiones, preguntas abiertas y
posibles extensiones del trabajo de esta tesis.
Capítulo 1
Introducción.
En este capítulo daremos una breve introducción a los modelos de vértices
y cadenas de espín exactamente integrables. Existen excelentes trabajos de
carácter general sobre el tema como [8, 32, 24]. Estos tratan sobre todo
el caso de condiciones de contorno periódicas. No sabemos de la existencia
de ningún trabajo de carácter general sobre integrabilidad con condiciones
abiertas1 salvo posiblemente [17].
Repasaremos la aparición de la integrabilidad en modelos cuyos pesos
de Boltzman satisfacen la ecuación de Yang-Baxter y las modificaciones que
se han de introducir para mantener la integrabilidad al cambiar las condi-
ciones de contorno. En lo que sigue se usará el formalismo de la matriz de
transferencia, que también será brevemente introducido. Por último se verá
la relación entre los modelos de vértices y los hamiltonianos cuánticos aso-
ciados. No vamos a tratar la diagonalización de los modelos obtenidos que,
esperamos, quedará clara en los siguientes capítulos. Remitimos al lector al
trabajo [24] para la resolución de algunos casos sencillos.
1.1 Condiciones de contorno periódicas.
Comentamos ahora la construcción de modelos integrables con condiciones
de contorno periódicas. La manera de introducir esta técnica no es posible-
mente la más usual, pero deja más claro el origen de la integrabilidad de
‘Próximamente aparecerá la referencia [39],sobre grupos cuánticos en física bidimen-
sional, en la que éste tema se trata someramente
1
s‘u
‘u2
‘u
‘u
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Figura 1.1: Representación gráfica de la ecuación de Yang-Baxter. u
= u
u
Figura 1.2: Representación gráfica de la matriz R. ‘u
estos modelos y está más cerca de la aproximación práctica a estos sistemas U
El origen de la integrabilidad reside en la ecuación de Yang-Baxter dada
por: ‘u
[1 o R(O — 6’)][R(O) 0 í][l o R(6’)] =
IR(O’) ® l][l ® R(6)][R(6 — 6’) o 1], (1.1) ‘u
donde R(6) denota un operador lineal actuando en el producto tensorial de
dos espacios vectoriales complejos ~«~)y1 O — V’ 0 V2. La ecuación
de Yang-Bá.xter está definida sobre el espacio y1 ® V2 o V3, siendp 1 la ‘uidentidad sobre V% Existe una solución de esta ecuación asociada a cada
una de las representaciones de una clase muy extensa de álgebras de Lie
[9, 47]. A lo largo de la tesis denotaremos por R(6) las soluciones de la
anterior ecuación de Yang-Baxtér.
- En la literatura también se escribe la ecuación de Yang-Baxter del modo u
siguiente:
512(6 — 6’)S½3(6)52d6’)= 323(6)513(6)12(6 — 0’) (1.2) U
u
u
u
u
3donde en esta ecuación y a partir de ahora el subíndice i indica que el
correspondiente operador actúa en el espacio Vt. Ambas ecuaciones están
relacionadas mediante el cambio S(O) = PR(O), ~:; = reservamos la
notación 3(6) para las soluciones de esta segunda ecuación. En general se
pueden distinguir los dos convenios mediante el valor en el cero, 5(0) ~x
P, R(0) ~ 1 para las soluciones denominadas regulares.
La matriz 1? es un objeto con cuatro índices que podemos representar por
el diagrama mostrado en la figura 1.1. Teniendo esto en cuenta podremos
representar la ecuación de Yang-Haxter según la figura 1.1. A la vista de
esta figura es clara la interpretación de las soluciones de esta ecuación como
matrices 5 factorizables en 1 + 1 dimensiones (80].
Definimos ahora la matriz de monodromia T~b(O,C’), que será la matriz de
operadores dada por:
Ta&(6,&) = >3 ioíb(O+WN)®taía,(O+WN1)®.. .®taaN..
1(6+w1) (1.3)
a1 aN...i
donde N denotará la longitud de la cadena, ~ = (WN,wN.1,. . . ,wi) y w~
(1< i =N) son parámetros arbitrarios que denominaremos inhomogenei-
dades. En la fórmula anterior [t0b(O)]Is = R(6fl~. Como vemos la matriz
de monodromía es una matriz cuyas componentes son operadores actuando
en el espacio V
1 ® V2 ® ... ® V” que denominaremos espacio vertical o
cuántico. Los índices a y b se dice que actúan en el espacio horizontal o
auxiliar. Vemos que a esta matriz de monodromía le podemos asociar un
modelo de vértices en el cual los pesos de Boltzman de las distintas confi-
guraciones vendrán dados por los pesos locales [t
0b(6)]eJdados por la matriz
1?.
Usando ahora la ecuación de Yang-Baxter N veces es fácil ver que:
R(O — 6’)[T(O,d’) ® T(6’,d4] [T(6’,¿=)® T(O,¿YflR(O — 0’), (1.4)
donde R(6 — 6’) actúa en el espacio auxiliar y los operadores T(O,&) y
T(0’,¿’) están contraidos en el espacio vertical. En lo anterior se ha usado
la invariancia de la ecuación (1.1) bajo el cambio simultáneo O —~ 6+w 6, ~..
0’ + ¿o. Se dice que la matriz de monodromía satisface el álgebra de Yang-
Baxter. Supongamos ahora que la matriz R es invertible; multiplicando
entonces por la derecha por R(0 — 6’>~ en la ecuación (1.4) y tomando
trazas en el espacio auxiliar, se obtiene:
au
u
4
u
• [r(0,dj,r(6’,&)] = 0, (1.5) U
con 6 y 0’ arbitrarios, donde i-(6,&) = Ir T(6,¿Z) recibe el nombre de matriz
de transferencia. Tenemos de este modo unafamilia infinita uniparamétrica U
de matrices de transferencia que conmutan. Por tanto el problema de auto- -
valores:
- r(0,¿~)~ = >(0,&)’I’, (1.6) - U
es integrable. Esto nos dice que para el modelo de vértices asociado a
‘uestá matriz R podremos encontrar la función de partición Z del sistema
estadístico bidimensional asociado. Esto es así dado que para un sistema en
una red N x M se tiene: ‘u
Z = Irv [r(6,GÓM], (1.7)
donde la traza se toma en el espacio vertical. Puesto que podemos conocer “u
los autovalores de r(0,~) podremos determinar Z.
Veamos ahora como, a este modelo de vértices se le puede asociar un ha- - umiltoniano cuántico unidimensional. Para siTnplificar tomaremos cZ = O y
escribiremos en este caso r(6) = i-(6,0). Supongamos que la matriz R(0)
cumple la condición de regularidad:
R(0)~i, - (1.8)
entonces T(0) es un operador de traslación sobre la cadena y por tanto u
Podremos entonces definir el operador:
‘u
d N
—lnr(O)Ié~o = ZH11+1, H1~+í = ‘19~
= dO
‘u
con R(~» i+í actuando en V ® V+I y — V’. Este operador lo pode-
mos interpretar como un hamiltoniano cuántico unidimensional con acoplo a U
próximos vecínosíP¿demos generalizar lo anterior y definir los operadores:
dk -
= rIn r(O)ioo, (1.10)
u
u
u
u
5pudiéndose comprobar que estos operadores acoplan vecinos a distancia k+ 1
de un punto dado de la cadena. Debido a la ecuación (1.5) tenemos jue:
[Hk, H,] = 0 (1.11)
para cualesquiera le y /. Tenemos por tanto de nuevo infinitos operadores
en- involución siendo uno de ellos el hamiltoniano a próximos vecinos y por
tanto éste será integrable.
Debido a la definición del operador ‘-(O) los hamiltonianos obtenidos son de
tipo periódico, acoplando el lugar N de la cadena con el 1.
Por ejemplo para el modelo de seis vértices con matriz PI de pesos de Boltz-
man:
1 0 0 0
sen seno
+-y sen(O+y) ‘1
o seno sen ‘ (1.12)sen(6+-y) sen +-y )
0 2
el hamiltoniano que se obtiene usando (1.9) es
N • - -
H =>3 (a~a~~1 + afr~~1 + cos-y a~a,§~¿j, (1.13)
~2=1
con o%.f1 = ar. En esta última condición se observa la periodicidad de los
hamiltonianos obtenidos mediante la técnica antes comentada.
1.2 Condiciones de contorno cuasiperiódicas.
Veamos ahora si es posible de alguna manera romper la periodicidad de las
cadenas obtenidas sin perder la integrabilidad. Acabamos de ver que una vez
que se tiene una matriz de monodromía T satisfaciendo (1.4) es inmediato
construir una familia uniparamétnca de matrices de transferencia r que con-
mutan. Se puede ver que la ecuación de Yang-Baxter (1.1) aparece como
una condición de compatibilidad o consistencia del álgebra de Yang-Baxter
con respecto a la multiplicación de operadores T, ver [24]. La relación (1.4)
define el álgebra asociativa de los generadores T~b. En principio cualquier
representación de este álgebra nos llevará a un sistema integrable. Vemos
u
u
6 -
pues que una manera sistemática de construir sistemas integrables es encon- ‘u
trar representaciones del álgebra de Yang-Baxter. Encontramos entonces
quelamaneradeconstruirlosoperadoresTesmuchomásgeneralquela ‘u
propuesta en la primera seccion.
La representación más sencilla del álgebra de Yang-Baxter vendrá dada
por matrices M, independientes del parámetro espectral, tales que: - U
R(0 — 6’)[M ® M] = [M ® M]R(O — 0’), (1.14) Uo lo que es equivalente: u
[R(O—0’), M ® Al) = 0. (1.15)
Por supuesto R(6) nos da una representación del álgebra de Yang-Baxter
dependiente del parámetro espectral en virtud d~ la ecuación (1.1). En U
general si L¿(6) son representaciones del álgebra de Yang-Baxter, la matriz -
de monodromía definida por: ‘u
T(0,&) = M LN(O — wN) . . . L
2(O — w2)Lí(0 — ¿al) (1.16)
se puede ver que es de nuevo una representación del álgebra de Yang-Baxter, uesta es la propiedad de comultiplicación. De la misma forma que en la sección
anterior la matriz de transferencia dada por: u
r(6,~) = Ir T(O,Js) (1.17)
forma una familia uniparamétrica que conmuta. uEl hamiltoniano obtenido mediante lafórmula (1.9) puede, en general, acoplar
un número arbitrario de vecinos. Cuando la cadena es homogénea, todos los
elementos L1 y M son representaciones de (1.4> de la misma dimensión, Uda un hamiltoniano que acopla próximos vecinos y en el que el lugar N dela cadena se acopla con el lugar 1 mediante una rotación dada por M. Este
es el tipo de condiciones de contorno que se denominan cuasiperiódicas. Si u
tomamos todos los L1(6) = R(O) y Al = 1 obtendremos la matriz de mono-
dromía de la sección anterior.
Por éjemplo para el modelo de 6 vértices se puede ver que las soluciones de ‘u
(1.15) vienen dadas por:
M=ar,MrzeU/J«
2, Ocwc2ir, (1.18) j
u
U
u
u
7tomando L, = R en la definición de la matriz de transferencia (1.16) y & = O
el harniltoniano que se obtiene es:
N
H= Z(a~u+i±a~a~+x+cosya&,~+i), (1.19)
n1
con = Mu~’M1.
Vemos que las condiciones de contorno ya no son las periódicas aunque se
• siguen acoplando el spín 1 y el N, este es el origen del nombre cuasiperiódicas.
Los modelos asi obtenidos se resuelven de una manera similar al caso periódico,
no aportando ninguna idea esencialmente nueva. Desde el punto de vista
físico estas modificaciones pueden tener sin embargo relevancia, modificando
por ejemplo la extensión central de la teoría conforme subyacente en algunos
regímenes [51].
1,3 Condiciones de contorno abiertas.
Hemos visto como conseguir condiciones de contorno periódicas y cuasiperiódicas
para sistemas estadísticos y cadenas de espín integrables. Sería muy intere-
sante conseguir condiciones de contorno en las que los bordes de la cadena
no interactuaran uno con el otro. Tenemos dos posibilidades en este caso,
condiciones de contorno fijas y condiciones de contorno libres.
Una manera de imaginar cuales son las condiciones que se han de imponer en
estos casos para mantener integrabilidad es usar la interpretación de matriz
5 factorizable de la ecuación de Yang-Baxter. Si introducimos una pared
en la que se reflejen las particulas vemos que hemos de introducir un nuevo
objeto que de cuenta de la reflexión en las paredes. Este nuevo objeto será
el análogo de la matriz 3 pero para la reflexión de partículas en la pared en
lugar del choque entre ellas. Este nuevo objeto al que llamaremos matriz
K habrá de cumplir unas condiciones de factorización análogas a las de la
matriz 5. En resumen para mantener factorizabilidad con fronteras hemos
de introducir un objeto nuevo con su ecuación de factorización correspon-
diente. Esto fue hecho por Cherednick en [16], posteriormente al resultado
obtenido se le dió la interpretación correspondiente desde el punto de vista
del scattering inverso cuántico en [75].
Veamos cual es la nueva construcción. Supondremos que tenemos una
matriz R(O) (R(O) & 1) sclución de la ecuación de Yang-Haxter con las si-
guientes propiedades:
E
U
“u8
‘u
‘u
‘u
Figura 1.3: Representación gráfica de la ecuación de reflexión. ‘u
a) Invariancia bajo paridad, PR(O))’ = R(O)
b) Invariancia bajo inversión temporal, R(O)~ = R(O)~.
‘uc) Unitariedad, R(O)R(—O) ~ 1.d) Unitariedad de cruce, Ñ(6)Ñ(—0 — 2~) cc 1, con R%~ = R~ y ‘~ un
parámetro característico de la matriz R que se denomina de cruce.
‘uTendremos una matriz de reflexión para cada borde de la cadena quellamaremos K±(6).Estas serán soluciones de las siguientes ecuaciones que
denominaremos de reflexión: ‘u
R(O — 6’)[¡Ú(O) o 1]R(O + 0’)[K(0’) ® 1] =
[K(O’) ® í]R(O + O’)[K(O) ® 1]R(O 0’), (1.20) u
R(—O + O’fll ® K~ t(0)]R(3 — 0’ — 2q)[1 O K~ t(ft,fl =
La [1® K~ t(O’)JR(—O —6’— 2q)[1 O K~ t(0)]RC...O — 0’). (1.21) U
representación gráfica de la primera ecuacion se puede ver en la figura -
1.3 donde queda clara la interpretacion como matriz 1< factorizable de sus
soluciones. ‘u
Es interesante comentar que existe un automorfismo entre las ecuaciones
(1.20) y (1.21) dado por: ‘u
K4(6) — K t(O — q). (1.22)
Esta propiedad nos permitirá el tratar únicamente la ecuación (1.20) a la Uhora de buscar condiciones de contorno integrables.
Definimos ahora un objeto nuevo que denominaremos matriz de mono-
dromía doblada y que se define como: ‘u
Uab(O,GÓ = E Tac(O4jKj~(O)T4’ (—0, aj, (1.23) ‘u
U
‘u
2
u
9Ono1
+
K( O)
O-m
a
JI... J~4
= t <O,co)
1...I
1 Id -
Figura 1.4: Representación gráfica de la matriz de transferencia abierta.
donde T viene dada por (1.16) y T~~-’ es su inversa en el espacio vertical y
horizontal. Esto es:
>3 Tab(O,&)Tj,71(04) = 1 bac. (1.24)b
donde 1 es la identidad en el espacio vertical.
Se puede demostrar [75] usando las ecuaciones (1.20,í.21,1.4) que los ope-
radores Uob(6,&) cumplen el siguiente análogo del álgebra de Yang-Baxter:
R(O — 6’)[U(6,~) O 1]R(6 + O’)[U(O’,&) o 1]
= [U(6’,&) o 1]R(O + 6’)[U(6,~) O 1]R(6 —6’)
que, como se puede apreciar, no es más que la ecuación (1.20) para U.
(1.25)
Podemos ahora definir la matriz de transferencia de condiciones abiertas:
¿o)ZKt(O)Uba(6,C>)
ab
= >3 KS(6)TbC(64)K;(0)T¿1 (04)
abcd
(1.26)
(1.27)
cuya representación gráfica está en la figura 1.3.
(1.25), (1.26) y (1.21) la matriz de transferencia
uniparaniétrica de operadores que conmutan:
Gracias a las ecuaciones
1(04) forma una familia
ix ji
K( O)
Id N~I
aU
U
10
a
= 0. (1.28) ‘u
Tenemos por tanto el método para obtener sistemas integrables con con-
diciones abiertas. Vemos que dada una matriz 1? basta con encontrar una Usolución de la ecuación (1.20) para obtener un nuevo sistema integrable.
Esta posibilidad será explotada en el siguiente capítulo.
En la demostración de la integrabilidad de estos sistemas se usan también - Ulas propiedades a)-d) de la matriz R. Existen familias muy extensas de solu-
ciones de la ecuación de Yang-Baxter que no tienen todas estas propiedades,
también se pueden obtener sistemas abiertos integrables en estos casos. La
‘ugeneralización necesaria fué obtenida por Mezincescu y Nepomechie en varios
artículos [62, 58, 60]. Parece ser que Sklyanin ha obtenido la generalización
para cualquier tipo de solución de la ecuación de Yang-Baxter. En el caso en aque la matriz R no tenga simetrías P y T por separado sino sólo la simetría
PT, y en vez de cruce se tenga la propiedad más débil [60, 69]:
‘u[{[s12~6v2]—1 —1 = L(0, y)M2312(0 + 217)M;’, 5(0) = PR(O), a(1.29)
la ecuación de reflexión para K+ queda modificada del siguiente modo:
‘u
R(6 — O’)Kt (O’~’ Mf
1R(—O — 6’— 2
17)Kj’}O)
t’ Al
2
‘3
— K~(6)
t’M
2R(—6 —6’— 217)M’Kt(6’)
t’R(0 — 0’). (1.30)
El resto de la construcción es idéntica. El automorfismo entre las ecua- a
ciones (1.20) y (1.30) sigue existiendo y viene dado por:
K~(O) = K t(g — q)M. (1.31) 3
Veamos ahora los hamiltonianos asociados a las matrices de transferencia
de condiciones abiertas. En este caso encontraremos nuevas posibilidades 3
provenientes de las matrices de reflexión.
Siempre que detK}0) ~ O y trK~(0) # O podremos definir el siguiente
hamiltoniano a partir de la primera derivada de la matriz de transferencia: ‘3
U
U
‘3
U
11
N—1 1 iro[¡<íit(0)hNo
]
H = >3 ~ + ~}Kf}O~’)KjÁ0) +
con h~ n+í = Rn,n+d0) y ir
0 traza ene! espacio horizontal. Cuando trK+(0) =
o todavía se puede definir un hamiltoniano acoplando sólo próximos vecinos
siempre que tro[KJ
t(0)hNo] = A 1 con A una constante, en este caso el
ha iltoniano viene dado por:
N—i 1 1 (1.33)
=>3 h
5,~+1 + —R7(0) xH 2 + 2(T + 2A)
{Tfli(Kj(0)GNO) + 2flo(K~ (O)hNo) + Tro(KJ(0)hRro)}
donde
T = TTÑ~{0>
G;,j.fl = dO
2 0=0
Como se puede observar de las fórmulas anteriores, este hamiltoniano se
obtiene con la derivada segunda de la matriz de transferencia. Esta expresión
para el bamiltoniano fué usada por primera vez en [20] para tratar el modelo
XX en campo magnético con condiciones de contorno abiertas. Vemos que
los dos hamiltonianos anteriormente escritos no acoplan los bordes de la
cadenaentre sí, siendo de naturaleza distinta a los de las secciones anteriores.
Aparecen términos de frontera dados por las matrices de reflexión Kt. Estos
términos de frontera se verá que pueden depender de parámetros arbitrarios
y ser bastante generales. Variando el valor de estos parámetros podremos
obtener condiciones de contorno fijas o libres y también casos intermedios.
Veremos más adelante que estos términos son cruciales para dotar a las
cadenas de espín de invariancia bajo grupos cuánticos.
Capítulo 2
—lNuevos modelos integrables. -
Soluciones de las ecuaciones
de reflexion.
En la introducción hemos visto como usando diferentes métodos se pueden
obtener condiciones de contorno no periódicas, compatibles con integrabili-
dad, para un modelo dado por una solución de la ecuación de Yang-Baxter.
Por un lado estaban las condiciones de contorno cuasiperiódicas, que usaban
soluciones constantes de la ecuacion de Yang-Baxter. Estas condiciones no
aportan nada nuevo desde el punto de vista metodológico pues el formalismo
usado es el mismo que en condiciones periódicas. Desde el punto de vista
físico si aportan algo nuevo pues pueden cambiar por ejemplo la extensión
central del modelo periódico [1, 13, 24].
Por otro lado está el formalismo de las ecuacioneé de reflexión. Estas
ecuaciones aparecen como el nuevo ingrediente a tener en cuenta cuando se
tienen condiciones de contorno abiertas. Se da un cambio cualitativo res-
pecto al modelo periódico al aparecer un objeto algebraico nuevo. Desde el
punto de vista físico se tienen también cambios. En lo que se refiere a la
extensión central estos modelos no la varían salvo en el caso de invariancia
bajo un -grupo cuántico [65]. Es interesante notar que todos los casos de
mvaríancia bajo un grupo cuántico son derivables mediante este formálismo
[22, 58, @0,Sg]. En eFpr6ximo capítulo veremos más detalles sobre cadenas
invariantes bajo grupos cuánticos. En el caso general veremos que el método
de Sklyanin aporta además una extensa clase de modelos integrables depen-
dientes de varios parámetros.
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usando (2.25) se encuentran solamente dos ecuaciones diferentes para w(6)
- y(O)/z(O) en todos los casos. Estas son:
w(6)/w(6’) =
u46)/w(O’) =
¿3b+c + bc+ — eie2d+ — ei¿2e3d
c+ + c12b+& — c —
Vb+ + ¿3cc+ — dd+ ¿3
b+ + ¿1¿2c+d — e3V — ¿íe2e3cd+
(2.26)
— — . (2.27)
Para que las anteriores ecuaciones tengan solución la partes derechas
de (2.26) y (2.27) han de ser idénticas. Con algo de trabajo se puede ver
que esto ocurre en todos los casos a)-h). También se puede ver que estas
expresiones factorizan del siguiente modo:
para los casos con 63 = 1, y:
w(6)/w(6’) =
para los casos con ¿3 = —1. Tenemos
diente de O en la solución general que
de la forma:
cuando ¿~ = 1, y:
oiO dn6
1+c,cík sn’0
cnO’ drA’
1+e,¿2k sn
26’
obtener de una manera
O si a = 1, o el límite
(2.29)
por tanto un parámetro libre indepen-
llamaremos>. La solución es entonces
sn0
w(6) = > [1 + 6162k sn2O]
cnO dn0
W(B)=Ar1+eIe
2ksn2o]
(2.30) -
(2.3 1)
cuando 63 = —1.
Es interesante notar que estas soluciones se pueden
sencilla madiante el residuo de (2.26) cuando 0 —*
O— O de la misma ecuación cuando e~ = —1.
En resumen, la solución general de las ecuaciones de reflexión para el modelo
de ocho vértices vienen dadas por:
w(6)/w(O’) =
snO1+c,¿2k
sitO’
1+cíc2k sn
2fi’
(2.28)
U
U19
U
([1 AlÍA sri6 [1+ ele(6) — + ele sn2O] ¿AT¡Á Sfl2O] ) ‘ (2.32) ‘3
y: -
K~(6) — ( [1 + ele sn2O] ¿Aj4~ cn0 dn9 ) (2.33)
B cnft driO —[1 + ele sn2O] u
donde e2 = .1 y >~A, .Aj
5 son parámetros arbitrarios. Encontramos por Utanto dos familiasde soluciones cada una de ellas dependiendo de un parámetrocontinuo y otro discreto¿
Estas soluciones llevan, en el límite trigonométrico le = 0, sólo a algunos
casosconcretosdelasolucióngeneralparalamatrizRdelmodelodeseis ‘u
vértices. Esto será comentado posteriormente.
2-1.2 El modelo de seis vértices, límite racional. Cadenas ‘3
xxz y XXX.
En esta sección trataremos el modelo de seis vértices que constituye el límite -‘3
trigonométrico del modelo de ocho vértices de la sección anterior. Se podría
pensar que la solución general del caso trigonométrico se puede obtener como Uel limite le — O del modelo de ocho vértices, pero como veremos esto no es
así. Esto es debido a que al tener más elementos distintos de cero en las
ecuaciones del caso elíptico estas son bastante más restrictivas que las del Ucaso trigonométrico, reduciendo el número de soluciones.La matriz R del modelo de seis vértices, que se obtiene en el límite le —. O -
de la del ocho vértices, es la dada por la fórmula (1.12). Esta matriz tiene
‘ulas simetrías a)-d) de la sección anterior en el límite le —. 0.Como en la sección anterior resolveremos sólo la ecuación (1.20> que bajo el
automorfismo (1.22) nos dará las soluciones de (1.21).
‘uBuscaremos una solución en la forma:
K(O) = ( 40) ~ ) (2.34) ‘3z(0) 1(0)
con 46), y(O), z(0) y 1(0) funciones desconocidas a determinar. Metiendo
(1.12) y (2.34) en la ecuación de reflexión (1.20) se obtienen diez ecuaciones ‘3
‘3
U
U
u
20
para estas cuatro-funciones. -
Escribiremos sólo las que nos interesan:
z(6)y(6’) = z(6’)y(6), • (2.35)
sen(6—6’)k(6)z(6’)—t(6)t(6’)]+sen(0+6’)[z(6’>t(6)—z(0)í(O’)] = 0, (2.36)
y-
t46)46’)sen20’ = [sen(O+ 6>)z(O) + sen(O — O’)t(O)]y(6’). (2.37)
Usando (2.35) se obtiene:
y(S) = leiz(O), (2.38)
con le1 una constante arbitraria. Esto reduce el número de ecuaciones inde-
pendientes a cinco.
La ecuación (2.36) se puede escribir como:
[tan(O) — tan(6’)][l — a(6)a(6’fl + (tan(O)+ tan(6’)][a(O) — a(6’)] = 0, (2.39)
donde a(O) = t(6)/z(0>. Derivando (2.39) con respecto a 6’ y fijando 6’ = 0
nos da una ecuación algebraica con solución:
«e> — sen(¿—6
)
r(6) sen(¿+0) . (2.40)
• donde ¿ es otra constante arbitraria. El número de ecuaciones independien-
tes queda reducido a dos. Usando entonces la ecuación (2.37) tenemos:
y(O) = psen2fi (2.41)
El resto de las ecuaciones se satisfacen idénticamente. Resumiendo, la
solución general K(6) para la ecuación de reflexión del modelo de seis vértices
se puede escribir:
= /Lsen(4. -4-0) p...sen20( A.. sen2O ff..sen(¿ — 6))’ (2.42>
u21
con /%A,p y ¿... parámetros arbitrarios.
LI caso especial A.. ji... = O reproduce la soluci6n dada en [16, 75].
Mirando las ecuaciones (2.7) y (2.9) es posible ver por qué en el caso elíptico
se pierde un parámetro continuo que sí aparece en el caso trigonométrico. uEn este caso d~ d = O y tenemos sólo la restricción de la ecuación (2.9>que da una familia continua d soluciones. Lo mismo pasa en las e uaciones
(2.6) y (2.8) perdiendo de nuevo un parámetro continuo con respecto ~l caso
elíptico. ‘3
Buscamos ahora la solución general de las ecuaciones de reflexión en el ulímite racional de la matriz R (1.12> dado por:
/1 0 0 0¡ _ _ ‘11 0
_ 0 (0+1> ~0+1> (2.43)
R(6) — O (0$1) (O~1
>
00 01 u
Esta matriz U se obtiene de (1.12) haciendo el cambio 6 —* yO y pos- -
teriormente e) límite y —~ 0. Las ecuaciones para los elementos de la umatriz 1< en el caso racional se obtienen sustituyendo las funciones senopor sus argumento (es decir, n(w> por ¿a) en las ecuaciones del régimen
trigonométrico. El número de ecuaciones independientes es el mismo en los uregímenes trigonométrico y racional. Por tanto la solución general vendrádada por:
/3(¿+0)( AS 0(4—6>) . (2.44> 2
Vemos por tanto que las soluciones son completamente análogas a las del ‘3
régimen trigonométrico, teniendo cuatro parámetros arbitrarios.
2.2 Modelos conálgebtas de rango >2. ‘3
En esta sección trataremos modelos de vértices con más de dos estados por ‘3
unión (link). Para estos la matriz U está asociada a un álgebra de rango
mayor o igual que dos’. Las matrices U que vamos a usar no possen las
‘Otra posibilidad sería qne la matriz 1? estuviera asociada a representaciones de espín ‘3
sUperior, pero aquí no trataremos ese caso
u
u
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simetrías P y T por separado, sino sólo la simetría PT. Tampoco gozan de
la invariancia de cruce, por lo que será necesario usar la modificación de las
-ecuaciones de reflexión, propuesta por L. Mezincescu y R. Nepomechie [60],
que se dió en la introducción.
Los modelos tratados son las cadenas asociadas a las álgebras de tipo A~..a,
que generalizan al modelo de Heisenberg, y la cadena asociada al álgebra
graduada splq(2, 1) que da el modelo t-J de superconductividad en una di-
mensión. Puesto que hallar la solución general de las ecuaciones de reflexión
• en estos casos parece una tarea demasiado complicada y no necesariamente
de utilidad, hallaremos únicamente soluciones diagonales. -.
2.2.1 Modelos A~..
1.
Consideramos ahora la matriz 1? asociada al álgebra A~—i correspondiente
a modelos de vértices de n(2n — 1) estados por unión. Esta viene dada por
[24]:
DabIg\ senhy 6 6beóshn(0b> + senhO 61b6
— senh(y + O) •G ~ senh(y + O) JO
1<ab<n (2.45)
Esta matriz lleva, tras una transformación gauge, al modelo de seis
vértices en el régimen hiperbólico cuando u = 2 [24]. Contrariamente a
lo que ocurre en el modelo de seis vértices la matriz R para u > 3 no tiene
la simetrías P y T si no sólo la invariancia PT. No es tampoco invariante
bajo cruce, pero satisface la condición más débil dada por la ecuación (1.29).
Es posible encontrar por cálculo directo de (2.45) y (1.29) que:
u
q=iy
Mab = 6ob e(fl24+1h; 1<a b<n
L(6,y) = senh(6 + y)senh[0 + (u —1)y] -
senh(6)senh(6 + uy)
Como ya hemos comentado cuando no hay simetrías P y T y sólo se
cumple la condición débil (1.29), las ecuaciones de reflexión para K~(6) se
ven modificadas [60]. Como vimos en la introducción la nueva ecuación de
s‘1
‘323
reflexión para K+(6) viene dada por (1.30). El automorfismo entre solucio- ‘3
nes de las ecuaciones de reflexión viene dado en este caso por (1.31>. Por
simplicidad buscaremos únicamente soluciones diagonales de la forma: - ‘3
K;b(O) = ó4bK; (2.46) - ‘3
Metiendo (2.45) y (2.46) en (1.20) obtenemos: ‘3
senh(0 + 6’)[K; (6)K; (6~>eu2n(~~b)(éB’) — K (09K; (O)e~u2fl(db)(OB’)]~4~
senh(O — 6’)[K(6)Rg (6)’ e~i9n(ob)(B+O’> — K;(Ot)K;(6)eMDn(0b>(Ó.’+Ó>] = 0
(2.47>
JiEstas ecuaciones son la generalización de (2.36). Por un procedimiento
similar encontramos su solución general:
‘3
K;(6)=lesenh(¿...—O)¿ 1<a<l_ • ‘u
K;(6)=lesenh(¿...+O) e~ U +1< a< n (2.48)
donde le, ¿... y 1... son parámetros arbitrarios. Para u = 2 y L. = 1 recupera- - ‘3
mos el caso diagonal de la ecuación (2.42) salvo una transformación gauge
[62]. En general, para u > 2, tenemos el parámetro discreto extra L. que -
nos dice cuando los elementos diagonales pasan de un tipo a otro. U
2.2.2 Modelo .spl(2,l). U
La matriz R asociada a este álgebra está relacionada con el modelo de 15 ‘3
vértices graduado. Este modelo tiene tres estados por unión que pueden ser
bosónicos o fermiónicos. Esta matriz lleva al hamiltoniano para el modelo t-
J unidimensional de superconductividad en una dimensión. Comentaremos U
este punto más adelante. El proceso de obtención de las soluciones de las
ecuaciones de reflexión es paralelo al del caso
La matriz 5(3(0) = P) viene dada por: ‘3
‘u
U
‘3
U
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nO 0000000
o 1’ 0 a.. O O O O O
o o b O O O a. O O
o c~ O b O O O O O
S~(v)= O O O O a O 0 0 0 (2.49)
o o o o o b o a. O
O O c~ O O O b O O
O O O O O c~ O b O
o o o o o o o w>
donde i, .1, le y ¿ son índices que van de uno a tres y
a = sen(v + y), b = senv, c.j. = etseny, e... = C~Vsen~y, tu = sen(—v ±7).
Hemos tomado la convención de hacer fermiónico el tercer estado. Vemos
que esta matriz es muy parecida a la del modelo 112 pero con el parámetro es-
pectral cambiado de signo en la última componente diagonal. Este pequeño
cambio dota al modelo de un significado físico muy diferente del caso 112.
5 no tiene simetrías P ni T sino PT y tampoco es invariante cruce. En
cambio cumple la propiedad más débil (1.29). En este caso se encuentra por
cálculo directo:
7
11—~
Al = ~ q2) q — J~, (2.50)
L(v,y) — 14v)
Buscamos soluciones a las ecuaciones de reflexión para K en forma
diagonal:
K(v).b = KS(V)bab. (2.51)
Introduciendo esta expresión en la ecuación (1.20) obtenemos como unícas
ecuaciones independientes:
a25
sen(u + v)[KW(u)K,r (v)eflun(ab)(uv) — K (u)1x7 (v)esu9n(~b>(uv>]
+sen(u — v)[K; (u)Kr (v)e~tlfl(ObHU+V) — K; (v)K¿ (V)6StSn(tzb)(u+v)] = 0,
0,1= 1,2,3. -
Derivando con respecto a ti y haciendo u = 0, las soluciones resultan ser:
Ka(v) = ¿Vsen(¿ — y)
1<4v> = e~Vsen(~ + y),
con a > 1 y ¿ un parámetro arbitrario.
Tenemos entonces dos familias de soluciones para (1.20) dadas por:
KÁ(v)zr( cívsen(¿.. + y)
o
o( ettsen(¿. + y)o
o
o
e “‘sen(¿ -fi- u)
O
o
e”’sen(¿... — u)
o
O
O
etvsen(¿ — y)
u
(&.—tj)e sen
Como vemos en este ejemplo y el anterior el número de familias de soluciones
diagonales es igual al rango del álgebra al que pertenecen.
2.3 Modelo de fermiones libres.
En esta sección trataremos otro modelo de matriz de ocho vértices en régimen
elíptico. En este caso, además, se cumple la condición de fermiones libres,
dada por:
S~(~)S11(~) + S~1(u)S1S(v) = S¿¿(u)S~(u) + S~?(u)S?¿(u).
u
‘3
‘3
‘3
u
‘3
u
‘3
1
sen¿...
1
sen¿...
u
‘3
u
u
u
‘3
‘3
u
tu
‘3
u
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Esta matriz está asociada al modelo XY en campo magnético, como ve-
remos más adelante. El modelo se denomina también de fermiones libres ya
que, en el caso periódico y tras una transformación de Jordan-Wigner, se
obtiene un hamiltoniano para fermiones libres unidimensionales.
En este caso obtendremos únicamente soluciones diagonales. La solución
más general para una matriz 5, 5(0) = P, de ocho vértices elíptica y
cumpliendo la condición de fermiones libres es, en la parametrización de
[10]:
1 — e(u)e(tP1)e(4’2)
e(u) —
— e(u)e(ti)
— e(u)e(~’2) (2.54)
S¶~¿ (u> = (e(4’i )sn(4’~ ))1/2(e(4,2)sn(#2))1/2(1 — e(u))/sn(u/2)
S¶~’(u) = ~ile(e(4,i)sn(4,í))í/2(e(4>2)sn(4,2))í/2(1 + e(u))sn(u/2)
con 6(u) la exponencial elíptica:
e(u) = cn(u) + i sn(u), (2.55)
le el módulo elíptico y cn(u), sn(u) como en las secciones precedentes. .En lo
que sigue tomaremos los parámetros arbitrarios:
4” «‘2 = 4’. (2.56)
Las simetrías de esta matriz 1? son las siguientes:
5(0)
PS(u>P
S(u)S(—ú)
gti (u)gti (—u + 4K)
= (1-.e(«42>p
= R(u) — Rii2(u)
= p(u)1
=
donde p(u) y ~(u) son dos factores escalares sin importancia y 1< la integral
elíptica completa de primer tipo y módulo le. De las anteriores ecuaciones
vemos que la presente matriz U goza de las simetrías P, T, unitariedad y
cruce. Por tanto las ecuaciones de reflexión que debemos resolver son (1.20)
S~(u) —
511(u) —
S~(u) -
Sg(u) —
S¿?(u) —
S~(u) —
(2.57)
au
u
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y (1.21). ‘3
Queremos, por simplicidad, encontrar únicamente soluciones diagonales.
Supondremos pues que estas son de la forma: ‘3
K(u)= ( ¿ 1(u))~ • (2.58) ‘3
Metiendo esta expresión y la de la matriz 5 en la ecuación (1.20) obte-
nemos dos ecuaciones independientes: ‘3
[1 + e(u — u)] sn[(u — v)/2]{[1 — p2e(u + y)] — t(u)t(v)[e(u + u) — p2]} = u[1+ e(u + u)] sn[(u + v)/2]{t(u)[l — p2e(u — u)]— t(v)[e(u — u) —911
sn[(u + v)/2][t(v) — 1(u)] = sn[(u — v)¡2][l — t(u)t(v)]. “3
donde p = e(4j. Derivando la última ecuación respecto a u y haciendo
- ti
despues u = O se obtiene: U
cn(v/2) dn(v/2) + I’(0) sn(v/2
)
‘3cn(v/2) dn(v/2> — t’(0) sn(v/2)
Introduciendo este resultado en la primera ecuacion se obtiene: ‘u
I’(O) = file’, -
donde le’ es el módulo elíptico complementario (le’2 + le2 = 1). Usando este
resultado se obtienen dos familias de soluciones: u
K(u) = ( cn(~)dn(~)±ile’sn(~) cnC~)dn(~w ile’sn(~) ) ‘u
Como se puede ver en estas soluciones no hay dependencia en parámetros
arbitrarios, ni en la “anisotropía” p. Esto es análogo a lo que ocurre en el U
caso del modelo XYZ para soluciones diagonales. Es de esperar que en
soluciones no diagonales aparezca un parámetro arbitrario. Veremos que
aún siendo ésta una solución diagonal la estructura que proporciona a la - U
u
‘3
U
U
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cadena abierta es mucho más rica que la que se obtiene con la solución
general del modelo XYZ.
Respecto al límite trigonométrico de la matriz de fermiones libres de ocho
vértices se puede ver que las unícas soluciones son las diagonales y que la
solución general es como la del modelo XXZ con A = ji = 0. Es sorprendente
comprobar que para el régimen elíptico existe la posibilidad de soluciones
no diagonales 2~
2.4 Hamiltonianos asociados.
En esta sección obtendremos los hamiltonianos asociados a las soluciones
de las ecuaciones de reflexión que hemos hallado. Esto proporcionara una
exeensa familia de nuevos sistemas integrables con condiciones de contorno
abiertas. Como regla general se obtendrá dependencia en varios parámetros
arbitrarios. Los hamiltonianos asociados a modelos elípticos mostraran siem-
pre los comportamientos más excepcionales. En el caso del modelo XYZ
aparece una dependencia de parámetros discretos. Algo parecido ocurre
para el modelo XY, dependiendo las condiciones de contorno únicamente de
parámetros discretos. Se comentará también la relación entre las soluciones
en los diferentes regímenes y sus posibles consecuencias.
Lbs resultados obtenidos plantean cuestiones que serán resueltas en los
siguientes capítulos. Estas son, por un lado, la obtención de las correspon-
dientes cadenas con invariancia bajo grupos cuánticos, y por otro, los nuevos
métodos de resolución de los distintos hamiltonianos obtenidos. También
queda abierta la posibilidad de obtención de nuevas aplicaciones físicas.
2.4.1 Cadena abierta XYZ.
Veamos que hamiltoniano se obtiene con los resultados de la primera seccion
y las correspondientes fórmulas para obtención de los hamiltonianos dadas
en la introducción. Primero usamos el automorfismo (1.22) con = ‘y y las
dos familias de soluciones (2.32,2.33), para obtener
([1 + ele sn2(O + y)] CAfl,4 sn(0 + y)k AtA sn(0 -4-y) [l-4~¿lesn2(0+y)]) , (2.59)
2Agradezco a R. Cuerno este último comentario.
a-‘3
‘3
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y: ‘u
— ( [l+¿lesn2(6+-ñ] e45 cn(O+~)dn(O+y) UBk) — \. ~ cn(6 + y) dn(0 + -y) —[1-4- d sn2(O -4- )] } (2.60)
donde e2=lyAfl~, 4B son parámetros arbitrarios. ‘3
Vemos en la ecuación (2.60) que para la segunda familia de soluciones la
traza de Kb(O) es cero. Para esta segunda familia no tendremos por tanto
‘3un hamiltoniano bien definido a partir de la primera derivada de la matriz
de transferencia. Además no se cumple:
tro[K~(—17)hNo] cc 1 , (2.61) ‘3
(el subíndice O denota el espacio horizontal) por tanto tampoco es posi-
“3ble obtener un hamiltoniano a partir de la segunda derivada de la matrizde transferencia que acople sólo próximos vecinos. Hallando la segunda
derivada se obtiene un operador con términos que acoplan todos los pares
Ude sitios de la cadena con las fronteras. Es por tanto no local y, en principio,
carece de interés. Por otro lado kB(O) = O lo que da sólo una contribución
trivial en la frontera-izquierda. Vemos por tanto que la familia B de solu-
“3ciones es inútil desde el punto de vista de las cadenas de espín aunque no
as( desde el punto de vista de los modelos de vértices. Algo parecidó ocurre
con las soluciones constantes (2.20), (2.22) donde alguno de los elementos
“3
es cero. -
Usando la fórmula (1.32), se obtienen los hamiltonianos asociados a la
primera familia de soluciones (2.32,2.59): -
N-1
>3 h
1 +¿-ar ±¿+a% (2.62) ‘3
En la fórmula ahterior a y fi pueden ser z o y en todas sus posibles combi-
naciones y ¿¡, son parámetros arbitrarios proporcionales a AtA.
‘3
Claramente, bajo una rotación de los ejes, podemos hacer que los índices a
y fi en la ecuación (2.62) tomen también el valor z.
La ecuación (2.62) da la posibilidad más general de condiciones de frontera U
compatibles con integrabilidad para la cadena XYZ además de las condicio-
nes periódicas y cuasiperiódicas. Por completitud, citamos las condiciones
de contorno cuasiperiódicas más generales en este caso: U
U
U
U
U
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= Ma~’M’ , (2.63)
donde a = z, y, z y la matriz de twist Al es una simetría discreta del modelo
de ocho vértices. Esto es, Al = o u.
En conclusión, el harniltoniano XYZ es integrable con condiciones de con-
torno abiertas correspondientes al acoplo con un campo magnético orientado
en direcciones paralelas u ortogonales en los dos extremos de la cadena.
2.4.2 Cadenas abiertas XXZ y XXX.
Las matrices K+(6) se obtienen mediante (1.22) usando que q = ‘y, siendo
el resultado:
= ( fi~sen(¿+ —O— ‘y) p~sen(26 +2-y)A~sen(26 -4-2-y) fi+sen(¿+ + O + y))’
(2.64)
con /5+,A+,p+,¿+ parámettos arbitrarios. Usando ahora la fórmula (1.32)-
se obtiene: -
N— 1
H =
+ sen-y — b+aXr + c-oj — c+o]Q -4- d~at — d+4) (2.65)
donde los parámetros 1+, c~ y 4 se obtienen de A~, j-’~, ¿~ y ¡3~ como:
= cot¿±
= fi±sen4±
2ji~
= fi~sen¿± (2.66)
En la expresión anterior ~ ~ O de manera que det[K(0)] ~ O y
tr[K~(—q)] # O.
La ecuación (2.65) da la elección más general de condiciones de contorno
para la cadena XXZ además de las periódicas y cuasiperiódicas. La familia
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anterior de hamiltonianos y las matrices de transferencia correspondientes ‘3
han sido relacionadas con el problema de Hofstadter3 [79] y el modelo de
sine-Gordon con condiciones de frontera abiertas [38]. ‘uComo ya vimos en el primer capítulo, las condiciones cuasiperiódicas en
este caso vienen dadas por:
= Ala~Al1 , (2.67) . ‘3
conM=aXoM~eWG 0<wc2ir.
Cuando c~ = d~ = O en (2.65) se recuperan los hamiltonianos de la refe- ‘u
rencías [16, 75]. En particular, cuando bt = ±1ó —1 y c±= ¿it = 0,sé
recupéra el hamiltoniano 5(4(2) invariante (q = ~ ó q = ¿19 de [65], [22]. - uVeamos ahora que hamiltonianos son los que se obtienen en el límite trigonométrico
de las matrices K del modelo de ocho vértices. Cuando le = O en (2.32> se -
obtiene: ‘3
(2.68)KTÁ(O) = ( A~r¡
4sen0 <ARAsenO )
esto se ve que corresponde a la solución (2.42) con fi = 1,4 = +~ y ji, A =
±AHÁ/2.Los correspondientes hamiltonianos se obtienen sustituyendo estos -
t’3valores de los parámetros en (2.65) y (2.66). —
Para las soluciones (2.33) cuando le = O se obtiene:
<ARR cosO \Krn(O) = ( ~~r,rn’coso —1 ) (2.69) ‘3
que corresponde a la solución (2.42) con fi = 1, 4 = 0, ir y ji, A = +AHB/2.
‘3Como ya hemos comentado este límite lleva a hamiltonianos que no están
correctamente definidos.
Es muy interesante notar también que el límite trigonométrico de las ma- U
trices K para el modelo de ocho vértices no lleva a un hamiltoniano SUq(2)invariante. Este no es es el caso, como veremos, para el modelo de ocho
vértices de fermiones libres donde la simetría CH
9(2) proporcionada por las
<‘3
matrices K elípticas se “contrae” al álgebra cuántica Uq(gl(l, 1)) en el límite
trigonométrico [19]418].
Parece esperable que si tenemos un álgebra cuántica de invariancia en el U
3e1 problema de Hofstadter se refiere al movimiento de electrones en un campo
magnético sujetos a un potencial periódico. Tiene aplicación en eí efecto Hall cuando
las interacciones de los electrones con la red no son despreciables. ‘u
‘u
‘3
u
u





Capítulo 3
Cadenas invariantes bajo
grupos cuánticos.
Uno de los temas en los que las cadenas de espín han suscitado mayor interés
es el de las cadenas invariantes bajo grupos cuánticos. El primer ejemplo fue
propuesto en la referencia [65] donde se encontraban las condiciones de con-
torno que daban al hamiltoniano XXZ la invariancia SUq(2). En ese artículo
también se consideraban análogos discretos dt las construcciones usuales en
teorías invariantes conformes. El modelo obtenido ya había sido resuelto,
en un caso mas general, en [3] mediante el ansatz de Bethe coordenado.
también se encontró, mediante el procedimiento de fusión para matrices 1<
[61] la-cadena invariante SU~(2) de espín 1, resolviéndose mediante el scat-
tering inverso cuántico [63]. La cadena invariante grupo cuántico de espín
arbitrario fué estudiada en [53]. En [22] se demostró la invariancia grupo
cuántica de la matriz de transferencia correspondiente a la cadena 5(4(2)
generalizándose para este caso el denominado “Light cone lattice approach”.
Posteriormente, en [58, 59], se propuso un método general para encontrar
los términos de frontera que proporcionan invariancia grupo cuántica. Vere-
mos, en la primera sección, cómo ese método puede ser interpretado dentro
del contexto de las trazas de Markov [40, 17].
En este capítulo encontraremos, por éste último método, las condicio-
nes de frontera que proporcionan invaríancía grupo cuántica a la cadena
asociada a A,,...~, obteniendo la matriz de transferencia y el hamiltoniano
invariantes SUq(n) [25]. Este es el primer ejemplo de un hamiltoniano inva-
riante grupo cuántico correspondiente a un álgebra de rango mayor que uno.
Obtendremos también los generadores del grupo cuántico SUq(n) a partir de
37
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ciertos límites en el parámetro espectral de la matriz de transferencia. Pos-
teriormente mediante el uso del álgebra de Yang-Haxter se derivarán, de una
manera detallada aunque por técnicas usuales, las reglas de conmutación del
tigrupo cuántico [29].En la última seccion encontraremos, mediante el método directo, los
términos de frontera que proporcionan invaríancia CHq(2) al hamiltoniano
‘3XV en campo magnético [19]. Este es el primer ejemplo de cadena abierta -
invariante asociada a una matriz 1? elíptica.
“3
3.1 Cadenas invariantes y traza de Markov.
Hemos visto como las ecuaciones de reflexión proporcionan un metodo sis -tJ
temático para obtener cadenas integrables abiertas. Es ahora bien conocido
que en general las cadenas integrables e invariantes bajo álgebras cuánticas jse pueden obtener por este método. Veremos que este formalismo dota a la
matriz de transferencia de la interpretación de una traza de Markov1
- Comenzamos viendo como proporcionar, de manera general, invariancia ubajo un grupo cuántico a un hamiltoniano obtenido a partir de una matriz 1?.
Supongamos uná matriz R(u), asociada a un álgebra g cuyo correspondiente
grupo cuánticoes Uq(g), en el gauge que cumple: - ‘3
[R(t4,R(v>] = 0 (3.1)
para todo ti, u. Un resultado fundamental debido a Jimbo [47] asegura, en ‘3
este caso, que:
[R(u),A(z)] = 0 (3.2) ‘3
para todo x E (4(g), con A el coproducto asociado. Siendo esto cierto para
todo valor del parámetro espectral u tendremos: U
d
= 0 (3.3)
para todo z E (4(g). De modo que si construimos el hamiltoniano:
(3.4) ‘3
t=i
‘no queremos decir con esto que la matriz de transferencia sea un invariante de nudos. ‘3
‘3
“3
‘3
U
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conmutará con los generadores de (4(g). Este hamiltoniano es abierto ya
que el término 11N 1, que haría la cadena periódica, no conmuta con los gene-
radores del grupo cuántico. Recientemente, sin embargo, se han construido
hamiltonianos de tipo periódico invariantes SUq(n) inspirados en técnicas
de teorías topológicas de campos [49].
Tenemos una manera sistemática de obtener hamiltonianos que conmutan
con los generadores de un grupo cuántico dado. Veamos ahora que estos
hamiltonianos se pueden obtener de forma general mediante el método ex-
plicado en el primer capítulo, demostrando así su integrabilidad. Mirando
la fórmula (1.32) vemos que para obtener el hamiltoniano (3.4) ha de ser
IÚ}O) & 1 ó O y ir
0 K(0)hNo ~ 1 ó O. Teniendo en cuenta la ecuación
(3.1) vemos que K(u) = 1 es solución de la ecuación de reflexión (1.20),
por tanto ya tenemos la matriz de reflexión deseada tal que K}0) = O (se
puede ver que K(u) = 1 es solución de la ecuación (1.20) para todos los
casos excepto para el álgebra twisteada D$Y). Buscaremos ahora una matriz
que cumpla ir0 KJ}0)R(0)No & 1. Usando el automorfismo (1.31) se
ve que K~(u) = Al es solución de (1.30), donde Al viene dada por (1.29).
Por otro lado se puede ver usando la degeneración de (3.1) en u = —q (con
q el parámetro de cruce) y la ecuación (1.29), que:
ir0 AOR(u)No ~ 1, (3.5)
con lo cual tenemos lo que deseábamos.
En resumen, usando K 1 y K+ = Al se obtienen cadenas integrables
invariantes (4(g) para toda matriz 1? asociada a g en el gauge (3.1) medi-
ante la fórmula (3.4). Se puede demostrar que no solo los hamiltonianos
asociados sino la matriz de transferencia completa es invariante en este caso
[53, 59].
Veamos ahora la conexión con la traza de Markov. Para matrices corres-
pondientes a-modelos de dos estados se puede poner:
R(u) x (e”)? — e7~~Rí), (3.6)
con 1? la solución constante de Yang-Baxter asociada a la correspondiente
teoría de nudos. Usando (3.5) en los límites u —. ±cc’se obtiene:
ir Al2)?12 ~ 1 (3.7)
ir & 1. (3.8)
u
u
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Además se puede demostrar que (R,M ® Al] = 0 (68, 69]. Las anteriores -
expresiones dotan a Al de las propiedades necesaria para definir una traza de - uMarkov. Para matrices R más generales se puede demostrar que en ciertos
límites del prámetro ~spectral se obtienen matrices 1? representación del
grupo de trenzas. En este caso la demostración de las propiedades (?.7,3.8) ues análoga a la anterior.
Puesto que la matriz de transferencia viene dada en el caso K+ = Al
por 1(u) = S~ MaaUaa tendremos que las cadenas invariantes bajo grupos u-cuánticos se obtienen por trazas de Markov asociadas a la matriz R enestión2. La conexión entre las ecuaciones de reflexión y las trazas de
Markov ha sido también apuntada en [17]. Cabe mencionar en este momento uque en algunos casos, como en la matriz R del modelo de fermiones libres -
estudiada anteriormente, no se conoce la transformación gauge que lleva a
cumplir la propiedad (3.1). En estos casos las condiciones de contorno se utendrán que obtener pof un método directo, es decir poner condiciones decontor o g neral s y encontrar c n cual s de llas se obtiene la invariancia
deseada. ‘u
3.2 Cadenas invariantes 5U
9(n). ‘u
flas la obtención de la cadena invariante SUq(
2) por Pasquier y Saleur queda -
abierta la generalización de sus resultados al caso SU~(n). Las correspon- udientes cadenas periódicas, asociadas al álgebra A,,...~, fueron propuestas y
resueltas por Babelon, de Vega y Viallet en [6]. Estas cadenas constituyen
una generalización del modelo deHeisenberg a cadenas con espín arbitrario uo del modelo de 6 vértices a sistemas con n(2n— 1) vértices. La obtención de
las condiciones de contorno necesarias para tener integrabilidad e invarían-
cia bajo el grupo cuántico se llevará a cabo mediante el método de la traza u
de Markov anteriormente comentado.
3.21. Matriz de transferencia y hamiltoniano invariantes 5(4(n). ¡‘3
Ya vimos en la sección primera de este capítulo como construir cadenas de
5pm invariantes bajo grupos cuánticos para matrices 1? en el gauge (3.1). En u
este apartado introduciremos la matriz de transferencia invariante 5(4(n)y hallaremos el hamiltoniano asociado. En el capítulo siguiente hallaremos
2con esto no se pretende decir que la matriz de transferencia es un invariante de nudos U
u
u
‘u
‘u
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la solución al problema de autovalores de esta matriz. La matriz R, que
cumple la ecuación (3.1), viene dada por la fórmula (2.45). Las condiciones
de contorno que proporcionan la invariancia deseada vendrán dadas, según
lo comentado en la primera sección, por las matrices de reflexión: -
Kt(6) — e(n2a+1)Y senh(20 + ‘y> 6ab (3.9)
senh(20 -4- ny)
K;b(O) = 6ab (3.10)
l<a b<n
para las fronteras derecha e izquierda respectivamente. Vemos que en lu-
gar de tomar K+ = Al se ha introducido un factor multiplicativo, esto no
afecta a las propiedades de integrabilidad ni a la invariancia del modelo. Es-
tas matrices de reflexión se obtienen de las soluciones generales diagonales
(2.48,2.72) en el limite ¿.j —. ~.
Los operadores de Yang-Baxter T
46(O 4’) se definen como ya se ha explicado:
>3 t~(O +WN) ®Ia2ai(6 +WN—1>® . . .®t00,,, ,(6 +wi)
Ci (3.11)
dondeN eslalongitud delacadena, [t06(0)]15= R(O»~, & = (wN, ~ . . ,wi)
y to¿ (1 =1=N) son inhomogeneidades arbitrarias.
La matriz de monodromía doblada U~b(O4’) viene dada por:
U~b(O,&) = >3 Tac(O4’)I<Jj(O)T¿
1(0,&),
cd
donde T~1 (0, ¿) es, como ya se ha explicado, el inverso de T tanto en el espa-
cio auxiliar como en el cuántico. La matriz de transferencia con condiciones
de contorno abiertas vendrá dada por:
1(04’) = >3 KS(0)Uab(6,&) (3.12)
ab
Como vimos en el capítulo primero esta matriz de transferencia cons-
tituye una familia uniparamétrica de operadores que conmutan. Y como
vimos en la primera sección de este capítulo 1(64’) además conmuta con los
“u
“3
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generadores de SUq(n). Fijáremos en lo que sigue & = O por simplicidad,
aunque se puede hacer el estudio que sigue en general.
‘3El hamiltoniano invariante 5(4(n) asociado a esta matriz de transferen-
cia se obtiene mediante la fórmula (1.32) y viene dado por
‘u
>317 (H (Jfl<fl J~ (j4i+i)~ fi (J¡-)b)fl (J~M~~i>)+ ‘3
~ = ~
1r— 1 l=s
r>s
cosh y ~ s(n .— r)(h$flh9+1) + h~g)hV+í)) + E r(n — r)I4’>hV~’)] + ‘3
-- r,*1 r1
senh’y s(r — s)(n — — +
>3 r)(h$Ph9~’> h~,»h~~+’>)}
“3r,. = 1
r>s
senh’y t21 N he)) ‘3
w>3 r(n — r)(/4~ —
r1
donde se ha omitido un término proporcional al operador identidad. Como uhemos dicho N es la longitud de la cadena, además it Eu+í, JI
y ti1 E,¡ — E¡+í¡+í son los generadores de su(n) en la representación fun-
damental (E¡m)íj
6¡í6mj Se ve fácilmente que este hamiltoniano coincide
‘3
para u = 2 con el invariante 51.142) discutido en [65, 22].
3.2.2 Generadores y relaciones de SUq(n) ‘3
En este apartado veremos como, en ciertos límites del parámetro espectral -
O, el álgebra de Yang—Baxter lleva a las relaciones de conmutación del grupo
‘3cuántico 5(4(n).
Primero obtendremos los generadores del álgebra cuántica como los términos
dominantes de las matrices de monodromia T, T en los límites O — ±oo.El u
resultado que se obtiene es (q = ¿19:
T
0b(cc) := = 3
“3
u
u
u
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a > b,
a = 1,{ a c 1,
T0b(—cc) := =
a > b;I a — ira<b; O,
Tab(oo) =
T a > 1;a — ira’cb; O,
T46(—oo) =
I a > 1;a—ba c 1,
o
q~NqWo,{ 1 = a + 1;
b=a+j, 5>1;
Q a = 1-4-1;a=b+j, 5>1;~j qWa -
{ a = 1+1;
a = 1-1-5, j >1;
q~NqWo,
0,
qNq~Wo,{ 1 = a + 1;
1 = a ±5,5>1;
q~N(q — ~I )q—i/2J;qWa+i/2qWo/2, (3.13)
T_
~qN(q — q—l)qi/2J+1q—Wo..i/2q~Wa/2
4,
q~N(q — q~’ >q—1/2qWa/2qWa~i/2J+1,
it
(3.14)
(3.15)
~qN(q — q~i)qi/2q~Wa/2q~Wa+i/2JJl3~16)
1’~.
Se han introducido los siguientes operadores en las fórmulas anteriores:
+1V0 _q — q+E40 ® ~+E.2., ® . . ® qtEaa
N
= >3 <Iia/2 ® . fhaI2 ® ~ ® qha/2 ® . ® ~h~/2 (3.17)
N
jr;>3 q~ha/2 ®... ® ~ ® qho/2 ® . . . ® qha/2
i=1
donde [E~b]íj=
6Ía’555 y ha = Fao — E~+i~+i como en el apartado anterior.
Los operadores T4 son polinomios de orden jen los generadores Jt, 1 =
a,a±1,... a±j~1.Lafórmula (3.17) nos da el coproducto elevado a N— 1
de los generadores del grupo cuántico [46], veremos que este coproducto da
de hecho una representación del grupo cuántico 5(4(n) en la cadena de N
componentes.
Los operadores T
05(9) obedecen el álgebra de Yang-Haxter:
u
u
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‘3
‘3Al~ = R(O — 6tWbTIO~T16~\ = TO”T’0’R’0 — Nab (3 18),ej~,ecx,fd kItICk)bj~ — Icd cd’
Tomando el límite 0 —.~ —* ~, en las anteriores ecuaciones obtenemos
las siguientes reglas de conmutación independientes del parámetro espectral: - ‘3
R_abT~2~+r+T...Ref ‘u
se obtie-donde R.... = limg-..01, R(O). Si usamos la ecuación Altt11 =
“3nen las siguientes reglas de conmutación:
[~tJ.] = — ~
1-H, (3.19) ‘3
q—q
qHi 9h1 ®...®q”’. ‘3
Usando M~+l = y = el resultado es:
‘3
= q+atiJ* (3.20)
donde (aiá)1.cíj=n.1 es la matriz de Cartan correspondiente a
11ní, es decir, ‘3
= 2, a¿~ = —I (i = j ±1), aíj O (en otro caso).
En el límite 6 —~ —00, 0’ —* —00, la relación de Yang-Baxter independiente
‘3
del parámetro espectral es:
R~t:T~- =T;TbR ej “3cd
Cuando se usan las igualdades Al~
7íb+l = Ntíb+í, 1 ~ a, a ±1se ‘u
obtiene el siguiente resultado:
‘3
JZJt = JtJZ, Ia—bI=2. (3.21)
En el caso 6= a +1 se tiene: ‘3
“3
‘u
‘3
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T(—00)a+2a
— (‘2 — ~—l)qN~3/2 x
[Jt4-1~t — q 1J¿V~~1]q V../2 q~~Wa+2/2, (3.22)
usando esto y MQ
1 4+2 = ~Vg+l a+2 se obtiene la relación de Serre:
(~fl2~t
1 — (q + q-1)Jj-Jj-41J~ ~ (j+)2 — o,
(3.23)
con 1< a,a+1 =n—l. Haciendoa —. a—l en (3.22) y usando
N:II :+1 se obtiene una segunda relación de Serre:
— (q + f’)JZJt
1JZ + J¿j’~ 1(Jfl2 = 0,.
con 1 < a a — 1 < vi — 1. Procediendo de un modo paralelo
6 —~ ~, —* 00 de la relación (3.18):
=
(3.24)
en el límite
R47~tTt= TZT¿~)44
= lime....~ E?(O) se obtienen el resto de las relaciones:
q qJib — ~Hb~Ha
Ia—bI=2
— (q + q71)J,7J~7~
1J~7 + J;±dJ;)
2= o,,
(3.25)
(3.26)
(3.27)
donde en la relación (3.27) 1 < a a +1 < u — 1. Las ecuaciones (3.19-3.27)
reproducen las relaciones de conmutación del grupo cuántico 511
9(n), éstas
vienen dadas en la referencia [46].
Pasamos~ en este punto al estudio de los límites de parámetro espectral
grande de los elementos de la matriz de monodromía doblada. Usando las
ecuaciones (3.13-3.16) y la definición de la matriz de monodromía doblada
tendremos:
Uab(00) >3
l=max(a,b)
Uab(—00) = E
l<min(a,b)
T4¡(00)Tu, (00)
T0¡(-00)T¡b(-00). (3.28)
‘3
‘3
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A partir de las fórmulas anteriores se puede ver que no todos los ge- ‘3
neradores del grupo cuántico se pueden obtener a partir de límites en el
parámetro espectral de la matriz de monodromía doblada. Tendremos en
‘3
general que esos límites están formados por polinomios en los generadores. -
Algunos generadores, sin embargo, si se pueden obtener en estos limites,
estos son: ‘3
U~~(00) = ~ ~2W~ ‘3
Un—in(cv) = f2L(~ — fi )q~”2J~i q3Wn/2~Wn...i /2
U»
4—i(00) = ~—2L(~ — fl)fí/
2q314’n/2 q
Ujl(—00) = ~2L ~—2Wi ‘3
Uíd—00) = ~ — q—i)~1/2~—3W1I2q—W2I2Jf
U
21(—00) = .....q2L(~ — q—i)~iI2Jjf~q—
3Wi/2~—W2/2 (3.29) ‘3
En las anteriores fórmulas se ve que sólo en el casó de 5U
9(2) es posible
‘3obtener los generadores del grupo cuántico a partir de la matriz de mon-
odromía doblada, esto fué hecho en [22] donde a partir de la relación de -
Yang-Baxter para ¿1 se-obtuvieron también las reglas de conmutación de
‘351.4(2). Es interesante ver como el álgebra de Yang-Baxter guarda en suinterior las relaciones del grupo cuántico subyacente. No es ese solamente
el único tipo de información que se puede extraer de este álgebra, también
se obtienen las relaciones necesarias para integrar el problema mediante el ‘3
ansatz de Bethe, como veremos en los próximos capítulos; y la información
que permite demostrar la propiedad de peso máximo de los vectores de
Bethe. - ‘3
3.3 Cadena, invariante CHq(2). ‘3
Como veremos en esta sección las soluciones diagonales halladas en el capítulo
primero para el régimen elíptico del modelo de fermiones libres llevan a ha- -
“3
miltonianos invariantes bajo el álgebra cuántica CHq(2).
La búsqueda de esta simetría se inspira en el resultado obtenido en [18]. En
este artículo se encuentra el grupo cuántico del modelo de ocho vértices de
__ ‘3
fermiones libres. La matriz (2.54) resulta ser la interpoladora para repre-
señtaciones del álgebra cuántica afin CHq(2). Parece por tanto interesante
buscar la simetría no afín en la cadena finita con condiciones de contorno ‘u
u
u
u
‘u
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abiertas. Si queremos que además la cadena sea integrable estas condiciones
de contorno vendrán dadas por soluciones de las ecuaciones de reflexión.
• Los términos que proporcionan mvariancia CHq(2) no se pueden encontrar
en este caso mediante el método general propuesto en la primera sección
dado que en este caso no se conoce la transformación gauge que lleva la
matriz (2.54> a cumplir la condición (3.1). Estos términos tendrán que ser -
encontrados mediante un método directo, como se hizo en los primeros ejem-
- píos conocidos de cadenas invariantes.
Daremos en el primer apartado una introducción al álgebra de Clifford de-
formada cuánticamente según fué propuesta en [18] y en el segundo en-
contraremos los términos necesarios para dotar de invariancia CH9(2) a la
cadena.
3.3.1 El álgebra CH4(2).
El álgebra cuántica deformada de Clifford—Hopfde dimensión D = 2,CHq(2)
propuesta en [18],está generada por r~ (ji = z, y), r3 y los elementos cen-
trales E~ (ji = z, y) satisfaciendo las siguientes reglas de conmutación:
q~E~* r3} (3.30)
o , {r», = o
- ~ Vp,v
Las relaciones de coálgebra vienen dadas por la comultiplicación A, antípoda
5 y connidad e descritas a continuación:
5(Eg)=—EM, «E~j=0
A(ra>= r»®q—E~/2~qE»/2r3®Iy, S(rp)=rgr3, c(I’~)=O
s(r3)=r3, 41’a)=1
(3.3 1)
las anteriores operaciones dotan al álgebra de las propiedades de un grupo
cuántico. Una representación bidimensional está caracterizada por dos parámetros
complejos ¿ = (As, A~) de la siguiente manera:
u
u
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irjPa) = ~j.¿(qEx)= N~ , r¿(q~) A
donde {UJ}5r,y,z son matrices de Pauli. Este álgebra puede ser generalizada
a dimensión arbitraria D, CH9(D) ver [18, 55]. La extensión afín de este
álgebra, CH~(2), se puede ver que tiene como matriz interpoladora la dada
en el segundo capítulo para el modelo elíptico de fermiones libres (2.54).
3.3.2 Hamiltonianos invariantes CH~(2).
Veamos ahora si para alguno de los hamiltonianos obtenidos en el capítulo
primero para el modelo de fermiones libres se tiene invariancia bajo el álgebra
CHq(2). Supongamos que al hamiltoniano de dos espines:
1
2
le añadimos un término de frontera 2’, en principio arbitrario. Imponiendo u
la condición: -
[JI + 2’, A(~4] = 0, (3.33)
se obtiene que 2’ ha de ser de la forma:
Imponiendo ahora:
nos dice que 2’ ha de ser:
(3.36)
Si queremos que la cadena sea invariante se han de cumplir las dos con- udiciones en T simultáneamente, esto implica:
[A~(1 + r> — ti] = [ti— >;l(1 + 1’))
[A;’(í—r)—h)= [h—X(1—F)]. (3.37) aCorno queremos mnvariancia del hamiltoniano de una cadena de longitud
arbitraria habrá de tenerse también que 2’ oc (aí — a2), se ve que esta
u
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última condición es
el sistema (3.37) se
por:
~N-1
II-
compatible con las anteriores ecuaciones. Resolviendo
obtiene que los hamiltonianos invariantes vienen dados
{ (1 + r)a7a7~1 + (1 — r»Ja},~ + h(a,~ + oj+i)}
ik’sn(t
)
2
(3.38)
con la siguiente restricción que se obtiene de (3.37):
A_ — cn(4’) ±ik’sn(~b1 + lesn(~’)
— cn(4’) ±ile’sn(4’
1 — lesn(ib)
Los signos + de la fórmula ánterior se corresponden con los signos ±
del hamiltoniano (3.38). Vemos que estos hamiltonianos están dentro de los
que se demostraron integrables en el primer capitulo, por tanto tenemos dos
hamiltonianos invariantes CHq(2) que además son integrables.
Es fácil ver que estos hamiltonianos dan en el límite trigonométrico los ha-
miltonianos invariantes Uq(gl(l, 1)) de la referencia [20]. También es posible
ver que en el límite le —~ O el álgebra CHq(2) se contrae a Uq(gl(l, 1)).
(3.39)
Capítulo 4
Soluci6n exacta de las
cadenas de espín SUq(n)
invariantes.
El ansatz de Bethe encajado, que denominaremos NRA como acrónimo de
“Nested Bethe Ansatz”, es probablemente la construcción algebraica más
sofisticada de autovectores para modelos integrables en el retículo. Aparece
en modelos en los que el grupo cuántico subyacente es de rango mayor que
uno.
En el contexto del ansatz de Bethe algebraico [32] el NRA para los mo-
delos de vértices A,,...1 viene dado en [24], donde autovalores y autovectores
son obtenidos para condiciones de contorno periódicas. En la referencia [67]
se obtiene el NRA para los modelos de vértices tipo Sp(2N), y en [30]para
los modelos O(2N). Siempre con condiciones de contorno periódicas.
Aunque las ecuaciones del NRA se han encontrado para todas las álgebras
de Lie en el caso periódico [70], no hay todavía una solución general para
los autovectores correspondientes.
- Para el caso de condiciones de contorno abiertas, hasta el momento en
que integramos las cadenas SUq(n) invariantes [27],sólo modelos con dos
estados habían sido resueltos por el ansatz de Bethe algebraico, ver por ejem-
Plo [75]. Posteriormente Foerster y Karowsky obtuvieron la solución para
el modelo t-J invariante splq(
2, 1) [36]. Como extensión de los anteriores
resultados hemos encontrado la solución para los modelos abiertos A,,...
1 y
t-J obtenidos a partir de las matrices K del segundo capítulo [40, 28]. Esta
construcción será presentada en el siguiente capitulo.
50
‘3
‘3
51
Vamos a presentar la construcción NRA para autovectores y autovalores - ‘3
de la matriz de transferencia 5(4(n) invariante en sus diferentes regímenes.
También encontraremos la corrección uN a la energía del estado funda- -
‘3
mental del sistema en los regímenes trigonométrico e hiperbólico, esto no se
había hecho antes con ecuaciones NRA para cadenas invariantes.
Para el modelo A1 de seis vértices el ansatz de Bethe algebraico propor- U
ciona los autovectores de la matriz de transferencia corno producto de opera- -
dores creación de pseudopartículas B(0) actuando en el vacío ferromagnético.
Cuando el rango (n — 1) del algebra de -Lie asociada al modelo es > 2, exis- ‘3
ten varios operadores creación de pseudopartículas: Ba(O), 2 =a vi. Por
tanto, como ansatz de Bethe para los autovectores de la matriz de trans-
ferencia, se usará una combinación lineal de los operadores BG(O) actuando u
en un estado de vacío ferromagnético. Los coeficientes de esa combinación
lineal se obtienen de la condición de autovector para el ansatz de Bethe.
Sorprendentemente, estos coeficientes resultan cumplir un problema de au- ‘3
tovectores análogo al original pero con una nueva matriz de transferencia.
Esta matriz de transferencia nueva se construye a partir de pesos estadísticos
que se obtienen de los originales quitando un grado de libertad, es decir tra- ‘3
bajando con una nueva matriz 1? con una columna y una fila menos. Este
procedimiento puede ser repetido tantas veces como sea necesario hasta lle-
gar a una matriz de transferencia uno por uno. Entonces el problema está ‘3
resuelto en el sentido en que queda reducido a un conjunto de ecuaciones
algebraicas, las ecuaciones NRA.
El uso de condiciones de contorno abiertas complica seriamente la res -‘3
olución del problema. Por un lado, las reglas de conmutación entre los
operadores creación de pseudopartículas B~(0) y la matriz de transferencia
son mucho:más complicadas que en el caso periódico, generando muchos ‘3
mas términos en el cálculo. Por otro lado, la estructura de los términos
indeseados es mucho más rica. Aparecen nuevas identidades algebraicas que
eran triviales en el caso periódico pero que en el caso abierto son difíciles - ‘3
de probar como por ejemplo la igualdad (4.27). En este capítulo se hace
un tratamiénto -detallado de los términos no deseados que no aparece en
ninguna referencia distinta de [27]. ‘3
En la primera sección generalizamos el ansatz de Rethe algebraico para
este tipo de modelos, obteniendo los autovalores, autovectores y las ecuacio-
nes NRA. -En la segunda estudiaremos las ecuaciones NRA obtenidas, hal- ‘u
lando la córrección 1/N a la energía del estado fundamental en los regímenes
trigonométrico e hiperbólico. En los apéndices A y B se obtienen algunas
fórmulas útiles. U
u
u
u
‘u
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4.1 Ansatz de Bethe encajado para la matriz de
transferencia invariante SU~(n).
Como vimos en el primer capítulo la matriz .1? para los modelos asociados
al álgebra A,,...1 en la representación fundamental viene dada en el régimen
ferromagnético por:
)?db(g) = senhy ~Ó~8ii(ab> a ~ b ; -ab senh(6 + y)
)?abf — senh0
bo\) — senh(6+jj a!=b ; • (4.1)
R:(0) = 1
l<a b<n
con el resto de los elementos iguales a cero.
Los pesos en el régimen antiferromagnético masivo se obtienen de (4.1)
con el cambio y — —y + ir. En el régimen antiferromagnético no masivo la
matriz R es:
ab _ sen’> eOi8Il(0b> a ~ b
~ab (0) — sen(~’ — 0)
fiab(6) — senO a $ 6
ba — sen(y—6> (4.2)
R~(0) —1
1<a ¿‘<u
Los regímenes antiferromagnéticos masivo y no masivo están relacionados
por la transformación: y —. iy, 6 —. jO. ¶~abajaremos en esta seccion con
la expresión (4.1) para la matriz R, las fórmulas en los otros regímenes se
• obtienen con los cambios anteriores.
Las matrices de reflexión que dan las condiciones de contorno invariantes
grupo cuántico son las dadas en (3.9,3.10). La matriz de transferencia es la
dada en la fórmula (3.12). Para poder comparar con el caso u = 2, estudiado
en [75, 22], es conveniente trabajar con vértices ligeramente modificados:
[tab(0)]~d = Rt,~(~ — y/2). (4.3)
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Es también conveniente introducir la notación:
A(O) - = U11(0)
B~(9) = U10(0)
C~(0) = U01(0)
V46(O) = Uab(O)
2< ab <n
(4.4)
El álgebra de Yang-Baxter que cumplen estos operadores se obtiene in-
troduciendo (4.1) y (4.4) en la ecuación (1.25) satisfecha por la matriz de
nionodromía doblada (este cálculo se realiza en el apéndice A).
Introducimos también los operadores:-
1
senh(20 — ‘y) [e2ÓYsenh(20) Vbd(O) — senhy 6bd A(O)] (4.5)senh(20) - (4.6)
senh(26—j’)6’~0~
Con estos cambios las relaciones de conmutación que se obtienen son:
Vbd(O)
846)
A(O) 540’)
Vbd(O) 540’)
senh(O + 0’— ‘y)senh(O —0’— ‘y) É~(9’)A(0)
senh(O + 0’)senh(0 — 0’)
senh’ye66’senh(20 — ~ (O)A(6’)
+ senh(20)senh(O — 0’)
senhyeOO’senh(20 —‘y) ~ ‘ot ‘e”
senh(20)senh(O + 0’) ~k)gc~J
senh(0 + O’ + y)senh(O — O’ + ‘y
)
senh(0 + 0’)senh(0 — 0’)
+ O’)~ )?(2)(g — 0’)~ I3~(0’)V
9j(0)
+ senhye
66senh(20 + y) fl(2)(
20)Pb É~(0) A(O’)
- - senh(O + O’)senh(20)
senh’ye
6~’senh(2O + ) R(2)(20)~ 5(9\ úo”
senh(0 — 0’)senh(20) a”’ tC•~/
(4.7)
(4.8)
u
i’3
u
u
‘3
u
“3
u
‘u
‘3
u
‘3
u
u
u
u
u
u
u
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donde R(2>(O)~ es la matriz 1? original pero con índices 2 = i,j, le 1 < u
y se sobre~ntiende la sumación sobre índices repetidos. El primer término
de la última ecuación se puede ver como el bloque cónstituyente de una
matriz de transferencia para un problema con u — 1 estados por union,
inhomogeneidades 6’ y pesos dados por [4~)(O)kd — R(2>(Oft~, con índices
de 2 a n (notar el cambio O — O+jj2 en los pesos con respecto a la ecuación
(4.3)). Estas relaciones de conmutación se reducen a las de [22] para el caso
vi = 2 tras cancelar las exponenciales mediante una transformación gauge.
Nuestra intención es construir autovectores de la matriz de transferencia
t(O,&) (definida en la ecuación (3.12)). Usando. (4.5):
1(6,Z) = >3 K(O — ‘Y/2)U0b(O,W)
o,b1
senh(20 —‘y)e A’
= A(O)+ e
2 L KZP)(6) tao(O) (4.9)
senh(20 +‘>) -
donde K(2>~(0) se obtiene a partir (3.9) haciendo u — u — 1 y reordenando
los índices de manera que vayan de 2 to n. K(2)+(O) es la matiz I<~ para el
locales ¡~(2) (O)]~ R(2>(O)bdproblema reducido con vértices _ab d — ~
Existe un autoestado de 1(04’) que es fácil de encontrar, el denominado
estado de referencia 1 >, dado por:
IV
II1>=® 1 1
•=‘ L, ~
Este estado ferromagnético es un autovector de A(O) y Vdd(O) (2 =d- =u)
con autovalores:
- A(O)111> = Iii>
Vdd(O) Iii > = &..(O) Lii =, (4.10)
donde, (ver apéndice B):
fi
u
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A(O) = 20 fi seiáh(6 +w~ —y/2)senh(O— w~ —‘y/2) (411)
•~ senh(O + aq + y/2)senh(O — w~ + ~‘/2) U
Además se tiene (apéndice B): j
ViftO)¡¡ 1>=0, ijj,
_ u(J~~(O) ~¡l >= O a > 2. (4.12)
por tanto, sólo los operadores É0(6)’s actuando sobre ¡¡ 1 > dan algún vector
no nulo y no proporcional a ¡¡ 1 >. Así que, para poder construir autovecto-
res mas generales, aplicaremos repetidamente los operadores Sj(pj) sobre el
estado de referencia 1 >. Además, puesto que tenemos varios operadores u
del tipo 8, tomaremos combinaciones lineales de estos del siguiente modo:
‘P~ >3 ~ ‘3
2<.,~n
donde Pi~• Pr y Xíi...ir son parámetros en principio arbitrarios. (4.13)
Podemos
suponer que ‘1~ es independiente de O gracias a la conmutación de las matri-
ces de transferencia con distinto parámetro espectral (1.28). Posteriormente
‘3veremos que el requerimiento de que ‘1’ sea un autovector de t(O,&) piopor-
ciona ciertas relaciones entre estos parámetros, las ecuaciones NRA.
La estrategia que seguiremos es la siguiente. Puesto que t(O,&) es una
‘3combinación lineal de A(O) y V04(O) (ver la ecuación (4.9)) podemos aplicar
separadamente cada operador a ilt. Entonces, usando las reglas de con-
mutación (4.7) y (4.8), podremos pasar los operadores A(O) y tao(O) a utravés de l¿.s Bi,(p~) hasta que A y Vob lleguen a II 1 >. Posteriormenteaplicaremos las ecuaciones (4.10) y (4.12). Muchos térninos aparecen de est
modo, los podemos clasificar en dos tipos, “deseados” y no “deseados”. u
Términos deseados son aquellos que contienen los vectores originales:
Bii(P1) ...BíÁPr) lii>. ‘3
Los términos indeseados son aquellos en los que alguno de los parámetros
p~ ha sido sustituido por O. Es decir, los procedentes de los segundos y ‘3
Li
Li
Li
u
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terceros términos de (4.7) y (4.8). Estos término se denominan indeseados
puesto que nunca podrán ser proporcionales a
El término deseado en A(O»1< se obtiene aplicando repetidamente el primer
término de (4.7). El resultado es:
término deseado en A(O)~ = Ii senh(O + p~ — y)senh(O —PS
—
~ senh(O + p~)senh(6 — ~> (4.14)
Un término indeseado en el que É(O) reemplaza a B(p~) se obtiene usando
el segundo término de la parte derecha de (4.7) al conmutar con A(O)811 (pi)
y el primer término de (4.7) para las siguientes conmutaciones A(8)B~1(p~)
(2-=5 =r). El resultado es:
senh-ysenh(20 — y)eO~¿í ? senh(pi+p5—y)senh(gi—p5—-y
)
Hsenh(20)senh(O — ji’) 2 senh(p1 -4- p5)senh(p1 —ps)
.B~r(Pr)XÍi~~~Ít 111 > (4.15)
Este resultado ha sido bastante sencillo puesto que B¿, (~~) era el primer
operador a la izquierda. Podemos encontrar los otros téminos indeseados
pasando los operadores 8 a la izquierda usando la siguiente simetría cíclica
obtenida a partir de (4.56) en el apéndice A:
Á(pí)®É(p2)® ...®B(Pr)
ÑP2)® L3(pa) ® .. .®É(pr) ®É(pi) r<2>(píJi), (4.16)
donde:
ji) =
y TW(O, ji) viene dada por la ecuación (1.3) con r sitios, índices a~ de 2 a
vi y pesos [t~
2¿>(O)]~, — R(2)(0fl?. Es decir, Tf(O, ji) es el operador de Yang-
l3axter para un modelo con un estado menos por unión que el problema
original e inhomogeneidades ji = (pr,... ,pj) (ver figura 4.1).
au
u57
u
u
= t< 6ji)
iI•••iw u
u
Figura 4.1: Representación gráfica de la matriz de transferencia de condi-
ciones periódicas.
Es interesante notar que las inhomogeneidades están dadas por los parámetros -
p~ de los vectores del Retbe ansatz (4.13). ‘3
A partir de ahora, como en la fórmula (4.16), los índices correspondientes a
lineas con idénticas inhomogeneidades serán contraidos (ver por ejemplo la
figura 4.1). ‘3
La ecuación (4.16) nos dice que las permutaciones cíclicas p~ — ¡‘1+1
seguidas por la acción de r(2)(p,ji) dejan ‘Ii invariañte. Esta propiedad se ‘3
puede generalizar a:
‘3
Á(pk)®É(pk+1)®...®Ñ(pk...1) r~ (2) (4.17) ‘3
donde r~2) — 02) (p~,ji).
.7
Usando lo anterior podemos predecir la forma general del término indeseado u
en el que É(O) reemplaza a É(pk) usando las ecuaciones (4.15) y (4.17). El
resultado es:
‘Li
senh-ysenh(20 —-y) ~
senh(20) senh(O Pk) x U
u
Li
‘Li
“3
uu
¡
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u
¡
u
u - 114
u 1=
14-f P.~it
u i, it
u JI it.I JI
u it it4
=11
Figura 4.2: R
epresentación gráfica de la identidad (4.27). Los indices están contraidos de
acuerdo a las inhomogeneidades.
u
u
u
u
u
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ft senh(p~ + ¡{j — -y)senh(pk —PS — ) Li
senh(pk + pñsenh(pk —
‘3J$k
(4.18)x U
(2) (2)Tk1~~ rX
1 Iii>
El tercer término de la derecha de (4.7) produce otro tipo de términos uindeseados. Estos términos están ausentes en el caso de condiciones de
contorno periódicas [24]. Se encuentra, a partir del tercer término de la
ecuación (4.7) usando entonces el primer término de la ecuación (4.8) (r— 1) u
veces, y el argumento precedente:
senhysenh(20 —y) e~ Mk A... (Pk) u
senb2O senh(O + Pk)fl senh(p,, + p~j + y)senh(pk —p~ +‘>) u
x
senh(pk + ps)senh(pk — wi)
j=1
i!=k
8(0) ® Bcuk+í) ® ... ® 5(pr) ® 5(n) ®.. . ® B(rn~-~) x (4.19)
1 t<2>(pk;p)4r
1 (2) 11 > x, u
donde t(2)(pk; ji) es una matriz de transferencia como la de (3.12) pero para uun modelo con n.— 1 estados por unión, índices de 2 a n, pesos dados por= R<2)(O)~ e inhomogeneidades ji = ~ . ,p~, Pr, . . Pk+1, Pk).
Hemos usado en lo anterior que (ver figura 4.3): u
>3 R~2)(2O);~ Rj3)~(O) = ~ge • (4.20) - ‘3
d=2
y el anterior argumento de simetría cíclica (4.17). Este término está ausente uen el caso periódico [24].
Esto completa el análisis de A(0)’Jt.
Veamos ahora la acción de: - ‘3
Li
‘3
u
28
K<O) —
7
lii.
4.
K( 9)
tit.í 4fl.~
= KQIQ
»Oki I~01j
Figura~4.3: Uso de la Propiedad de Markov de la matriz i~t para construir
la matriz de transferencia doblada.
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61 ‘3
senh(20 ‘»e—” >3 K+(2)(0)00V040) (4.21)
sobre 41’. senh(20+’y) - a2 U
Como antes, aparecen téminos deseados e indeseados, Los términos de-
seados se obtienen usando el primer término de la ecuación (4.8) al conmutar ‘u
los tao (O) con los B(gj). El resultado es:
término deseado en senh(2O — ‘y) e28 ZK~(2)(O)V0~4O) 1> = -
- senh(20 + ‘y) a=2
t’3eu senh(20 —‘y) senh(O + p + y)senh(O —Pi + ‘~~AqO) x (4.22)senh(20 +‘>) 5—1 senh(O + p5)senh(0 — p~j)
8- ...
5ir(Pr) “1 > t(2»O. 5i...Srii...ir
,i(P1) P)íi...irX u
con ji = (pr,..,Pk+í,Pk,Pk—í,. ..,Pi).
Hemos usado el primer término a la derecha de (4.8) para construir t(2)(O; ji) ucomo en la ecuación (4.19) (notar el cambio en los pesos de Boltzmann
O — ‘y/2 —. O cop respecto al problema original (4.3)).
Este término será proporcional a iP si los coeficientes Xhl...tr son un au- utovector de la matriz de transferencia reducida t(2)(O;ji). Es decir, si secumple: -
t~2>(O; ji)X — A~2>(O; ji)X (4.23> U
- El término indeseado que proviene del segundo sumando de la ecuación
(4.8) se obtiene mediante el argumento de simetría usual y despues de usar 1
la ecuación (4.20) y el primer término de (4.7) r — 1 veces, el resultado es:
senh’ysenh(20 —‘y) r Uy
- senh(20) ~ senh(O + Pk)fl senh(g¡, + p~ —‘y)senh(pk —Pi —‘y) ‘3
senh(pk + ps)senh(pk —
J=1
8(0) ® B(pk+í) ® 0 B(pr) O B(p¡) O O... ® É(pk-a) x (4.24) ‘3(2) (2) 2
u
u
u
u
(12
Este término también está ausente en el caso periódico como ocurría en la
ecuacion (4.19).
El último término proveniente de la acción de (4.21) sobre 111’ se obtiene del
primer y tercer término de (4.8) y la identidad (4.20): -
senfrysenh(20 —‘y) eOPk
senh2O k—i senh(O — 11k) ~ ~Pk~ Xfl senh(pk + p~ + ‘y)senh(pk —p~j + ‘y
)
senh(p,, + ps)senh(pk —
J#k
B(O)® Ñ(pk+í>® .. . ®B(p~9B(pi) 0.. .®É(pk1) x (4.25)
(2) ¡~~> x
con ji = (pk—í,.. .,pí,Pr,...,Pk+1,Pk).
La suma de los términos deseados se obtiene a partir de las ecuaciones (4.14)
y (4.22):
término deseado en t(O,&)~< =
senh(O + p~ —‘y)senh(O —Pi — ‘y
)
,~ senh(O + pflsenh(O — Pi)
senh(20 — ‘y) IV senh(O + ¿o1 — ‘y/2)senh(0 —¿4 — -y/2> (4 26)
+ II
senh(20 + ‘>)í=1 senh(O 4.~i+ ‘y/2)senh(O — w1 + ‘y,’2)fl senh(O + Pi + ~‘)senh(O—í~s + ~‘>A~2>(O; ji)]’P
~ senh(O + p
5)senh(O — Pi)
donde también se ha usado (4.11>. El término entre paréntesis nos da el
autovalor del problema inicial en términos de A(
2)(O; ji>, el autovalor del
problema reducido dado por t(2>(O, ji) con u — 1 estados por unión y pesos
locales [tu>(O)]cd —
Antes de sumar los términos indeseados usaremos la identidad:
t(2)(Pk ¡~>~f2~
1 . 42) . . . r12>t(2)(pk, ji) (4.27)
<Li
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dondeji=(pk....i,...,px,pr,...,pk~1,pk)yji=(pr,...,pk+1,p~,pk..x,...,p1). ‘3
Esta identidad nos dice como mover cíclicamente las inhomogeneidades en -
la cadena abierta. Aunque esta es una rotación trivial en él caso periódico, ‘u
esto no es así en el caso abierto. Estaes la primera vez que este tipo de
simetria aparece en modelos exactamente integrables. La prueba para tres -
‘3sitios se puede encontrar en la figura 4.1, usa la ecuación de Yang-Baxter(1.1), la propiedad (4.20) y la ecuación (2.3).
Es fácil ver que basta con probar: ‘3
j(2)(p2p)4
2) —
T(
2~2)(
112~) (4.28)
con ji = (p1,pr,. ..,P3,P2) y ji = ~ (ver figura 4.1). La
prueba para una longitud arbitraria de la cadena es immediata usando
‘3repetidamente lo que se usa para tres sitios.
Teniendo en cuenta esta propiedad se obtiene, para los términos indeseados,
a partir de (4.18)~ (4.19); (4.24) y (4.25): 3
senh(20 — ‘y)senh’yZ se ‘3
k=i nh(O+pk)senh(9—pk) -
senh(pk + p5 — ~‘)senh(pk — ~‘.i —‘y
)
fi senh(pk + í~i)senh(Pk — Pi) “3j=1
i#k
____________________ Ufl senh(pk + p~j + ‘y)senh(pk —Pi ±‘y
senh(pk ~ ¡~flsenhfr~k — ph
j=1 -
‘3i#kfi senh(p~ + w~ — -y/2)senh(pk— úq —‘y/2) PiY>(pk; ji)]
U~ senh(pk + ~i+ ‘y/2)senh(pk — w~ + ‘y/2)
- É(O) 0... ® Ñ(Pk142>, . . .42) x ¡ji u
donde se ha usado (4.23). Estos términos se deben anular para que ‘P sea
un autovector.
Resumiendo, se ha de satisfacer (4.23) y: U
‘Li
U
U
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Figura 4.4: P
rueba gráfica de la ecuación (4.27). Se usa lo siguiente: (a) eq. (4.20), (b)
Yang-Baxter, este paso se repite para un número arbitrario de sitios, (c)
unitariedad de R, (d) de nuevo Yang-Baxter, este paso se repite para un
número arbitrario de sitios, (e) unitariedad de Ji y eq. (4.20), (f) Yang-
Haxter, (g) Ji(O) = 1.
a
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Li
IV senh(pk + w~ + ‘y/2)senh(pk —w~ + ‘>12
)
A~2>(uk ji) = H.~ ( ,~ — >/2)sen — / )
fi senh(pk + p~ —‘>)senh(pk — —0senh(p~-4-p
5+j)senh(p~—p5+’y)~ (4.29)
j=:i
j~k
Se puede ver fácilmente que la ecuación (4.29) asegura la analiticidad del ‘3
término deseado (4.26) como función de O para O = ~ 1 =5 ~ r.
Por tanto hemos reducido el problema original con una cadena de N sitios, vi
_ aestados por unión y pesbs locales dados por (4.3) a un problema de r sitios,n — 1 estados por unión, pesos locales [tab(O)]cd — Ji(2)(6 )~ e inhomogeneídades ¡q... Pr.
‘3
Por analogía proponemos el siguiente ansatz para los coeficientes x~’~
— x<2~ ~(2)cj42), p(l)) 0.. .0 É(2)(p~>, ~(1)) ¡1(2) >
con 111(2) > ®~¾¡¡1 >QÓ, ¡¡ 1 >(k) un vector de u — 1 componentes, la <j
primera de ellas igual a uno y el resto cero, y ,41) ~íí<1< r ~pi
Este argumento se puede repetir tantas veces como sea necesario hasta que Ula dimensión del espacio vertical sea uno. De esta manera se obtiene una
secuencia de Ansatzs dé Bethe cada uno de ellos contenido en el anterior.
Es decir aparece una construcción encajada. u• Es importante notar que el parámetro espectral y las raices del ansatz deBethe sufren en el curso de la construccion un cambio O — 0 + ->‘/2 de un
nivel al siguiente, y que las raices de un nivel son las inhomogeneidades del - usiguiente. Esto se puede ver mirando el primer término de las reglas deconmutación (4.55>-del apéndice A. Usando esto se obt ene:
- t(k+i)(op(k))x(k) — A(k+1)(O jj(k))~(k), Li
~ senh[0 +
11(k) + (le —2)’y]senh(O — (k) —‘y) U
— II senh[O + (k) + (le — 1)’y]senh(0 — (k)) U
‘Li
‘a
‘a
U
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senh[20+(k—2)’y] ~
+ senh(2O+k’y) (le 2>y]senh(O ji,
)
senh[O + (k—i) + — — (te—
senh[O+p~kí> + (le — 1)’y]senh(0 — + -y)
Ph senb(O + (te) (te
H , + kijsenh(O — ~-¿~ + Y> A<~1>(O, 11(k)> (4.30)
=‘ senh[O + j4k> + (le — 1)’y]senh(O — p~ )
con ¡4k> satisfaciendo:
A<k+í)(p~k>, gte)) =
Ph—a senh[,4k) + (te—1) 4. (le — — + ‘y)1•1 .7 l)’y]senh(p~te> ,¿k—1)
senh[j4~> + ~{
te—1)+ (le — ~)‘>]
5~~~(,jk> — (k—1))
(te) (te)Ph senh[p$te) +u...,. p5 + (le — 2)’>]senh(j4k> — — ‘y)
senh(p~’ + ¡¡5 + ley)senh(p1 — p~ + ‘y)
i#i
Usando la fórmula de recurrencia (4.30) se obtiene para el autovalor de
~ senh(O + (O) — ‘>)senh(6 — CO)
)
A(í)(O u(O)) — JJ x
,=‘ senh(O + ¡4
0~)senh(O — ,.4> + ‘y)
n
senh[20 senh(20 — y)senh(20
)
+ (le — 2)’y]senh[20 + (le — 1)-,’]
Phl senh[O + (k—i) + (le —1)y]senh(O — (te—1) + ‘y
H senh[O + p(~> + (le — 2)’>]senh(O — p7~1)>
Ph senh[0 + (te> + (le — 2Msenh(O — (te)
—
senh[O + (te> + (le — 1h]senh(O — (k))
donde, en el último término, el producto sobre p,, se sustituye por 1.
Derivemos ahora las ecuaciones NRA para los parámetros ~$“> (1 =i =
67
1 < le < vi — 1).
Cambiando le por le -i- 1 en la ecuación (4.30) y fijando O = se obtiene:
A(k+í)(p~k), gte)) =
Ph+1 senh[,4k) + + (le —1)’>]senhQ4k) — (k+1) —‘y) (4.32)
senh(p~> + >(te+i) 4 k’y)senh(p~k> — ,/te+I>)
puesto que el segundo término de~la ecuación (4.30) se anula para este valor
de O. Igualando (4.31) y (4.32):
Ph sen(¡Ák) + ~~k)+ iy)sen(¡.4te) —~/k> 4 j’>) _
sen(zÁ”> 4.(k> (te) (k> i’>) —jl — ~jsen(u¿ —u —
Ph—1 seniu!k) + p. + i’>I2]sen(u~ -— u- + ¿‘>/2
)
rT Ls 11)11 (k— 1) — i’y/2]sen(v1 — u- — 2
j=í sen[zÁ~C~ + ~ (te> (te—i) •-y/2)
.7 (k+1)
sen[uík) + ufl<’> + iy/2]sen(14*> — u5 4. i’y/2) (4.33)II (k+i) .(k>
3=1 senP4k> + u, — :y/2]sen(u1 —u5 — i-y/2)
í=i=n 1<le<-u—1,
donde hemos realizado el cambio:
(k) 1le<u—1.í<á<pk. (4.34)Pi =íu}k)~(le~í>’yí2, _
La función A(’>(O,p’
0>) no ha de ser singular en los puntos O = ~k (1 <
5= 1< le < n—1) puestoquelamatrizfinitodimehsioñalt(O,&)esuna
función analítica de 0. Se puede ver que si las anteriores ecuaciones NRA
(4.33) son satisfechas porlds parámetros ~7) el residuo de A(1)(0, e(o)) en
o ~/k) y o = —p» — (le — 1)’y se anula.
Las ecuaciones NRA para el régimen no masivo se obtienen de (4.33) con el
<k) . (k)reemplazamiento ‘y — —i’y, U
5 — tu5
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4.2 Análisis de las ecuaciones NBA
En esta sección investigamos la solución de las ecuaciones NRA asociadas
al ansatz de Bethe covariante grupo cuántico encontrado anteriormente. Fi-
jaremos las inhomogeneidades en el primer nivel a cero por simplicidad.
Empezamos relacionando estas ecuaciones con las del caso periódico por
medio del siguiente cambio de variable [22]:
A(k) — ~(k)
= ~(te) (4.35)
l<s=pk 1<k<n—1
- Con esta transformación las ecuaciones NRA se pueden escribir para el
caso no masivo:
2Ph senh(A~te> — A~te> + iy) _ senh(4te) + i~’/2)senh(A~te~ — i(rr — ‘y)/2) ~
— AVe> — i’y) — h<ÁA(te> — ~‘2’h’V”> + «Ir —>=i senh(A~te> , sen~
1 2’>~ ,senk¡
2Ph—i senh(A~k> — A(te1> + iy/2) 2Ph+í senh(A(k> A<k+l
>
3=1 senh(Ák) — AVe1> — i’y/2) n ¡ — + iy/2
)
II ,=í senh(4~> — >(k+1> — i’>/2)
1 <k < u — U 1 </ < 2pk
Estas ecuaciones son como las NRA de condiciones periódicas para una
cadena con 2N sitios con un factor adicional, ver [24]. Además las raíces
AVe> han de cumplir:
.7(i) el número total de raices es par, (2pk), en cada nivel y están simétricamente
distribuidas con respecto al origen de acuerdo con la ecuación (4.35). - -
(u) no hay raices en el origen >(te> = O para ningún nivel debido a que
LMte>(O = —(le — 1)’>/2) = O (ver la ecuación (4.6)).
Tomamos logaritmos en la ecuacion (4.36), siendo el resultado:
2Ph+i
>3 $(A~k> — >3 4’(A7~> — >(k) -y)
31 j1
+ >3 hl(AI>c> — A~k¿><y/2) + $(
4k) ‘y/2) — $(A(k) (r — ‘y)/2)
.1=1
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_ í<le<n—í l<l=2pk,
donde son enteros y
«‘(z,’y) = i log [:~~12
]
Estudiaremos el limite termodinámico de (4.36). En este caso se puede
introducir una densidad de raices en cada nivel del ansatz de Bethe:
hm 1
= N-.~oo N(¾’4
1— AQ~)
.7
Definimos ahora la función de conteo como:
1 r2Pk+, 2Ph—r ~ ««>— A{k+1) ¡2)—>] «‘(A — A~k>,’y)¿77.1V ,=1 -
2Ph—1
+ >3 «‘(A — Ap’>, ‘y/2) + ««A, ‘>/2) — «‘(A, (ir — (4.36)
5=1
1 < le < vi — 1.
Usando que:
gte> ~(k>- ~
.7+1 3 — + >3 <%ih(kY
- h=1
(te>
con N~ el número de agujeros en el nivel le, se puede ver que para N —* ~:
«te(A) d4,V(A) Z~>(Ai+í)
—
dA
-(Aá.
11—¾)N P(k)~>> + =21+ ~ ~(A 0(k
»
N
(4.37)
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donde el término está producido por el agujero en A = O de todos los
niveles del ansatz de Rethe. Para N grande tenemos:
1 pooillTi~>3fc1g>) — ]dAfG~QP<teh.A)
5=1
Tomando la derivada de (4.36) con respecto a A y usando la ecuacion
(4.37), se obtienen ecuaciones integrales para a(k)(A). Estudiaremos sólo el
estado fundamental ferromagnético. Es decir, sin agujeros distintos de los
situados en A = O, y sin soluciones complejas. Las ecuaciones toman en ese
caso la siguiente forma:
ate(A) 2 J:dpKkm(>11)am(p)
1 1
— 2IrN «“(A, ‘y/2) — ~—g<¡“(A, (Ir — ‘y)/2) (4.38)
+~ cb’(Ar/2)—+ __
Ir É J<km(A),
donde hemos fijado las inhomogeneidades a cero (w~ = O —* A~> = 0). El
núcleo integral Kkm(A) es de la siguiente manera:
2IrKkm(A) = $‘(Afl’/2)(ák,m+i + 6te,m...i) — $‘(A,’>)&km. (4.39)
Esta ecuación integral lineal puede ser resuelta por medio de la resolvente
Rtnn~jA) dada por la solución de la ecuacion:
EJ Rudr — >)[6tem6(A — p) — Kkm(A — p)]dA = 6(r — ¡¡$1,,,. (4.40)
Es conveniente trabajar con la transformada de Fourier de estas canti-
dades:
u
u
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Rmn(k)
akA)=j ~:<(le). uu
La solución de la ecuación (4.40) viene dada entonces por [24]:
senh(iiz)senh[’y¿(n — ¿>)]senh(-yxl<
)
- Ñw(2z) senh[xQr — ‘y>]senh(~¼)~enh(’>z)
donde 1> = max(l, 1’) y 1< = mivichl,l’). Obtenemos para la dérivada de la
función de conteo: u
-l 2senh[’>le(u —1)/2
]
a(le) = senh(’ykn/2) + (4.41)
1 1 f2señh(ky/4) cosh[leQr ‘y)/4] ‘‘
— IV k- senh(leir/2) ) >3 Ru,, (le). u
Se puede ver que este resultado se reduce al dado en [22] para el caso
n=2. aPara computar las cantidades con interés fTsico sólo pW(k) es necesaria.Usando las ecuaciones (4.37) y (4.41) es fácil ver que: -
— 2senh[ky(n — 1)12] - ‘a
_ senh(leyrz/2) (4.42)
_______________ u- senh[k’y(n — 1)14] cosh(kir/4
N cosh(le’yn/4)senh[k(ir —
Tenemos ahora todas las herramientas para calcular la energía libre en ‘3
el régimen no masivo. Esta viene dada por:
u
1
f(O,’y~n) - —~logA(O)
u
u
u
u
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27,,
— kZ«’(í~ — A5,y/2)
N-..oo
— —í:~ ...teosenh[kQr—-y (4.43)
senh(k,r12)P(k)
Notar que hemos hecho 6 —. O + ‘y/2, esto es, hemos vuelto a los pesos
locales t(O,&) c~ 1.
Usando la expresión para ¡3<’)(k), (4.42), en (4.43) el resultado final para la
energía libre es:
f(6,-y,vi) = ~/ dx senh[x(n — ‘y)]senh[xy(n —1)
]
~ 7senh(2x6) senh(xir) (xj’ )
2/co dx h’ 2 6)coshfrQr — ‘>)/2]senh[(n — 1)ty/2
sen~ senh(xir/2)cosh(zn’y/2) . (4.44)
El primer término es la conocida energía en el bulto, (ver [24]). El segundo
término es la corrección producida por las condiciones de contorno abiertas
que dan invariancia bajo grupo cuántico.
La energía del estado fundamental para el hamiltoniano SUq(u) invariante
se obtiene usando que:
cos’>.2 vi
Derivando (4.44) con respecto a O se obtiene para la energía por unidad de
volumen en el estado fundamental:
- u—! (~ dZse~~ — ‘y)]senh[x’y(n — 1)] (4.45)
e~,~4’y) — — cos’> — 4senyj senh(xw)senh(x’yn)
(vi — 1) 2sen’> ¡~O cosh[x(ir — >y)/2]senh[(n — l)xi’/2
_ cos -y + dx senh(xir/2) cosh(xjmn/2)
En el caso especial vi = 2, esta fórmula se reduce al resultado de la
referencia [44].
La contribución a la energía de superficie de (4.45)
Li
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‘3
e~(’y) = ..~vi 1 cos’y+2sen’yjdrcosh[x(w~(’>~s~%fl/l<’>¡2]
se simplifica en el límite ‘> = O (isotrópico). La expresión para la energía de
superficie en este caso es: -
es(o) = vi 1 +
2¡ dXexP[x/~:~hK;) 1)x/2] ‘3
La integral anterior puede ser expresada en términos de funciones ele-
mentales [42]:
= — n—1 ______ —1n2 j
vi n 2sen(ir/n)
EQIjI> mL 1”, -
— >3 cos (2le* ‘~) íog [2— 2cos (LA.± ir)]}~ (4.46)
k=O U
donde E(x) es la parte entera de x. <uConsideremos ahora el caso antiferromagnético masivo. En este caso las
ecuaciones NRA se resuelven desarrollando en serie de Fourier, dado que las
raíces del ansatz de Rethe están en el intervalo (—ir/2, +ir/2). Escribimos u
la densidad de raices del siguiente modo: -
a’(A)= É e2ímA2w
donde «‘(A) cumple un sistema de ecuaciones integrales análogo a (4.38):
ah(A) — n-1 ¡+r/2 dpKkm(A — p)a”’(p) ‘3
m—1 —r/2
1 1
— 2IrN «‘(A, ‘y/2) + 2t’rN<!>(A~ (ir + y)/2) (4.47) u
— nlÉ Kte,4A), ‘a
‘3
u
u
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en este caso,
z))«‘(z,y) = i log sen(i’>-4- ¡ (4.48)
Lsen(t’> — z)J
y el núcleo integral Ktem (A) viene dado por la ecuación (4.39). Se encuentra
como solución a la ecuación (4.47):
¡ 4senh[’ym(n — 1)
]
a(m) = senh¼mvi) + (4.49)
labelsotr (4.50)
‘(2+ + (~i)~n] exp(—jm[’y) — n—1 )
con R¡k(m) la resolvente de la ecuación (4.47) en el espacio de Fourier ver
[24]. Usando entonces la ecuación (4.37) se obtiene:
4senh[’ym(vi — 1)] hm
¡3’(m) — senhQymvi) (4.51)
con
(—l)msenh[(u — 1)’ym/2] + exp[—(n — 1)’>¡m¡/2]senhQym
)
hm cosh[ymn/2]senh(’yrn/2)
Se encuentra usando ¡3’(m) y «‘(z,’y) dadas por las ecuaciones (4.48) y
(4.5 1):
f(O,’y,n) = 40 ~í + ~ É em~senh[’ym(vi — 1)]senh[2m0
]
— ~ msenhQym u)
±-~ [(~+ 1>0 + >3 e~m’hmsenh[2mO] ] . (4.52)
Los dos primeros términos corresponden a la energía del interior de la ca-
dena, ya conocida (ver [24]). El segundo término es la corrección producida
- - por las condiciones de contorno abiertas que dan invariacia grupo cuántica.
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4.3 Apéndice A: relaciones de conmutación.
Comenzamos escribiendo explícitamente los índices en ¡a ecuación (1.25) (de
ahora en adelante se sobreentiende el sumatorio sobre índices repetidos):
MQb 6’)~ U~2(O)R(O O’4~cd R(O + L’h~(O’) =
Uae(O’) R(6 +
0’flt UÍh(O) ¡«o —
Como queremos obtener las relaciones de conmutación entre A(O) =
Un(O), V&¡(6) = Ubd(O) y 846) = U
140) (¿‘cd > 2 ) , usaremos las
igualdades M1~ — _ y M~= N~. Esto da:
A(6’) 840)
y
Vbd(O) 840’)
senh(O + O’)senh(O — O’ +‘>) 8 (O)A(6’)
senh(O — O’)senh(O + 0’ 4.’>)
e
188’>senh(O + O’)senh’> 840jA(O)
senh(O — O’)senh(O + 6’ + -y)
e(6+91>senh’y 8 (O’)V
940),
senh(O + 0’ + ‘y) ~
senh(O + 6’ + ‘>)senh(O — 0’ + ‘y
)
senh(O + O’)senh(O — O’){ R<2>(O + O’)~, Ji(2>(O — o’)~j 540’) V44O)
e«
69’>senh’> Ji(2>(0 + O’)~ Bu(O) V~4O’)
senh(6 — 0%- ‘y)
+ e16+6>senhy [Ji(2>(O—
A(O’) 8~(O)
A(O) 540’) , óbdd
senh(O — 0’ + y) J (4.54)
donde R(2)(6»~, es la matriz Ji original pero con indices 2 .C i,5,k ¡ < u
Queremos tener todos los operadores 8 a la izquierda de los A en la parte
derecha de la ecuación (4.54). Para esto se sustituye la ecuación (4.53) en
los dos últimos términos de la ecuación (4.54). Se obtiene despues de esto
una expresión que omitimos por su longitud.
u
‘3
u
u
u
Li
u
u
u(4.53) <1
u
u
a
u
u
u
u
u
u
u
u
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Para simplificar los cálculos del ansatz de Betlie buscaremos un cambio
lineal de operadores de modo que no quede ningún término proporcional a
Bg(6’)A(O) en las relaciones de conmutación de los operadores 13 y 8. El
cambio lineal más general es de la forma:
Vbd(O) = a~(6)V~.(O) + /3bd(O)A(O>.
con a~(O) una matriz invertible. Metiendo esto en la ecuación (4.54) e
imponiendo la cancelación de términos de la forma 139(6’)A(6) se obtiene:
c4~(O) = a(O)66~
f
3bd(O) =
—2fi(O)/a(O) = —e 6senhy/senh(20 4.’>).
Definimos por tanto los operadores:
1
‘-‘bdIy) = senh2O [e26senh(20+ ‘>)Vbd(O) — senh~’ 6bd A(O)]
840) = senh(26+’>) Be(O).
senh2O
Después de algo de trabajo se llega a:
A~O’8’O” = senh(O + O’)senh(O — O’ — ‘y) ~ (O’) A(O)
~JC\) ( 6’ + ‘y)senh( — 0’ C
e66tsenh’>senh20
+
senh(20 + y)senh(O — O’) É4o A(O’)
¿6tsenh’ysenh2ft -
senh(20 + y)senh(O + 0’ + ~y)
y,
Vbd(O) ñia’x senh(O + 0’ + 2y)senh(O — O’ +-,‘) (4.55)senh(O + 0’ + ‘>)senh(O — 6’)
+ O’ + ‘y)~ .R(2>(O — o’)4~ Be(O’) V
21(O)
senh’ye
681senh(20 + 2’>) Ji(2)(20 + y)~ t
9(O) t1~(O’)
senh(O — O’)senh(20 + ‘y) - -
senh’ye
00’senh(20 + 2’y) Ji(2>(20 + ~ I3~(O) A(0’) -
4.senh(O + O’+ ‘y)senh(20 + -y
)
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‘has la transformación O — O — ‘y/2, 6’ —~ O’ — y/2, se obtienen las- ecua-
ciones (4.7) y (4.8). -
Será también necesario derivar las relaciones de conmutación entre los ope-
radores 8. Esto se obtiene usando la igualdad M~J = con (c,d =2).
El resultado es:
Bd(O) É~(o’) =-Á~(6’) it(o) R~(6 — O’) (4.56)
4.4 Apéndice B : cálculo de &4O) para SU(n)
Trabajaremos con una cadena de longitud N
para el primer nivel). Se ve fácilmente que:
— 111>
(recordar el cambio O —~ O—’y/2
2
Tj40) ¡¡1 >
Tld(O) ¡¡1 >
Tdl(O) ¡ji >
IV
— 6.,Jlj
t=1
senh(O + w~ — y/2
)
senh(O+w1+.y/2) ¡1 >:= &qt5...(O) 111 >
O
0,
T11(6) Iii >
La(O) III >
Tld(O) ¡¡1
Tdl(O) ¡¡1
IV
i=1
!=0
senh(6 — — ‘>12) -
senh(6 —w~ + ‘>/2)111 >.= ¿~&(O) 111
— 0.
Evaluamos ahora la acción de
tJw sobre el estado de referencia.
A(O) ¡¡1 > = T
1¡(O)T¡1(O) Iii > = 111 >,
Udl(O) 111 > = Td¡(O)T¡I(O) 111 > = 0,
u
Li
u
u
Li
i,j =2
(4.57)
‘4
iJ =2
u
u
‘3
u
(4.58)
u
u
a
a
u
Li
u
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donde hemos usado las ecuaciones (4.57) y (4.58). Los otros elementos no
son tan fáciles de evaluar. Es necesario hacer uso de la siguiente identidad
que se puede obtener de un cálculo directo:
Tld(O) ¡¡1 >= —e~6 (O)T1d(—6 — ‘y) II 1 >
Es necesario usar también la ecuación (1.4) para obtener:
Tdl(O)T1b(—0 — ‘y) = Tlb(-.-6 — ‘>)Tdl(6) (4.59)
C2&senh~v
+ senh2O ‘[T
11(—O — ‘>)Tdb(O) — Tll(O)Tdb(—O — ‘y)].
Además: -
Udb(O) ¡ji >= Td¡(6)T¡b(6) ¡¡1 ~»
Se pueden distinguir entonces dos casos: dj b and d = 6:
(i) d # 6
Udb(O) Iii > = Tdl(6)T¿b(O) ¡ji >
Esto se obtiene aplicando los dos lados de (4.59) al estado de referencia y
usando (4.57).
(ii)d=b -
Udd(O) ¡¡1 > = Td¿(O)T¿d(O) 111 > + &(O)6~O) lii >
O
senh2ú[senh(
2O — y)&(O)&(O) + J20senh’>] ¡ji >
donde hemos usado (4.59) y que L(O»5(—O —‘>) = 1.
En conclusión tenemos:
A(O)I¡1>
E/dl(O) ¡1 >
Vdb(O) fil >
it(o) ¡1 >
— II’>
—0
— A...(O)bdb III >
!=0,
= e20&}6) &(6)
IV senh(O + w~ — ‘>/2)senh(O —
—
= e26 fl
í=1 senh(O + w~ + ~‘/2)senh(O — w~ + ir/2)
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donde:
A<0)
Capítulo 5
Solución de cadenas abiertas
con condiciones de contorno
diagonales.
En este capítulo vamos a resolver los modelos asociados a las soluciones dia-
gonales obtenidas en el capitulo segundo para los modelos A,,...1 y el modelo
t-J. Como vimos en el capítulo tercero estas soluciones proporcionan, en
ciertos límites de los parámetros arbitrarios ¿~, las condiciones que dotan
a la cadena asociada de la invariancia grupo cuántico. En el capítulo ante-
rior hemos encontrado la solución al problema de autovalores para la cadena
abierta SUq(u) invariante. Los resultados obtenidos en este capítulo llevarán
a los del caso grupo cuántico en el límite correspondiente. También vamos
a obtener las correcciones uN para las cadenas A,,...1 abiertas. Esta es la
primera vez que se generaliza la construcción NRA para cadenas abiertas no
invariantes grupo cuántico. Los resultados han sido obtenidos en [40, 28].
Veremos como, para ciertos regímenes, y en algunos casos los autovalo-
res obtenidos son imaginarios. Este es un hecho nuevo, que aparece como
consecuencia de la existencia de varias familias de soluciones de las ecua-
ciones de reflexión, y es por tanto una característica de modelos de más de
dos estados por unión. Se da en los casos en que la matriz de transferencia
se construye con mátrices K+ y K que no están relacionadas mediante el
automorfismo (1.31).
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5.1 Cadenas abiertas tipo A~1. U
Comentaremos en esta sección de manera resumida la obtención de autova-
lores autovectores y ecuaciones NI3A para el caso de cadenas A,,...1 abiertas
con condiciones de contorno independientes. Remitirnos al lector al capitulo
precedente para los detalles de la solución (trabajaremos con un cambio en el U
parámetro espectral con respecto al capítulo anterior dado porO — O+’y/2). u
5-1.1 Ansatz de Bethe.
Las soluciones diagonales de las ecuaciones de reflexión fueron encontradas -~
en el segundo capítulo. Tomaremos la siguiente normalización para estas
matrices:
= senh(¿... —6) 6akl senh¿... e l<a<l_
________ ‘3L.+l<a<n (5.1) -
senh¿...
‘+KZ(O) = senh(20 +‘>) e(~~2a+lh senh(¿+ + O) e6 1<a<1~, (5.2)
senh(20 + vi-y) senh¿~ _
- t+K~(O) — senh(20 + ‘y) e(n2a+lh senh(¿+ — O — ‘>~‘> e~+?fl, ¿++1=a<n.
- senh(20 + uy) senlr¿~
Ver que el caso invariante grupo cuántico se obtiene en el límite ¿~ —.
Usando esta solución se puede construir para un álgebra de tipo A,,...
1 un uconjunto de (u — 1)2 matrices de transferencia distintas, dependientes de
dos parámetros arbitrarios, tomando una matriz ¡4 K+ y otra matriz LK.
Llamaremos a las matrices de transferencia construidas de esta manera u
‘+¡—i(6,¿j, donde ¿> = (~ft,...,w1> son las inhomogeneidades de nivel cero -
de nuestra cadena de longitud p~.
La manera de diagonalizar estas matrices de transferencia es parecida a la 2
del caso invariante grupo cuántico pero con nuevos ingredientes. Primero
necesitamos conocer la accion de los operadores de la matriz de monodromia
doblada sobre el estado de referencia. La manera de computar esta acción ‘3
es similar a la del caso invariante grupo cuántico, pero ahora usamos la ex-
presión (5.1) (en el caso grupo cuántico K}O) = 1). Tenemos en el nivel
(le) de la construcción del ansatz de Bethe encajado: U
u
u
u
u
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+ (le — 1»y/2) ¡¡1 >
Uá~>(O + (le — l)’y/2) ILí >r 0,
+ (le — 1)’>/2) Iii >=
É~k>(onIí>!=0,
PJc—i
A<k>(O) — e20+WY 171
j=1
+ (le — 1)’y/2) JI 1 >,
A(k>(O + (le — 1)’>/2)&db ¡1 >,
senh[O + (k—1> + (le — 1)y]senh(O — (k—i)
>
senh[O + + le’y]senh(O — ~—1>-+ -y)
+ ley!?),
+ le
1’/2) — ¿-te~/2
senh[(¿... + ley/2) — O — le’y/2] ~6+k~~/2 le + 1 < d < ¡__senh$..
+ le’y/2) = ~—k-v/2
senh[~j¿.. + le’y/2) + 6 + le’y/2J eBkY/2
senh¿... L + 1 <d <
sin sumar en los indices repetidos y siendo j 1 > el estado de referencia del
nivel correspondiente. Se ve fácilmente que la matriz ¡K(k+1>(O + k’y/2)
cumple la ecuación de reflexión para un problema con pesos locales dados
por R(k+l>(O + ley/2) con indices de k + 1 a u. También ‘~ K~}O) cumple:
- — senh(26 + ~y)edtelh
_ x‘~K~(O) senh(20 + ley)
1~ K5”>(O + (le — 1)’y/2) — e(k1>Y/2 senh(20 + le’y)
6!<n—k+1>—2(d—te+1)+1]Y
senh(20 + u’)
senhffE+ — (le — 1)’y/2) + 0 + (le — 1)’>/2] 6—6—(k—1>-y/2 le < d =1+,
senht+ _
l+xk)(o + (le — 1)’>/2) — e(k¶>y¡2senh(2O + le-y) e[<~k+1»2(dte+¡)+1JY
senh(20 + u’>)
senh[(¿+ — (le — 1)’y/2) — O— (u — le + l)’y — (le — 1)y/2] 6+(n—k+1>y+(te—1»y/2
senh¿+
e
(5.3>
(5.4)
1+ + 1 <d < (5.5)
u
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La matriz ¡+K(k)(6 + (le — 1)-y/2) cumple la ecuación de reflexión para un U
problema de pesos RQ’>(O -4- (le — 1)’>/2) con indices de le a u. En la ecuacion
anterior se han mantenido algunos factores sin importancia para que esta U
propiedad quede más clara.
Usando (5.2>, la matriz de transferencia se puede escribir del modo siguiente u
it
=
— d=i + O — (n — ¡i-h’] e~6~<n’+~A(ú) u
senh¿+
+ senh2O e 2O—~ ~ K~2>(O + y/2) Vdd(O).
senh(20 + 2-y) d=2
Queremos ahora evaluar la acción de la matriz de transferencia sobre la
función de ondas del ansatz de Rethe del primer nivel:
* = >3 X~...PiBI,(p~l>). tpj pi I1~ >A- (~(1))
2=:,=n
— I3(p~7>) o . .. ® Ñ(49)X ¡ji > . (5.6)
Esto se puede hacer como en el capítulo anterior usando las reglas de con- umutación entre los operadores de la matriz de transferencia doblada, estasson las mismas que en el caso invariante grupo cuántico. El resultado :
= U
senh[¿+ + 0 — (u — ¡+)‘y]senh(¿~ — O) e(~’+h x Usenh¿+senh4
‘~ senh(O + í4’>)senh(O — p~1> —‘
»
1 senh(O + ¡~> + ‘y)senh(O — psi>)* ‘a
+ senh(20) ‘~ nh(O + w~)senh(6 — w~
)
senh(20 + 2-y) senh(6 + ~i+ y)senh(O — w~ + y) ‘3
7” senh(O + + 2-y)senh(O — p~> + -y
senh(O + ~?> + -y>senh(O — ~(‘>) U
u
U
U
U
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+ términos no deseados. t1...tpi
Por tanto hemos llegado a un problema reducido para la matriz de transfe-
rencia ¡+¡1(2>(O; p(’>) con pesos R(2)(O + ‘y/2), matrices de reflexión dadas
por ~+K(2>(O+’y/2), ‘ K(2>(6+’y/2) e inhomogeneidades dadas por el ansatz
de Rethe del primer nivel. El problema de autovalores reducido es:
¡+Lt(2>(O; ji(’>)X — ¡+LA(2>(O; ji(’>)X.
Usando que tr
2 R~>(O + ‘y/2) ¡+K~2>(O + ‘>12) es una matriz diagonal esposible ver que los términos indeseados se cancelan si:
(1> (1>l+L(2hW.Ó> = senh[¿+ + Pk — (u — I+búIsenh(¿~. — Pk ) ~(n—¡+>-~A~p~,p) senh¿~senh¿...
pl (1> (1> -senh(4’> + p¶’>)senh(p~ — —
i$k senh(4l> + ~$‘>+ 2’y>senh(pjl> — p?> 4~’>)
ti~ (1>senh(pr’ + w~ + ‘y)senh(p~ — w~
Q senh(4’> + wí)senh(p?> — , l<le<pi.
Las propiedades analíticas de los autovalores pueden ser usadas para
obtener estas ecuaciones de manera rápida. Se puede seguir esta estrate-
gia nivel a nivel usando las ecuaciones (5.4,5.5). Cuando el nivel le del
ansatz de Rethe es min(1+,L) podemos extraer un factor común del pro-
blema reducido de nivel miuQ+,L) + 1. Lo mismo pasa cuando el nivel es
ruax(l+,L.). En este caso el problema reducido tiene las matrices I<~ del
caso invariante grupo cuántico. Los factores mencionados son:
• senh(¿... + O + ¡—‘y) e81’~’ := j~, le = 1
senh¿...
senhc¿¿+ —6—u’>) ~ :=f¡ le —l
senh¿+ +, —
senh(¿+ — O — vvy)senh(¿... + 0 + ¡‘y) e(”’>Y ~— f¡ le = 1+ = _ — ¡
senh¿
4 senh¿...
‘3
u
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- donde le es el nivel del ansatz de Rethe. La relación de recurrencia para ‘3
los autovalores se puede obtener de las fórmulas anteriores. La expresión -
general es: U
¡+¡~A(k>(O, ¡j(k—1>) = ‘3
Ph senh[6 + <~>-+ (le — i)’>]senh(O — (k)
—
a(k>(O) ]jlj senb(0 + (te> + k~’)senh(O — (te»
__________ U(te) senh[20 + (le — 1>y
]
-4(6) x
senh[20 + (le + 1)’>]
Ph—i senh[O + 11(k—1) .t — — (te—O
’
(le lfljsenh(6 11’) (5.7)
~ senh(6 + ~(k—O+ le’>)senh(6 — 11(te—i> + ~)
Ph senh[O + pr + (le + 1)y]senh(O — (te) + ‘» A(te+1)(6,ji(~~)), U
senh(6 + ,~(k> + ky)senh(O — (te>)
Las funciones a(te>(O),b(te>(6) vienen dadas por:
— a b(k>(O) = 1, 1= le =ruin(l+,L..) —1,
— a, b(’<>(6) = 11<, le = miu(l~,L.) : /<,
a(k>(6) — ~ ¿‘(k><6> 1, ¡<4.1 <le < ruax(1+,L) —1 : 1>— 1,
— g¡,., b(¡»(O) = f,>, le = 1>,
en el caso = L. = 1, f¡> = = ¡¡ y g¡> =- a. En las anteriores
Uexpresiones:
= senh[¿+ + O — (vi — 1~)’y]senh(¿... - — 6) e<~’+b ‘3
senh¿+ senh4.
senh[¿+ + O — (u — 1~)’~] e6+(’”’+>Y U
91+ — senh¿+
senh($. — O) e
— senh~.. e. (5.9) ti
u
‘3
U
U
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Podemos ahora usar la fórmula de recurrencia (5.7), y con la ayuda de
las ecuaciones (5.8,5.9) encontrar la expresión del autovalor de ‘+‘t(0,&).
El resultado es:
PO senh(6+w5)senh(6—w5
)
= fl x
»j senh(O +w5 + y)senh(0 —w~ +‘>)
<te> senh(20)senh(20 + -y
E g(6) senh [20 + (le — l)y]senh[20 + le-y]
senh[0 + p~’~I) + ky]senh(O — ~(.k—i) + -y)II a
senh[O + + (le — 1)’>]senh(O — (k—1))
Ph senh[O + (te) — 1~~1senh~O — (te)
—
1~1 + (le ‘‘, (5.10)
senh[O + j¿~> + ky]senh(6 — (te>)
donde el producto sobre p,~ es igual a uno y (o> = ¿o~j. El valor de gte(O)Pi
viene dado por:
g(k>(6)=a ~1=le=Q,
9(k)(6)=f,91 ¡<+1=le=l>,
9(te)(O)=f,¡1 ¡>.4-l<k<u. (5.11)
La expresión para el autovalor (5.10,5.11) da el resultado invariante
grupo cuántico en el límite ¿~, —. ~, ver el capítulo anterior. Para el
caso SU(2) estas fórmulas se reducen a las del articulo [75]. Se puede ver
que los casos “mezcla”, aquellos en los que l~ !=U, dan autovalores ima-
ginarios en el régimen trigonométrico. Para los casos con = 1... = ¡ los
autovalores son esencialmente reales, pudiéndonos deshacer del factor ex-
ponencial imaginario global mediante una redefinición de las matrices de
reflexión 10 ....* cí(~~¡bK+ [40]. Este factor se ha mantenido para poderlo
comparar mejor con el caso invariante grupo cuántico.
Las ecuaciones de Rethe que deben ser satisfechas por las raices (te> son:
Pi
7’>~ senh[p~> + ¡¡~) + (le — 1)’y]senh(p~~’> — (te)
—
h(¡c)(p$k>) II —>#¿ senh[j4’> + t4~> + (le + 1)y]senh(,4te> — ¡¡~> + -y) —
u
u
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Ph+i senh(,4te) + (te+1) + (te) (te+ U
k-y)senh(p~ — ¡¡5 1) — ‘y) -
senh[p$> + ¡¿~~~) + (le + 1)’y]senh(p{te> —
Ph~i senh[¡4”> + (te—i) ) (te—1
)
H senh(p$k> + , + (le — 1)’>]senhQ4te — ) ‘3
.71 (te~1 + le’>)senh(p4te~ — (te—1) + ~ u
l<le<u—1 l=i=pk. (5.12)
En la expresión anterior las funciones l~Qi(O) vienen dadas por: U
1~ ~ ¡—.~ h<’—)(p$¿>) = senhcl¿...
—
senh(¿ + ~V~>+ I~’y) U
senh[¿+ + p~¡+) — (u — ~+h]e2t¿’+~~+Y
senh(¿+ — ,3¡+) — n’y) U
1+ = 1.... = 1, ~ (~$1)) — h~’— (pr> )h(’+ ) (p$1~ )),
le!=¡+,L, h(te)(6) = 1 ‘3
De las anteriores expresiones vemos que los autovalores de la matriz de
transferencia en el régimen trigonométrico son reales cuando 1+ = U.. = 1, y u
en otro caso imaginarias. -
5.1.2 Corrección de frontera a primer arden U
Vamos a obtener la solución de las anteriores ecuaciones NRÁ para el estado
fundamental en el limite termodinámico y para el régimen-no masivo. Como uhicimos en el capítulo anterior relacionamos estas ecuaciones con las del casoperiódico mediante el siguiente cambio de variables:
_ u
— ~(k)s
=
_ u
l<s=pte 1<k<n—l,
donde uVe> = (te) Para pasar al régimen no masivo hacemos— ile’y/2. ‘3
también los cambios ¿+ ~ —í& -y ~ y (te) ~VVe>Entonces,
vi
siguiendo la técnica standard [24], se introduce una densidad de raices en
cada nivel del ansatz de Bethe (a partir de ahora po = N): U
Li
u
u
u
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= hm
N—.oo N(AYL —
Como ya se explicó en el capitulo precedente aparece un agujero en A = O
para el estado fundamental, por tanto:
a’(A) — pQ)(A) + kb(A)
es una función continua y regular. En el límite N —. cc las ecuaciones (5.12)
pasan a ser un sistema de ecuaciones integrales para las densidades at(A).
ate(A) — ~ J _ dpKten4A — p)am(p)
tn=1 ~—“
— .L «“(>,y¡2) — «“CA (ir—y)!2)
2wN
en n—1 1
+ •‘(A,’y/2) — ~ >3 Ktern(A) + ¿(A) (5.13)
m1 2irN
xte(A) = ~ilogh(k)(A)
Con,
xu(A) = 2iA + «‘Ckk~ +2, +
2 — x¡+(A) = —2i> — «‘(><¿~ — ‘y(n —
= O cuando le !=1+, 1~. -
Cuando 1~ = U.. = 1, x¡(A) = x&CA)+ x¡~(A)
Como vimos, en este régimen:
•(z, ~y)=1 log [::nh(iy 12
]
Cuando xte(A) = O reobtenemos el caso SEJq(n) invariante. La densidad
de raices reales resulta ser la del caso invariante grupo cuántico, a’(A), más
el término:
u
u
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.5a’(A) = j dle ite,\ 6&’(le) U
2w
6ñ’(k) = ~4Ñ~[senhle(ji — qjRu~le) — senhk(i — )Ru+ (le)] 1senhle~ u
+~6(le) [Ñ¡u(O)— Ru+(0)]
Se puede ver que este término se anula en el caso invariante grupo cuántico U
El núcleo resolvente .Rn’(le) es el mismo del capitulo anterior y
q~=¿~—’y(n—1) ‘3
2
Veamos cual es el cambio en la energía libre en el caso 1+ = U.. = 1. En los ‘3
otros casos se obtienen contribuciones imaginarias debido a que los autova-
lores no son reales. Realizamos también una redefinición de la matriz Rt~ ucomo mencionamos antes. El cambio en la energía libre con respecto al casoinvariante SU(u)q vien dada por:
61(0) = dle senhkO senh—(n — /) x00 le’>
o senh(ynle/2)senh(irle/2) 2
____________ usenhle(~+ — qj/2coshle(r — 77~ —
~ } (5.14) u
Este término nos da la energía superficial inducida por las condiciones de
contorno abiertas como una función de ¿+, ¿.... y 1. La derivada de 61(0) en u6 = O multiplicada por ~~~senhynos da el cambio en la energía de superficie2para la cadena asociada.
5.2 Modelo t-3 abierto. ‘3
El modelo t-J ha suscitado bastante interés en relación con la supercon- U
ductividad de alta temperatura. Este modelo se obtiene del de Hubbard
como hamiltoniano efectivo para los estados de baja energía en el límite
de fuerte correlación. En este limite la doble ocupación de fermiones está U
u
u
u
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prohibida con lo cual sólo se tienen tres estados posibles en cada punto de
la cadena. Para una relación determinada entre las constantes de acoplo
el modelo es supersimétrico. En una dimensión el modelo es exáctamente
resoluble mediante el ansatz de Rethe (73, 77]. Recientemente el método del
escatering inverso cuántico ha sido usado para resolver este modelo (31], y la
completitud de los estados de Rethe probada [35]. También se ha propuesto
y resuelto un modelo t-J invariante sp¡q(?, 1) mediante una generalización
del ansatz de Rethe encajado [36].
Como comentamos en el capítulo primero, es interesante encontrar la
clase más general de condiciones de contorno posibles para este tipo de mo-
delos pues podrían dar cuenta del efecto de impurezas y campos magnéticos
situados en las fronteras de la cadena. En el segundo capítulo se encontraron
sólo las soluciones diagonales de las ecuaciones de reflexión correspondien-
tes. En este caso estas parecen ser las únicas interesantes pues otro tipo
de condiciones más generales podrían llevar a estados de baja energía tipo
“domain wall” que para este modelo no son deseables [54, 25, 26].
Las condiciones de contorno que vamos a tratar sobreviven el limite de
anisotropía cero, lo que no ocurre para los términos que dan invariancia
grupo cuántica.
5.2.1 Notacion.
En esta sección comentamos someramente la construcción de la matriz de
transferencia para fijar la notación.
Trabajaremos con la matriz S (5(0) = P) dada por (2.49). La matriz de
monodromía es la estandard, y -viene dada por:
ij¿3(v) = ScUi (v)s~2d2 (v)sb~d3 (y) gb¿dL (y),
donde los índices entre paréntesis actúan en el espacio cuántico C3®C3®...C3
y a, b en el espacio horizontal auxiliar C3 del modo usual.
El operador T’(v), inverso de T(v) tanto en el espacio horizontal como
cuántico, viene dado por: -
= S~t (v)S~~ (~)St (y) ~~‘itL (y),
donde:
‘3
91 u
u
S~(—v)
“cdkt) = sen(’y +v)sen(y — u) ‘3
Los elementos de .5 se denotarán con una tilde ““. - u
Definimos entonces la matriz de monodromía doblada LI, de la manera usual -
(1.23). Este operador se puede ver como una matriz 3 x 3 de operadores
actuando en el espacio cuántico: U-
A 52 B~
C
2
13fl 1323 ¡ (5.15) U
C
3 tn ~ 1
La matriz de operadores U satisface la ecuación de reflexión (1.25). La U
matriz de transferencia de condiciones abiertas se construye usando (1.26).
5.2.2 Ansatz de Bethe. U
Queremos diagonalizar la matriz de transferencia anterior y con ello los uhamiltonianos (2.73). Tenemos que resolver pues el problema de autovalores:
- taa* — A’>, (5.16) u
donde t”
0(v) denotarán las matrices de transferencia construidas con la fa- umilia a de soluciones para y la familia fi para 1<7 a, fi = A ó B.
Como ansatz de Bethe para los autovectores de la matriz de transferencia
tomaremos’ combinaciones lineales de los operadores 8a actuando sobre un u
estado fundamental ferromagnético. Despues seguiremos el procedimiento
usual. Sólo hay que notar que las matrices-de reflexión llevan a matrices de
reflexión del problema reducido, como acabamos de ver para el caso de las u
cadenas abiertas A,,..
1. Veremos que esto es lo que ocurre, pero en este caso
a diferencia del anterior las matrices K+ llevan a matrices JC del problema
reducido y viceversa. U
Para hallar las relaciones de conmutación de los operadores U4b se usa la
relación (1.25) que es la misma cualquiera que sea la matriz IC si cumple las
ecuaciones de reflexión, Como en el caso de las cadenas A,....1, es conveniente U
u
u
U
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hacer un cambio de operadores para hacer que los términos no deseados sean
más fáciles de tratar. En este caso el cambio conveniente es [36]:
S~(2v ~‘»V~(V) + kbA(V)abk~) = x(v) b( y+y)- a(2v)
b(2v)a(2v + -y
)
x(v) = ~a(2y)¿’(2y~4--y
)
(5.17)
donde las fuciones a(v), b(v),... son los elementos de la matriz .5 dados
en el segundo capitulo. Es interesante notar que en este caso el cambio -de
variables que lleva a las reglas de conmutación sencillas no es diagonal como
en el caso de A,,...1 sino dado por la propia matriz .5. Usando este cambio
se obtienen las siguientes reglas de conmutación [36]: -
A (y )8~ (u’)
Vbd(v)84v’)
a(v’ — v)b(v’ + y) ‘)A(v)
¿‘(u’ — u)a(v’ + y>Ba(V
— v)b(2v’
_ I3atv)A(v’)¿‘(u’ — v)a(2v’)
c...}v’ + u) Bbc (2y’ + ~~Bb(uYbdc( u’),
— a(v’ + u) x(u) b(2y’ + ‘y)
— u’) 5~IJb(...~y — y’ ‘>
— Bc(v’)Vge(v)
1 c~(u + v’)b(2v’) h b8b(V)A(V)
+ x(u) a(v + v’)a(2v’) a
x(v’) c~(v — u’) S~(2v’ + ‘~>‘~8d(v)VeJ(V’)
.
x(u) ¿‘(u — u’) ¿‘(2v’ 4.’>)
donde los índices en las anteriores ecuaciones toman solo los valores 2 y 3.
Usando el cambio (5.17) y la definición de la matriz de transferencia, ésta
se puede escribir del siguiente modo:
tAP ~ (sen(¿+ — u — ‘y)evA(v) + x(u)K.j1)Cd(v)Vdc(v))
tBfl — 1
- sen¿+
(sen(¿+ — v)eV~(y) + x(v)sen(ti.. + u
(5.18)
(5.19)
con fi = A, B y:
u
u
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‘3
— ( qe”’sen(¿.,. —y—-y) 0 ‘3
— O e~vsen(¿+ + u) )
= ( ~~) , ‘3
el origen de esta notación se verá más tarde.
Es fácil encontrar un autoestado de estas matrices de transferencia, el vacío
del primer nivel, dado por: U
u
LI 1
:=1 \0 / ‘3
Este estado ferromagnético es, como vamos a ver, un autovector de A(v) uy Vdd(u).
Es fácil ver de la definición de A(v) que: u
= aL(y)~L(~y)K;(y)«’.
Para el caso de Vaa(u) es necesario usar que T~i(u)«’ = T,~’(—v)«’ = 0 ‘3
cuando a ~ b, a, b =2y conmutar Tbí(v)T~’(—v) usando la relación de
Yang-Raxter para las matrices de monodromía T y T~1. El resultado es:
¡ c~(2v) — c+(2u
)
Vaa(u)0 = kK¿T(u) — a(2u) K
1 (u)) b~ (u)SL (—v)«’ + (2) A(u»¡’. ‘3
Despues de usar la fórmula (5.17) se obtiene u
Vcd(u)«’ = ±2«‘K~<1~(~), ‘3
- Vcd(vYI> = r(u»Lsen(¿. — u —
para las familias A y B de matrices ¡Ú respectivamente, donde: ‘3
u
‘3
‘3
u
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o
— ( q&1t’sen%... +u —‘>) ~q2eiVsen(¿ — u — 2’>))
- (~ t)~
y:
r(y) = b2(2u 4~r) (c+(2v) — ~ ¿‘L(u)¡L(v)qa(2u+’y)w(2v+’y)sen¿... \.a(2y) /
la notación se aclarará más tarde.
También se ve fácilmente que Cb(u$’ = O y que 84v)«’ no es proporcional
a 4’ y diferente de cero (b = 2,3). Por tanto podemos usar combinaciones
lineales de estos operadores para crear excitaciones. Usaremos pues para el
ansatz de Bethe del primer nivel:
‘1’ = 8
11(ui)1312(u2) . . .BiN(uIV)«’tI4t
con subíndices de 2 a 3. Los coeficientes *(‘> serán determinados por el(1)
ansatz de Bethe del segundo nivel (estos son los coeficientes X de las cadenas
Conmutando este vector con los operadores de la matriz de transferencia y
usando las reglas (5.18,5.19) se obtiene:
júlB(u)~¿Jf = rC43(u)lla(ut ~~)b(ut+v)~L (u)ñL(~v)*
+ ~p b(2u)b(2u + ‘>)(c+(2u) — flfl( 1
a(2u)w(2u 4.’> a(2u) ~k¿’(y — u~)l4—v — u~ —
+ términos no deseados. (5.20)
con:
‘3
‘3
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= rÁB(y) — sen¿+ 1 sent... sen(¿+ — y — ‘y)sen(~. + y),
fBA(y) = rBB(y) — 1 ‘3
—I sen¿+ sen4.. sen(¿+ — v)sen (e.. + u),
q
~AA(y) = sen¿4 sen¿...’
LXAB(u) = sen¿+ 1 sen¿..sen(e. — u— ‘>)ett, U
qABJ
4(u> = sen¿+ sen¿jen(¿+ + y + y)e •~> U
1A(v) = sen¿~ sene.. sen(¿+ + u + ‘>)sen(e.. — u —‘y).
Los térmii¡os deseados se obtienen tras usar el primer término de las re- U
glas de conmutación (5.18,5.19). Los términos indeseados vienen del segundo
y tercer término de las reglas de conmutación, para ver detalladamente como U
tratar estos términos ver el capítulo anterior. No hay sumación sobre losíndices aB. El operador t~(u+’y/2, {v~+’>/2}) es la matriz de transferen-
cia del segundo nivel formado por la familia a de matrices K+ y fi de IÚ.
y ‘3Con se denotan las matrices de reflexión correspondientes para
este problema reducido, esto explica la notación. La matriz de transferencia
del segundo nivel viene dada por: U
+ y¡2, {u~ + ‘y/~}) KS(l)cc(v)Ua(l)cc(u + ‘y/2, {yj + ‘y/2», U
c=2
donde los operadores del segundo nivel U
0(l)(u, {v~}) se construyen a partir Ude los pesos dados en (5.19) y la matriz
Por tanto a partir de la ecuación (5.20) hemos llegado a un nuevo pro-
blema de autovalores con sólo dos estados por unión correspondiente a la
‘3superálgebra 84(1,1):
t~(u + ‘>/2, {u~ + j’/2})*<i> = A~(u)*(i). (5.21) ‘3
Se puede ver que los términos indeseados en (5.20) se anulan si: ‘3
U
‘3
U
U
96
a(v~~vte)b(u~+ute)aL(ute)aL(~yte)+
ute)a(uí +ute)
A~(ute) (c+(2ute) —fl x (5.22)
sen’> a(2uk -i-ijk a (2ute) 1
ñí (¿‘(ute — v4b(—u¡~ — u~ — ) bL(yk)bL(....ute) = 0,
i#k
k=1,..~N.
Es importante notar que el factor dependiente de a, fi es igual a 1 en el caso
invariante grupo cuántico.
Para resolver el problema reducido se siguen pasos paralelos a los del primer
nivel. Primero definimos los operadores A(í) = U(í)n, 8(1) = U(y)n, C(í) =
U(í>32 y 13<~> = U<1»3. El ansatz de Rethe en el segundo nivel para *<~>
viene dado por:
= ~ (u1 + ‘y/2, {u~ + 7/21)8(1) (u2 + ‘>12, {v~ + ‘y/2})
8(1) (¿<u + ‘>/2, {v~ + ~‘/2}) «‘<a>,
donde:
IV ¡~ \
«‘(1) = ® ~o )
t=1
es el pseudovacío de segundo nivel. Este es aniquilado por el operador C(í).
Como en el .primer nivel> es conveniente hacer el cambio:
‘D(i)(u, {uí}) = V(í)(u, {ví}) — cÁ2u)A(í)(u {ui}). (5.23)
a(2v)
La acción de A<1> y V<1> sobre «‘<y> viene dada por:
IV
= Kó>11(u) [Ja(u — u3a(—u — u1 — ñ«’<í> (5.24)
1=1
A(í)(u + ‘>/2, {u~y/2})4’<í>
97
V(í)(v + y/2, {un’/2})4’(i) = 6(2v + ‘y) ~j ¿‘(u — v1)b(—v — u~ —+ -r~ 1=1
1t4(v) = q —1e~vsen(¿+ + u
PB(u) = 1. (5.25)
Tras el cambio (5.23) las matrices de transferenbia reducidas se pueden
escribir:
t(i) 60(u)q + ‘>~A<1> — p0(v)V(i),
a(2v 4.’>) (5.26)
con
OA(u) = e
tvsen(e.. + u), Os(u) = 1
y
pA(u) = q2etvsen(t.. — u —2’>), pB(v) = 1.
Las relaciones de conmutación para los operadores A<
1>, 13(1) y 8(1> se
obtienen como de costumbre (ver [36]). Usando estas relaciones y (5.24-
5.26) un razonamiento similar al del primer nivel da el resultado final para
el problema de autovalores (5.16):
= AÁ(v) + At(v) +
— A(04)Á(u) fi a(v~ — v)b(y1 + u) L cu~ñL (—y),
1=1 b(u~ — u)a(ui + y)a \I
con:
AÁ(y)
(5.27)
— >(4B>Á(V) — qsen(.~+ — u — y)sen(~ +v
)
sen¿+ sen¿..
— .A
1y~ = qsen(¿+ — v)sen(¿... + u
)
(BB»4\, sen¿+ sen¿...
— ~ b(2y)b(2y + ‘y) - c+(2v) — 1 1 — c.42v + ‘yfl bL(u)SL( y) x
••(~‘1>t’J’~’a(2u)w(2v +-y)k a(2u) 1k a(2v + ‘y))
‘3
‘3
‘3
‘3
‘3
‘3
‘3
‘3
‘3
‘3
‘3
‘3
‘3
A(ÁÁ)Á(u)
A(BÁ)Á(u)
At(v)
U
‘3
‘3
‘3
U
U
‘3
98
IV a(u — u~)d(—v — u~ —‘>) fi a(v1 — y)b(u1 + y + -y
>
111111 ¿‘(u — u~)S(—u — u, — ~y) _ b(u~ — u)a(v5 + u + ir)
qsen(4 — u — ‘y)sen(¿... + u
)
sen¿+ sen¿...
q
2sen(¿... — u — ‘y)sen(¿.. — u
—
sen¿+ sen¿...
C’sen(¿+ + u + ‘y)sen(¿... + u)e2’~
sen¿+ sen¿...
sen(¿+ + u + ‘y)sen(¿... — u — ‘y
)
sen¿+ sen¿.
b(2y)b(2y + y) /c+(2v) _ \ ¡
— —>...“t (u) 1 _ liii
tornvII a(2u)u42v + ‘y) \a(2u) / \
c...(2u + -y)~
\
a(2u + ‘y)
LL(\ZLIXrT a(u, — u)b(u
1 + u
u\u)v\—u)jj~ ¿‘(u, — v)a(u5 + u ±7)
A(AÁ>t (u)
A<~~>t (u)
— A~u~ = q sen(¿4 + u + y)sen(¿... — u— 2’>’
(BA>Vn\I sen¿+ sen¿...
sen(¿. — u — ‘y)sen(¿~ + u + ‘y
sen4 sene.
En las anteriores ecuaciones se ve que para el caso (a,fi) = (B, B) el au-
tovaloi~ es real. Para el caso (a, fi) = (A, A) hay un factor global q que puede
ser eliminado mediante la redefinición K+ ... f’K+, hemos mantenido esta
definición para hacer mas claro el límite al caso invariante grupo cuántico.
Para los casos mezclados, (A, B), (B, A), tenemos términos imaginarios que
no se pueden eliminar por redefinición de las matrices de reflexión o por
transformaciones gauge de la matriz 5. El límite S~ = e«~ —* oo lleva a las
fórmulas obtenidas en [36] para el caso invariante grupo cuántico.
Las ecuaciones NRA que se obtienen de la cancelación de los términos inde-
seados son:
a(ute)a(—ute) LN ute)b(u¿ + -y
_________ a(u~ — ute>b(u~_+ +_ute
qa~(ute) ¡4ute)b(—ute) )!¿ a(ute — u~)a(u~ + uk)a(—ui — ute — X
.~ ¿‘(u5 + r’k -+ ‘y)a(v5 — ute)
A(ÁÁ)t (u)
A(ÁB)t (u)
A(BA)t (u)
A(BB)t (u)
At11(u)
(5.28)
IV — u~)á(—u¡ — u~ ~y) ~ ~=
<tp(tk) u¿=1 (tq—u~)¡4—v¡—y~—’y)
= 1
flab(Vte) = sen ¿...+vk e2Vhqsen ¿...—vk—yq5en(¿.—v~~e2~k
qba(yte) = sen
= sen(¿+—vh ?sen(¿~+vh
>
qbb(ute) sen(¿++vk+y>sen(¿~~vh—y)
sen(t..+vflsen(¿+ —v¿—y)
(aa(yte) sen(—~—2-y)sen(¿++~+y)
q2sen ¿ —u
1—-y
Gab(Vk) = sen ¿++v~+y
sen ¿...+,q c2”iGba(Vte) = t~ sen ¿——“¿—h
(b
4(yte) = 1
Por tanto la solución al problema de autovalores (5.16) viene dada por
la ecuación (5.27), con u¿, u¡ dados por las ecuaciones (5.28,5.29).
Estas ecuaciones son reales para (a, fi) = (A, A), (B, B) e imaginarias para
los casos mezcla. Este hecho es nuevo y aparece solo para el caso de matrices
5- correspondientes a álgebras de rango mayor que uno. Estos términos
conservan su interés en el caso hiperbólico. En el limite invariante grupo
cuántico todos estos términos desaparecen.
‘3
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Capítulo 6
Propiedad de peso máximo.
Es conocida la propiedad de peso máximo de los vectores de Rethe para
lás cadenas periódicas. Para las cadenas abiertas invariantes bajo grupos
cuánticos esta propiedad se demostró para el caso SUq(2) en [59, 22]. En
este capitulo probamos ka. propiedad de peso máximo para el caso de las
cadenas SUq(n) y sp¡q(2, 1) invariantes. Estos resultados constituy¿n la
primera prueba de este tipo de propiedad para cadenas abiertas asociadas
a álgebras de rango mayor que uno. Los resultados están basados en los
artículos [29, 40].
La propiedad de peso máximo tiene una interpretación clara desde el
punto de vista de la organización de los autoestados de la cadena de espín.
Puesto que la matriz de transferencia correspondiente conmuta con los ge-
neradores del grupo cuántico, los autoestados se organizarán en multipletes
respecto a este. Además los autovalores serán degenerados. También tiene
importancia esta propiedad con respecto a la posibilidad de definir modelos
del tipo RSOS.
Para seguir este capítulo es necesaria la lectura de los dos anteriores.
6.1 Cadena SUq(n).
Para probar la propiedad de peso máximo necesitamos obtener las rela-
ciones de conmutación entre los limites de parámetro espectral infinito de la
matriz de monodromía doblada y los operadores 8. Trabajaremos con un
corrimiento en el parámetro espectral con respecto al capítulo cuarto dado
100
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0+ ‘y/2. Usaremos la ecuación de reflexión que cumple la matriz ‘3
de monodromía:
_ _ “3
Mab )~ Ueg(O)R(6 O’)~J _ (O’)cd = R(6 —6’ + —
= Uae(O’) R(O + 6’)7~q UJh(O) 11(0 — 0’)~’j ‘3
que para algunos valores concretos de a, b, c, ci y en determinados limites del
parámetro espectral, nos dará las relaciones necesarias. Hemos de probar
“3
Veamos que Jf* = 0.
Tomamos la ecuación M?? = N
13’ en el límite 0’ —. —~ para obtener: U
Wí/2
J~q~
3Wi/2q~W2/2~¡(O) = R%’É
5(O)Jj~c
3Wí ‘2q~ u
— c26ñ
2¿(Oflq
2W1, (6.1)
donde se ha usado la ecuación (3.29) y la notación del teicer capítulo. Us-
1! 11 ‘3
ando M11 = N” en el limite O’
—2W, ¡3¡(O) = f3¡(O)f2Wl. . (6.2) u
Teniendo en cuenta que
(6.1, 6.2) se encuentra: jJ 1 >= 0, y las relaciones de conmutación u
— q2(Pr~L~~4/4) u
>Z 63h2
te=1
[44senh(4’> + ¿41>)senh(pji> — (1) — ‘y) - ‘3
L~ senh(pj’> + ¿1) +‘>)senh(pj’~—
—H senh(¿1> + ~ 2j’)senh(pte> (1) + -y
)
.!=te senhQ47~ + pj’> +‘>)senh(p j1> — (1)A-Li
ti senh(pjl> + wi)senh(pj’> — wi) M2)((>.p(í))] >< Ii
.=í senhQ4j> + wi + ~‘)senh(pj1~— ¿ci + fl’)
B,h+, (42~)... Éjk~l(p ~) ji> M¿flXO) 0 ‘3
‘3
3
<‘3
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donde Mc’> tiene en cuenta el reordenamiento de los operadores 8, ver el(i)capítulo cuarto y [24, 27]. La última igualdad en la ecuación precedente
se cumple en virtud de las ecuaciones del ansatz de Bethe del primer nivel
obtenidas en el capítulo cuarto (recordar el corrirítiento en el parámetro
espectral). Solo nos queda usar que J~q~3Wí/2qtl2/2 — qq~3Wi/2q~W2/2JjF
y que los operadores q”~ son invertibles. Esto prueba que — 0.
Para el resto de los generadores las cosas no son tan sencillas. Primero
probaremos que Ub¿(oc)* = 0, ¡a> d ,b,d> 1.
Tomando ahora el límite 6 —. en la ecuación (4.54) se tiene:
Úbd(oo)* — q2Pi3(¡41> ) ® . .. ® B(~i>) ¡1 > ~ (oo)X.
En la fórmula anterior UU>(cc)X es el límite O —. - del operador Ubd(O+
-y/2) para un problema de pesos locales R(2)j(O + ‘>12), lj, le, ¡ = 2,..., u.
También se puede entender como un operador LIb.id-.1(O + -¡/2) de una
cadena SUq(n — 1) con pesos locales R~(O + ‘>/2), i,j, le 1 — 1 . , u — 1.
Podemos seguir este proceso 1 veces, hasta que ci — E = 1, esto es:
Ubd(oo)* —
92(Pi+P2+...+Pd...i)B(4fl) ® . . . ® ~ (~Z2) ji 1<’> > U,~>(oc)X(dí).
Ahora U~+l>(6 + ¡‘>¡2) se puede entender como un operador Ub...¡ ~(O+
¡‘>12) = Cb..q(O+Py/2) para una cadena SUq(n —1) con pesos locales R~(O+
¡‘>12), i,j, le,1 = 1,... ,vi — 1. Itas este proceso llegamos siempre a un
operador del tipo Có.4(oc) en el nivel 1+1 actuando sobre ~ Necesitamos
pues conocer las relaciones de conmutación entre los operadores Cb(cc) y los
1.940) para conocer como es esta acción. Las relaciones de conmutación se
obtienen en el límite O .—. zc de la relación M%!~ — Níb el resultado es:
Cb(oo)13e(O) = .Fht-131(0)Cs(oc)
+q(q — f’)Vb9(cc)[6g~A(O) — e’
26’~t wc(O)],
donde se sobreentiende la sumación en g y se ha usado [13b
2(oo),A(O)]= 0.
Teniendo en cuenta la fórmula obtenida-, en un nivel arbitrario del ansatz de
Hethe se tiene:
‘3
u
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‘3
UU)(cc)X(d1) = q(q f1) >3 13b5,<(CC) ‘3k=1
(d> (ti)
If senh[p,~ + ,4’> + (ci — 1)-r]senh(p¶j> —
—
[á’á senh(pjd> + (d) + d’y)senh(ptd> — J~O1)> ‘3
~ senhh4’~ ~ (rl) + (ci + 1h]senh(pV1 — (ti
)
H + 0
i#te senh(pid> + (ti) + d-y)senh(p7~ — (ti)> ‘3
Ni senh[pid> + (d—i) + (ci — 1)y]senh(p7>
senh(p$d> + (d—i) + d.y)senh(¿dl — ~Sd—t)4.’>) (¡‘k;su )j x ‘3
. . . É5~>(4t2, ~(d) > (i) (6.3)
donde la última igualdad se cumple M<i>X(d)<i> —en virtud de las ecuaciones de Bethe ‘3
de nivel d. Esto prueba el resultado deseado Ubd(cc>’> O, b > d, b, d >
1. Teniendo en cuenta los límites de parámetro espectral de la matriz de
monodromía doblada vistos en el capítulo segundo obtenemos que J~_~W = ‘3
O
Con esto se obtiene U,.,,.
2(cxjip = T»,,(oz)T~~2(cE)’> = 0, y como
‘3es un operador invertible tendremos que T~~.2(~)’> = 0. Usando ahoraque:
= [T,,..i~...l(cko)T,,.i,....2(oo) + T~...i~(oo)T~,>..2(ccfl’> = 0, ‘3
lo que implica que T,...i,....2(oo)* = O y con las relaciones (3.15) se tiene
j+4 -
n—2 =0.
Siguiendo este mismo proceso se obtiene la propiedad de pe~o máximo para ‘3
el resto de los generadores, paira esto se hace uso de las ecuaciones NHA ude los niveles restantes. Esto finaliza la prueba de la propiedad de pesomáximo, Jf* =0, 1=1,...,n—1.
Puesto que la matriz de transferencia (312) conmuta con los generadores
‘3
de SUq(n), tendremos en concreto, que:
[t(0),J;]=o, a=1...n—1. ‘3
Esta última propiedad nos dice que lo~ autovectores de la matriz de trans-
ferencia son degenerados puesto que los vectores (J;)~’>, J ~ O son au-
tovectores todos con el mismo autovalor. Estos últimos autovectores no se u
‘3
‘3
‘3
u
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obtienen mediante el ansatz de Rethe pero como se ve son fácilmente deriv-
ables de él. Con esto vemos que los autoestados de la cadena se organizan
en multipletes generados a partir de la acción de los operadores J; sobre
los vectores de Rethe. Es notable el paralelismo de esta propiedad con los
modulos de verma de las teorías invariantés conformes [65].
6.2 Modelo t-3 invariante .splq(2, 1).
El modelo t-J invariante splq(2, 1) se puede obtener a partir de las soluciones
obtenidas en el segundo capítulo para las ecuaciones de reflexion en el límite
= ¿¿+ —~ ~. Las matrices de reflexión son en este límite K = 1 y,
00
K+=M=(O ~
En este caso recuperamos la construcción de la referencia [36] que de-
fine la matriz de transferencia como la traza de Markov, asociada a la su-
perálgebra spl9(2, 1), de la matriz de ijionodromía doblada (con IÚ = 1) enel espacio auxiliár:
4(v) = >3MaaUaa(u) >3 M
0bTb~(vy~;’ (—u).
a abc
La matriz de transferencia así obtenida se puede demostrar que conmuta
con los generadores del grupo cuántico mediante el método comentado en el
capítulo tercero [53]. En la referencia [36] esto fué demostrado por primera
vez por un método direct¿, es decir conmutando los generadores con la
matriz de transferencia. Igualmente se obtuvo la representación en la cadena
de espín de los generadores de splq(2, 1) mediante limites del parámetroespectral u. Esto se hace de manera análoga a la obtención en el capítulo
tercero de los generadores de SUq(u). Las relaciones importantes para lo
que sigue son las siguientes:
A(x-~cc) q~L~2Wi
Vss(r—.0) ,.... qLq2W3
‘3
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C2(x—.cc) a...q~
12q — W3/2Fíq 1V, - ‘3
13
32(z—.O) ~0~qL/2~qWi /2+2W3 E2, (6.4)
= q±1/2(q— fi) ‘3
a = a®a®...®a, c=diag(1,1,—1),
donde z = e”’. En las fórmulas anteriores E1, ~‘2 son generadores del álgebra ‘3
cuántica, el resto de los generadores son E~, £2 , = VV1 — VV2 y H2 =
VV2 + VV3. Estos obedecen las siguientes reglas de conmutación, que definen
‘3
el álgebra cuántica graduada spIq(2, 1):
_ uqq =q q
qHiFjq~itIi — qaÓFj
qHiEjq~Hi = qaó£á, ‘3
rr’nl _ qHi — qZM’LriwLiJlJ — [Fi,E
2]=0, u
— qH2~q~H2
_ [F2,E1] =0,
9—9—
= 4=0, ‘3
más las relaciones de Serre deformada& En las anteriores fórmulas 0.5 sOfl
los elmentos de la matriz de Cartan graduada, dada por a~í = 2, a12 = a21 = j~1,022 = 0. Estos generadores se puedever que conmutan con la matriz de
transferencia i(z) obtenida con las mattices A’~ en el limite anteriormente
indicado. Esto se puede ver usando el método de las referencias [53, 60] o u
por cálculo directo [36], se tiene: -
[t(x) 9Ht] — 0 ‘3
[1(x),E1] = 0,
[í<4,E~] = 0, i= 1,2. (6.5) ‘3
Para probar la propiedad de peso máximo para los estados de Rethe es
necesario ver que E1’> = E2’> =0. Para esto necesitamos saber las reglas de ‘3
conmutación entre los operadores f$~ y los generadores E1. Estas se obtienen
usando las ecuaciones (6.4,1.25) y tomando los límites convenientes en el
parámetro espectral. El resultado para fl es ‘3
‘3
‘3
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Fl8d(u) — q(2~d/2)Bd(v)Fi + q <1—1
)
2 q
(6d2 (1 — c~(~)) kv) — ¿‘(2i’ ±‘»~(y)Sbd(2V + ~tbc(u)
donde también hemos usado (5.17) y las relaciones de conmutación:
[qWl .4(x)] = 0, [W
3,tSti(v)] =
6rl384v), [Wí,13d(u)] = —Bd(u).
Usando los resultados anteriores, las reglas de conmutación (5.18,5.19) y
que F
1«’ = 0, se obtiene:
IV
E1’> = >3q7’6~ ¿‘(
2ute
N vtey{m + ute) L
.íl..l a(u¿ — •. - a (ute)ñL(~uk)
U
1+ A(í)(ute) ¿?é4(2ute) ÁNA( ________________________
sen-y a(2t’te + -y) ka(2vte) Vt!=Ikb(yte — v~)b(—vte — u~ —
donde p es un operador irrelevante para lo que sigue y hemos usado la
(i>
ecuación (5.21). La matriz M(J) aparece por el reordenamiento de los ope-
radores 8, ver el capítulo cuarto ó [24, 27]. Vemos, mirando la ecuación
(5.22), que esta última expresión prueba el resultado deseado E
1’> = 0.
Para el operador E2 usamos la relación (5.17) encontrando que:
— —oc) = ~¾-3-(~ — q1)&qWí¡2+2W’3 E2.
Usando las reglas de conmutación (5.19) en el límite x — —oc vemos que
el primer sumando es de orden x’
2 con respecto al tercero y cuarto, siendo
el único que sobrevive en ese límite. Usando la relación de conmutación
obtenida N veces se obtiene:
‘3
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Ii
{J}
= c85, (uj).. .Bd4uIV)«’F(1)2<.> <ir udonde es el limite z —. —oc de U<1>23 y c es un factor sin importancia
para lo que sigue diferente de cero. Usamos de nuevo la relación (1.25) para
‘3el problema reducido y tomamos los límites necesarios para obtener:
F(x)28(í)(u) = q
28(
1)(u)F(1)2 + (q — q’)13(1)(—oc) (v(í)(u) — .i4(i)(u)) , ‘3
donde también se ha usado [13(l)(—oc),.A(í)(v)] = 0. Usando la relación de
“3
conmutación previa, el cambio (5.23) y que F(I)24’(í) = O se obtiene:
= jj a(v, — uÓb(us + ¡q +‘>) cj2u¡ +‘>)) ‘3
~ ¿‘(u, — u<)o(u5 + u¡ + ir) ¡ + ‘y
b(u¡ — u,)b(—u¡ — y1 — ‘y) — fi a(v, — u~)5(—u¡ — u~ — ‘>)} x ‘3•=1
donde E es un operador que no afecta al argumento que sigue. Queda claro,
tras usar la fórmula (5.29) en el límite invariante grupo cuántico, que F2* =
0. Esto finaliza la prueba de la propiedad de peso máximo para los vectores U
de Bethe de la cadena t-J invariante sp4(2, 1).Como el núcleo de E
1, I’2 es estable bajo variaciones de ‘y, la propiedad de
peso maximo se mantiene cuando ‘y/ir es racional, es decir cuando q es raíz U
de la unidad. Esta propiedad es importante para el estudio de los modelos
RSOS asociados [23].
A partir de las ecuaciones (6.5) se puede ver que los autovalores de Rehte ‘3
son degenerados,, dado que los vectores fl*, £~4I £~‘* 1 — 1,2, con
J $ O son todos autovectores de 1(v) con el mismo autovalor. Estos vectores
no provienen del ansatz de Rethe pero se pueden obtener directamente de ‘3
el. Para tratar el problema de la completitud sería interesante escribir la
matriz de transferencia en el límite x —. oc como una función de los casimires
de sp¡q(2, 1). Con esto se podría obtener una expresión general para la U
degeneración de los autovalores [22], entonces se podría hacer un análisis
parecido al del caso invariante spl(2, 1) [35]. u
u
U
U
U
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Conclusiones
Finalizada la presente memoria es momento de repasar los resultados
obtenidos y hacer algunas consideraciones. Hemos visto como las ecua-
ciones de reflexión pueden ser usadas de manera sistemática para obtener
condiciones de contorno abiertas e integrables. Sería pues de gran utilidad
conseguir un método general para obtener soluciones de estas ecuaciones.
Para el modelo de ocho vértices se obtienen, usando las soluciones de
las ecuaciones de reflexión, condiciones de contorno dependientes de dos
parámetros arbitrarios. Estas se interpretan como una interacción con cam-
pos magnéticos orientados en direcciones paralelas o perpendiculares en los
extremos de la cadena. Para el modelo de seis vértices en los regímenes
trigonométrico y racional se obtiene una familia de hamiltonianos integrables
dependientes de seis parámetros arbitrarios. Los hamiltonianos son inte-
grables para todas las orientaciones del campo magnético en los extremos
de la cadena. La relación entre el límite trigonométrico de la solución
elíptica general y la solución general para seis vértices nos lleva a conje-
turar la imposibilidad de obtener una cadena abierta XYZ con invaríancía
bajo la acción de un grupo cuántico. Esto se corresponde con la ausencia
de una interpretación de la matriz de ocho vértices como interpoladora de
un grupo cuántico, y hace parecer esta posibilidad más remota. Respecto a
la solución de estos modelos, en el caso del modelo XYZ se necesitaría una
generalización de la construcción de [32]en la que se haga uso del álgebra de
Yang-Baxter satisfecha por la matriz de monodromía doblada. Para el caso
de seis vértices parece aconsejable el uso del ansatz de Rethe analítico [66]
o la generalización a condiciones abiertas del ansatz funcional desarrollado
por Sklyanin [76], estas últimas posibilidades están actualmente en estudio.
Dada la conocida aplicación del modelo XXZ, con las condiciones de frontera
aquí encontradas, al problema de Hofstadter y al modelo de Sine-Gordon
con fronteras, la obtención de las ecuaciones del ansatz de Rethe seria de
gran interés. El estudio de la termodinámica del modelo XXZ con condi-
ciones abiertas llevaría a la obtención de cantidades físicas relevantes en el
problema de Hofstadter y Sine-Gordon.
Para el modelo de fermiones libres elíptico hemos obtenido sólo cuatro
posibles hamiltonianos al haber estudiado únicamente soluciones diagona-
eu
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les, es de esperar la aparición de parámetros libres en el caso general. En el
régimen trigonométrico sólo hay soluciones diagonales. Sería por supuesto uinteresante generalizar la solución de condiciones periódicas al caso abiertoen el régimen elíptico. A pesar del pequeño número de soluciones di gona- -
les para el modelo XY hemos visto que en estas estan las que proporcionan
‘3invariancia grupo cuántica a la cadena de espín asociada. Seria interesante
probar que en este régimen, al igual que ocurre en el trigonométrico, la ma-
triz de transferencia es también invariante grupo cuántico. En este caso no
‘3se conoce en qué límites de la matriz de transferencia se obtienen los gene-
radores del grupo cuántico con lo que el método de [53] no se puede aplicar.
Para el caso de álgebras de rango r mayor que uno hemos obtenido uun número de familias de soluciones diagonales igual al rango del álgebra. -
Cada una de estas soluciones depende de un parámetro arbitario. Esto hace
que para un álgebra dada podamos definir r2 hamiltonianos diferentes de-
‘3pendientes de dos parámetros arbitrarios. Se podrían obtener soluciones no
diagonales para estas ecuaciones, pero en principio carecen de interpretación
física y para el modelo t-J darían estados de baja energía de tipo kink que no
‘3son deseables. En ciertos límites de los parámetros arbitrarios se obtienen las
correspondientes cadenas invariantes SUq(n) y sp¡q(2, 1). La primera cons-
tituye el primer ejemplo de cadena invariante correspondiente a un álgebra ude rango arbitrario. Se ha discutido como eldormalismo de las ecuaciones
de reflexión constituye un marco general para la construcción de cadenas
de espín invariantes, y se ha relacionado con las trazas de Markov. Hemos
‘3obtenido la correspondiente generalización del ansatz de Bethe encajado
para el modelo SUq(u) invariante. Esta pasa por la demostración de nuevas
identidades entre la matriz de transferencia de condiciones periódicas y la
‘3de condiciones abiertas, haciéndose uso también de la propiedad de Markov.
Posteriormente se ha generalizado el ansatz de Bethe encajado al caso en
el que las matrices de reflexión son las soluciones diagonales generales. Se uha encontrado que en los casos mezcla, en los que las matrices de reflexión
en ambos extremos no corresponden a la misma familia, los autovalores no
son reales en algunos regímenes. Las cadenas con matrices de reflexión de la
‘3misma familia tienen autovalores reales, aunque los hamiltonianos asociados
no sean hermíticos. Se han obtenido la energía libre d¿l estado fundamental
y las correcciones de frontera a primer orden en los casos invariante y no
‘3invariante SUq(n). Un ejercicio interesante sería estudiar las correcciones de
frontera a segundo orden para los casos invariantes bajo grupos cuánticos
y obtener la expresión de la carga central asociada. Los autovectores de
“3
Rethe en estos casos son pesos máximos del grupo cuántico como se ha visto u
‘3
‘3
u
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en el último capítulo. Los autovectores de estas cadenas se organizan en
multipletes. El trabajo, en un siguiente paso, se podría dedicar al estudio
de los modelos RSOS asociados [23]. Estos se obtienen usando la condición
de peso máximo de los autovectores de Rethe y la teoría de representacio-
nes de grupos cuánticos para q raíz de la unidad. Respecto a los modelos
de caras cabe preguntarse también cual sería la interpretación de las ecua-
ciones de reflexión en este contexto. Un primer paso sería la formulación,
tipo ecuación estrella triángulo, de las ecuaciones de reflexión. Otro estudio
interesante sería el de la matriz K clásica, es decir, cómo son las ecuaciones
de reflexión en el límite q —. 1 y los sistemas integrables clásicos que así se
obtinen. En este sentido, sería interesante estudiar el limite semiclásico de
los vectores de Bethe de condiciones abiertas y su conexión con las solucio-
nes de la ecuación de Knizhnik-Zamolodchikov en la línea del trabajo [7].
Queda abierto, para todos los modelos obtenidos, el problema de la com-
pletitud de los autoestados. También se podrían obtener las matri¿es 1<
factorizables asociadas a estos modelos en el marco de [80]. Para el límite
racional del caso A~..1 se obtendría el modelo a no lineal de tipo 0(n)
con condiciones abiertas. Es muy interesante la continuación del programa
de obtención de soluciones en modelos con interpretación física clara como
sería el de Hubbard. Ruscar las condiciones que dan invariancia bajo un
grupo cuántico en este tipo de modelos también seria de gran interés pues
se tienen propiedades muy interesantes desde el punto de vista f!sico como
es la organización de los autoestados en multipletes del grupo cuántico: -
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