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Проблема развития – одна из ключевых проблем современной науки о
живом  [  CITATION МВВ75 \l  1049 ].  Она заключается в  том,  чтобы либо
научиться  предсказывать  направление  эволюции  и  индивидуального
развития,  либо выявить ограничения на возможности такого предсказания.
Таким  образом,  ее  влияние  распространяется  не  только  на  биофизику
сложных  систем,  где  она  предстает  как  проблема  эволюции,  но  и  на
психологию  (в  частности,  когнитивную),  в  которой  рассматривается
проблема индивидуального развития человека. Именно в этой области можно
выявить точки соприкосновения между когнитивными науками и биофизикой
сложных  систем,  и  предложить  подход  к  решению  проблемы  методами
биофизики.
Поскольку  непосредственное  изучение  когнитивных  процессов,
протекающих  в  мозге,  на  данном  этапе  затруднительно,  методы
математического  и  компьютерного  моделирования  представляются  как
возможная  альтернатива  [  CITATION  Сол111  \l  1049  ].  Кроме  этого,
моделирование позволяет максимально сфокусироваться на конкретных его
аспектах  и  отвлечься  от  множества  подробностей  и  деталей  структуры  и
функций объекта, не играющих важной роли в изучаемом процессе.
Среди  возможных  видов  моделей  стоит  особо  выделить  модели,  не
имеющие прямых прототипов  среди  биологических  систем,  но  способные
моделировать свойства живых объектов. Подход, основанный на построении
и использовании подобных абстрактных моделей, назван Дж. фон Нейманом
эвристическим  методом.  Необходимость  такого  подхода  обоснована  им
следующим образом: «Поскольку у нас нет достаточно ясного представления
о  том,  как  функционируют  живые  организмы,  то  обращение  к  органике
большой пользы нам не принесет. Мы займемся поэтому автоматами, которые
мы в совершенстве  знаем, ибо мы их сделали. Опишем автоматы, способные
воспроизводить  себя»  [  CITATION  Фон71  \l  1049  ].  Эвристическое
моделирование  как  метод  выявления  и  исследования  свойств  объектов
применяется не только в биофизике, но и в прочих научных направлениях:
например, фармакологии [ CITATION Lev80 \l 1049 ], биологии [ CITATION
Daw07 \l 1049 ].
В  качестве  объекта  моделирования  был  выбран  процесс  обучения,
поскольку между ним и процессов эволюции можно провести аналогию:  в
ходе  обоих  этих  формируется  структура,  обладающая  определенной
функцией [ CITATION Бар10 \l 1049 ]. Для моделирования процесса обучения
к модели предъявляются следующие требования: она должна иметь просто
описываемую структуру, которая реализует некоторую функцию, возникшую
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в ходе эволюционного процесса или процесса обучения. Для целей данного
исследования  наиболее  подходящей  моделью  являются  искусственные
нейронные сети (ИНС).
ИНС на нынешнем этапе рассматривают как результат несомненного
прогресса в моделировании когнитивных систем и процессов, поскольку они,
в  отличие  от  более  ранних  компьютерных  моделей,  «способны  делать
обобщения  и  понимать  сложные  визуальные  паттерны,  медлительны  при
математических  вычислениях  и  делают  глупые  ошибки»  [  CITATION
Сол111  \l  1049  ].  Искусственные  нейронные  сети  используются  как
инструмент  моделирования  в  психологии,  в  том  числе  в  когнитивных
исследованиях [ CITATION Арз03 \l 1049 ] [ CITATION АЛТ06 \l 1049 ].
Преимущество при использовании ИНС как модельных объектов в том,
что  они  обладают  сравнительно  простой,  "прозрачной"  структурой,  а  их
функция  может  быть  с  легкостью  определена.  Поскольку  работа  с  ними
производится  на  компьютере,  процессы генерации и  обучения  могут  быть
проведены  столько  раз,  сколько  требуется,  чтобы  набрать  необходимое
количество данных и затем приступить к анализу свойств.
Цель  данной  работы  состоит  в  том,  чтобы  ответить  на  вопрос  о
детерминации развития человека, опираясь при этом на данные, полученные
в  результате  моделирования  процесса  обучения  с  помощью  ИНС.  Для
достижения данной цели нужно последовательно решить ряд задач.
1. В  первую  очередь  необходимо  разработать  набор  программ,
которые  позволят  реализовать  обучение  ИНС  и  затем  произвести
обработку данных.  С их помощью обучить достаточно большое (для
составления статистики) количество ИНС. 
2. Необходимо подтвердить то, что ИНС могут быть использованы
для моделирования процесса обучения человека.  Для этого требуется
сопоставить  кривые обучения  ИНС и людей,  а  также воспроизвести
эффект  снижения  обучаемости  детей  с  повреждениями  нервной
системы в эксперименте на ИНС.
3. Наконец,  нужно  оценить  влияние  начальной  структуры  ИНС,
сценария обучения и задачи на эффективность обучения, на основании
чего  сформулировать  ответ  на  вопрос  о  детерминации  развития
человека в соответствии с поставленной целью.
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1 Обзор литературы
1.1  Проблема  развития  в  биофизике  сложных  систем  и
когнитология
Одной из ключевых и интригующих проблем науки о живом является
проблема развития, которая заявляет себя, как на уровне биологии – проблема
эволюции, так и на уровне психологии – проблема индивидуального развития
человека. Цель научного исследования заключается в понимании изучаемого
процесса на уровне допускающем предсказание хода этого процесса при тех
или иных внешних воздействиях. Проблема развития как раз и заключается в
том,  чтобы  либо  научится  предсказывать  направление  эволюции  и
индивидуального  развития,  либо  выявить  ограничения  на  возможности
такого предсказания.
Проблема  развития  (филогенеза  и  онтогенеза)  является  ключевой
проблемой одной из областей современной биофизики - биофизики сложных
систем  [  CITATION  МВВ75  \l  1033  ].  Филогенез  понимается  как
эволюционное  развитие,  а  онтогенез  включает,  как  биологическое
индивидуальное  развитие  организма  (морфогенез),  так  и  психическое
развитие  человеческого  индивидуума,  являющееся  объектом  пристального
изучения когнитологии. Ниже будет показано, что при определенном уровне
упрощения формальное описание процесса эволюции и процесса обучения
идентичны. Поэтому, многое из того, что говорится об эволюции может иметь
отношение и к обучению человека. 
Эволюцией называют изменение структуры биологической системы в
соответствии  с  неким  функциональным  критерием  оптимальности
[ CITATION Эйг73 \l 1033 ] [ CITATION For95 \l 1033 ] [ CITATION PSc96 \l
1033 ].  Это изменение не является случайным, его можно рассмотреть как
плавное движение по ландшафту функции приспособленности (или целевой
функции) в направлении экстремума этой функции [ CITATION Huy96 \l 1033
].  Ландшафт  функции  приспособленности  формируется  из  свойств
структуры,  которая,  в  свою  очередь,  возникает  из  предшествующих  ей
структур  в  соответствии  с  требованиями,  предъявляемыми  к  фенотипу
[ CITATION JNi94 \l 1033 ]. Отсюда видно, что эволюция также оказывается
тесно связана с проблемой структурно-функционального взаимодействия. 
Для эволюционного процесса характерна недетерминированность, что
сформулировано  Эйгеном:  «каждая  отдельная  система,  возникшая  в
результате мутаций и отбора, непредсказуема в отношении своей структуры;
тем не менее неизбежным результатом  всегда  является  процесс  эволюции –
это  закон. …оптимизирующий  процесс  эволюции  в  принципе  неизбежен,
хотя  выбор конкретного  пути  не   детерминирован[  CITATION Эйг73  \l
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1033 ]. Эту особенность связывают с тем, что одна и та же функция может
быть  реализована  разными  по  происхождению  структурами  [  CITATION
Вол78 \l 1033 ] [ CITATION СВМ74 \l 1033 ] [ CITATION СФо66 \l 1033 ]
[ CITATION Fon981 \l 1033 ] [ CITATION WFo98 \l 1033 ].
Как  уже  говорилось  выше,  эволюция  –  не  единственный  процесс,
которому соответствует указанное выше определение (изменение структуры
биологической системы в соответствии с неким функциональным критерием
оптимальности).  Таким  же  образом  определяется  и  процесс  обучения,
формирования поведенческих навыков. Данный процесс у людей и животных
основан  на  их  когнитивных  функциях  (восприятии,  мышлении,  решении
задач)  и  потому  его  изучение  представляет  интерес  для  когнитивной
психологии.
В  свете  развития  современной  науки  рассматривать  достижения
психологии, в том числе когнитивной психологии, вне междисциплинарных
связей  с  такими  областями  знаний,  как  нейробиология,  нейрофизиология,
теория  искусственного  интеллекта,  когнитивная  лингвистика  и  т.д.,
представляется  значительным  упущением.  Вследствие  когнитивной
революции,  произошедшей  в  науке  за  последнее  столетие  [  CITATION
ВАМ11 \l 1033 ] [ CITATION GAM03 \l 1033 ] [ CITATION Зав10 \l 1033 ]
[  CITATION  Сол111  \l  1033  ],  у  многих  научных  дисциплин  появилось
когнитивное содержание  [ CITATION АВК09 \l 1033 ] [ CITATION Кар02 \l
1033 ] [ CITATION Коб08 \l 1033 ] [ CITATION Клю11 \l 1033 ] [ CITATION
Роз13  \l  1033  ][  CITATION  Mid00  \l  1033  ]. Это  привело  к  тому,  что
оформилась новая научная дисциплина – когнитология (или когнитивистика,
когнитивная наука). 
Когнитология  трактуется  как  «наука,  изучающая  и  моделирующая
принципы  организации  и  работы  естественных  и  искусственных
интеллектуальных  систем»  [  CITATION  Бор87  \l  1033  ].  Ее  особенность
заключается в том, что она объединяет подходы и взгляды на познавательные
процессы с  позиций как  гуманитарных,  так  и  естественных  наук,  являясь
уникальной комплексной дисциплиной. При этом в  когнитологии нашлось
место  не  только  классическим,  фундаментальным  научным  дисциплинам
(психология,  философия,  лингвистика  и  пр.),  но  и  недавно  зародившейся
теории искусственного интеллекта, что делает ее актуальной в свете развития
информационных  технологий.  Появление  новых  технологий  позволяет
расширить  спектр  методов,  применимых  в  когнитивных  исследованиях,  и
углубить познания об уникальном объекте, благодаря которому и становится
возможным  познание  –  о  человеческом  мозге,  который  неизменно
представлял огромный интерес для исследователей во все времена. Так, по
мнению  Джеймса  Уотсона,  «мозг  -   последний  и  величайший  рубеж...
наиболее  сложная  вещь  из  тех,  которые  мы  пока  обнаружили  в  нашей
Вселенной».
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Изучение  структуры и  функции  мозга,  а  также взаимосвязей  между
ними,  имеет  исключительную  прикладную  направленность  во  многих
аспектах. Так, например, весьма важна клиническая цель, заключающаяся в
выявлении  корреляции  между  поведением  и  патологиями  мозга.
Исследования  в  этой  области  позволяют разработать  эффективные методы
диагностики и лечения повреждений и травм мозга. Кроме этого, изучение
когнитивных  способностей,  благодаря  которым  становится  возможным
обучение,  представляется  необходимым  в  свете  разработки  новых  и
совершенствования  имеющихся  педагогических  подходов  и  методик
обучения. 
Ключевой  для  педагогики  вопрос  –  это  вопрос  о  влиянии
наследственности и среды на развитие человека [ CITATION Пет96 \l 1033 ].
Этот вопрос  о детерминации развития человека имеет давнюю историю и
первоначально  был  поставлен  в  философии.  Традиционно  выделяются
биологические  и  социальные  факторы  развития  человека  как  вида
(антропогенез) и индивида (онтогенез). У истоков этих двух направлений в
науке  стояли  французский  философ  Р.  Декарт  (человек  рождается  с
врожденными идеями) и его английский коллега и оппонент Дж. Локк (tabula
rasa). ИНС позволяют сделать то, что невозможно повторить с человеком –
посмотреть,  как бы развивался ребенок,  если бы можно было бы начать с
начала, но воспитывать и обучать по-другому. 
1.2 Методы исследования в когнитологии
Для  когнитологии  важным  представляется  выявить  связи  между
структурами,  обладающими  когнитивными  свойствами,  и  их  функцией.  В
имеющихся  знаниях  о  свойствах  мозга  и  особенностях  его  работы
присутствует  ещё  достаточное  количество  белых  пятен.  Вопрос  о
материальной идентификации таких психических процессов, как восприятие,
память,  речь,  распознавание  образов  и  т.п.  остается  актуальным.  По
отношению  к  особенностям  нервной  системы  человека  и  животных  в
настоящее время известно, что многие психические функции определенным
образом локализованы в структуре мозга, распределены в его областях или
наборах областей. При этом дополнительная обработка информации может
происходить  в  другом  месте  [  CITATION  Сол111  \l  1033  ].  Раскрытие
механизма  психических  процессов  осложняется  тем,  что  мозг  является
системой,  т.е.  представляет  собой  совокупность   связанных,
взаимодействующих  элементов,  рассматриваемых  как  единое  целое  и
выполняющих  определенную  функцию  [  CITATION  Мар81  \l  1033  ].
Исследование  сетевых  и  системных  свойств  мозга  как  целого  является
необходимым условием для того, чтобы пролить свет на закономерности его
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функционирования. Сетевой подход к изучению сложным систем при этом
применим  в  биологии  и  биофизике  для  объектов  различной  природы:
метаболических  путей,  белок-белковых  взаимодействий,  пищевых  цепей
экосистем, генетических сетей и т.д. [ CITATION Alb00 \l 1033 ] [ CITATION
Ama00 \l  1033 ] [  CITATION Dun02 \l  1033 ] [  CITATION Jeo01 \l  1033 ]
[ CITATION Str01 \l 1033 ]. Поскольку для всех этих сетей существует общий
ряд свойств, сетевая модель оказывается широко применимой, в том числе и
в целях моделирования структурно-функционального взаимодействия. 
1.2.1 Изучение работы мозга
Для изучения работы мозга в нейронауках используются такие методы
как экстирпация ткани, регистрация активности при помощи электрических
датчиков,  посмертное  исследование,  ЭЭГ  (электроэнцефалография).  К
наиболее современным неинвазивным методам относят ОМР (отображение
магнитного  резонанса)  [  CITATION  Coh93  \l  1033  ], ПЭТ  (позитронно-
эмисионную томографию)  [ CITATION Pet88 \l 1033 ].  Однако, как отмечал
Гордон  Бауэр,  «эволюция  заключила  мозг  в  прочное  костное  хранилище,
окутала  его  несколькими  слоями  упругих  оболочек  и  погрузила  в  вязкую
спинномозговую жидкость.  Эти  защитные средства  ставят  перед учеными,
желающими  наблюдать  активность  мозга  человека  непосредственным
образом,  особенно  сложные  проблемы»  [  CITATION  Сол111  \l  1033  ].
Поскольку  непосредственное  изучение  когнитивных  процессов,
протекающих  в  мозге  в  процессе  обучения,  на  данном  этапе  развития
когнитивных наук затруднительно, методы математического и компьютерного
моделирования  представляются  как  возможная  альтернатива.  Кроме  этого,
моделирование позволяет максимально сфокусироваться на конкретных его
аспектах  и  отвлечься  от  множества  подробностей  и  деталей  структуры  и
функций объекта, не играющих важной роли в изучаемом процессе.
Предпосылки  к  тому,  что  компьютерное  моделирование  займет  не
последнее место среди методов когнитивных исследований, возникли еще во
второй половине  XX века. Так, Джордж А.Миллер, известный когнитивный
психолог  XX века,  посетивший  в  1956  году  симпозиум  по  теории
информации  в  Массачусетском  технологическом  институте,  написал
следующее:  «Я  уехал  с  симпозиума  с  твердым  убеждением,  больше
интуитивным,  чем  рациональным,  что  экспериментальная  психология
человека,  теоретическая  лингвистика  и  компьютерное  моделирование
когнитивных процессов -  это части большого целого и что в будущем мы
станем  свидетелями  прогрессивного  развития  этих  отраслей  знания  и
усиления  связи  между  ними...  Я  работал  в  когнитивной  науке  в  течение
приблизительно двадцати лет, начав свои исследования прежде, чем я узнал,
как называть эту науку» [ CITATION Сол111 \l 1033 ].
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1.3 Эвристическое моделирование
Выбор  модельного  объекта  может  осуществляться  по-разному.  Так,
например, для работ в области биологии используются модельные организмы
–  Mus  musculus,  Drosophila melanogaster,  Escherichia coli и  т.д. Основным
критерием  при  выборе  подобного  модельного  объекта  является
сравнительная  простота  и  удобство  проведения  исследований,  а  выводы,
полученные в  результате  работы с  ним,  считаются  применимыми ко всем
живым организмам.  Однако для  многих  биологических  систем характерна
слишком высокая  сложность,  что зачастую не  позволяет  исследовать  их в
целом.  Поэтому  спектр  естественных  модельных  объектов  ограничен  и
подобрать  таковой,  подходящий  под  нужды  конкретной  задачи,  не  всегда
представляется  возможным.  С другой  стороны,  применение традиционных
способов моделирования по отношению к сложным биологическим объектам
(например,  мозгу)  также  может  оказаться  затруднительным,  поскольку
принципы организации этих объектов не всегда до конца ясны.
Впрочем, ситуация, когда не удается найти или построить модельный
объект  для  упрощения  изучения  какого-либо  свойства,  не  является
безвыходной.  В  этом  случае  исследователь  может  обратиться  к
математическим  моделям  особого  вида,  не  имеющим  прямых  прототипов
среди  биологических  систем,  но,  тем  не  менее,  способных  моделировать
свойства  живых  объектов.  Подход,  основанный  на  построении  и
использовании подобных абстрактных моделей,  назван Дж. фон Нейманом
эвристическим  методом.  Необходимость  такого  подхода  обоснована  им
следующим образом: «Поскольку у нас нет достаточно ясного представления
о  том,  как  функционируют  живые  организмы,  то  обращение  к  органике
большой пользы нам не принесет. Мы займемся поэтому автоматами, которые
мы в   совершенстве  знаем,   ибо  мы  их  сделали.   Опишем  автоматы,
способные воспроизводить себя»  [ CITATION Фон71 \l 1033 ]. В результате
применения  данного  подхода  становится  возможным  выявить  наиболее
общие закономерности, понятия и принципы, на основе которых может быть
построена и общая теория.
В настоящее время во многих областях науки наработана огромная база
экспериментальных  данных,  однако  полностью  структурировать  и
организовать ее возможно лишь оперируя наиболее общими представлениями
об устройстве и функционировании живого. В [ CITATION ВГР97 \l 1033 ] по
этому вопросу высказывается следующее мнение: «более важно понимание
общих  принципов  функционирования  биологических   информационных
систем,   чем   выяснение   конкретных   физико-химических  механизмов
работы  элементов  естественных  "биокомпьютеров"».  В  связи  с  этим
построение  абстрактных  моделей  описанного  типа  является  актуальной
задачей.
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Нужно отметить,  что в  данном случае  отношения между моделью и
оригиналом  рассматриваются  следующим  образом:  "если  между  двумя
объектами  может  быть  установлено  сходство  хотя  бы  в  каком-то  одном
определённом смысле,  то  между этими объектами существуют отношения
оригинала  и  модели"  [  CITATION АЯЛ67  \l  1033  ].  Из  этого следует  два
важных  вывода.  Во-первых,  данные  отношения  обладают  определенной
симметричностью (изоморфизм описания двух систем [ CITATION МКи85 \l
1033 ] [ CITATION Чер99 \l 1033 ]). Во-вторых, достаточно того, что модель
соответствует  объекту-оригиналу  или  множеству  сходных  объектов  в
требуемой  для  данного  исследования  области,  поскольку  модель
предназначена  не  для  имитации  поведения,  а  для  выяснения  общих
зависимостей поведения оригинала от его структуры и свойств  [ CITATION
Бар10 \l 1033 ] .
Работа  с  эвристическими  модельными  объектами  отличается  от
традиционного  моделирования  по  ряду  особенностей.  Такой  модельный
объект  является  полноправным  объектом,  отличным  от  реального  только
доступностью для изучения. Преимущество его использования заключается в
«прозрачной»  структуре,  благодаря  чему  становится  возможным  обойти
препятствия,  связанные  со  структурой  реальных  объектов,  и
сконцентрироваться на выявлении общих закономерностей.  Кроме этого,  в
отличие от традиционного моделирования, эвристическое моделирование не
требует  подстройки  параметров  модельного  объекта,  поскольку  среди
реальных  объектов  нет  прямого  оригинала.  Закономерности  и  свойства,
полученные  в  результате  работы  с  эвристическим  модельным  объектом,
сравниваются  с  таковыми в  реальных системах.  Общность  и  адекватность
предположений,  лежащих  в  основе  использования  подобного  модельного
объекта, подтверждается при обнаружении свойств-аналогов. В случае, если
выявленные  свойства  эвристического  модельного  объекта  не  имеют
известных аналогов, могут быть сформулированы новые общие утверждения
или гипотезы о свойствах реальных систем [ CITATION Бар10 \l 1033 ].
Эвристическое  моделирование  как  метод  выявления  и  исследования
свойств объектов применяется не только в биофизике, но и в прочих научных
направлениях: например, фармакологии [ CITATION Lev80 \l 1033 ], биологии
[ CITATION Daw07 \l 1033 ].
1.4 Искусственные нейронные сети как модельный объект
Выбор модельного объекта для нужд данной работы проводился исходя
из  следующих  соображений.  Для  биологических  систем  структура  имеет
значение только в связи с функцией и происхождением [ CITATION ДБе68 \l
1033  ].  Функция  отличает  биологическую  систему  от  простого  набора
компонентов. Поэтому в дополнение материальной реальности существуют
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не  менее  важные  функциональные  компоненты.  При  самом  абстрактном
рассмотрении функция может выступать  самостоятельно,  но при изучении
реализации  этой  функции  в  живых  системах  неизбежно  рассмотрение  ее
связи со структурой. В живых системах структуры, выполняющие функции,
возникают  в  процессе  эволюции,  что  накладывает  на  эти  структуры
дополнительные ограничения. 
Учитывая  вышеизложенное,  модель  должна  иметь  просто
описываемую структуру, которая реализует некоторую функцию, возникшую
в ходе эволюционного процесса или процесса обучения. Для целей данного
исследования  наиболее  подходящей  моделью  являются  искусственные
нейронные сети (ИНС). 
Преимущество при использовании ИНС как модельных объектов в том,
что  они  обладают  сравнительно  простой,  "прозрачной"  структурой,  а  их
функция  может  быть  с  легкостью  определена.  Поскольку  работа  с  ними
производится  на  компьютере,  процессы генерации и  обучения  могут  быть
проведены  столько  раз,  сколько  требуется,  чтобы  набрать  необходимое
количество данных и затем приступить к анализу свойств с использованием
статистических методов.
Кроме  этого,  известно,  что  в  биологии  носителями  одной  и  той  же
функции могут выступать различные структуры, в том числе не являющиеся
близкими  по  происхождению.  Так,  например,  зачастую  несколько  типов
структурно  неродственных  ферментов  выполняют  одинаковые  функции
[  CITATION  Фил02  \l  1033  ].  Отсюда  следует,  что  структура  и  функция
биологических  систем  неоднозначно  соответствуют  друг  другу,  и  это
соответствие  описывается  отображением  "много-в-один"  [  CITATION
Fon981 \l  1033  ].  ИНС,  обученные одной и  той  же функции,  также будут
обладать различной структурой, причем даже в том случае, если изначально
они происходили от одной родительской сети. 
Искусственные нейронные сети как модели биологических нейронных
сетей (в том числе,  мозга,  ответственного за познание, обучение и т.д.) на
нынешнем  этапе  рассматривают  как  результат  несомненного  прогресса  в
моделировании когнитивных систем и процессов, поскольку они, в отличие
от  более  ранних  компьютерных  моделей,  «способны  делать  обобщения  и
понимать сложные визуальные паттерны, медлительны при математических
вычислениях и делают глупые ошибки» [ CITATION Сол111 \l 1033 ]. Кроме
этого, ИНС в настоящее время используются как инструмент моделирования
в психологии, в том числе в когнитивных исследованиях. Так, например, с
помощью ИНС могут быть созданы системы психологического тестирования
с адаптацией. Подтверждение этой идеи на примере модели теста Йоваши
Л.А.  приводится  в  [  CITATION  Арз03  \l  1033  ].  Также  с  помощью
нейросетевого  подхода  возможно  моделирование  возрастных  изменений
когнитивных свойств  мозга  [  CITATION Тер11 \l  1033  ].  В  дальнейшем в
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соответствующем разделе данной работы будет подробнее освещен вопрос о
сходстве и различии ИНС сетей и мозга.
1.5 Процесс обучения человека
Обучение  -  сложный,  интегральный  процесс,  в  ходе  которого
одновременно  действует  несколько  когнитивных  функций:  восприятие,
внимание,  память,  распознавание  паттернов  и  др.  Учитывая  специфику
данной  работы,  сосредоточимся  на  нейрокогнитивной  точке  зрения  на
данный процесс,  отвлекаясь  от  его  педагогической  составляющей.  В  этом
случае уместным будет использовать наиболее общее определение: обучение
-  процесс  формирования  структуры,  способной  выполнять  заданную
функцию [ CITATION Бар10 \l 1033 ]. В данном случае в качестве структуры
выступает нервная система человека, его головной мозг, а в качестве функции
может рассматриваться любой вид деятельности, которой человек способен
обучиться, либо задача, которую он может научиться решать.
Процесс обучения людей протекает в соответствии с законами работы
мозга. Во время него увеличивается объем и серого, и белого вещества мозга
(клеток нервной ткани и проводящих путей), что выясняется при применении
методов  магнитно-резонансной  томографии  и  морфометрии  [  CITATION
БАН11  \l  1033  ].  Большинство  нейронов  в  организме  ребенка
сформировываются  к  моменту  его  рождения,  и  в  процессе  дальнейшей
жизнедеятельности  часть  их  вырождается.  При  этом  некоторые  клетки
сохраняют способность к делению. Такие типы нейронных стволовых клеток
были  обнаружены  как  в  мозге  мышей,  так  и  в  человеческом  мозге
[ CITATION Wha85 \l 1033 ]. Гиппокамп - отдел головного мозга, в большей
степени  ответственный  за  процессы  обучения  и  запоминания.  Нейронные
стволовые клетки, находящиеся в нем, могут делиться на протяжении всей
жизни.  Образовавшиеся  в  результате  нейроны  присоединяются  к  уже
существующим в нейронной сети мозга и включаются в процессы обучения.
С возрастом деление нейронных стволовых клеток замедляется, что приводит
к затруднениям в  усвоении новой информации и  приобретении навыков  в
более зрелом возрасте [ CITATION Osw11 \l 1033 ] [ CITATION Art95 \l 1033 ].
Процесс деления возобновляется при определенных условиях, например, при
повышенной физической активности или патологической активности мозга
(эпилептических припадках) [ CITATION Liu03 \l 1033 ] [ CITATION Gre07 \l
1033  ].  Поэтому  важным  представляется  исследовать  взаимосвязь
нейрогенеза  и  проявлений  эпилепсии.  Полученные  знания  могут  затем
применяться  в  целях  лечения  повреждений  и  болезней  мозга,  например,
болезни Альцгеймера.
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Формирование  синапсов  (связей  между  нейронами)  также  протекает
по-разному в разные возрастные периоды. Плотность синаптических связей у
ребенка возрастает до двухлетнего возраста, затем постепенно уменьшается и
к 16 годам около половины синапсов утрачивается.
Нейропластичность - особенность головного мозга человека, благодаря
которой  протекают  процессы  обучения.  Его  проявление  заключается  в
перегруппировке  и  формировании  новых  связей  между  нейронами,  в
результате чего возможна их совместная деятельность и передача сигналов
[ CITATION Mun00 \l 1033 ]. Явление нейропластичности наиболее выражено
в детском возрасте,  в  результате чего различные воздействия накладывают
наибольший  отпечаток  на  дальнейшую  деятельность.  В  более  зрелом
возрасте этот эффект ослабевает, но по-прежнему имеет  место  [ CITATION
Pas05 \l 1033 ].
Миелинизация  (образование  электроизолирующей  миелиновой
оболочки  нервных  волокон,  увеличивающей  скорость  проведения  по  ним
нервного импульса) продолжается в головном мозге в течение всей жизни,
что вкупе с образованием новых нейронных клеток продолжает обеспечивать
эффективность мозговой деятельности в зрелом возрасте [ CITATION Роз13 \l
1033  ].  Когнитивные  способности,  утраченные  с  годами,  могут  быть
восстановлены  с  помощью специальных  тренировок  [  CITATION  BSt10  \l
1033 ].
1.5.1 Кривые обучения
Процесс  обучения  человека,  несомненно,  нуждается  в  удобной
интерпретации,  которая позволяла бы наиболее объективно сравнивать его
протекание у разных людей и групп людей и выявлять закономерности на
этой  основе.  Для  этого  используют  кривые  обучения  –  графическую
интерпретацию  изменения  скорости  обучения  определенной  задаче
[ CITATION Rit01 \l 1033 ].  Точки на кривой обучения – значения целевой
функции (выбирается в зависимости от нужд исследования) в определенные
моменты  времени,  затраченного  на  обучение.  Пример  кривой  обучения
представлен на рис. 1.1.
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Рисунок 1.1 – Пример кривой обучения [ CITATION Rit01 \l 1033 ]. По оси ординат
указывается время реакции человека, обучающегося некоторой задаче на скорость, по оси
абсцисс – количество попыток выполнения этой задачи
По вертикальной оси может быть указана как величина ошибки при
выполнении  задачи,  обучение  которой  рассматривается  (тогда  кривая
обучения будет убывающей, как на рис.1.1), так и эффективность выполнения
этой задачи (в этом случае кривая обучения будет возрастать со временем, как
на рис.1.2).
Рисунок 1.2 - Пример кривой обучения [ CITATION Don15 \l 1033 ]. По оси ординат
указывается количество очков, набранное участником эксперимента в процессе игры, по
оси абсцисс – количество завершенных упражнений. Точками изображаются
экспериментальные данные, сплошными линиями - кривые, подобранные для их описания
Кривые  обучения  могут  описываться  разными  математическими
функциями.  При  этом  усредненные  кривые  обучения,  как  правило,
описываются  одиночными  степенными  функциями,  а  индивидуальные  –
кусочными, что подтверждается в [ CITATION Don15 \l 1033 ]. Судя по всему,
наличие  плато,  которое  зачастую  имеет  место  в  кривых  обучения  (см.
рис.1.2), обусловлено переходами между стратегиями, что представляется на
графике как  переход к  следующему участку  кусочной функции.  При этом
каждая  новая  стратегия  позволяет  достичь  большей  эффективности  в
выполнении  задачи,  чем  предыдущие,  что  выражается  в  том,  что  новый
участок  кривой  обучения  расположен  либо  выше  всех  предшествующих
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(если кривая возрастающая),  либо ниже их (если кривая убывающая). Но на
начальном этапе,  сразу  после  перехода  к  новой  стратегии,  эффективность
выполнения задачи может оказаться значительно хуже, чем на предыдущем
участке кривой. Пример кусочной кривой обучения с подобными скачками
эффективности показан на рис. 1.3.
Рисунок 1.3 - Пример кривой обучения [ CITATION Don15 \l 1033 ]. Обозначения те
же, что на рис. 1.2.
В  некоторых  случаях  для  описания  кривых  обучения  используются
другие  функции,  например,  экспоненциальная.  Различия  в  том,  какая
математическая  функция  больше  подходит  для  описания  рассматриваемой
кривой  обучения,  обусловлены  не  только  требованиями  к  точности,  но  и
спецификой задачи [ CITATION Rit01 \l 1033 ].
1.5.2 Пример обучения двигательной задаче
В рамках данной работы требовалось провести сравнительный анализ
процессов обучения человека и искусственных нейронных сетей. Данные по
обучению  людей  взяты  из  эксперимента,  результаты  которого  были
опубликованы в 2015 году в статье [ CITATION Smi15 \l 1033 ].
С помощью кривых обучения в рассмотренной статье демонстрируются
различия в динамике обучения двигательной задаче у детей, страдающих и не
страдающих расстройствами координации (DCD,  developmental coordination
disorder,  диспраксия).  Исследователи  набрали  две  группы  по  17  детей  в
возрасте  6-10  лет,  не  имеющих  опыта  в  подвижных  видеоиграх  (чтобы
исключить возможное влияние их предыдущего опыта на результаты). У всех
детей  в  одной  группе  было  диагностировано  расстройство  координации
(DCD),  во  второй  группе  все  дети  считались  развивающимися  нормально
(TD, "typically developing") - эта группа являлась контрольной. 
Дети  в  обеих  группах  в  течение  пяти  недель  провели  десять
тренировочных сессий. Во время этих сессий они играли в видеоигру Wii Fit
Ski Slalom. Каждая тренировка состояла из пяти заездов на низком уровне
16
сложности и пяти на высоком. Полученные игроками баллы, учитывающие
как скорость, так и точность выполнения задания, записывались. 
Игра  Wii Fit Ski Slalom требует  динамического  контроля  над
равновесием, посредством чего игроки передвигают вес своего тела с одной
ноги на другую в соответствующие моменты времени, стоя на специальной
доске для балансирования, подключенной к компьютеру. Ребенок управляет
виртуальным персонажем,  стоя  на  этой  доске и  сдвигая  свой  центр  масс.
Чувствительность  доски  отрегулирована  для  соответствия  весу  ребенка  с
помощью  что стандартной процедуры, предусмотренной в игре. Цель игры  -
направить виртуального персонажа вдоль склона горы как можно быстрее,
при  этом  проезжая  через  ворота  и  не  пропуская  их.  Низкий  и  высокий
уровень  сложности  игры  различаются  количеством  таких  ворот  на  пути
персонажа.  Пространственное  расположение  ворот  в  каждой  версии
постоянное. 
Во время игры ребенок получает отклик об успешных и ошибочных
действиях. Перенос веса, который он осуществляет, напрямую сопрягается с
движениями  виртуального  персонажа.  В  игре  присутствует  немедленное
визуальное  и  звуковое  подкрепление,  сигнализирующее  об  успехе  или
неудаче, когда виртуальный персонаж проходит сквозь ворота или мимо них.
Сразу же после заезда на экране выдается количество набранных баллов. За
пропуск ворот или слишком долгое прохождение начисляется больше баллов,
поэтому более высокий счет в игре отражает более низкую эффективность.
Главная цель данной работы –  исследовать скорость  обучения групп
DCD и TD с помощью 100 попыток в подвижной видеоигре. Исследователи
задавались следующими вопросами: 
а) различается ли начальный уровень эффективности в игре у двух
групп? 
б) по-разному  ли  дети  обучаются  в  случае  высокого  или  низкого
уровня сложности игры? 
в) различаются ли эти эффекты у двух групп? 
г) повлияет ли пройденное обучение на эффективность выполнения
других задач на равновесие?
На  графике 2  показана  зависимость  успешности  детей  в  подвижной
видеоигре  от  количества  игровых  сессий  (успешность  расценивается  как
снижение количества ошибок).
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Рисунок 2.5 - Кривые обучения детей, страдающих и не страдающих расстройствами
координации. По оси ординат обозначается количество набранных в игре баллов, по оси абсцисс -
номер тренировочной сессии. Большее количество набранных баллов отражает более низкую
эффективность
Из приведенного графика кривых обучения видно, что:
а) в  начальной  эффективности  присутствовали  различия  между
двумя  группами,  как  при  игре  на  высоком,  так  и  на  низком уровне
сложности;
б) группа  DCD отставала  от  группы  TD как  в  начальной
эффективности, так и в ходе последующего обучения;
в) обе группы улучшили свои показатели в игре спустя пять недель
тренировок;
г) улучшение показателей в двух группах происходило с одинаковой
скоростью.
Причину диспраксии современные исследователи видят в затрудненной
передаче  сигналов  по  нервной  системе.  Результаты  проведенного
эксперимента  свидетельствуют  о  том,  что  дети,  страдающие  данным
расстройством, обучаются двигательной задаче с той же скоростью, что и те,
кто  им  не  страдает.  Различия  присутствуют  только  в  начальной
эффективности (подготовке) и сохраняются в дальнейшем. 
Следует отметить, что кривые обучения детей, полученные в работе, не
вышли  на  характерное  плато  (участок,  на  котором  скорость  обучения
снижается). В силу того, что в эксперименте проводились всего 100 попыток,
динамика обучения на более поздних этапах остается невыясненной.
1.6 Общие сведения об искусственных нейронных сетях
Искусственные  нейронные  сети  (ИНС)  являются  системами
кооперативно  взаимодействующих  простых  элементов,  взаимодействие
которых порождает свойства, не характерные для всякого отдельно взятого
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элемента.  ИНС  состоят  из  связанных  между  собой  простых  элементов  -
формальных  нейронов  [  CITATION  МАр68  \l  1033  ].  Схема  формального
нейрона представлена на рис. 1.4.
Рисунок 1.4 - Схема формального нейрона: 1 - адаптивный сумматор;
2 - нелинейный преобразователь; 3 - точка ветвления
Буквой  α  обозначен  входной  сигнал,  поступающий  в  адаптивный
сумматор, где вычисляется скалярное произведение этого сигнала на вектор
весовых коэффициентов (синапсов)  x. Нелинейный преобразователь сигнала
преобразует α в  f(α).  Точка ветвления передает полученный сигнал α всем
своим выходам.
В  зависимости  от  взаимного  расположения  и  связей  между
формальными  нейронами  ИНС  делятся  на  две  группы  по  базовой
архитектуре  -  слоистые  и  полносвязные.  В  слоистых  сетях  нейроны
расположены слоями:  входной сигнал поступает на нейроны первого слоя,
которые преобразуют его и передают нейронам второго слоя, и так далее. В
полносвязных  сетях  каждый нейрон  передает  свой  выходной  сигнал  всем
прочим  нейронам,  включая  самого  себя.  На  рисунке  1.5  приведена  схема
полносвязной ИНС из трех нейронов.
19
Рисунок 1.5 - Полносвязная нейронная сеть из трех нейронов:
1 - входной нейрон; 2- выходной нейрон; 3 - ассоциативный нейрон
Функционирование и структура ИНС определяется матрицей весовых
коэффициентов; некоторые весовые коэффициенты показаны на рисунке 1.5
(буквы x с индексами). Элемент матрицы коэффициентов, имеющий индексы
i (строка)  и  j (столбец),  описывает  влияние на  i-тый нейрон  j-го нейрона.




где  - матрица весовых коэффициентов;  - входные сигналы; 
 - выходной сигнал  i-го нейрона в  n-й момент времени;   -
переходная характеристика.
В данной работе используемая переходная характеристика имеет вид
 , (1.2)
где   -  константа,  определяющая  крутизну  переходной
характеристики. Отмечено, что главное требование к её виду - нелинейность;
конкретный  вид  переходной  характеристики  не  имеет  существенного
значения [ CITATION Гор98 \l 1033 ].
При  работе  с  ИНС  крайне  важной  характеристикой  их
функционирования является ошибка, вычисляемая по формуле
 ,
(1.3)
где  - сигнал на выходных нейронах в момент времени n; 
 - требуемый от сети в момент времени n сигнал.
Приведенные  выше  сведения  о  нейронных  сетях  являются
одинаковыми для ИНС любого вида, вне зависимости от метода их обучения.
В  частности,  такая  характеристика  как  ошибка  
будет использоваться в данной работе как критерий сравнения для наборов
ИНС, обученных разными методами.
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1.7 Обучение искусственных нейронных сетей
Процесс  обучения с  позиций нейронной сети можно определить как
процесс,  в  котором  свободные  параметры  нейронной  сети  настраиваются
посредством  моделирования  среды,  в  которую  эта  сеть  встроена.  Тип
обучения определяется способом подстройки этих параметров  [  CITATION
Men70  \l  1033  ].  Исходя  из  этого,  предполагается  следующая
последовательность событий:
1. В нейронную сеть поступают стимулы из внешней среды;
2.  В  результате  этого  изменяются  свободные  параметры  нейронной
сети;
3. После изменения внутренней структуры нейронная сеть отвечает на
возбуждения уже иным образом.
При  этом различные  алгоритмы обучения  отличаются  друг  от  друга
лишь  способом  подстройки  свободных  параметров,  а  именно  -
синаптических весов нейронов [ CITATION СХа08 \l 1033 ].
В  данной  работе  для  обучения  ИНС  использовались  алгоритмы
обратного распространения ошибки (Back Propagation, BackProp) [ CITATION
Rum86 \l 1033 ] и случайного поиска.
1.7.1 Метод обратного распространения ошибки
Пусть ИНС описывается реккурентными соотношениями
(1.4)
В  случае,  когда  минимизируется  функционал  H({αi}),  где  αi=f(xij),
функция Лагранжа имеет вид
(1.5)
где μni - коэффициенты, называемые множителями Лагранжа.
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При  правильном  функционировании  W =  H,  но  их  частные
производные разные, хотя полные производные по xij совпадают:
(1.6)
(1.7)
Из уравнения (1.7) видно, что равенство полной и частной производной
функции Лагранжа достигается в том случае, если выполняются условия
(1.8)
Выполняя  условие  получим  уравнение,  определяющее  множители
Лагранжа:
(1.9)
это уравнение обратного распространения ошибки.
Дифференцируя  (1.5)  по  xijn с  учетом  уравнений  (1.6),  (1.7)  при
условиях (1.8), получим уравнение для градиентного спуска, определяющее
изменение ошибки H при изменении весов синаптических связей xijn:
(1.10)
Этим уравнением определяется направление наискорейшего спуска.
Формула для расчета ошибки для процедуры обучения, выведенная с
помощью  этого  алгоритма,  для  переходной  характеристики,  заданной
соотношением (1.2), имеет вид
(1.11)
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Правило модификации весов связей имеет вид
(1.12)
где  Δt -  шаг  приращения  весов  связей,  m -  дискретные  моменты
времени, в которые происходит модификация весов связей.
1.7.2 Метод случайного поиска
Алгоритм этого метода подобен случайным аминокислотным заменам в
молекуле белка с последующим отбором наиболее эффективного варианта.
Согласно  данному  методу,  создается  две  модификации  матрицы
весовых  коэффициентов  :  в  одной  из  них  к  исходной  матрице
прибавляется случайным образом сгенерированная матрица со сравнительно
малыми элементами, в другой эта матрица вычитается из исходной. Таким
образом, имеются одна исходная ИНС и две новых, полученных из нее. На
вход  каждой  из  трех  ИНС  подается  сигнал,  затем  их  выходные  сигналы
сравниваются  с  требуемым.  Матрица  весовых  коэффициентов  той  ИНС,
которая  показала  наилучшее  функционирование  (наименьшую  ошибку),
используется для создания следующих двух модификаций, и так далее.
Изменения  параметров  структуры  при  случайном  поиске  можно
описать так:
(1.13)
Здесь выражение в скобках имеет смысл производной по направлению.
Ее  значение,  а  значит,  и  вклад  в  общую  сумму,  максимальны,  когда  ее
направление совпадает с направлением градиента. Таким образом, изменение
параметров при использовании метода случайного поиска в среднем идет по
градиенту.
1.8 Сходства и различия искусственной нейронной сети и мозга 
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Вопрос  о  том,  допустимо  ли  при  выявлении  свойств  структуры  и
функции  биологических  нейронных  сетей  опираться  на  компьютерные
модели,  является  объектом  для  дискуссий  и  споров.  Поскольку
искусственные нейронные сети представляют собой не что иное, как модель
(более  того,  не  традиционную,  а  эвристическую),  изучение  присущих  им
закономерностей всегда производится с учетом ограничений для этой модели.
Перед  тем,  как  обсудить  ограничения,  неизбежно  возникающие  при
компьютерном моделировании протекающих в мозге процессов, остановимся
на свойствах нервной системы, основным компонентом которой выступает
головной мозг, приведенных в [ CITATION ИВЗ99 \l 1033 ] [ CITATION ВЧе07
\l 1033 ].
а) Нервная  система  осуществляет  свою  деятельность  благодаря
простым  элементам  –  нейронам.  Биологические  нейроны  –
специализированные  клетки,  обладающие  рядом  общих  свойств  с
остальными  типами  клеток  в  организме,  но  имеют  значительные
отличия  от  них  в  своей  конфигурации,  связям  и  функции.  Они
объединены в биологическую нейронную сеть.
б) Деятельность  нейронов  возможна  благодаря  процессам,
протекающим в их мембранах.  Основой нервного импульса  является
потенциал действия – волна возбуждения, проходящая по мембранам
нейронов  в  виде  кратковременного  изменения  мембранного
потенциала. 
в) В  проведении  нервного  импульса  участвуют  синаптические
медиаторы,  присутствие  которых  может  возбудить  или  затормозить
следующую  клетку.  Также  в  деятельности  нервной  системы
задействованы и  другие  типы клеток,  например,  глиальные,  а  также
клетки  соединительной  ткани  и  кровеносных  сосудов,  причем
полноценное  функционирование  системы  без  их  участия  не
представляется возможным.
г) Строение  и  свойства  нервной  системы,  основные  проводящие
пути  генетически  запрограммированы,  но  в  результате  активности
могут меняться.
д) Информация  обрабатывается  параллельным образом.  Выходной
сигнал каждого нейрона формируется им на основе входного сигнала и
его собственного внутреннего состояния.
е) Для нервной системы присуща самоорганизация - она формирует
алгоритмы  собственного  обучения  и  функционирования
самостоятельно, внося при этом поправки и изменения в течение жизни
организма.  Также  в  процессе  жизнедеятельности  имеет  место
самоусложнение нервной системы.
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ж) Биологическая  нейронная  сеть  способна  решать  разнообразные
задачи,  в  том  числе  и  наиболее  сложные  из  известных  человеку  –
задачи классификации, обобщения, абстрагирования и т.д.
При  создании  ИНС  исследователи,  несомненно,  вдохновлялись
человеческим  мозгом.  Как  было  видно  ранее,  рассмотрение  ИНС
производится в терминах, возникших при изучении нервной системы. Такие
сети могут обладать разнообразными конфигурациями, функциональностью
и применяться в различных целях [ CITATION Гор96 \l 1033 ].
ИНС  демонстрируют  ряд  свойств,  благодаря  которым  могут  быть
проведены аналогии между их функционированием и работой биологических
нейронных  сетей  в  составе  нервной  системы.  В  рамках  данной  работы
наиболее ценным из таких свойств является обучаемость ИНС. Правильно
сгенерировав  структуру  сети  и  выполнив  подходящий алгоритм  обучения,
можно успешно обучить ее решению выбранной задачи. При этом, как уже
отмечалось, структуры нейронных сетей, обученных одной и той же задаче,
различаются.
По  аналогии  с  кривыми  обучения  людей  возможно  строить  кривые
обучения и для ИНС, в целях графической интерпретации процесса обучения
для  этих объектов  и  последующего его анализа.  Этот инструмент широко
применяется в данной работе. Пример кривой обучения для ИНС приведен на
рис.1.6.
Рисунок 1.6 - Кривая обучения искусственной нейронной сети. По оси ординат указывается
величина ошибки (расхождение между требуемым и полученным от нейронной сети сигналами),
по оси абсцисс – шаг обучения
Среди  прочих  ценных  свойств  ИНС  можно  выделить  их
способность к обобщению, к абстрагированию, что, безусловно, характерно и
для биологических нейронных сетей.
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В  зависимости  от  специфики  задачи,  разработчик  может
модифицировать структуры ИНС, выходя за пределы знаний о биологических
структурах.  Подобные  сети  в  силу  своих  особенностей  могут  не  иметь
реализации в живой природе.  В таком случае соотношения между ними и
мозгом  являются  не  более  чем  метафорой  [  CITATION  Ога06  \l  1033  ].
Исследователи  выявляют  ряд  общих  ограничений  модели  ИНС  в  работах
[ CITATION ИВЗ99 \l  1033 ],  [  CITATION ВЧе07 \l  1033 ].  Помимо общих
ограничений,  рассмотрим  также  те,  что  имеют  место  в  данной  работе  с
учетом  того,  какие  именно  нейронные  сети  выбраны  нами  в  целях
моделирования.
а) В  нейросетевой  модели  не  учитывается  ряд  особенностей
передачи  сигналов,  присущих  биологическим  нейронным  сетям:
отсутствуют  нервные  импульсы  и  модуляция  уровня  сигнала  их
плотностью, сигнал представлен в виде числа. Биологический нейрон
сам  по  себе  является  сложной  системой  и  способен  осуществлять
сложную обработку информации, в то время как формальный нейрон
максимально  упрощен.  Кроме  этого,  в  модели  игнорируется  любое
другое взаимодействие между нейронами, кроме синаптического.
б) Биологические  синапсы  разнообразны  по  локализации  и
функциям: например, тормозные и возбуждающие, дендро-дендритные
и  аксо-аксональные  синапсы.  В  модели  искусственных  нейронных
сетей рассматриваются только тормозящие и возбуждающие синапсы:
весовые коэффициенты первых отрицательны, вторых - положительны.
в) В процессе обучения человека вследствие сложности структуры
мозга  и  сопряженных с  ним систем,  а  также взаимодействий между
ними, возможны проявления интуиции (инсайты, Aha!-моменты и т.п.).
В  этом случае  обучение  протекает  не  плавно  по  градиенту  целевой
функции, а скачком. Из-за подобных сложностей в данной работе было
решено  на  нынешнем  этапе  отказаться  от  рассмотрения  задач,
связанных  с  обработкой  большого  количества  информации,  поиском
закономерностей или иной сложной интеллектуальной деятельностью.
Поскольку оба метода обучения (обратное распространение ошибки и
случайный поиск), использованные нами, представляют собой плавное
движение  по градиенту, мы ограничимся  моделированием процессов
вроде постепенного совершенствования двигательных навыков.
Мозг и ИНС наилучшим образом приспособлены каждый для своего,
отличного от другого типа задач, хотя с развитием алгоритмов генерации и
обучения искусственных нейронных сетей становится возможной реализация
даже  сложных  когнитивных  процессов,  ранее  считавшихся  присущими
только человеческому интеллекту - абстрагирование, распознавание образов
и  т.д.  Несомненен  и  тот  факт,  что  структура  и  функционирование
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искусственных  нейронных  сетей  проще  и  "прозрачнее",  чем  аналогичные
свойства  у  мозга.  В  этой  связи  уместно  озвучить  мнение  психолингвиста
Черниговской  Т.В.:  "«компьютерная  метафора»  —  это  не  более,  чем
метафора.  На  основе  одних  лишь  вычислительных  процедур  нельзя  ни
объяснить, ни воспроизвести принципиально важные особенности психики и
языка — то, что и делает человека человеком" [ CITATION ВЧе07 \l 1033 ].  
Однако  в  свете  выдающихся  возможностей  ИНС,  особенно  -  их
способности к обучению различным задачам, т.е. изменению своей структуры
для реализации определенной функции, становится возможным действовать в
рамках эвристического моделирования. На этом основании ИНС могут быть
использованы  для  моделирования  процесса  обучения  человека.  При  этом
полученные результаты следует рассматривать с учетом приведенных в этом
разделе ограничений модели.
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2  Программное  обеспечение  для  исследования  искусственных
нейронных сетей
2.1 Программа NetCreator 
Одной из задач,  поставленных в  данной работе,  являлась  разработка
программы для совершения необходимых вычислений (обучения ансамблей
ИНС  с  различными  структурными  свойствами)  и  анализа  (извлечение
нужных  параметров,  подсчет  количества  ИНС,  выделенных  по
определенному  признаку).  Эта  задача  была  решена  с  помощью  пакета
прикладных математических программ SCILAB. 
Для нужд данной работы был разработана программа, представляющая
собой  виртуальный  стенд  для  проведения  экспериментов.  Ее  интерфейс
представлен на рисунке 2.1. 
Рисунок 2.1 – Программа NetCreator для проведения экспериментов и анализа
данных
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Данная программа позволяет обучать не только единичные нейронные
сети при заданных условиях и заданным методом, но и создавать большие
массивы обученных ИНС (для  того,  чтобы стало  возможным производить
статистическую обработку) - до нескольких тысяч экземпляров ИНС. Именно
такие массивы использовались в работе. Кроме этого,  NetCreator позволяет
обучать ИНС, происходящие от одной родительской сети, либо каждый раз
генерировать  родительскую  сеть  заново,  благодаря  чему  возможен  набор
данных для оценки влияния начальной структуры ИНС на эффективность ее
обучения.  В  программе  реализованы  два  метода  обучения:  BackProp
(обратное  распространение  ошибки)  и  "случайный"  (случайный  поиск);
обучение может идти либо до заданной величины ошибки, либо до заданного
номера шага. Компонент Analysis позволяет осуществлять обработку массива
прошедших обучение ИНС.
NetCreator позволяет сохранять весовые коэффициенты ИНС на каждом
шаге обучения, в результате чего становится возможным строить траектории
обучения  в  пространстве  весовых  коэффициентов,  а  также  выводить  на
графики  конечные  точки  таких  траекторий,  соответствующие  структурам
обученных ИНС. Для отображения этих конечных точек была разработана
отдельная  программа,  описанная  далее  в  подразделе  2.3.  При  окончании
процесса обучения каждой ИНС NetCreator может выводить в отдельном окне
график кривой обучения.
На  базе  программы  NetCreator были  разработаны  модификации,
позволяющие  задавать  один  либо  три  «поврежденных»  весовых
коэффициента  с  указанием  его  номера  в  матрице  и  требуемой  величины.
Кроме этого, доступны как исправимые, так и неисправимые нарушения. В
первом случае при следующем после генерации ИНС обучении разрешено
модифицировать  «поврежденный»  весовой  коэффициент  наравне  с
остальными,  согласно  выбранному  методу  обучения.  Во  втором  случае
значение  «поврежденного»  весового  коэффициента  фиксируется  на
протяжении всего процесса обучения и не модифицируется.
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Рисунок 2.2 - Модификация программы NetCreator для генерации и обучения
искусственных нейронных сетей с измененными вручную величинами весовых
коэффициентов. Данная модификация позволяет задавать величины трех коэффициентов
2.2 Выбор задачи для обучения нейронных сетей
Поскольку  в  работе  необходимо  выделить  наиболее  общие
закономерности,  возникающие  в  процессе  формирования  структуры,  для
обучения нейронных сетей использовались простые задачи.  Было выбрано
два типа задач, различающихся по условиям поступления внешних сигналов.
Они более подробно рассматриваются в разделах 2.2.1 и 2.2.2. 
Необходимость  использования  нескольких  типов  задач  обусловлена
тем,  что  в  таком  случае  достоверность  полученных  закономерностей
увеличивается. Благодаря контрольной серии экспериментов на другом типе
задачи становится возможным рассмотреть процесс обучения более полно и
избежать  артефактов,  которые  могут  быть  внесены  в  результаты  из-за
специфики выбранной задачи.
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2.2.1 Сигнал с развернутой временнóй реакцией
В  программе  NetCreator ИНС  могли  обучаться  одной  из  трех  задач
(функций). Смысл этих задач сводился к тому, что на входной нейрон ИНС
поступал  сигнал  А=[0.5  0  0  0  0],  и  на  последующих тактах  с  выходного
нейрона считывалась ее  реакция,  которая сравнивалась  с  требуемой  D.  На
основании  расхождений  между  требуемым  и  получаемым  сигналом
модифицировались  весовые  коэффициенты  ИНС.  Эта  последовательность
действий  повторялась,  пока  величина  ошибки  (целевой  функции)  не
достигнет  допустимого  уровня.  Три  применяемые  в  работе  задачи
различались  между  собой  только  конкретным  видом  требуемого  от  ИНС
сигнала. 



















Рисунок 2.3 - Графическое изображение выходного и требуемого сигналов для
ИНС, обученной не до конца (присутствует значительное расхождение между сигналами)
Эта  задача  может  служить  абстрактным  представлением  явления
реакции, присущего живым системам: на покоящуюся систему оказывается
некоторое  единичное  воздействие,  которое  заставляет  ее  выдать
определенную  последовательность  сигналов.  Так,  например,  в  предельно
упрощенном  варианте  может  выглядеть  реакция  нейрона,  возбужденного
вследствие  поступившего  извне  сигнала  и  передающего  сигнал  в  виде
импульса  дальше  по  нейронной  цепи.  Неоднородный  выходной  сигнал  в
данном случае может быть необходим для того, чтобы устройство (в случае
нейрона  -  часть  мозга),  на  которое  он  в  итоге  поступит,  могло  по  этой
неоднородности распознать, из какой части системы пришел этот сигнал.
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2.2.2 Квазислучайный входной поток сигналов
Этот тип задач подробно описан и применялся в  [ CITATION Бар10 \l
1033  ].  Обучение  ИНС  данной  задаче  проводилось  в  другой  программе,
разработанной Барцевым С.И. ранее.
На  вход  нейронной  сети  (два  входных  нейрона)  подавалась
последовательность  определенной  длины  (T=70  тактов),  сгенерированная
случайным образом из сигналов «пауза» - (00), А - (10),  B – (01) и С – (11),
где (1)  – наличие и (0)  – отсутствие сигнала на входных нейронах. Таким
образом, и конкретный вид сигнала в данный момент, и длительность паузы
между  сигналами  задавались  случайно.  ИНС  обучалась  реагировать  на
сигнал определенного типа (только А, либо только В, либо только С), выдавая
на выходном нейроне единичный сигнал.  На все  прочие  сигналы либо  во
время паузы на выходе должен выдаваться ноль.
Рисунок 2.4 - Фрагменты входной и выходной последовательности для функции
распознавания сигнала ААА. Знак «+» в выходной последовательности обозначает
«правильное» срабатывание ИНС
Данная задача является более сложной, чем описанная в 2.2.1, за счет
непрерывного  поступления  случайного  сигнала,  в  то  время  как  в  первом
случае сигнал всегда имеет одинаковую конфигурацию и длину.
Функционирование  при  обучении  типу  задач,  описанному  в  этой
разделе,  может  применяться  для  имитации  широкого  класса  процессов  в
биологических  системах.  Например,  в  качестве  аналога  может  быть
рассмотрен процесс ферментативного катализа (распознавание конкретного
субстрата  и  его  преобразование  в  продукт),  реагирование  организма  на
фактор среды или экосистемы на внешнее воздействие.
Обучение  ИНС  задаче  этого  типа  производилось  для  того,  чтобы
оценить влияние сценария обучения на его эффективность.  Под сценарием
обучения в данном случае подразумевается конкретная последовательность
входных  сигналов  (задач),  поступивших  на  ИНС.  Для  выявления  влияния
сценария использовались ИНС, происходившие от одной родительской сети.
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2.3 Вывод кривых обучения и конечных точек траекторий 
обучения
В пакете  SCILAB также была  разработана  программа  LCViewer для
одновременного  вывода  кривых  обучения  массивов  ИНС.  Её  интерфейс
показан на рисунке 2.5.
Рисунок 2.5 - Программа LCViewer для отображения кривых обучения массивов
искусственных нейронных сетей
Данная  программа  применялась  в  основном  для  анализа  данных,
полученных  в  ходе  эксперимента  по  обучению  ИНС  с  повреждениями
начальной  структуры  (см.  подраздел  3.2).  Кроме  того,  была  разработана
модификация этой программы, в которой перед выводом графиков на экран
проводилось  усреднение  наборов  кривых  обучения  по  каждой  точке,  что
упрощало анализ полученных картин.
Кроме этого, для вывода на экран конечных точек траекторий обучения
ИНС в  пространстве  весовых  коэффициентов  была  разработана  отдельная
программа  StructureMap.  С  ее  помощью  было  обнаружено,  что  эти  точки
расположены в пространстве не случайным, а неким определенным образом,
формируя кластеры. 
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Рисунок 2.6 - Программа StructureMap для отображения конечных точек траекторий
обучения искусственных нейронных сетей в пространстве весовых коэффициентов
Для каждой задачи характерны кластерные структуры своей, отличной
от  других  формы.  Подробное  изучение  этих  структур  не  являлось  целью
данной  работы,  поэтому  они  применялись  только  как  вспомогательный
материал,  иллюстрируя  различие  между  используемыми  задачами  (см.
подраздел 3.3).
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3 Результаты и обсуждение
3.1 Получение кривых обучения разного вида
Кривые обучения людей могут иметь различную форму в зависимости
от  специфики  задачи  и  особенностей  процесса  обучения.  Как  уже
обсуждалось  в  разделе  1.5.1,  эти  кривые  могут  наилучшим  образом
описываться  одиночными степенными функциями,  кусочными степенными
функциями,  экспоненциальными  функциями  или  их  композицией  и  т.д.
Поскольку  в  данной  работе  предполагается  провести  моделирование
процесса обучения человека с помощью ИНС, опираясь во многом на кривые
обучения, важным представляется показать, что кривые обучения ИНС также
могут иметь разную форму.
Для  изучения  различных  сценариев  обучения  необходимо  было
выявить  все  возможные  типы  кривых  обучения  ИНС.  Так,  при  обучении
задачи предъявления сигнала с развернутой временнóй реакцией выделены





Рисунок 3.1 - Возможные типы кривых обучения при освоении
задачи предъявления сигнала с развернутой временнóй реакцией:
1 - "скачок", 2а - "прямая ступень"
2б
3
Рисунок 3.1, лист 2
2б - "обратная ступень, 3 - "гладкая"
Определение  типа  кривой  в  компоненте  Analysis осуществляется  с
помощью вычисления производных. Если первая производная кривой по всей
ее длине хотя бы раз меняет знак (обращается в ноль), то это - "скачок"; в
ином случае вычисляется вторая производная. Если вторая производная по
всей длине кривой хотя бы раз меняет знак, то это "ступень". Наконец, если и
первая, и вторая производные имеют постоянный знак (отрицательны), то это
кривая типа "гладкая". Вычисление первой и второй производной наглядно
показали, что кривые вида 2а и 2б (см. рисунок 3.1) в сущности являются
частными случаями кривой одного и того же типа, который получил название
"ступень".
Вопрос о соотношении количества реализаций каждого типа кривой и
характеристик  обучаемых ИНС рассматривался  в  рамках  курсовой  работы
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Марковой  Г.М.  "Моделирование  вклада  наследственности  и  сценариев
обучения  в  формирование  поведенческих  навыков"  (2015  г.).  Так,  было
выяснено,  что  количество  реализаций  каждого  типа  кривой  обучения
("скачок", "ступень", "гладкая") в отдельно взятом массиве ИНС зависит от
количества  нейронов  и,  как  следствие,  количества  межнейронных  связей.
Также  определено,  что  при  увеличении  числа  нейронов  возрастает
вероятность  того,  что  обучение  ИНС  будет  проходить  по  кривой  типа
"гладкая"; этот же тип кривых показал себя как самый "быстрый" в смысле
освоения ИНС поставленной задачи.
Кривые,  полученные в результате обучения ИНС функционированию
при  квазислучайном  входном  потоке  сигналов,  отличаются  по  виду  от
перечисленных выше. 
Рисунок 3.2 - Кривая обучения ИНС при освоении функционирования при
квазислучайном входном потоке сигналов
Наличие "колебаний" у этих кривых обучения обусловлено спецификой
задачи:  на  каждом  шаге  обучения  ИНС  предъявляется  заново
сгенерированная,  отличная  от  всех  прочих  последовательность  входных
сигналов,  из-за  чего  качество  функционирования  на  первых  тактах  новой
последовательности оказывается ниже, чем на последних тактах старой.
Итак, определено, что при обучении ИНС также, как и людей, могут
возникать кривые обучения разного вида. Этот факт является аргументом в
пользу того, что ИНС могут быть выбраны в качестве модельных объектов
при изучении процесса обучения.
3.2 Моделирование обучения двигательной задаче с помощью 
искусственных нейронных сетей
3.2.1 Единственная родительская сеть
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В  работе  был  проведен  эксперимент,  подобный  описанному  в
[ CITATION Smi15 \l  1033 ] (см. раздел 1.5.2),  на ИНС. Поскольку  DCD –
заболевание, вызванное затрудненной передачей сигналов от головного мозга
к  телу,  было  решено  смоделировать  процесс  обучения,  происходящий  в
подобной  поврежденной  нервной  системе,  с  помощью  ИНС,  в  структуру
которых  внесены  нарушения,  также  затрудняющие  передачу  и  верную
модификацию  сигналов.  Весовые  коэффициенты  родительской  сети  были
сгенерированы случайным образом.




Далее  эта  сеть  была  обучена  задаче  выдавать  определенную
последовательность чисел D=[0;0.2;0.5;0.3] в ответ на получаемый числовой
сигнал  А=[0.5;0;0;0;0].  Затем  в  родительской  сети  некоторые  из  весовых
коэффициентов были изменены следующим образом:
а) Величина одного коэффициента 0;
б) Величина одного коэффициента 0.5; 
в) Величина трех коэффициентов 0;
г) Величина трех коэффициентов 0.5.
Обучение той же задаче для этих ИНС проводилось в двух вариантах:
ИНС  могла  либо  не  могла  в  ходе  процесса  модифицировать  измененные
весовые  коэффициенты.  Для  всех  ИНС  длительность  процесса  обучения
составляла 3000 шагов. По полученным данным построены кривые обучения
для каждого из вариантов исходных весовых коэффициентов.
На  рисунке  3.2  представлены  кривые  обучения  ИНС  без  внесенных
нарушений;  с  нарушениями,  которые  можно  исправлять;  с  нарушениями,
которые  исправить  нельзя.  Отображенные  кривые  являются  результатом
усреднения  по  каждой  точке  пяти  исходных  кривых,  каждая  из  которых
получена при обучении ИНС. Данные ИНС обучались методом случайного
поиска,  изменены  (занулены)  три  весовых  коэффициента  (в  матрице  их
координаты 12, 21 и 32). 
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Рисунок 3.3 - Усредненные кривые обучения нейронных сетей (метод случайного
поиска): 
1 - начальный этап обучения, 2 - весь интервал
Кривые обучения, приведенные на рис. 3.2,  дали наиболее близкий к
полученному в [ CITATION Smi15 \l 1033 ] результату: в течение первых 500
шагов  ИНС  с  измененными  весовыми  коэффициентами  справляются  с
задачей несколько хуже, чем «здоровые», а их кривые обучения идут почти
параллельно (см. рис.3.2, а) ). Но в дальнейшем легко видеть, что ситуация
изменяется и наиболее успешно начинают справляться ИНС с исправимыми
изменениями (см. рис.3.2, б) ). К сожалению, обучение детей в  [ CITATION
Smi15  \l  1033  ] проводилось  лишь  до  сотой  попытки,  так  что  для
последующего сопоставления нет экспериментальных данных.
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Обучение  ИНС  проводилось  также  и  методом  обратного
распространения  ошибки,  однако результатов,  которые  возможно  было  бы
сопоставить  с  данными  из  рассматриваемой  статьи,  не  получено.  В  ряде
случаев наблюдалось,  что ИНС как с исправимыми, так и неисправимыми
изменениями справлялись с задачей лучше «здоровых» на протяжении всего
времени (см. рис.3.3).
Рисунок 3.4 – Кривые обучения нейронных сетей ( метод обратного
распространения ошибки)
Таким образом, для моделирования обучения при наличии нарушений
связей  между  нейронами  метод  случайного  поиска  подходит  лучше,  чем
метод  обратного  распространения  ошибки.  Вероятно,  процесс  обучения
человека  отличается  от  движения  по  градиенту,  которое  лежит  в  основе
второго метода. 
Результаты,  полученные при обучении ИНС, происходящих от одной
родительской сети, также могут быть рассмотрены и интерпретированы как
разные варианты развития событий при обучении этой родительской сети при
наличии  в  ее  структуре  каких-либо  повреждений.  При  взгляде  на
проведенный  эксперимент  с  таких  позиций,  можно  отметить,  что  для
конкретной  начальной  структуры  существуют  (и  могут  быть  найдены  с
помощью  подобного  эксперимента)  модификации,  которые  позволят
увеличить  эффективность  ее  обучения  конкретной  задаче.  В  ходе  таких
модификаций  могут  быть  удалены  некоторые  связи  между  нейронами
(соответствующим весовым коэффициентам присвоены нулевые значения),
либо  эти  связи  можно  значительно  усилить  (присвоить  коэффициентам
большие, т.е. значительно больше шага обучения, значения).
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Все  описанные  в  этом  подразделе  результаты  были  представлены  в
докладе  Марковой  Г.М.  "Моделирование  обучения  двигательной  задаче  с
помощью нейронных сетей" на конференции "Молодежь и наука: проспект
Свободный  -  2016",  проходившей  в  СФУ  с  15  по  25  апреля  2016  года.
Отмечен  тот  факт,  что,  поскольку  рассматриваемые  ИНС  происходили  от
одной  и  той  же  родительской  сети,  сравнение  полученных  результатов  с
результатами  обучения  группы детей  не  вполне  корректно.  Поэтому  было
принято решение повторить эксперимент по моделированию, но использовать
при этом ИНС, происходящие от разных родительских сетей.
3.2.2 Разные родительские сети
В  повторном  эксперименте  по  обучению  ИНС  с  повреждениями
структуры  также  использовались  трехнейронные  сети  со  следующими
изменениями: 
а) Величина одного коэффициента 0;
б) Величина одного коэффициента 0.5; 
в) Величина трех коэффициентов 0;
г) Величина трех коэффициентов 0.5.
Использовалось  два  варианта  повреждений:  в  ходе  обучения  ИНС
могла либо не могла модифицировать измененные весовые коэффициенты.
Длительность  процесса  обучения  составляла  3000  шагов.  Для  каждого
варианта повреждений и каждого метода обучения было обучено 10 ИНС,
затем их кривые обучения усреднялись в каждой точке.
При  сравнении  результатов  эксперимента  с  полученными  ранее
данными по обучению массива ИНС, происходящих от одной родительской
сети (см. подраздел 3.2.1), отмечены значительные различия. 
Так, в предыдущем эксперименте (в качестве родительской выступала
единственная  сеть)  доля  полученных графиков  кривых обучения  ИНС без
повреждений,  с  исправимыми  и  неисправимыми  повреждениями,
совпадающих с данными по обучению детей, составила только 18% от всех
рассмотренных  вариантов.  Почти  2/3  полученных  графиков  пришлось  на
"странные",  контринтуитивные  результаты  -  в  этом  случае  ИНС  с
повреждениями демонстрировали большие успехи в обучении, чем ИНС без
повреждений. 
В  новом  эксперименте  (в  качестве  родительских  выступали  разные
сети)  доля  графиков,  кривые  на  которых  соответствовали  картине,
полученной  при  обучении  детей,  составила  54%.  Доля  "странных"
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результатов уменьшилась до 21%. При этом в обоих экспериментах имели
место случаи, когда нарушение структуры ИНС оказывалось критическим и
не  позволяло  адекватно  обучать  сеть  поставленной  задаче  выбранными
методами.  В  предыдущем  эксперименте  таких  случаев  оказалось  18%,  в
новом - 25%. 
1
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Рисунок 3.5 - Графики усредненных кривых обучения (метод случайного поиска):
1 - совпадающий с данными по обучению детей (нарушения в трех синапсах с
координатами 12, 21, 32, установленная величина 0.5), 2 - "странный" (нарушение в одном
синапсе с координатой 22, установленная величина 0.5)
Возросшая доля результатов, согласующихся с данными по обучению
детей,  при  обучении  ИНС,  происходящих  от  разных  родительских  сетей,
говорит о том, что подобные соотношения в эффективности обучения между
поврежденными  и  неповрежденными  обучающимися  структурами
характерны и для ИНС. Это соответствие выступает в пользу того, что ИНС
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могут быть использованы в качестве модели при моделировании процесса
обучения людей.
В  ряде  случаев  ИНС  с  исправимыми  повреждениями  начальной
структуры  в  процессе  обучения  "догоняли"  по  демонстрируемой
эффективности  выполнения  задачи  ИНС  без  повреждений  структуры  (см.
рис.3.6),  что  так  же  наблюдается  и  в  биологических  нейронных  сетях
вследствие  их  пластичности.  Правильно  подобранная  методика  обучения
позволяет осваивать задачи даже в случае наличия повреждений нейронной
сети.
Рисунок 3.6 - Усредненные кривые обучения (метод случайного поиска), нарушения
в трех синапсах с координатами 12, 22, 31, установленная величина 0
Появление  "контринтуитивных"  результатов  обучения,  когда  ИНС  с
меньшим  числом  синапсов  показывали  лучшие  результаты  обучения,  не
должно вызывать удивления, поскольку аналогичные случаи наблюдаются и
при  обучении  людей.  Так,  в  книге  Р.Солсо  "Когнитивная
психология"[  CITATION  Сол111  \l  1033  ] по  этому  вопросу  указано
следующее:  «Повреждение  мозга  не  всегда  приводит  к  ухудшению
когнитивной  продуктивности.  ...  поврежденными  могут  оказаться  части
мозга, связанные с продуктивностью в очень узких сферах деятельности, или
области  мозга,  выполняющие  избыточные  функции.  Когнитивная
деятельность  может  остаться  на  прежнем  уровне  также  из-за  того,  что
неповрежденные  связи  примут  на  себя  часть  функций  поврежденных
областей, или будут перегруппированы так, что смогут выполнять исходные
задачи.  Однако  в  общем  когнитивная  продуктивность  ухудшается  -
соответственно количеству поврежденной ткани мозга».
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Также  было  отмечено  влияние  наличия  повреждений  начальной
структуры ИНС на ход обучения. Хотя все сети в эксперименте происходили
от разных родительских сетей, их кривые обучения во многих случаях имели
одну  и  ту  же  форму,  отличаясь  друг  от  друга  только  начальной
эффективностью (т.е. тем, насколько "удачно" подошла их модифицированная
начальная структура для освоения задачи).
Рисунок 3.7 - Кривые обучения одной формы, полученные в результате обучения 10
ИНС, происходящих от разных родительских сетей и имеющих неисправимое
повреждение (фиксированную величину 0.5) синапса с координатами 22
С  другой  стороны,  обучение  ИНС  с  определенным  повреждением
начальной  структуры  происходит  с  разной  эффективностью  при
использовании  разных  алгоритмов  обучения  (см.рис.4).  В  этом  частном
случае  теорема  "о  бесплатных  завтраках"  (No Free Lunch)  [  CITATION
Wol96 \l 1033 ], гласящая, что эффективности любых двух алгоритмов поиска
экстремума в среднем идентичны, не работает. Таким образом, даже в случае
наличия  нарушений  в  структуре  нейронной  сети  подходящий  алгоритм
позволит провести обучение максимально результативно.
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Рисунок 3.8 - Усредненные кривые обучения, полученные при обучении ИНС с
исправимым повреждением синапсов с координатами 12, 21 и 32 (величина 0.5). Серая
кривая получена в результате обучения методом обратного распространения ошибки,
черная - методом случайного поиска
3.3 Оценка влияния начальной структуры, задачи и сценария 
обучения на эффективность обучения
Помимо эксперимента с обучением ИНС с повреждениями начальной
структуры,  требовалось  оценить  влияние  начальной  структуры  ИНС  без
повреждений и поставленной задачи на эффективность обучения. Для этого в
разработанной  программе  NetCreator были  сгенерированы  три  массива
трехнейронных ИНС и обучены трем разным функциям соответственно. Этот
тип задач описан в подразделе 2.2.1 и заключается в том, чтобы в ответ на
внешний  сигнал  фиксированной  длины  и  вида  выдавать  определенную
числовую  последовательность.  Три  функции,  которым  обучались  ИНС,
различались только этими требуемыми последовательностями. Для функции
1 требуемый сигнал имел вид [0 0.2 0.5 0.3], для функции 2 - [0 0.3 0.5 0.2],
для функции 3 - [0 0.3 0 0.3]. Обучение во всех случаях проводилось методом
случайного поиска.
Из  проведенных  ранее  экспериментов  известно,  что  в  пространстве
весовых  коэффициентов  ИНС,  обученные  одной  и  той  же  функции  с
одинаковой  точностью,  формируют  кластеры.  Таким  образом,  существует
соответствие  между  структурами  и  функцией,  которую  они  выполняют.
Поэтому зная параметры кластера в пространстве весовых коэффициентов и
конкретный  вид  функции,  которой  этот  кластер  соответствует,  возможен




Требуемый сигнал [0 0.2 0.5 0.3]
Функция 2
Требуемый сигнал [0 0.3 0.5 0.2]
Функция 3
Требуемый сигнал [0 0.3 0 0.3]
Рисунок 3.9 - Кластеры в пространстве весовых коэффициентов, соответствующие
функциям 1, 2 и 3. Каждый кластер формируется из весовых коэффициентов 500
обученных ИНС
Для  каждой  из  функций  было  измерено  среднее  количество  шагов,
которое  требовалось  ИНС,  происходящим  от  разных  родительских  сетей,
чтобы обучиться до величины ошибки  H=10-5. Эти результаты приведены в
таблице 2.
Таблица 2 - Количество шагов обучения, необходимое для достижения величины
ошибки 10-5





Из массива ИНС, обученных функции 1, была выбрана одна начальная
структура сети, скорость обучения которой данной функции была выше всех
в массиве и выше средней (ей потребовалось меньшее количество шагов).
Далее  две  копии этой начальной структуры были обучены соответственно
функциям 2 и 3. Аналогичные  действия  проделаны  с  начальными
структурами, показавшими наилучший результат при освоении функций 2 и
3. Их копии обучались функциям 1 и 3, 1 и 2 соответственно. Их результаты
приведены в таблице 3. 
Таблица 3 - Данные по обучению наиболее успешных начальных структур ИНС
другим задачам
Номер функции, которой 
обучался массив 1 2 3
Порядковый номер ИНС в 
массиве 383 21 32
Количество шагов, затраченных 
этой ИНС 3105 3230 2263
Среднее количество шагов при 
обучении этой функции 4827+-827 4927+-784 4629+-1128
Обучение функции под номером 2 3 1 3 1 2
Количество шагов, затраченных 
этой ИНС
3213±17 5302±617 3122±66 5753±1512 3822±85 3764±84
По  представленным  данным  видно,  что  ИНС,  показавшая  лучший
результат  в  обучении  функции  3  (для  удобства  назовем  ее  ИНС  32,  по
порядковому  номеру  в  массиве  сетей,  обучавшихся  этой  функции),  также
оказалась  наиболее  успешной  по  сравнению  с  ИНС  383  и  21  (которые
изначально обучались функциям 1 и 2 соответственно). И наоборот, ИНС 32
обучилась функциям 1 и 2 за большее число шагов, чем ИНС 383 и 21. 
Из  этого  следует,  что  конкретный  вид  функции  (задачи)  оказывает
влияние  на  эффективность  обучения:  обучаемые  структуры  могут  иметь
"предрасположенность"  к  освоению  определенных  функций  и  испытывать
сложности при обучении другим задачам.
В  целом  ИНС  383  и  21  демонстрируют  весьма  похожие  результаты
обучения, что может быть следствием "близости" функций 1 и 2 (требуемый
сигнал  для  этих  функций  различается  только  на  двух  тактах  и  на
сравнительно  небольшую величину).  В  пользу  этого  утверждения  говорит
также то,  что  ИНС 32  обучилась  обеим этим  функциям за  одинаковое  (в
пределах  погрешности)  число  шагов.  Наконец,  кластеры  в  пространстве
весовых коэффициентов для ИНС, обученных этим функциям (см. рис.3.9),
обладают сходством.
Влияние сценария обучения на его эффективность рассматривалось с
помощью обучения  шестинейронных ИНС задаче  в  режиме непрерывного
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поступления  внешнего  сигнала  (см.  подраздел  2.2.2).  Специфика  данного
типа  задачи  заключается  в  том,  что  поступающая  на  вход  ИНС
последовательность  генерируется  случайным  образом,  в  результате  чего
обучение каждой новой ИНС происходит по собственному сценарию. Метод
обучения  данной  задаче  -  обратное  распространение  ошибки,  т.е.
градиентный  спуск.  Поэтому  элемент  случайности  в  данном  случае
заключается только в генерируемом сценарии обучения. 
Так,  из  обучавшихся  шестинейронных  ИНС  была  выбрана  одна,  не
справившаяся  с  данной  задачей  (ею  был  превышен  лимит  на  количество
шагов обучения). 
Таблица 4 - Матрица весовых коэффициентов "проблемной" начальной структуры
ИНС
0,021     -0,002     0,005     0,013     -0,014     0,011
0,007     0,000     -0,012     0,016     0,012     0,014
-0,011     0,009     -0,001     -0,015     -0,001     0,019
-0,016     0,000     0,005     0,017     0,019     0,011
-0,010     -0,004     0,001     -0,009     -0,008     0,019
0,000     -0,003     -0,018     -0,024     -0,013     -0,022
Однако в результате нескольких попыток получилось успешно обучить
ИНС, имеющую ту же начальную структуру. Таким образом, благодаря более
"удачному" сценарию обучения представляется возможным обучить ИНС с
начальной структурой, которой данная задача дается с трудом.
Рисунок 3.10 - Кривая обучения ИНС с "проблемной" начальной структурой,
которой удалось обучиться заданной функции
3.4 Ответ на вопрос о детерминации развития
Теперь,  когда  рассмотрено  влияние  начальной  структуры  ИНС,
сценария  обучения  и  поставленной  задачи  на  эффективность  обучения,
можно  сделать  вывод  о  влиянии  наследственности  и  среды  на  развитие
человека.  Напомним,  что  на  этот  счет  существуют  две  позиции,
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родоначальниками которых являются Р. Декарт (теория врожденных идей) и
Дж. Локк (tabula rasa). 
В  пользу  влияния  наследственности  (в  терминах  ИНС  -  начальной
структуры)  говорят результаты,  полученные в экспериментах по обучению
ИНС с повреждениями начальной структуры (см. подразделы 3.2.1, 3.2.2). По
ним было заключено, что для  конкретной начальной структуры существуют
модификации,  которые  позволят  увеличить  эффективность  ее  обучения
конкретной задаче.
Кроме  того,  в  экспериментах  по  обучению  массивов  ИНС  разным
функциям с выделением среди них "лидеров" по скорости обучения показано,
что одна и та же начальная структура может справляться с некоторой задачей
быстрее среднего, но при этом другая задача будет даваться ей тяжелее, чем
большинству (см.  подраздел  3.3).  Иными словами,  несмотря  на  известное
выражение  "талантливый  человек  талантлив  во  всем",  для  обучаемой
структуры характерна предрасположенность к освоению определенных задач
и  затруднения  с  другими.  При  этом  "талант",  то  есть  эта
предрасположенность,  может  распространяться  не  только  на  некоторую
конкретную задачу, а на ряд близких друг к другу задач.
Также часть полученных результатов может быть приведена в пользу
влияния среды. Так,  в  экспериментах с поврежденными структурами ИНС
отмечено,  что  правильно  подобранный  алгоритм  обучения  позволяет
наиболее  эффективно  справляться  с  поставленными  задачами  в  рамках
ограничений,  возникающих  из-за  нарушений  структуры.  Кроме  этого,  в
эксперименте  по  обучению  шестинейронных  ИНС  функционированию  в
условиях непрерывного квазислучайного потока внешних сигналов показано,
что  сценарий  обучения  может  помочь  обучаемой  структуре  справиться  с
поставленной задаче даже в том случае,  если изначально она не обладала
предрасположенностью к освоению подобных функций.
Суммируя  вышесказанное,  в  отношении  вопроса  о  детерминации
развития можно утверждать, что наследственность играет значительную, но
не решающую роль в том, насколько успешно будет обучение той или иной
функции.  Изменения  в  начальной  структуре  обучающегося  объекта
(например,  вследствие  заболевания  или травмы)  могут как  способствовать
освоению им задачи (как показывает жизненный опыт, подобное возможно
лишь  в  исключительных  случаях),  так  и  накладывать  определенные
ограничения на его обучаемость. И в случае наличия затруднений в обучении
"последнее  слово"  оказывается  за  алгоритмами  и  сценариями  обучения,
благодаря  которым  становится  возможным  увеличить  эффективность  и  в
некоторых  случаях  даже  сделать  ее  сравнимой  с  успехами,
демонстрируемыми в отсутствие ограничений обучаемости.
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ЗАКЛЮЧЕНИЕ
В  результате  выполнения  задач,  поставленных  в  рамках  данной
бакалаврской работы, были сделаны следующие выводы:
1. Разработано программное обеспечение для генерации и обучения
ИНС, а также обработки полученных данных, извлечения необходимых
для анализа процесса параметров из сохраненных файлов, построения
графиков  кривых обучения,  отображения конечных точек траекторий
обучения ИНС в пространстве весовых коэффициентов;
2. Кривые  обучения  ИНС  аналогичны  кривым обучения  людей  и
тоже могут иметь разную форму в зависимости от специфики задачи;
3. Эффект снижения обучаемости детей с повреждениями нервной
системы в большинстве случаев воспроизводится в экспериментах на
ИНС.  При  этом  "контринтуитивные"  результаты  (ИНС  с
повреждениями начальной структуры обучаются лучше, чем ИНС без
таковых)  также  имеют  соответствия  с  эффектами,  возникающими  в
работе биологических нейронных сетей;
4. Даже в том случае, если обучающиеся структуры различаются по
происхождению,  при  наличии  у  них  одинаковых  повреждений  их
обучение  будет  идти  схожим  образом  в  рамках  одного  алгоритма
обучения (кривые обучения будут иметь схожий вид и различаться в
основном начальной эффективностью);
5. В результате экспериментов по обучению ИНС с одной и той же
начальной  структурой  показано,  что  сценарий  обучения  влияет  на
эффективность обучения и в ряде случаев позволяет минимизировать
влияние начальной структуры ИНС.
На  основании  полученных  результатов  и  сделанных  выводов
сформулировано  следующее  утверждение  по  отношению  к  вопросу  о
влиянии наследственности и среды на развитие человека: наследственность
значительно  влияет  на  обучаемость,  но  решающую роль  в  том,  насколько
успешно будет обучение задаче, играет алгоритм и сценарий обучения.
Представляя наш ответ на вопрос о детерминации развития человека,
мы естественно не претендуем на его окончательное и бесповоротное снятие,
поскольку  отдаем  себе  отчет  в  том,  что  этот  ответ  основан  лишь  на
экспериментах  с  модельными  объектами.  Несмотря  на  все  имеющееся
сходство  реального  процесса  с  модельным,  необходимо  учитывать  все
неизбежно  возникающие  ограничения  и  экстраполировать  полученные
результаты  на  реальность  с  осторожностью.  В  связи  с  этим  результаты,
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полученные  в  данной  работе,  предпочтительно  рассматривать  в  качестве
дополнительного,  а  не  решающего  аргумента  при  рассмотрении  вопроса
детерминации развития человека.
Таким  образом,  цель  данной  работы,  заключающаяся  в  проведении
сравнительного  анализа  процессов  обучения  человека  и  искусственных
нейронных сетей, считается достигнутой, а поставленные задачи выполнены.
В  дальнейшем  представляется  полезным  дополнить  проделанную
работу бóльшим числом экспериментов на реальных обучаемых структурах -
в  частности,  с  участием  людей.  Это  позволило  бы  подтвердить  или
опровергнуть  наличие  обнаруженных  на  модельных  объектах  эффектов.
Кроме  этого,  область  изучения  можно  расширить,  рассмотрев  не  только
обучение  двигательным  задачам  (освоение  физических  навыков),  но  и
процессы  решения  более  сложных,  интеллектуальных  задач.  Наконец,  все
вышесказанное  выступает  в  пользу  того,  чтобы  объединить  усилия  в
изучении закономерностей обучения со специалистами в таких областях, как
когнитивная психология, нейробиология и нейрофизиология. Именно так и
предполагается действовать в рамках когнитивных наук. Наиболее полное и
глубокое  изучение  процесса  обучения  представляется  применимым  на
практике  как  в  общей  педагогике,  так  и  при  разработке  специальных




DCD - Developmental Coordination Disorder, расстройство координации, 
диспраксия
ИНС - искусственная нейронная сеть/искусственные нейронные сети
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