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DESIGNS FROM PALEY GRAPHS AND PEISERT GRAPHS
JAMES ALEXANDER
Abstract. Fix positive integers p, q, and r so that p is prime, q = pr, and q ≡ 1
(mod 4). Fix a graph G as follows: If r is odd or p 6≡ 3 (mod 4), let G be the q-
vertex Paley graph; if r is even and p ≡ 3 (mod 4), let G be either the q-vertex Paley
graph or the q-vertex Peisert graph. We use the subgraph structure of G to construct
four sequences of 2-designs, and we compute their parameters. Letting k4 denote the
number of 4-vertex cliques in G, we create 62 additional sequences of 2-designs from
G, and show how to express their parameters in terms of only q and k4. We find
estimates and precise asymptotics for k4 in the case that G is a Paley graph. We also
explain how the presented techniques can be used to find many additional 2-designs
in G. All constructed designs contain no repeated blocks.
1. Introduction and main results
Let N be the set of positive integers. For the duration of this paper, assume that
p, q, r ∈ N are fixed so that p is prime, q = pr, and q ≡ 1 (mod 4). Fix a graph G
as follows: If r is odd or p 6≡ 3 (mod 4), let G be the q-vertex Paley graph, i.e., the
graph with vertex set GF(q) and edge set consisting of all {x, y} ⊆ GF(q) so that x 6= y
and x − y is a quadratic residue (see [20, 40]); if r is even and p ≡ 3 (mod 4), let G
be either the q-vertex Paley graph or the q-vertex Peisert graph, i.e., the graph with
vertex set GF(q) and edge set consisting of, for some fixed primitive root ω of GF(q),
all {x, y} ⊆ GF(q) which satisfy that x−y = ωj for j ≡ 0 (mod 4) or j ≡ 1 (mod 4) (see
Section 1 of [39]). It is straightforward to check that this Peisert graph construction
does not depend on the choice of primitive root ω. Also, for the duration of this paper,
let V denote the set of vertices of G and E denote the set of edges of G. We note that
if p ≡ 3 (mod 4) and q 6= 9, then the q-vertex Paley graph and q-vertex Peisert graph
will be non-isomorphic by Lemma 6.2 of [39]; however, what follows will hold for either
graph.
For design theory terminology and notation, we follow Chapter 19 of [48]. We show
that the subgraph structure of G provides blueprints for constructing many different
2-designs, none of which contain repeated blocks. Our results will all be based on the
fact that G is a very symmetric structure, as explained in Section 2. Using graphs
with very symmetric properties to construct designs and vice versa is not a new idea
(see [2, 4, 6–9, 19, 24, 29, 31, 34–36] for examples). The particular techniques presented
here, however, differ from any of which I am aware. In order to present them, we will
need to develop some additional notation.
For basic graph theory terminology, we follow [49]. For any x ∈ V , let NG(x) denote
the set of neighbors of x inG, i.e., the set of all y ∈ V so that {x, y} ∈ E. For anyX ⊆ V ,
let G[X] denote the subgraph of G induced by X, i.e., the graph with vertex set X and
edge set consisting of all {x, y} ∈ E satisfying x, y ∈ X. For any graph H, let H(G) be
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defined as the set of all X ⊆ V so that G[X] ∼= H. For any t ∈ N and x1, . . . , xt ∈ V ,
let H(G, {x1, . . . , xt}) denote the set of B ∈ H(G) satisfying x1, . . . , xt ∈ B. Let
H˜(G) := H(G) ∪H(G), where H denotes the complement of graph H (i.e., the graph
with the same vertex set as H and edge set consisting of all 2-sets of vertices which are
not edges in H), and let H˜(G, {x1, . . . , xt}) := H(G, {x1, . . . , xt})∪H(G, {x1, . . . , xt}).
Our first main result is the following, which outlines a general technique for obtaining
designs in G.
Theorem 1.1. For any k,m ∈ N and distinct k-vertex graphs H1, . . . ,Hm with Hi 6= Hj
for all distinct i, j ∈ [m], if B := ∪mi=1H˜i(G) then (V,B) forms a 2-(q, k, λ)-design, where
λ =
(
k
2
)(
q
2
)−1 m∑
i=1
|H˜i(G)|. (1)
In order to discuss some specific designs given by Theorem 1.1, for any s, t ∈ N, let
Kt denote the complete t-vertex graph, let Pt denote the t-vertex path graph, let Ks,t
denote the complete bipartite graph with partite sets of sizes s and t, let Ct denote the
t-vertex cycle graph, let D denote the graph which is obtained by removing an edge from
the complete 4-vertex graph (sometimes called the diamond graph), and let R denote
the graph which is not a 4-vertex cycle, but which is obtained by removing two edges
from the complete 4-vertex graph (sometimes called the paw graph). An application of
Theorem 1.1 to some subgraphs of small sizes, together with some counting arguments,
will provide the following result:
Corollary 1.2. Let B1 := K˜3(G), B2 := P˜3(G), B3 := P˜4(G) ∪ R˜(G) ∪ D˜(G), and
B4 := K˜4(G) ∪ K˜1,3(G) ∪ C˜4(G). Then,
(i) (V,B1) forms a 2-(q, 3, λ1)-design, where λ1 = (1/4)(q − 5);
(ii) (V,B2) forms a 2-(q, 3, λ2)-design, where λ2 = (3/4)(q − 1);
(iii) (V,B3) forms a 2-(q, 4, λ3)-design, where λ3 = (3/8)(q − 1)(q − 3);
(iv) (V,B4) forms a 2-(q, 4, λ4)-design, where λ4 = (1/8)(q − 3)(q − 5).
It is not surprising that there exist designs with these parameters; the existence of
designs with parameters that match those given in (i)-(iv) are, for example, guaranteed
by the main result of [43]. To the best of my knowledge, however, there do not exist
any explicit constructions of designs whose parameters match the parameters of these
designs presented in Corollary 1.2.
Certainly Theorem 1.1 provides a blueprint for constructing many more designs than
those which appear in Corollary 1.2. Even by choosing different combinations of K˜4(G),
D˜(G), R˜(G), C˜4(G), K˜1,3(G), and P˜4(G), we have clear directions for how to construct
64 different 2-designs (two of which are trivial, and two of which are Corollary 1.2(iii)
and Corollary 1.2(iv)). The difficulty in writing down the parameters of these 64 designs,
however, comes from trying to count |H˜(G)| when H is one of these 4-vertex graphs.
The following theorem shows that if we can determine |K4(G)|, then we can immediately
compute all of these graph parameters, and thus the parameters of all 64 designs. Let
k4 := |K4(G)|.
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Theorem 1.3. We have
(a) |K˜4(G)| = 2|K4(G)| = 2k4;
(b) |D˜(G)| = 2|D(G)| = 2|D(G)| = (1/64)q(q − 1)(q − 5)(q − 9)− 12k4;
(c) |R˜(G)| = 2|R(G)| = 2|R(G)| = (1/4)q(q − 1)(q − 5) + 24k4;
(d) |C˜4(G)| = 2|C4(G)| = 2|C4(G)| = (1/16)q(q − 1)(q − 5) + 6k4;
(e) |K˜1,3(G)| = 2|K1,3(G)| = 2|K1,3(G)| = (1/96)q(q − 1)(q − 5)(q − 9)− 8k4;
(f) |P˜4(G)| = |P4(G)| = (1/64)q(q − 1)(q2 − 10q + 41) − 12k4.
We note that |P˜4(G)| = |P4(G)| because P4 ∼= P4, while no other graph mentioned
in Theorem 1.3 satisfies this property. In addition to giving us design parameters in
terms of k4, Theorem 1.3 gives us a way to express |H(G)| in terms of k4 and q for
any 4-vertex graph H, since the exactly 11 non-isomorphic 4-vertex graphs all appear
in this theorem. We note, as discussed further in Section 4, that Theorem 1.3 could
be presented in terms of |H(G)| for any 4-vertex graph H 6= K4 as well, but that it is
desirable to write the result as we do because studying |Kt(G)| = |Kt(G)| for different
values of t in the case when p = q has been a topic of much interest for some time
(see [5,11–14,18,21,37,41,42] for examples). This result adds the extra incentive of 60
new nontrivial design constructions to that body of work.
In Section 4, we discuss the problem of determining the value of k4, and explain that
such problems can be very difficult in general. We also tabulate the values of k4 for some
small values of q in Section 4, and we explain that even though the value of |K3(G)|
is independent of whether G was chosen to be the Paley graph or Peisert graph, the
value of k4 is not. In Section 9, we tabulate the parameters of all 64 designs that can be
obtained once k4 is known (using Theorem 1.3) if we assume that q = 29. In Section 5
we obtain estimates for the value of k4 if G is assumed to be the Paley graph using some
known results about the distribution of edges within the Paley graph, and we use these
estimates to show that k4 ∼ q4/1536 as q → ∞. We also provide an exact expression
for k4 in terms of sums of quadratic residue characters over GF(q), but provide little
simplification for this sum.
The proofs of Theorem 1.1, Corollary 1.2, and Theorem 1.3, along with some sec-
ondary results, will be presented in Section 3 once some necessary results concerning the
symmetric properties of G are established in Section 2. Once k4 has been thoroughly
studied in Section 4 and Section 5 as previously discussed, in Section 6, we address the
obvious fact that most of the designs guaranteed by Theorem 1.1 are concerned with
subgraphs on many more than 4 vertices, and we discuss how many designs we can
create from G. Finally, in Section 7, we offer some concluding remarks.
2. Properties of G
Before we can prove the results presented in Section 1, we must better understand
the structure of G. It turns out that G is a very symmetric structure, as captured in
the following theorem, which is part of the main result of [39].
Theorem 2.1 (Peisert, [39]). G is self-complementary, vertex-transitive, and edge-
transitive.
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Before moving on, let us make some notes concerning Theorem 2.1. First, let us
recognize that even though it was in [39] that this result was first established for all
relevant G, this result was established in the case that G is the Paley graph previously,
with the self-complementary property proven in [20] and the transitive properties proven
in [40]. Let us also note that not only does G satisfy these properties, but in almost all
cases, it is the only graph that does. More specifically, for any n ∈ N, it is shown in [39]
that if there exists an n-vertex graph H which is self-complementary, vertex-transitive,
and edge-transitive, then n = pr00 for some prime p0, and either r0 is odd or p0 ≡ 1
(mod 4) and H is the q-vertex Paley graph, or r0 is even, p0 ≡ 3 (mod 4), and H is
either the q-vertex Peisert graph or q-vertex Paley graph, as long as (p0, r0) 6= (23, 2).
In the case that (p0, r0) = (23, 2), H may be either the Peisert graph, or another graph
which we do not discuss here. This converse too was known in the case when p = q
previously; this was proven in [38] using the main results of [17].
It will be convenient to state and prove a lemma in the language of strongly regular
graphs (see Section 8.6 of [49]). As is standard, for v, k, λ, µ ∈ N ∪ {0}, we call G a
(v, k, λ, µ) strongly regular graph if, for distinct x, y ∈ V , we have that |NG(x)| = k, that
{x, y} ∈ E implies |NG(x)∩NG(y)| = λ, and that {x, y} /∈ E implies |NG(x)∩NG(y)| =
µ. As discussed in [39], it is not difficult to see that sinceG is self-complementary, vertex-
transitive, and edge-transitive, G must be a strongly regular graph. In the case that
q = p, it is well-known that G is a (p, (1/2)(p − 1), (1/4)(p − 5), (1/4)(p − 1)) strongly
regular graph (see, for example, [13]). With a similar proof to the one provided for the
r = 1 case in [13], we extend the result as follows:
Lemma 2.2. G is a (q, (1/2)(q − 1), (1/4)(q − 5), (1/4)(q − 1)) strongly regular graph.
Proof. As mentioned in the paragraph immediately preceding the statement of this
lemma, there are k, λ, µ ∈ N∪{0} so that G is a (q, k, λ, µ) strongly regular graph. The
self-complementary property of G guaranteed by Theorem 2.1 implies that k = (1/2)(q−
1). Consider x ∈ V , let N := NG(x), and let M := V \ (NG(x) ∪ {x}). By definition,
for y ∈ N and z ∈M , we have |NG(y)∩N | = λ and thus |NG(y)∩M | = k− λ− 1, and
|NG(z) ∩N | = µ. It follows that |M |m = |N |(k − λ− 1), and thus
m = k − λ− 1 = (1/2)(q − 3)− λ. (2)
Moreover, since |V | = q and
|V \ {x, y}| = |(N \NG(y))| + |(NG(y) \N)|+ λ+ µ (3)
= 2(k − λ− 1) + λ+ µ, (4)
we have
µ = λ+ 1. (5)
A combination of (2) and (5) gives the claimed values of λ and µ. 
Before ending this section, we will derive from Lemma 2.2 one more property of these
graphs which will not be used toward the main objectives of this work, but which may
be of particular interest to some, as it contributes to an area of graph theory which
has been receiving a lot of recent attention. For this, we need the following definition:
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Two graphs are called cospectral (or isospectral) if they share the same graph spectrum
(i.e., if their adjacency matrices have the same eigenvalues). For well-motivated reasons
which we will not address here, finding cospectral graphs has been a goal of many
graph theorists lately (see, for examples, [1,10,15,23,25–27,32,33,47]). Now, it is well-
known that the spectrum of a strongly regular graph is completely determined by its
parameters (see, for example, Section 8.6 of [49]); so, since Paley graphs and Peisert
graphs are strongly regular graphs which have the same parameters (when considered
on the same number of vertices) by Lemma 2.2, it follows that Paley graphs and Peisert
graphs have the same spectrum. Since Paley graphs and Peisert graphs are always non-
isomorphic when considered on more than 9 vertices by Lemma 6.2 of [39], we have the
following:
Corollary 2.3. Paley graphs and Peisert graphs form an infinite sequence of non-
isomorphic co-spectral graphs.
Other than to construct infinitely many non-isomorphic cospectral graphs, one could
use Corollary 2.3 to show that Peisert graphs enjoy some of the same desirable properties
that have made the Paley graph so ubiquitous. For example, some of the pseuorandom
properties (see [30] for definitions) of Paley graphs are traditionally shown using the
spectrum of the Paley graph (see, for example, [30]). Thus, one can establish similar
psudorandom properties for the Peisert graph using Corollary 2.3. We note that some
pseudorandom properties of the Peisert graph were proven in [28], but spectral methods
were not used.
3. Proof of the results presented in Section 1
For the duration of this section, we extend our definitions for V , E, and NG(x)
to any graph H by letting V (H) denote the set of vertices of H, E(H) denote the
set of edges of H, and NH(x) denote the set of vertices to which x is adjacent in H,
for any x ∈ V (H). Also, as is quite standard, let [n] := {1, . . . , n} for any n ∈ N.
All of our proofs rely heavily on the results presented in the previous section, and all
involve directly counting subgraphs. Before moving to our proofs, it will be useful to
make three simple observations which we will use multiple times, and then to define
some notation which will be helpful throughout this section. First, let us notice that it
follows immediately from Lemma 2.2 that
|E| = (1/4)q(q − 1). (6)
Next, let us note that the self-complementary property of G guaranteed by Theorem 2.1
gives us that |H(G)| = |H(G)| for any graph H, and therefore that
|H˜(G)| =
{ |H(G)| if H = H
2|H(G)| if H 6= H . (7)
Finally, let us note that the edge-transitivity of G guaranteed by Theorem 2.1 implies
that
|E(H)||H(G)| = |E||H(G, {x, y})|. (8)
We now move to the main objectives of this section, beginning with the proof of
Theorem 1.1.
6 JAMES ALEXANDER
Proof of Theorem 1.1. Let H1, . . . ,Hm, B, and λ be defined as in the statement of
Theorem 1.1, and consider distinct x, y ∈ V . To prove what is desired, it is sufficient
to show that for any i ∈ [m],
|H˜i(G, {x, y})| =
(
k
2
)(
q
2
)−1
|H˜i(G)| (9)
(since this certainly implies that x and y are contained in exactly λ elements of B
by our definition of λ). To that end, first assume that {x, y} ∈ E and that Hi is
non-self-complementary. It follows from this and the self-complementary property of G
guaranteed by Theorem 2.1 that
|H˜i(G, {x, y})| = |Hi(G, {x, y})| + |Hi(G, {x, y})| (10)
=
|E(Hi)||Hi(G)|
|E(G)| +
|E(Hi)||Hi(G)|
|E(G)| (11)
=
(
k
2
)
1
|E| |Hi(G)|. (12)
It follows from (7) that
1
|E| |Hi(G)| =
(
q
2
)−1
|H˜i(G)|, (13)
and combination of this with (10)-(12) gives (9) in this case.
If Hi is assumed self-complementary, then a similar argument establishes that
|Hi(G, {x, y})| =
(
k
2
)
1
2|E| |Hi(G)|, (14)
and the desired result follows from (7). Finally, if {x, y} /∈ E, then {x, y} ∈ E(G), and
the previous arguments apply in every case since G is isomorphic to G. 
We now move to proving Corollary 1.2. For organizational purposes, we separate the
proof into pieces over the four assertions, (i)-(iv). Before beginning these proofs, we
note that for each i ∈ [4], it follows from Theorem 1.1 that (V,Bi) is a 2-(q, ki, λi)-design
where ki = 3 when i ∈ [2] and ki = 4 when i ∈ {3, 4}, so we need only show that λi has
the claimed value in each case.
Proof of Corollary 1.2(i). Fix {x, y} ∈ E, and let Nx := NG(x) and Ny := NG(y). It
follows from (8) that
3|K3(G)| = |E||K3(G, {x, y})|. (15)
By Lemma 2.2, we have that
|K3(G, {x, y})| = |Nx ∩Ny| = (1/4)(q − 5), (16)
and a combination of this, (6), and (15) gives
|K3(G)| = (1/48)q(q − 1)(q − 5) (17)
and thus that λ1 has the claimed value by (1) and (7). 
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While proving Corollary 1.2(i), we have shown that the number of triangles in G
is (1/48)q(q − 1)(q − 5). Specializing this to the case where q is prime, we obtain a
short proof that the p-vertex Paley graph contains (1/48)p(p− 1)(p− 5) triangles, thus
duplicating one of the main results of [37], and providing a shorter proof. We note that
this result was the inspiration for a recent paper, [16], in which the number of triangles
in a similar graph – the graph with the same vertex set, but defined by two vertices
being adjacent if their difference is a quartic residue rather than a quadratic residue –
was counted.
Proof of Corollary 1.2(ii). We note that that Theorem 2.1 implies that
(
q
3
)
= |K˜3(G)|+
|P˜3(G)| (since there are only 4 non-isomorphic 3-vertex graphs), and that a combination
of this with (7) and (17) gives
2|P3(G)| =
(
q
3
)
− 2|K3(G)| = (1/8)q(q − 1)2. (18)
A similar argument to that used to find the value of λ1 from (17) can now be used to
obtain λ2 from (18). 
Proof of Corollary 1.2(iii). We will, as in these previous two proofs, appeal to (1) to find
the value of λ3. We will not, however, count |D(G)|, |R(G)|, or |P4(G)| directly as we did
in previous proofs; instead, we will only count linear combinations of these parameters,
and this will be sufficient for our purposes. To that end, fix {x, y} ∈ E and consider
distinct {x, y, z} ∈ K3(G) and {x, y, w} ∈ P3(G). Either {x, y, z, w} ∈ D(G, {x, y})
or {x, y, z, w} ∈ R(G, {x, y}), and in both cases, |NG[{x,y,z,w}](x)| 6= |NG[{x,y,z,w}](y)|.
Thus, if we letD1(G, {x, y}) be all {x, y, z, w} ∈ D(G, {x, y}) satisfying |NG[{x,y,z,w}](x)| 6=
|NG[{x,y,z,w}](y)|, and R1(G, {x, y}) be defined as the set all {x, y, z, w} ∈ R(G, {x, y})
with {|NG[{x,y,z,w}](x)|, |NG[{x,y,z,w}](y)|} = {2, 3}, then
|K3(G, {x, y})||P3(G, {x, y})| = |D1(G, {x, y})| + |R1(G, {x, y})|. (19)
Now, by a similar argument to that used to develop (15), we can see that
2|P3(G)| = |E||P3(G, {x, y})|, (20)
and a combination of (15) and (20) with (17), (18), and (6) tells us that
|E||K3(G, {x, y})||P3(G, {x, y})| = (1/32)q(q − 1)2(q − 5). (21)
On the other hand, since there are exactly four edges in D with the property that their
endpoints have different degrees, we have that
|E||D1(G, {x, y})| = 4|D(G)|, (22)
and by similar reasoning, that
|E||R1(G, {x, y})| = 2|R(G)|. (23)
It follows from (19) and (21)-(23) that
4|D(G)| + 2|R(G)| = (1/32)q(q − 1)2(q − 5). (24)
8 JAMES ALEXANDER
Following similar steps to those used to get from (19) to (24), we can show that
2|R(G)| + 2|P4(G)| = (1/32)q(q − 1)3. (25)
It follows from (24) and (25) that
(1/32)(q − 1)2q(q − 3) = 2(|D(G)| + |R(G)|) + |P4(G)| (26)
= |D˜(G)|+ |R˜(G)| + |P˜4(G)|, (27)
with (27) following from the fact that G is self-complementary. It follows from (27) and
by (1) that λ3 has the claimed value. 
Proof of Corollary 1.2(iv). We notice that, since all 11 non-isomorphic 4-vertex graphs
are elements of P4(G)∪ C˜4(G)∪ K˜1,3(G)∪ R˜(G)∪ D˜(G)∪ K˜4(G), and since the sets in
this union are disjoint by definition,(
q
4
)
= |P4(G)| + |C˜4(G)| + |K˜1,3(G)| + |R˜(G)| + |D˜(G)|+ |K˜4(G)|. (28)
It follows from (27) and (28) that
|C˜4(G)| + |K˜1,3(G)| + |K˜4(G)| = (1/96)(q − 5)(q − 3)(q − 1)q. (29)
It follows from (27) and (1) that λ4 has the claimed value. 
This completes the proof of all parts of Corollary 1.2. Before moving to the proof of
Theorem 1.3, we prove the following lemma from which the theorem will follow almost
immediately.
Lemma 3.1. We have the following relationships between the parameters of G:
(a) 4|D(G)| + 2|R(G)| = (1/32)q(q − 1)2(q − 5);
(b) 2|R(G)| + |P4(G)| = (1/32)q(q − 1)3;
(c) 6k4 + |D(G)| = (1/128)q(q − 1)(q − 5)(q − 9);
(d) |D(G)|+ 2|C4(G)| = (1/128)q(q − 1)2(q − 5);
(e) 3|K1,3(G)| + |R(G)| = (1/64)q(q − 1)2(q − 5).
Proof of Lemma 3.1. Since (a) and (b) are (24) and (25), respectively, we begin by show-
ing (c). To that end, consider distinct {x, y, z}, {x, y, w} ∈ K3(G). Either {x, y, z, w} ∈
D(G, {x, y}) or {x, y, z, w} ∈ K4(G, {x, y}), and in both cases, |NG[{x,y,z,w}](x)| =
|NG[{x,y,z,w}](x)| = 3. Thus, if we let D1(G, {x, y}) be all elements {x, y, z, w} ∈
D(G, {x, y}) satisfying |NG[{x,y,z,w}](x)| = |NG[{x,y,z,w}](x)| = 3, then(|K3(G, {x, y})|
2
)
= |D1(G, {x, y})| + |K4(G, {x, y})|. (30)
Now, we can use a similar argument to that used to trace from (19) to (24) to obtain
from (30) that
6k4 + |D(G)| = (1/128)q(q − 1)(q − 5)(q − 9), (31)
which is exactly (c).
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A combination of (8) and the fact that G is self-complementary by Theorem 2.1
implies that
|P3(G, {x, y})| = (1/|E|)|P3(G)| = (1/|E|)|P3(G)|. (32)
A value for this can be obtained from (6) and (18), and then a similar argument to that
used to show (a), this time centered around
(
|P3(G,{x,y})|
2
)
rather than
(
|K3(G,{x,y})|
2
)
, can
show
|D(G)| + 2|C4(G)| = (1/128)q(q − 1)2(q − 5). (33)
Then, using the self-complementary of property of G guaranteed by Theorem 2.1, this
implies that
|D(G)| + 2|C4(G)| = (1/128)q(q − 1)2(q − 5), (34)
which is exactly (d). A similar proof with |K3(G, {x, y})||P3(G, {x, y})| in place of(
|P3(G,{x,y})|
2
)
(including a similar complementation step) proves (e).

We now proceed to the proof of Theorem 1.3, which will be a short argument now
that Lemma 3.1 is in place.
Proof of Theorem 1.3. It is not difficult to check with standard linear algebra techniques
that the five equations presented in Lemma 3.1 are linearly independent with respect to
the six graph parameters, and thus that we can determine the values of |P4(G)|, |C4(G)|,
|K1,3(G)|, |R(G)|, and |D(G)| all in terms of q and |K4(G)|. By then recalling that
|H(G)| = |H(G)| by the self-complementary property of G guaranteed by Theorem 2.1,
and by using (7), we have the desired results. 
4. On the value of k4
As discussed in Section 1, if we can determine the value of k4, then we will immediately
have new constructions for, and the values for the parameters of, 62 sequences of designs,
with forms similar to those presented in Corollary 1.2. Moreover, by looking at the
differences in sizes given by Theorem 1.3, we can see that many of these designs cannot
have the same number of blocks, and therefore are guaranteed to be non-isomorphic.
In addition to providing designs, determining k4 would provide a nice contribution
to the work on the general clique structure of Paley graphs that has been done in
[5, 11–14,18,21,37,41,42] and by others, and would provide an extension of the results
discussed immediately after the proof of Corollary 1.2(i). Thus, it is natural to pose
the following problem.
Problem 4.1. Determine the value of k4.
At the beginning of this paper we fixed p, q, r, and G, and until now all of our results
and discussions have been valid whether G is the Paley graph or Peisert graph, as shown
in Section 3. However, even though all our results in the preceding sections involving
k4 are the same in both cases, it turns out that k4 need not be the same in both cases,
and thus the solution to Problem 4.1 depends on which graph G was fixed to be at the
start of this paper (if p ≡ 3 and r is even, for in the other case there is no ambiguity).
One can check with a computer (for example, in a way explained in Section 7, Closing
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Remark 3), thatif G is assumed to be the Paley graph on q = 72 vertices, then we have
k4 = 2450, while if G is assumed to be the Peisert graph on q = 7
2 vertices, then we
have k4 = 2156, with this being a minimal counterexample. We keep this in mind as
we discuss Problem 4.1.
Before briefly examining k4 from a more general point of view, let us tabulate the
values of k4 for the first 24 possible values of q if G is assumed to be the Paley graph,
and the first 15 values of q if G is assumed to be the Peisert graph. For an explanation
of how the values in these tables were calculated, see Section 7, Closing Remark 3. Our
values for the Paley graph are:
q k4
5 0
9 0
13 0
17 0
25 75
29 203
q k4
37 555
49 2450
53 3445
61 6100
73 13140
81 21870
q k4
89 31328
97 46560
113 87010
121 118580
137 197965
149 275650
q k4
157 346970
173 520730
181 619020
193 802880
197 868770
229 1644678
q k4
223 1756820
241 2024400
257 2590560
269 3154025
277 3535905
281 3737300
Figure 1. Values of k4 when G is the Paley graph.
Our values for the Peisert graph are:
q k4
9 0
49 2156
81 21060
121 116160
361 10515930
q k4
529 49135636
729 177655842
961 544348840
1849 7534948652
2209 15347168876
q k4
2401 21416199700
3481 95096986470
4489 263148591640
5041 418750123260
6241 984209819060
Figure 2. Values of k4 when G is the Peisert graph.
Let us also get a feel for the types of designs that we will obtain once the value of k4 is
known. For this, assume that q = 29, in which case G is the Paley graph and k4 = 203.
Then, direct applications of Theorem 1.1 and Theorem 1.3 with this value of k4 in place
give us 64 designs (62 of which are new, two of which are given by Corollary 1.2(iii) and
Corollary 1.2(iii)) having parameters as specified in the table in Section 9.
Now, let us examine k4 a bit further. Since |H(G)| is a polynomial in q when H is a
graph on fewer than 4 vertices (as shown in Section 3), it is natural to think, a priori,
that k4 might be a polynomial in q as well. However, if we note that k4 would have to
be a polynomial of degree at most 4, since k4 ≤
(q
4
)
by definition, and if we then try
to interpolate values from Figure 1 or from Figure 2, we realize that k4 cannot be a
polynomial. In fact, even if we only consider k4 over r = 1 (i.e., over the Paley graphs
of prime order), or try to consider k4 over p ≡ 1 (mod 8), or other similar subsequences
of values, we find that over none of these subsequences can k4 be a polynomial.
It is worth noting that the techniques used in Section 3 provide no clear method for
counting k4. With this and the previous paragraph in mind, it is natural to look to
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other previously developed techniques to solve Problem 4.1. Recalling the comments
immediately following the proof of Corollary 1.2(i), one might want to try adapting the
techniques used in [37] and [16] to count 3-vertex cliques in the Paley graph. We note
that the techniques of [37] and [16] center around the fact that every 2-vertex clique
lies in the same number of 3-cliques in the Paley graph, and that, as one can verify (for
example, by computer), not every 3-vertex clique lies in the same number of 4-vertex
cliques in G (even when G is a Paley graph), with a minimal counterexample occurring
when q = p = 37; thus, these techniques will fail as well. Problem 4.1, which remains
open, may require some very different techniques than those which are commonly used
in this area. We do show in the following section, though, that we can estimate the
value of k4 quite closely if q is large and G is assumed to be the Paley graph.
It is worth mentioning, perhaps, that a full classification of the maximal cliques in
G (regardless of whether G is the Paley or Peisert graph) would enable computation of
k4 using the Inclusion-Exclusion Principle. However, such classifications are themselves
difficult, unsolved problems.
5. On the value of k4 when G is the Paley graph
Assume, for the duration of this section, that G was chosen to be the Paley graph. We
will begin this section by finding estimates and precise asymptotics for k4 in this case.
After estimates and asymptotics have been provided, we will derive an exact expression
for k4 in terms of quadratic residue characters (which we will provide a definition of
), but we will explain that this sum is likely very difficult to simplify using known
methods. To begin, we turn our attention to the following result, which was proven by
Thomason in [44]; a concise proof of this result, as well as some discussion and related
observations, is presented on Page 363 of [13]. For the duration of this section, as in
Section 3, for any graph H, let E(H) denote the set of edges of H.
Theorem 5.1 (Thomason, [44]). For any U ⊆ V ,∣∣∣∣|E(G[U ])| − 12
(|U |
2
)∣∣∣∣ ≤ |U |(q − |U |)4√q . (35)
The following theorem, which precisely determines the behavior of k4 for large q, now
follows with a few short arguments.
Theorem 5.2. We have that
k4 = q
4/1536 +O(q7/2), (36)
and so, as q →∞,
k4 ∼ q4/1536. (37)
Proof. Fix any {x, y} ∈ E and let Nxy := NG(x) ∩NG(y). It follows from (8) that
6k4 = |E||K4(G, {x, y})|. (38)
Moreover, for z, w ∈ V \ {x, y}, we know that {x, y, z, w} ∈ K4(G, {x, y}) if and only if
z, w ∈ Nxy and {z, w} ∈ E, and thus that
|K4(G, {x, y})| = |E(G[Nxy])|. (39)
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Now, by Lemma 2.2, we have that
|Nxy| = (1/4)(q − 5). (40)
It follows from Theorem 5.1, (39), and (40) that
||K4(G, {x, y})| − (1/64)(q − 5)(q − 9)| ≤ ((q − 5)(3q + 5))/(64√q), (41)
and in particular, that
|K4(G, {x, y})| = (1/64)q2 +O(q3/2). (42)
Our main claim, (36), now follows from a combination of (38) and (42) together with
(6); from (36), we immediately obtain (37). 
We will now move to providing an exact expression for k4 in terms of quadratic
characters. As is standard, define the quadratic residue character on GF(q) by, for any
x ∈ GF(q), the relation χ(x) := x(q−1)/2 for x 6= 0 and χ(0) = 0; we notice that, for
x 6= 0, we have χ(x) = 1 if and only if x is a quadratic residue in GF(q), and that
χ(x) = −1 otherwise. For an introduction to quadratic residue characters, see Sections
13.1− 13.2 of [13]. Combining ideas used by Andrews to estimate the number of triples
of consecutive quadratic residues in GF(p) for prime p in Section 10.2 of [3] with some
properties which we have observed about the Paley graph, we prove the following:
Theorem 5.3. Taking the following sum over distinct a, b ∈ GF(q) \ {0, 1}:
k4 = (1/512)q(q − 1)
∑
(1 + χ(a− b))
∏
i∈{0,1}
(1 + χ(a− i)) (1 + χ(b− i)) . (43)
Proof. In light of (38), we need only concern ourselves with determining |K4(G, {x, y})|
for a given {x, y} ∈ E, and we will focus on determining |K4(G, {0, 1})| for ease of
notation. Now, we know that {0, 1, x, y} ∈ K4(G, {0, 1}) if and only if χ(x) = χ(y) =
χ(x− 1) = χ(y − 1) = χ(x− y) = 1 for all distinct x, y ∈ V \ {0, 1}; it follows that if
f(x, y) := (1 + χ(x)) (1 + χ(x− 1)) (1 + χ(y)) (1 + χ(x− 1)) (1 + χ(x− y)) , (44)
then f(x, y) = 32 if {0, 1, x, y} ∈ K4(G, {0, 1}) and f(x, y) = 0 otherwise. Therefore,
with the following sum taken over distinct x, y ∈ V \ {0, 1}:
|K4(G, {0, 1})| =
∑
(1/32)f(x, y). (45)
It follows from (45), (38), and (6) that (43) holds. 
Though some small simplifications can be made, sums of characters such as those in
(43) are notoriously difficult to simplify in any meaningful way, or to even obtain bounds
from (see, for example, the discussions in Section 10.2 of [3] for more on this point). For
this reason, we leave this theorem as is and rely only on the methods presented earlier
in this section for estimates.
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6. On the number of designs given by Theorem 1.1
Since introducing Theorem 1.1 in Section 1, our focus has been on using this theorem
to construct 2-(q, k, λ)-designs, where k ∈ {3, 4} from the induced subgraph structure of
G. Of course, this only scratches the surface, since Theorem 1.1 clearly provides many
designs of different sizes. To explore this point, let ∆ = ∆(q) denote the number of
unique design constructions admitted by Theorem 1.1, and for fixed k ∈ N, let δk denote
the number of constructions of designs specified by Theorem 1.1 with parameters of the
form (q, k, λ) for some λ; also, let γk denote the number of non-isomorphic graphs on k
vertices. By definition of γk, we can find distinct k-vertex graphs H1, . . . ,Hγk/2 so that
Hi 6= Hj for all distinct i, j ∈ [γk/2]. By considering combinations of these graphs, it
is immediate that δk ≥ 2γk/2. Moreover, equality would only hold if all γk graphs on k
vertices were non-self-complementary, which surely would not be the case if k > 3, and
so it follows that
∆ >
q∑
k=3
2γk/2. (46)
Over k ∈ N, γk has a rich history that we cannot hope to reasonably discuss here, so
we refer the interested reader to II.2 in [22], and simply note that
γk > 2
(k
2
)/k!. (47)
While 2γk/2 unique design constructions for each k ∈ {3, . . . , q} is certainly a very
large amount, to really understand the strength of this statement, we would need to
estimate how many of these designs are non-isomorphic. If most will be non-isomorphic,
as one might expect from our discussion about k ∈ {3, 4}, then surely the motivation
to study this theorem would be much greater. Thus, it is natural to pose the following
which, in this sense, measures the strength of Theorem 1.1.
Problem 6.1. Fix k ∈ {3, . . . , q}. How many pairs of distinct sets of k-vertex graphs,
({H1, . . . ,Hm}, {I1, . . . , In}) for some n,m ∈ N, are there satisfying Hi /∈ {Hj,Hj} and
Ik /∈ {Il, Il} over distinct i, j ∈ [n] and k, l ∈ [m], and also satisfying
m∑
i=1
|H˜i(G)| =
n∑
k=1
|I˜k(G)|? (48)
7. Closing remarks
(1) It is possible to present the results of this paper while completely avoiding graph-
theoretic language. For example, in the case that G is a Paley Graph, if we let
q denote the set of quadratic residues in GF(q), then Corollary 1.2(i) can be
restated as follows: Let V := GF(q) and let B1 be the set of all S ⊆ GF(q) such
that |S| = 3 and either x− y ∈ q for all x, y ∈ S, or x− y /∈ q for all x, y ∈ S.
Then, (V,B1) forms a 2-(p, 3, λ1)-design, where λ1 = (1/4)(p − 5). Moreover,
it may be particularly tempting to some to try to remove all graph-theoretic
language this way, and to try to present the results of this paper entirely as
those concerned with using symmetries (group actions) to construct designs,
since this is one of the few standard methods for design construction. However,
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we invite those tempted to try to remove all graph theoretic language from
Corollary 1.2(iii) and Corollary 1.2(iv) as we just did with Corollary 1.2(i), and
then to remove the graph-theoretic language from their proofs; the notation in-
evitably becomes cumbersome to the point of illegibility.
(2) For convenience, we note that the complementary designs of those presented in
Corollary 1.2, which we denote with an overbar, have the following parameters:
(a) (V,B1) forms a 2-(q, q− 3, λ1)-design with λ1 = (1/12)(q − 3)(q− 4)(q− 5);
(b) (V,B2) forms a 2-(q, q − 3, λ2)-design with λ2 = (1/8)(q − 1)(q − 3)(q − 4);
(c) (V,B3) forms a 2-(q, q − 4, λ3)-design with λ3 = (1/32)(q − 1)(q − 3)(q −
4)(q − 5);
(d) (V,B4) forms a 2-(q, q−4, λ4)-design with λ4 = (1/96)(q−3)(q−4)(q−5)2 .
(3) The tables of k4 values provided in Section 4 were generated using Magma.
One can use more common languages like Sage to generate such values over the
Paley graph quite easily, and not much is lost; however, for both computation
time purposes and because certain algebraic elements can be tricky in Sage,
we recommend using Magma or another more algebraically-oriented language
for Peisert graph calculations. For convenience, we will provide Sage code for
Paley calculations and Magma code for Peisert calculations. In both cases, to
improve our computation times significantly, we will appeal to (38). To generate
k4 values for the Paley graph in Sage, we can proceed as follows:
from itertools import product #Allows for Cartesian products
F.<a> = GF(q) #F is finite field GF(q)
G = Graph([F, lambda i,j: i!=j and (i-j).is_square()])#Paley graph
G.relabel() #For convenience
V = G.vertices() #For convenience
E = G.edges(labels = false) #For convenience
def k4(G): #Determines the values of k_4
count = 0
for (x,y) in filter(lambda (x,y): (1<x<y), product(V,V)):
if (0,x) in E and (0,y) in E and (1,x) in E and (1,y) in E:
if (x,y) in E:
count += 1
return (1/24)*q*(q-1)*count
The return statement in k4 is determined by (38) and (6). From this, we have
the table provided in Section 4 for the Paley graph. The table of designs in
Section 9 can be generated using the k4 value obtained from this when q = 29
together with Theorem 1.3 and Theorem 1.1, as explained further in Section 9.
To generate k4 values for the Peisert graph in Magma, let us not define the
graph or any functions, but rather just proceed in a more efficient way by:
F<a> := FiniteField(p,r); //q = p^r and F = GF(q)
DESIGNS FROM PALEY GRAPHS AND PEISERT GRAPHS 15
N0 := {}; //This is N_G(0)
for j in [0..p^r] do
N0 := N0 join {a^(4*j), a^(4*j+1)};
end for;
N1 := {}; //This is N_G(1)
for j in [0..p^r] do
N1 := N1 join {a^(4*j)+1, a^(4*j+1)+1};
end for;
N := (N0 meet N1) diff {0,1}; //This is N_G(0)\cap N_G(1)
count := 0;
for S in Subsets(N, 2) do //Computes |K_4(G,{0,1})|
for x in S do
for y in (S diff {x}) do
if (x-y) in N0 then
count := count + 1;
end if;
end for;
end for;
end for;
print (1/48)*(p^r)*(p^r-1)*count;
(4) Though the designs which he obtained differ from those which we obtain here,
and though his techniques differ significantly, Tonchev showed that designs can
be found in Rank 3 graphs (a class which contains Paley graphs and Peisert
graphs) in [45,46].
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9. Appendix
The following table shows the values of λ for the 62 nontrivial designs which can
be constructed from 4-vertex subgraphs of G using Theorem 1.1, if we assume that
q = 29 and use Theorem 1.3 and the value k4 = 203 given in Figure 1. They are all
2-(29, 4, λ)-designs with block set B, where λ and B are as specified in the table.
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λ B
6 K˜4(G)
54 D˜(G)
144 R˜(G)
90 C˜4(G)
36 K˜1,3(G)
150 P˜4(G)
60 K˜4(G) ∪ D˜(G)
150 K˜4(G) ∪ R˜(G)
96 K˜4(G) ∪ C˜4(G)
42 K˜4(G) ∪ K˜1,3(G)
156 K˜4(G) ∪ P˜4(G)
198 D˜(G) ∪ R˜(G)
144 D˜(G) ∪ C˜4(G)
90 D˜(G) ∪ K˜1,3(G)
204 D˜(G) ∪ P˜4(G)
234 R˜(G) ∪ C˜4(G)
180 R˜(G) ∪ K˜1,3(G)
294 R˜(G) ∪ P˜4(G)
126 C˜4(G) ∪ K˜1,3(G)
240 C˜4(G) ∪ P˜4(G)
186 K˜1,3(G) ∪ P˜4(G)
204 K˜4(G) ∪ D˜(G) ∪ R˜(G)
150 K˜4(G) ∪ D˜(G) ∪ C˜4(G)
96 K˜4(G) ∪ D˜(G) ∪ K˜1,3(G)
210 K˜4(G) ∪ D˜(G) ∪ P˜4(G)
240 K˜4(G) ∪ R˜(G) ∪ C˜4(G)
186 K˜4(G) ∪ R˜(G) ∪ K˜1,3(G)
300 K˜4(G) ∪ R˜(G) ∪ P˜4(G)
132 K˜4(G) ∪ C˜4(G) ∪ K˜1,3(G)
246 K˜4(G) ∪ C˜4(G) ∪ P˜4(G)
192 K˜4(G) ∪ K˜1,3(G) ∪ P˜4(G)
λ B
288 D˜(G) ∪ R˜(G) ∪ C˜4(G)
234 D˜(G) ∪ R˜(G) ∪ K˜1,3(G)
348 D˜(G) ∪ R˜(G) ∪ P˜4(G)
180 D˜(G) ∪ C˜4(G) ∪ K˜1,3(G)
294 D˜(G) ∪ C˜4(G) ∪ P˜4(G)
240 D˜(G) ∪ K˜1,3(G) ∪ P˜4(G)
270 R˜(G) ∪ C˜4(G) ∪ K˜1,3(G)
384 R˜(G) ∪ C˜4(G) ∪ P˜4(G)
330 R˜(G) ∪ K˜1,3(G) ∪ P˜4(G)
276 C˜4(G) ∪ K˜1,3(G) ∪ P˜4(G)
294 K˜4(G) ∪ D˜(G) ∪ R˜(G) ∪ C˜4(G)
240 K˜4(G) ∪ D˜(G) ∪ R˜(G) ∪ K˜1,3(G)
354 K˜4(G) ∪ D˜(G) ∪ R˜(G) ∪ P˜4(G)
186 K˜4(G) ∪ D˜(G) ∪ C˜4(G) ∪ K˜1,3(G)
300 K˜4(G) ∪ D˜(G) ∪ C˜4(G) ∪ P˜4(G)
246 K˜4(G) ∪ D˜(G) ∪ K˜1,3(G) ∪ P˜4(G)
276 K˜4(G) ∪ R˜(G) ∪ C˜4(G) ∪ K˜1,3(G)
390 K˜4(G) ∪ R˜(G) ∪ C˜4(G) ∪ P˜4(G)
336 K˜4(G) ∪ R˜(G) ∪ K˜1,3(G) ∪ P˜4(G)
282 K˜4(G) ∪ C˜4(G) ∪ K˜1,3(G) ∪ P˜4(G)
324 D˜(G) ∪ R˜(G) ∪ C˜4(G) ∪ K˜1,3(G)
438 D˜(G) ∪ R˜(G) ∪ C˜4(G) ∪ P˜4(G)
384 D˜(G) ∪ R˜(G) ∪ K˜1,3(G) ∪ P˜4(G)
330 D˜(G) ∪ C˜4(G) ∪ K˜1,3(G) ∪ P˜4(G)
420 R˜(G) ∪ C˜4(G) ∪ K˜1,3(G) ∪ P˜4(G)
330 K˜4(G) ∪ D˜(G) ∪ R˜(G) ∪ C˜4(G) ∪ K˜1,3(G)
444 K˜4(G) ∪ D˜(G) ∪ R˜(G) ∪ C˜4(G) ∪ P˜4(G)
390 K˜4(G) ∪ D˜(G) ∪ R˜(G) ∪ K˜1,3(G) ∪ P˜4(G)
336 K˜4(G) ∪ D˜(G) ∪ C˜4(G) ∪ K˜1,3(G) ∪ P˜4(G)
426 K˜4(G) ∪ R˜(G) ∪ C˜4(G) ∪ K˜1,3(G) ∪ P˜4(G)
474 D˜(G) ∪ R˜(G) ∪ C˜4(G) ∪ K˜1,3(G) ∪ P˜4(G)
Figure 3. The 2-(29, 4, λ)-designs given by Theorem 1.1.
.
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