Abstract. A complete classification of quaternary complex Hadamard matrices of orders 10, 12 and 14 is given, and a new parametrization scheme for obtaining new examples of affine parametric families of complex Hadamard matrices is provided. On the one hand, it is proven that all 10 × 10 and 12 × 12 quaternary complex Hadamard matrices belong to some parametric family, but on the other hand, it is shown by exhibiting an isolated 14 × 14 matrix that there cannot be a general method for introducing parameters into these types of matrices.
Introduction
A complex Hadamard matrix H of order n is an n × n matrix with unimodular entries satisfying HH * = nI where * is the conjugate transpose, I is the identity matrix of order n, and where unimodular means that the entries are complex numbers that lie on the unit circle. In other words, any two distinct rows (or columns) of H are complex orthogonal. Complex Hadamard matrices have various applications in mathematics ranging from coding [5] and operator theory [12] to harmonic analysis [8] . They also play a crucial rôle in quantum information theory, for construction of quantum teleportation and dense coding schemes [19] , and they are strongly related to mutually unbiased bases (MUBs) [21] . In this paper we are primarily concerned with n × n Butson-type Hadamard matrices [2] , denoted by BH(q, n), which are complex Hadamard matrices composed of qth roots of unity. The notations BH(2, n) and BH(4, n) correspond to the real Hadamard matrices and quaternary complex Hadamard matrices, respectively.
Recently there has been a renewed interest in BH(q, n) matrices. In particular, they have been used as starting-point matrices for constructing parametric families of complex Hadamard matrices for various q and n. In a series of papers Diţȃ [4] , Szöllősi [15] , and Tadej andŻyczkowski [17] obtained new, previously unknown parametric families of complex Hadamard matrices from BH(q, n) matrices. The parametrization of a BH(q, n) matrix is an operation where some of the matrix entries are replaced by infinitely differentiable, or smooth, functions mapping a real-valued or complex-valued argument vector into the set of unimodular complex numbers. Any assignment of values to the parameters yields a complex Hadamard matrix and some assignments produce BH(q, n) matrices. The parametrization of
Preliminaries
Two BH(q, n) matrices are equivalent if the first matrix can be transformed into the second one by permuting the order of its rows and columns and multiplying a row or a column by some qth root of unity. The automorphism group of a BH(q, n) matrix H is the group of pairs of monomial matrices (P, Q) such that H = P HQ; a monomial matrix is an n × n matrix having a single nonzero entry in each row and column, these nonzero entries being complex qth roots of unity. Note that the automorphism group depends on the choice of q.
We employ invariants for finding the equivalence class of a BH(q, n) matrix in a computationally efficient way. The determinant of a k ×k submatrix of matrix H is called a vanishing minor, or a zero minor, of H if the determinant is zero. Throughout this paper we shall repeatedly use the following Lemma 2.1. Let H be a complex Hadamard matrix of order n and 2 ≤ k ≤ n − 2 be an integral number. Then the number of k × k vanishing minors of H is invariant, up to equivalence.
The number of k × k vanishing minors is just a special case of a more powerful invariant, the fingerprint [15] , but it is sufficient for our purposes.
The q-rank, or Z q -rank, of an integral matrix L of order n is the smallest positive integer r such that there are integral matrices S and T of orders n×r and r ×n respectively, such that ST ≡ L (mod q). The Z q -rank of a BH(q, n) matrix H is the Z q -rank of the (0, 1, . . . , q − 1)-matrix L for which H = EXP 2πi q L , where EXP denotes the entry-wise exponentiation function. It is easy to see that the Z q -rank is, again, invariant up to equivalence. A class of BH(q, n) matrices with small Z q -rank has some interesting applications in harmonic analysis [8] .
As it seems that a complex Hadamard matrix H shares every important property with its hermitian H * , complex conjugate H and transpose H T , we introduce the concept of ACTequivalence. Two complex Hadamard matrices H and K are called ACT-equivalent, if H is equivalent to at least one of K, K * , K or K T . The concept of this refined equivalence simplifies the presentation of our results as we can avoid unnecessary repetitions in our summarizing tables [9] .
Constructing Butson-type Hadamard matrices
The computer-aided methods employed in the classification of Butson-type Hadamard matrices in this work are very similar to the methods used for the classification of difference matrices over cyclic groups [10] . Therefore, we give here only a summary of the relevant ideas and describe in detail only the points where this work differs from the work done on difference matrices.
We perform an exhaustive computer search of the space of all Butson-type Hadamard matrices BH(q, n) with the given parameters q = 4 and n = 10, 12, 14. Because the size of the search space grows very quickly as the parameters are increased, we have to prune most of the search space and we do this by considering only inequivalent matrices.
An m×n matrix over qth roots of unity is said to be a candidate BH(q, n) matrix, denoted by BH(q, m, n), if the rows are orthogonal as in a BH(q, n) matrix, but the number of rows m ≤ n. A BH(q, m, n) matrix is dephased (or normalized) if the first row and the first column contain only the value 1. Since every BH(q, m, n) matrix is equivalent to a dephased one, only these matrices are considered in the computer search.
The dephased candidate BH(q, m, n) matrices are organized into a tree where the child nodes of a BH(q, m, n) are all BH(q, m + 1, n) that are obtained by appending a row to the node, cf. [10, Definition 2.6 ]. An exhaustive search of this tree is performed by weak canonical augmentation [6, Section 4.2.3] , which has the advantage over the simpler breadth-first search used in [10] that it can be performed easily in parallel.
Consider a tree of dephased candidate BH(q, m, n) matrices. Let p(X) denote the parent of the node X in the tree. Every node X in the tree has a finite sequence of ancestors from which it has been constructed by appending a row to it:
In the tree each X occurs only once but there are typically many nodes Y with X ∼ = Y . Such a node Y has also a sequence of ancestors from which it has been constructed:
Even though X ∼ = Y the ancestor sequences (1) and (2) need not consist of the same nodes up to equivalence. This means that the sequences (1) and (2) can be distinct on the level of equivalence classes even if X ∼ = Y . The main idea is now to exploit such differences among equivalent nodes in rejecting equivalent nodes.
Let T nr denote the set of all non-root nodes in the search tree T . Associate with every object X ∈ T nr a weak canonical parent w(X) ∈ T such that the following property holds:
The function w defines for every non-root node X a sequence of objects analogous to (1):
Because of (3), any two equivalent objects have identical sequences (4) on the level of equivalence classes of matrices. When the search tree is traversed in depth-first order, a node X and the subtree rooted at it is considered only if it has been constructed in the canonical way specified by (4) ; that is, every matrix in the ancestor sequence (1) should be equivalent to the matrix in the corresponding position in the sequence (4) . By (3) we obtain
In other words, equivalent matrices generated by weak canonical augmentation have equivalent parent matrices, and assuming that the same holds for the parents, this implies that equivalent matrices must be siblings in the search tree. This reduces the size of the search tree dramatically.
The problem of checking equivalence of BH(q, m, n) matrices is solved by transforming it into a corresponding graph isomorphism problem in exactly the same way as was done with difference matrices over cyclic groups in [10, Section 3] . Each BH(q, m, n) matrix is mapped to a directed graph, called the equivalence graph of the matrix. Two BH(q, m, n) matrices are equivalent if and only if their equivalence graphs are isomorphic graphs. The definition of an equivalence graph is obtained from the definition of a difference matrix graph [10, Definition 3.2] by considering qth roots of unity as a cyclic group where the operation is complex multiplication.
The software package Nauty [11] is used for checking the isomorphism of equivalence graphs. For each equivalence graph Nauty calculates a graph, called the canonical graph, which has the property that two equivalence graphs are isomorphic if and only if they have the same canonical graph. This implies that two BH(q, m, n) matrices are equivalent if and only if the canonical graphs of the equivalence graphs of the matrices are the same. We define the canonical graph of a matrix X as the canonical graph of the equivalence graph of X.
Transforming a matrix to a graph yields also a weak canonical function w having the property (3). Let P (X) be the set of matrices obtained by removing a row from a matrix X ∈ T nr and let ≤ g denote a total order on the set of canonical graphs. We define w(X) as the matrix Y ∈ P (X) which has the smallest canonical graph under ≤ g among the canonical graphs of matrices in P (X).
The definition of equivalence of BH(q, n) matrices given in Section 2 agrees with the equivalence relation ∼ = * defined in [10, Section 2] and the equivalence inducing group E * in [10, Section 5] .
To get confidence in the computational results, we perform a consistency check by counting the number of candidate and complete BH(q, n) matrices in two different ways. In the first method the sizes of the equivalence classes of BH(q, m, n) matrices are obtained from inequivalent BH(q, m, n) matrices and the automorphism groups of their canonical graphs via the orbit-stabilizer theorem. The second method determines the number of BH(q, m, n) matrices from the number of BH(q, m − 1, n) matrices and number of ways these smaller matrices can be augmented to yield a BH(q, m, n) matrix. This double-counting method is the same as in [10, Section 5] except that the analytical formula for 2 × c difference matrices and the reduction used for 3 × c difference matrices are not valid for BH(q, 2, n) and BH(q, 3, n) matrices, respectively. With BH(q, n) matrices the double-counting starts one level earlier with BH(q, 1, n) matrices, which all belong to the same equivalent class of size q n . The exhaustive computer search yields all inequivalent BH(q, n) matrices and the automorphism group for each matrix.
Parametrizing complex Hadamard matrices
Once a complete set of inequivalent BH(4, n) matrices were obtained the authors investigated whether these matrices lead to parametric families of complex Hadamard matrices. We recall the following basic method to introduce free parameters into complex Hadamard matrices of even order [15, Lemma 3.4 ].
Lemma 4.1. Let H be a dephased complex Hadamard matrix of order n and suppose that there exist a pair of rows in H, say u and v, such that for every i = 1, 2, . . . , n, u
Then for all such i for which u i + v i = 0 replace u i with αu i and v i with αv i , where α is a unimodular complex number to obtain a one-parameter family of complex Hadamard matrices H(α).
Lemma 4.1 is a general method for introducing affine parameters into real Hadamard matrices, irrespectively of their order, and it can be applied to various other matrices as well. Unfortunately, however, it cannot be applied to BH(4, n) matrices when n ≡ 2 (mod 4). In the following we present a method working for some of these BH(4,n) matrices.
Let us denote by 1 m the all-1 row vector of length m, and let ., . denote the standard inner product in C d with the convention that it is linear in the first, and conjugate linear in its second argument. Theorem 4.2. Let H be a dephased complex Hadamard matrix with the following block structure
where a and b are arbitrary unimodular numbers. Then, after replacing the row vectors y with αy and w with αw we obtain a one-parameter family of complex Hadamard matrices H(α) where α is unimodular. If, in addition, b = a we can continue by replacing w in H(α) with αβw to obtain a two-parameter family of complex Hadamard matrices H(α, β) where α and β are unimodular.
Proof. We need to show that the rows of H(α, β) are pairwise orthogonal. From the orthogonality of the first three rows of H we get
and hence the first three rows of H(α, β) are pairwise orthogonal. Similarly, it is easily seen that the rest of the rows (beyond the first three) are pairwise orthogonal within themselves. Additionally, the first row is trivially orthogonal to all further rows. Therefore it remains to be seen that the second and third rows of H(α, β) are orthogonal to all rows below them. We show first that they are orthogonal to the rows which are of type [1,
. . , r. In the original matrix H (i.e., prior to parametrizing) we have
and hence B i , y = 0 for every i = 1, . . . , r. It follows that after parametrization equations (5) and (6) remain valid.
We proceed by proving that rows that are of type [1,
. , s, after parametrization, are orthogonal to the second and third row of H(α, β). Again, in the original matrix H we have
and hence C i , x = −1 for every i = 1, . . . , s. It follows, that (7) are (8) are valid, provided that
holds and therefore (7) and (8) remains true, after parametrization. If, in addition, b = a, then D i , y = 0 for every i = 1, . . . , s, and hence (9) holds, independently of the scalar factor in w. The one-parameter family H(α) can be considered as H(α, α). The equations (5) - (8) hold as the condition a = b is not required for them. From the original matrix H we get
and (9) holds for H(α, α) also when a = b. Remark 4.3. If a and b are as in Theorem 4.2, then it is easy to see that the real part of ab is an integral number, and therefore b ∈ ±a · {1, ω, ω 2 , i}, where ω is a primitive complex third root of unity. Therefore one hopes to apply the parametrizing scheme described for complex Hadamard matrices with fourth and/or sixth roots of unity. Theorem 4.2 describes a local property of the complex Hadamard matrix H. Its conditions can be fairly easily checked, even by hand, and it can be implemented as a computer program to construct infinite families automatically.
It is natural to ask how many degrees of freedom (i.e., independent, smooth parameters) can be introduced into a given complex Hadamard matrix. We recall the following fundamental concept from [17]: The defect d(H) of an n × n complex Hadamard matrix H reads d(H) = m − 2n + 1, where m is the dimension of the solution space of the following real linear system with respect to the matrix variable R ∈ R n×n :
In what follows we motivate the formula (10). Consider a dephased complex Hadamard matrix H and a phasing matrix R whose first row and column is 0, and all other entries are a real variables. Now consider the matrix K := H • EXP (iR), where • is the entry-wise product and EXP is the entry-wise exponential function, respectively. The resulting matrix K is the most general parametrized matrix, stemming from H. Note that K is unimodular, but not necessarily complex Hadamard. In order to ensure this latter condition we spell out the orthogonality conditions of K, obtaining
which, after linearizing the exponential function (i.e., replacing it with its first order Taylor expansion) leads to (10). Therefore those phasing matrices R satisfying the real linear system (10) lead to parametric families of complex Hadamard matrices in a neighborhood of the initial matrix H, up to first order; however, (11) is far more restrictive further decreasing the number of parameters in R in general.
Note that the degree of freedom m in the defect of an n × n matrix is decreased by 2n − 1 as this many parameters can always be introduced into a complex Hadamard matrix via multiplication by unitary diagonal matrices. This operation, however, does not yield new complex Hadamard matrices, up to equivalence, and therefore only dephased families are considered. Matrices that cannot be parametrized in any other way are called isolated. The most important properties of the defect are summarized in the following result from [17, 18] .
; (b) the number of smooth parameters which can be introduced into H is at most d(H); (c) if d(H) = 0 then H is isolated amongst all n × n complex Hadamard matrices.
Note that part (c) does not require the smoothness condition and as a result it does not follow from part (b).
Remark 4.5. It might be possible to use (10) to extend known affine families with further parameters as follows. Suppose that H (α) is a dephased parametric family of complex Hadamard matrices. Let k > 1 be an integer and evaluate H (α) at k random points to obtain a series of dephased complex Hadamard matrices H 1 , H 2 , . . . , H k . Now consider a phasing matrix R (whose entries are real variables) and the resulting general parametric matrices K i = H i • EXP (iR) and the corresponding k system of linear equations given by (10) for i = 1, . . . , k. A common solution of this k system, which should be further refined by (11), might result in families of complex Hadamard matrices with more free parameters than the initial one H (α).
It is easy to see that a dephased complex Hadamard matrix is equivalent to a BH(q, n) matrix if and only if all of its entries are some qth root of unity; consequently it is easy to obtain all BH(q, n) matrices which are members of some parametric family H(α), stemming from the starting point BH(q, n) matrix H.
The quaternary complex Hadamard matrices of order 10
In this section we report on our findings regarding BH(4, 10) matrices.
Theorem 5.1. There are exactly 10 BH(4, 10) matrices, up to equivalence, forming 7 ACTequivalence classes.
Now we present affine families containing all inequivalent BH(4, n) matrices. The first family,
has been obtained in [15] . It contains three out of the seven ACT-classes, namely D
10 (1, 1, 1), D (3) 10 (1, 1, i) and D (3) 10 (1, i, i). Note that its orbit can be constructed by repeatedly using Theorem 4.2.
The second family reads
10B (a, 1, 1) was reported in [1] . This matrix contains two ACT-classes, namely N 10B (i, 1, 1), so despite the two-degree extension, which was obtained by a repeated application of Theorem 4.2, no previously unknown BH(4, 10) matrix surfaced.
The two remaining matrices can be obtained from complex Golay sequences [3] , and they belong to the family
The matrices G
10 (1) and G
10 (−1) are inequivalent from all previously considered examples. We note here that the family G Theorem 5.2. Each member of the ACT-equivalence classes of BH(4, 10) matrices can be obtained from three partially overlapping infinite affine parametric families of complex Hadamard matrices. These matrices, up to ACT-equivalence, can be recognized by the number of 3 × 3 vanishing minors they contain.
It turns out that all BH(4, 10) matrices appear in the existing literature, however, the parametric families N 10 (a) are considered here for the first time. The authors believe that these families contain new, previously unknown BH(q, 10) matrices for some q > 4. Table 1 summarizes the properties of BH(4, 10) matrices for which the legend is as follows: the column "ACT" describes if the matrix is equivalent to its adjoint, conjugate or transpose, respectively, while the column "HBS" indicates if it is equivalent to a Hermitian matrix, if contains a n/2 × n/2 sub-Hadamard matrix (i.e., it comes from a doubling construction, see [12] ) or if is equivalent to a symmetric matrix, respectively; the rest of the column headings speak for themselves.
The quaternary complex Hadamard matrices of order 12
The main result concerning BH(4, 12) matrices is the following. Because all but four representatives of the ACT-equivalence classes contain a pair of real rows, almost all matrices belong to some parametric families through Lemma 4.1. It turned out that the exceptional four matrices can be parametrized as well by solving (10) and (11), and they can be described by two parametric families (consult the families L family. We, however, tried to minimize the number of parametric families required for the presentation of all BH(4, 12) matrices by attempting to describe families capturing essentially different properties of these matrices. We managed to describe the matrices with the aid of 23 families. In what follows we display four of the 23 families containing altogether a considerable number of distinct ACT-classes. The first family, stemming from the real Hadamard matrix H 12 , has 10 free parameters, and is the largest known affine family of order 12. It contains 36 distinct ACT-classes.
The second matrix has 8 parameters and contains 43 distinct ACT-equivalence classes of the BH(4, 12) matrices.
The families H
12B and H
12C intersect in 19 ACT-classes and they represent 60 distinct ACTclasses. The next family comes from Diţȃ's general method [4] and all members of it contain a 6 × 6 sub-Hadamard matrix D 
The family D (7) 12 contains 20 ACT-equivalence classes, none of which is equivalent to the previously considered 60 classes.
The fourth family, containing 22 ACT-classes, of which 21 is distinct from all previously discussed reads
The four families H
12B , H
12C , D
12 and X
12 contain 101 ACT-equivalence classes. If we include the adjoint, conjugate and transpose of these matrices , we end up with 186 matrices, up to equivalence. This is more than half of all inequivalent BH(4, 12) matrices. The further 19 families containing the remaining BH(4, 12) matrices along with two summarizing tables are available in Appendix A. Theorem 6.2. Each member of the ACT-equivalence classes of BH(4, 12) matrices can be obtained from 23 partially overlapping infinite affine parametric family of complex Hadamard matrices. These matrices, up to ACT-equivalence, can be recognized by the number of 4 × 4 and 5 × 5 vanishing minors they contain.
The quaternary complex Hadamard matrices of order 14
The exhaustive computer search yielded the following result: Theorem 7.1. There are precisely 752 BH(4, 14) matrices, up to equivalence, forming 298 ACT-equivalence classes.
Further analysis revealed 8 matrices that are isolated. For these matrices there exists a neighbourhood of the matrix which does not contain any inequivalent complex Hadamard matrices. We display here one of the 8 known isolated BH(4, 14) matrices:
The defect d L 
14A is isolated amongst all 14 × 14 complex Hadamard matrices. Three additional inequivalent isolated matrices can be obtained by considering the adjoint, conjugate and transpose of L (0) 14A . Theorem 7.2. There are at least 8 isolated BH(4, 14) matrices, up to equivalence, forming two ACT-equivalence classes.
As we have found isolated matrices it follows that it is not possible to come up with a universal parametrization scheme for the BH(4, n) matrices. This stands in contrast to the real Hadamard matrices which can be parametrized always (cf. Lemma 4.1). Theorem 7.3. All BH(4, 14) matrices, up to ACT-equivalence, can be recognized by the number of 4 × 4 vanishing minors they contain.
Although by using Theorem 4.2 we were able to obtain various parametric families starting from many of the BH(4, 14) matrices we constructed, we could not introduce affine parameters into matrices having relatively small defect. Whether or not they are isolated remains an open problem.
For an illustration of the parametrization of BH(4, 14) matrices, we display here a sixparameter family of complex Hadamard matrices:
The starting-point matrix D
14 (1, 1, 1, 1, 1, 1) is a symmetric conference matrix, which was considered along with the five-parameter subfamily D 14 (a, b, c, d, e, 1) at random fourth roots of unity to obtain some BH(4, 14) matrices, say H 1 , H 2 , . . . , H 10 , and considered the corresponding 10 instances of (10) featuring the same phasing matrix R in all ten cases. These extra equations heavily constrained the matrix R resulting in the one-parametric extension we discovered. Despite its large degree of freedom the family D (6) 14 contains 14 ACT-classes only, and it seems that a given affine parametric family cannot contain significantly more different ACT-classes in order 14.
For a summarizing table highlighting the main features of BH(4, 14) matrices and for additional examples of parametric families consult a Web site [9] . All results of this work are available in full detail at the Web site which describes all inequivalent BH(4, n) matrices, parametric families and summarizing tables for 10 ≤ n ≤ 14. 
Appendix A. A list of parametric families of BH(4, 12) matrices
In the following we display the 19 parametric families of order 12 which were not shown in Section 6. These 19 families with the families H (10) 12B , H (8) 12C , D (7) 12 , X (7) 12 (defined in Section 6) account for all BH(4, 12) matrices, up to ACT-equivalence:
12O (a, b, c) = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 14, 15, 16, 17, 19, 20, 21, 22, 23, 24, 25 
