M. Finzel [J. Approx. Theory 76 (1994) investigated the classical problem of best approximation of l ∞ (n) by a linear subspace U using Plücker-Grassmann coordinates and a classification thereof. The classification corresponds to the set of vertices of the polyhedron Q = U ⊥ ∩ b 1 1 (0). Indeed, the extremal points of Q are precisely the l 1 (n)-normed elementary vectors in U ⊥ , which in turn correspond to all circuit vectors of a matrix the columns of which form a basis of the subspace. The classification is discrete and divides the Grassmann manifold into finitely many strata using ideas from Approximation Theory. We identify this stratification with three decompositions of the Grassmannian identified by I.M.H. Gelfand et al. [Adv. Math. 63 (1987) 301-316].
Introduction
In their paper [6] , Gelfand et al. identify three decompositions of the Grassmannian which are induced by different fields of mathematics.
Firstly, in the geometry of the Schubert cells the Grassmann manifold is decomposed into finitely many strata, which are subsets of the Grassmannian consisting of all those subspaces which correspond to the same matroid. This first stratification is based on the rank-behavior of the matrix the columns of which are basis vectors of the subspaces under consideration.
Secondly, in the theory of convex polyhedra the second stratification of the Grassmannian is defined via torus action and moment map. The latter is a function of the Plücker-Grassmann coordinates which we will use.
Thirdly, in the theory of combinatorial geometries in the sense of Crapo and Rota there is a third stratification of the Grassmannian by Schubert cells which uses the dimension of certain intersection-subspaces of the subspace under consideration.
Here we present a fourth decomposition of the Grassmannian which is naturally induced by ideas from Approximation Theory and which we can identify with the decompositions stated above. Moreover, the decomposition is related to the first and second one by involving determinants and rank behavior.
In [3] the author investigated the classical problem of best linear approximation of l ∞ (n), i.e., of R n endowed with the maximum norm, by a linear subspace using Plücker-Grassmann coordinates. The central idea is based on a classification of the Plücker-Grassmann coordinates of the subspace under consideration. The classification was initiated by its first two classes introduced by Bohnenblust [2] in order to determine those subspaces of l p (n), 1 < p < ∞, p / = 2, which are the range of a contractive projection. The classes of the classification consist of index tuples which are subsets of the component-set {1, 2, . . . , n}. It turns out that these index sets are exactly the supports of the elementary vectors of the orthogonal complement of the subspace. Elementary vectors of a subspace are vectors with minimal support, see e.g. [9, pp. 203-208] or [1] . These vectors play a key-part in optimization and in discrete linear approximation of l ∞ (n).
Here we restrict ourselves to the real setting although all statements hold also true in the complex setting unless stated otherwise.
Let us start with some notation. Let l ∞ (n) denote the Euclidean space R n , n ∈ N, endowed with the maximum norm · ∞ . The elements of l ∞ (n) are considered to be column vectors. Let U be an r-dimensional linear subspace of l ∞ (n), where 0 < r = dim U < n, and let u (1) , . . . , u (r) be a basis of U. For simplicity, we also identify any n × r-matrix, the columns of which are a basis of U, with the subspace
we introduce the abbreviation u (1) 
For more details see [3, 4] . Herewith we have a comfortable tool for handling linear subspaces and their orthogonal complements. It is sufficient to know the Plücker-Grassmann coordinates of U or of U ⊥ in order to get the complementary ones as well as a basis of U and U ⊥ without further calculations.
The author applied the tool to study the best approximation of l ∞ (n) on a linear subspace.
Classification of the Plücker-Grassmann coordinates
First let us motivate the advantage of the classification to study the metric projection onto a linear subspace of l ∞ (n); for references see [3] . Let
The metric projection is a set-valued mapping; it is quasilinear, i.e., for all x ∈ R n , for all u ∈ U , and for all λ ∈ R
Moreover, for each x in R n its set of best approximants
is the closed ball with center at x and radius d = dist ∞ (x; U). The distance of the point x to the subspace U is determined as follows:
where Q := U ⊥ ∩ b 1 1 (0) denotes the intersection of U ⊥ with the closed unit ball of l 1 (n), the dual of l ∞ (n). Hence Q is a compact polyhedron and has finitely many vertices. These extremal points of Q play a key role in our studies, see [3, 4] .
Let us next define the classes of index sets I m , 0 m r + 1, associated with U:
In general, for 2 m r,
. . , n}, pairwise distinct, and
Finally,
For the notation of an index set we use brackets instead of braces although the order of the elements is of no importance. The classes are recursively defined according to the zeros of the Plücker-Grassmann coordinates. Loosely speaking, the first class I 1 consists of all those indices ν ∈ {1, . . . , n}, all Plücker-Grassmann coordinates vanish whenever the index ν belongs to their argument. The second class I 2 consists of those pairs (ν 1 , ν 2 ), ν 1 , ν 2 ∈ {1, . . . , n}, for which all Plücker-Grassmann coordinates vanish whenever ν 1 and ν 2 belong to their argument, and neither ν 1 nor ν 2 belong to the class I 1 . The classes I 3 , . . . , I r+1 are defined analogously.
In contrast to these classes the class I 0 is differently defined. It consists of all those indices which do not occur in any tuple of any of the classes I 1 , . . . , I r+1 . Indeed, an index ν belongs to the class I 0 if and only if the νth standard basis vector e ν belongs to the subspace U. Equivalently, the νth coordinate of every vector in U ⊥ vanishes. Hence, the νth row vector of any matrix, the columns of which are a basis of U, are linearly independent of each collection of the remaining row vectors of this matrix. In other words, the subspace U has a representation as a direct sum of subspaces of lower dimensions:
There is also an interpretation Note, the two antipodal extremal points v and −v of Q correspond to the same index tuple.
Classification and circuits
Some of the properties of the classification presented above are well-known in Combinatorial Geometries. The key-words are matroid and circuit. A matroid is a set {1, . . . , n} endowed with a rank function defined on subsets J ⊂ {1, . . . , n} which satisfies the following axioms, see [6] :
• rank (∅) = 0,
In particular, the r-dimensional linear subspace U ⊂ R n induces a matroid of rank r via the ordinary rank function. For J = {ν 1 , . . . , ν m } ⊂ {1, . . . , n} we have
see [11] . Note, in contrast to Whitney we consider rows instead of columns. The notion of linear dependency and linear independency is central in the theory of matroids. A circuit can be defined in the following way: A circuit is a minimal dependent matroid, i.e., a matroid P such that #P − rank P > 0 while N ⊂ P , N / = P implies #N = rank N.
The circuits P 1 , . . . , P q of a matroid M with #M = n and rank (M) = s form a fundamental set of circuits if q = n − s and the elements m 1 , . . . , m n of M can be ordered so that P i contains m s+i but no m s+j (1 i < j q). The set is strict if P i contains m s+i but no m s+j (1 i, j q, i / = j ). These sets form a so-called strict fundamental set of circuits with respect to m s+1 , . . . , m n , see [11] . 
In particular, all coefficients α The corollary identifies the vectors forming a circuit matrix of a matrix U with the elementary vectors of a subspace U ⊥ introduced by Rockafellar [9] and with the extremal points of the polyhedron Q = U ⊥ ∩ b 1 1 (0), the latter identification is only valid in the real case. Moreover, there is given a constructive approach to elementary vectors by the Plücker-Grassmann coordinates of the subspace U under consideration, see [4] . For the determination of the Plücker-Grassmann coordinates of U we do not need to calculate all r+1 n determinants. It is sufficient to make a suitable transformation of the columns of the matrix U and to apply an outer product of length r + 1. As mentioned in Section 4, if the Plücker-Grassmann coordinates of U are available the elementary vectors of U ⊥ are also known. The supports of the elementary vectors give the circuits of U and they also give the index tuples of the classes I 1 , . . . , I r+1 of the classification. The class I 0 consists of all missing indices.
Classification and stratification
The classification of the Plücker-Grassmann coordinates of the r-dimensional subspaces of R n is discrete. It divides the set of all r-dimensional linear subspaces of R n into finitely many subsets which are called strata. More formally, the stratification is defined as follows: Two r-dimensional linear subspaces U 1 and U 2 of R n belong to the same stratum if and only if U 1 and U 2 have the same classification of their Plücker-Grassmann coordinates.
In this sense we have a stratification of the Grassmann manifold G n−r r of all r-dimensional subspaces of R n . We consider the Grassmann manifold over R n instead of C n since in (C n , · ∞ ) the unit ball is no more polyhedral and the metric projection behaves quite differently.
Here we pick up the definition which Gelfand et al. use in their paper [6] where they collect and identify three stratifications of the Grassmann manifold G n−r r of all r-dimensional subspaces of C n . These stratifications are induced by very different topics in mathematics.
Let us just give a short introduction to the first stratification. For more details see the paper cited above and the references therein.
The first stratification is defined via matroids. Two points P , Q ∈ G n−r r lie in the same Grassmann stratum of G n−r r if they induce the same matroid, i.e., if for each subset J ⊂ {1, 2, . . . , n} we have dim C span {π P (e j )|j ∈ J } = dim C span {π Q (e j )|j ∈ J }.
Here π P : C n → C n /P denotes the projection which determines n vectors (some of which may vanish) π P (e 1 ), . . . , π P (e n ) in the quotient C n /P ∼ =C n−r , where P ∈ G n−r r . There is exactly one stratum of G n−r r which consists of these subspaces that are in general position with respect to all subsets J ⊂ {1, 2, . . . , n}. It is called the general stratum, see [7] . In other words, in R n the general stratum is the set of Haar subspaces, see also the remarks in Section 3.
