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Upcoming ground-based cosmic microwave background experiments will provide CMB maps with high
sensitivity and resolution that can be used for high fidelity lensing reconstruction. However, the sky coverage
will be incomplete and the noise highly anisotropic, so optimized estimators are required to extract the most
information from the maps. We focus on quadratic-estimator based lensing reconstruction methods that are fast
to implement, and compare new more-optimally filtered estimators with various estimators that have previously
been used in the literature. Input CMB maps can be optimally inverse-signal-plus-noise filtered using conjugate
gradient (or other) techniques to account for the noise anisotropy. However, lensing reconstructions from these
filtered input maps have an anisotropic response to the lensing signal and are difficult to interpret directly.
We describe a second-stage filtering of the lensing maps and analytic response model that can be used to
construct lensing power spectrum estimates that account for the anisotropic response and noise inhomogeneity
in an approximately optimal way while remaining fast to compute. We compare results for simulations of
upcoming Simons Observatory and CMB Stage-4 experiments to show the robustness of the more optimal
lensing reconstruction pipeline and quantify the improvement compared to less optimal estimators. We find
a substantial improvement in reconstructed lensing power variance between optimal anisotropic and isotropic
filtering of CMB maps, and up to 30% improvement in variance by using the additional filtering step on the
reconstruction potential map. Our approximate analytic response model is unbiased to within a small percent-
level additional Monte Carlo correction.
I. INTRODUCTION
Gravitational lensing of the cosmic microwave background
(CMB) can be measured from the small changes induced in
the observed temperature and polarization anisotropies (see
Ref. [1] for a review). Precision observations of the CMB
can therefore be used to reconstruct the lensing potential, and
constrain the evolution and geometry of the Universe between
recombination and today. Planck has measured the lensing
signal over 70 % of the sky [2], but the lensing reconstruction
remains noise-dominated on most scales due to the limited
resolution and sensitivity of the CMB measurements. In the
upcoming years, new ground-based CMB experiments will
substantially improve current measurements, with Simons
Observatory (SO) [3] and then CMB-S4 [4] (hereafter
S4) building on the ongoing observations by ACTpol [5],
SPTpol [6] and POLARBEAR [7]. However, the instrumental
noise affecting the B-mode polarization used for lensing
reconstruction will remain important, and the lensing
reconstruction noise from the instrumental noise and cosmic
variance of the unlensed CMB will continue to dominate for
small-scale lensing reconstruction modes (L & 400 for SO)1.
The instrumental noise also typically varies substantially over
the observed sky area due to the exact way in which the sky is
repeatedly scanned. It is therefore important to consider how
to account for the inhomogeneous noise properties to exploit
the CMB maps in an efficient way.
Since the noise and unlensed CMB are expected to be
Gaussian, and lensing simply deflects points on the sky, it is
straightforward to write down a likelihood for the observed
CMB given a fixed lensing deflection field. The lensing
1 We follow the standard convention and use L rather than ` for lensing
multipoles.
potential is also Gaussian to a good approximation on most
relevant scales, so finding the lensing potential that maximizes
the posterior then gives an optimal estimator for the lensing
potential [8, 9]. The resulting estimator is a complicated non-
linear function of observed fields that has to be evaluated
iteratively, but can be approximated to good accuracy for the
near future by a quadratic estimator (QE) that is easier to
evaluate [10–12]. To be optimal with anisotropic noise, the
QE must be written as a quadratic function of filtered observed
CMB fields, where the inverse-signal-plus-noise filters act to
down-weight areas of the sky with higher noise (or foreground
power). In this paper we compare this optimal filtering with
various simpler filtering methods that have been used in the
literature, to assess the improvement that can be obtained
by using optimal filtering with upcoming experiments. We
also present a new more optimal estimator that uses a second
filtering step applied to the quadratic estimator reconstruction
map.
Converting the lensing reconstruction map into an unbiased
estimate of the lensing power spectrum (and any relevant
cross-spectra) is important for parameter estimation, but is
more complicated if the input maps are inhomogeneously
filtered as the lensing reconstruction maps then effectively
have a position-dependent normalization. This can be
accounted for by applying a brute-force Monte Carlo (MC)
correction, but we show that a simple analytic ‘patch’
approximation is sufficient to capture the dominant effect.
This approximation relies on the fact that the lensing
estimators are quasi-local, so the lensing reconstruction at a
given point mostly depends on the surrounding area of the
observed CMB. If the noise varies slowly over the sky, we
can therefore model the full signal as being made up of a set
of patches within which the noise is nearly constant and the
response can be calculated analytically. Corrections to this
approximation can be measured by MC simulations and are
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2perturbatively small, so the dominant signal can still be related
analytically to the theoretical model.
Since the instrumental noise is inhomogeneous, the lensing
reconstruction noise is also inhomogeneous, and an optimal
spectrum estimator should account for this. It is possible
to write down an approximate full likelihood for the lensing
power spectrum and maximize it [8]; however, this again has
to be solved iteratively, and makes the final lensing spectrum
estimate a highly non-trivial function of the theoretical model
parameters. Instead, we consider a simpler approximate
solution that estimates the power spectrum from filtered QE
maps, and assess the improvement using an approximate
model for the reconstruction noise. The resulting power
spectrum depends only on the four-point function of the CMB
maps, and hence can be modelled straightforwardly as a
function of parameters in a similar way to other QE-based
analyses.
We start in Sec. II by outlining the lensing reconstruction
methodology and steps required to estimate the lensing power
from the observed maps, and discuss various possible ways of
filtering the CMB maps. In Sec. III we develop the analytic
patch approximation and assess its accuracy by comparison
with simulations. Sec. IV presents our main results, where
we show the improvement in signal-to-noise that can be
obtained using the two optimal filtering steps. Throughout
we assume a Gaussian unlensed CMB and inhomogeneous
but uncorrelated pixel instrumental noise. For illustration
we show results assuming a fiducial ΛCDM model using
parameters similar to those estimated by Planck [13].
II. METHODOLOGY
We broadly follow the methodology of the Planck lensing
analysis [2]. For simplicity we use the flat-sky approximation
when showing numerical results, using lensing analysis tools
and simulated lensed CMB from LENSIT2. Our lensing
analysis is based on QEs, which can be evaluated efficiently
in the case of full sky observations with isotropic noise
using methods explained in Refs. [1, 11, 12]. Here, we will
briefly review the motivation for using quadratic estimates and
explain the need for filtered maps.
Following Ref. [12], we take the observed maps to be a
vector of fields3 X (with temperature T , and/or polarization
Stokes parameters Q or U ) with X(x) = X˜(x) + n(x) in
pixel space at position x, where n is the instrumental noise
realization which is assumed to be Gaussian, anisotropic and
spatially uncorrelated. Here X˜ is the beamed and lensed
CMB given in terms of the unlensed fields X and deflection
angle α by X˜(x) = bX(x + α) where b accounts for the
beam transfer function. For a fixed lens model, we can write
down the log-likelihood L of the observed CMB given the
lensing potential φ (which is related to the deflection angle,
2 https://github.com/carronj/LensIt
3 Throughout, bold symbols are used to describe vectors or matrices.
α = ∇φ) as
−L (X|φ) = 1
2
X>
(
CXXφ
)−1
X +
1
2
ln
∣∣CXXφ ∣∣ , (2.1)
where CXXφ ≡ CXXφ (x,y) = CX˜X˜φ (x,y) + N(x,y) is
the covariance of the map for fixed lensing potential φ. Here
the coordinates are integrated over in the contractions and N
is the covariance of the noise, which we take to be diagonal
in pixel space and uncorrelated between T,Q,U . We want to
maximize the likelihood with respect to φ(x). This is done by
equating the log-likelihood’s derivative with respect to φ(x)
to zero,
δL
δφ(x)
=
1
2
X>
(
CXXφ
)−1 δCXXφ
δφ(x)
(
CXXφ
)−1
X
− 1
2
Tr
[(
CXXφ
)−1 δCXXφ
δφ(x)
]
= 0.
(2.2)
The trace term can be written as a ‘mean field’ (MF) average
of the first term (≡ gˆφ(x), see Ref. [10, 12]), so that we
require a solution to gˆφ(x) − 〈gˆφ(x)〉 = 0. The general
solution for φ(x) has to be obtained iteratively, but the first
step of Newton-Raphson from zero (denoted by a subscript of
0 below) gives the approximate QE solution
φˆ = F−1
(
gˆφ0 − 〈gˆφ0 〉
)
, (2.3)
where gˆφ0 now depends on the CMB maps only via the
inverse-variance filtered combination
(
CXXφ=0
)−1
X . Here
technically the covariance is evaluated with φ = 0, however
the accuracy of the estimator can be improved beyond
leading order by using
(
CXX
)−1
X , i.e. filtering using the
covariance evaluated using lensed CMB power spectra [14,
15].
In Eq. (2.3) the Hessian matrix of second derivatives of the
log-likelihood is approximated by its expectation, the Fisher
matrix F . This normalizes the result, and can be evaluated
analytically in the case of full sky and isotropic noise where
it is diagonal in harmonic space; more generally it is non-
trivial to evaluate exactly. The approximate optimal maximum
likelihood solution involves inverse-variance filtering, but it
is also possible to make other choices: as long as F is
adjusted appropriately, the estimator can remain unbiased
(at the expense of some increase in reconstruction noise
compared to the optimal case).
In the limit of a perturbatively Gaussian lensing field,
the optimal maximum-likelihood estimator for the power
spectrum can also be derived from the likelihood function.
As shown by Appendix B of Ref. [16] this reduces to a
(bias-subtracted) QE up to a Fisher-normalization, where the
QE is calculated using inverse-variance filtered fields. The
CMB maps only enters via their inverse-variance filtered
version, as for the estimator of φ itself, so our first filtering
step of the CMB maps should remain perturbatively optimal.
3The optimal power spectrum estimator also only depends
on the naive power spectrum of the (unnormalized) φ
estimator, corresponding to the inverse-noise weighted φ
estimator (in agreement with Ref. [2] that for noise-dominated
constructions uniform weighting of the inverse-noise filtered
field is optimal). The limit of small CφφL does not of course
apply directly in the case of lensing reconstruction, where
the signal can be measured at high signal-to-noise, but we
can expect that for larger CφφL the inverse-noise weighting
will approximately generalize to inverse-signal-plus-noise
weighting, which is consistent with the perturbatively-optimal
estimator in the small-signal limit.
In general, the QE lensing power spectrum analysis consists
of the following five stages:
A. Filtering the observed CMB maps. As mentioned,
there are several filtering methods one could use on the
CMB maps before obtaining the QE. Here we compare
the optimal method to alternative methods that have
been used in the literature.
B. Constructing the quadratic lensing estimators. The
filtered fields are efficiently combined in real space to
obtain the unnormalized lensing QE.
C. Subtracting the mean field. The map-level MF
signal expected from mask, noise and other anisotropic
features of the map in the absence of lensing is
subtracted. Here we also apply an approximate analytic
and isotropic normalization at the map level, though this
has no impact on the resulted lensing power as long as
everything is done consistently.
D. Filtering the reconstructed κ map. This optional
step is new to our analysis. Approximating the
unnormalized convergence (κ) reconstruction map as
depending locally on the CMB maps and their filtered
versions of stage A, we can apply an approximate local
normalization to obtain the noisy reconstructed κ map
and then inverse-variance filter it using an approximate
model for the local variance.
E. Estimating the power spectrum. The power spectrum
of the filtered κ is biased, due to reconstruction noise,
other lensing contractions, masking and other non-
idealities, and because it is not yet normalized (the
unfiltered-κ spectrum is also biased, but with different
debiasing terms). We subtract an MC estimate of the
N0,L reconstruction noise andN1,L signal contractions,
both obtained using 500 MC simulations, and multiply
the resulting spectrum by an analytic correction made
using a patch approximation (the latter is needed as the
normalization of the QE applied in Stage C is only a
local approximation; even without filtering the κ map,
any analytic response model would need to be corrected
due to the inhomogeneity of the noise in the map).
These steps are shown in Fig. 1 and discussed in more detail
below.
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FIG. 1. The structure of the optimized QE lensing reconstruction
pipeline which was used in this work. Here we use the same CMB
realizations for constructing the QEs, (MC)N0,L and (MC)N1,L terms.
The analytic correction is calculated using the simulated hit count
map shown in Fig. 2.
A. Filtering methods
The first filtering step is a linear operation that is applied to
the CMB maps giving a filtered CMB field
X¯ ≡MX, (2.4)
where M is some linear filtering matrix that’s designed
to removed masked areas and (optionally) down-weight
noisier pixels or other noisy or contaminated modes. For
optimal filtering M is non-diagonal, and performs the full
anisotropic inverse-variance filtering. For comparison we also
consider approximate filtering methods where M is taken
to be diagonal in pixel space, which is somewhat faster to
implement but less optimal.
We compare three different filtering methods by using
them for lensing reconstruction on simulated sky maps
with inhomogeneous noise. To simulate realistic noise
inhomogeneity we use a part of a suggested scanning strategy
for Simons Observatory’s Small Aperture Telescope (SAT),
the “opportunistic” scanning strategy presented in Ref. [17] as
4the hit count map. Note that while the lensing analysis of SO
will come mainly from its Large Aperture Telescope (LAT),
we chose to work with a part of the SAT scan as this scan
has a well-contained area and is therefore more convenient
for our flat-sky analysis. To obtain the flat scanned area, we
used the Cartesian projection from the HEALPix4 package to
project the curved sky hit count map onto the flat sky. The
normalized hit count map mhits(x) is shown in Fig. 2. The
white pixels are seen more frequently during the sky scan
simulation and so have a higher hit count (corresponding to
lower noise), while the blue and purple areas show pixels
which were scanned less often. Black pixels are not scanned.
We then use the hit count map to model the white noise
standard deviation map
mnoise(x) =
√
s2Nhits,tot
tobsmhits(x)
, (2.5)
where s is the instrument sensitivity for temperature or
polarization, tobs is the total observation time on the patch
(with 1/5 efficiency), andNhits,tot is the total number of hits in
the hit count map mhits(x). Using this model, noise is taken
to be infinite outside the scanned region. The specifications
we consider are discussed in Sec. IV.
In the following, each filtering method is presented along
with motivation and assumptions. We filter modes below 4096
in the input maps using each method, and cut the filtered fields
to 40 ≤ ` ≤ 3000 before using them to obtain the QEs in stage
B.
1. Optimal filtering
The inverse-variance filtered CMB maps can be written as
X¯ ≡ (bCfidb> +N)−1X
=
(
Cfid
)−1 [(
Cfid
)−1
+ b>N−1b
]−1
b>N−1X, (2.6)
where b is the transfer function (here we consider a simple
isotropic Gaussian beam with full-width half-maximum
θFWHM) and Cfid is a set of fiducial lensed power spectra.
The noise can include variance due to foreground residuals,
and a mask can be accounted for simply by taking the
elements ofN−1 to be zero in the corresponding pixels.
There are various possible ways to solve Eq. (2.6).
We follow the multi-grid-preconditioned conjugate gradient
method first demonstrated in the context of lensing by
Ref. [18] and then by the Planck and SPTpol lensing
analyses [2, 6, 19, 20]. The pixel noise is in general spatially
varying, but for simplicity the main Planck lensing analyses
approximate the noise as isotropic and white. Ref. [2]
demonstrated that accounting for inhomogeneous noise in
the filter can substantially improve Planck’s noise-dominated
4 http://healpix.sf.net/
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FIG. 2. The normalized hit count map used to simulate anisotropic
noise in the simulations. The white pixels are those which were
scanned for longer time, while the dark blue-purple fade shows pixels
which were scanned less frequently. The black pixels are those
which were not scanned. The area within the green boundary shows
the unmasked regions used for the comparison isotropic-filtering
analysis described in Sec. II A 2. The normalized hit count map is
also used as the weights for the comparison weighted maps analysis
(Sec. II A 3). The area with non-zero hits corresponds to 39% of the
flat-sky map we simulate, and about 13% of the full sky area 4pi. The
figure above is centred on the main observed area and does not show
additional unobserved regions which all together form a 4096x4096
pixels map, which is 116 degrees on the side.
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FIG. 3. The normalized inverse approximate lensing reconstruction
noise
(
Nκ0,eff(x)
)−1 from an analysis for an SO-like experiment
using temperature and polarization. Compared to the hit count map
in Fig. 2, the reconstruction noise varies less strongly across the patch
because it depends on the (isotropic) CMB variance as well as the
(anisotropic) noise. The approximate effective white reconstruction
noise Nκ0,eff(x) is defined as the average value of the isotropic N
κ
0,L
over the multipole range 40 ≤ L ≤ 90 on local approximately
constant noise patches.
polarization reconstruction, and in this paper we only use
‘optimal’ to refer to the full anisotropic filter.
Rearranging (2.6) to the form
(
bCfidb> +N
)
X¯ = X ,
we define our stopping criterion for convergence to be when
the norm of the difference of the two sides of the equation is
smaller than |X|. We use  = 10−5 for reconstructions using
temperature and  = 10−4 when using only polarization.
5We discuss some details of the choice of preconditioner and
numerical performance in Appendix A.
2. Isotropic filtering of masked maps
The covariance matrix
(
bCfidb> +N
)
in Eq. (2.6) is
trivial to invert in harmonic space if the noise (and beam) is
taken as isotropic, as both the theory and noise covariance
matrices are then diagonal in harmonic space. We refer to this
approximation as ‘isotropic filtering’, which is substantially
faster than optimal filtering since it avoids the conjugate-
gradient inversion. The isotropic filter is expected to be close
to optimal over scales on which the corresponding CMB fields
are signal dominated, or when the noise is close to uniform.
However, since it does not account for masking, even in
these cases it is expected to be suboptimal. In practice the
isotropic filter is applied to maps multiplied by an apodized
mask, following Ref. [21]. This maintains quasi-locality of
the lensing in real space, so masking artefacts are then only
expected to be significant near the mask boundaries. For this
filtering method, we mask all pixels with (temperature map)
noise over ∼ 9.6 µK arcmin for SO and ∼ 1.8 µK arcmin
for S4. Before applying this new mask, it is apodized using a
30 arcmin-width Gaussian to avoid power spectrum errors due
to a sharp cut-off in the sky maps. Both of these procedures
result in an effective scanned area which is ∼ 46% smaller
than the original scanned area, shown by the green outline in
Fig. 2. The assumed isotropic noise level in the filter is taken
to be that which minimizes the variance of the reconstructed
lensing potential (we consider all reconstructed multipoles for
this minimization as we saw no significant differences using
different multipole ranges).
3. Isotropic filtering of weighted maps
Instead of applying isotropic filtering to apodized masked
maps, one can also apply it to a more generally weighted map,
for example to try to down-weight regions with higher noise.
This corresponds to using the filter
(
bCfidb> +N
)−1
WX ,
where W is diagonal in pixel space and N is taken to be
isotropic. We consider the specific case where W (x,x) is
proportional to the inverse of the instrumental pixel noise
variance, similar to the weighting applied by ACTpol [5],
so the diagonal of W is the normalized hit count map,
having values between zero (for masked areas) and one. This
is expected to be close to optimal when the CMB fields
are dominated by instrumental noise, so that the ∼ N−1
dependence of the optimal filter is mostly captured by the
weights.
In the case of polarization, specific window functions can
also be used for separation of E and B modes on the partial
sky [22]. Several authors have applied lensing reconstruction
EB estimators to the separated modes [5, 23, 24]. This has the
advantage of being relatively fast to implement, but is clearly
sub-optimal and previous analyses have not attempted to also
accurately account for spatial variation in the noise. The
optimal filter described in II A 1 already accounts for the cut-
sky-induced B modes, since the optimal filter automatically
down-weights B modes that are substantially contaminated
by variance of the E modes.
B. Quadratic estimators
We calculate the unnormalized QE gˆφ0 (x) using different
field combinations: temperature-only (T), polarization-only
(P), or temperature+polarization (minimum variance, MV).
We cut lensing modes outside the range 40 ≤ L ≤ 3000
in harmonic space where our reconstruction is considered
unreliable.
Unless we use isotropic filtering (or even in this case
close to the mask boundaries), the estimator normalization
in Eq. (2.3) is non-diagonal and difficult to calculate exactly,
effectively varying spatially over the sky. We do not attempt
to correctly normalize the lensing reconstruction map here,
but instead correct the normalization at the level of the power
spectrum (see below). If the filter varies smoothly over
the map, an approximately-normalized reconstruction map
could be made by using locally-defined values of the analytic
isotropic normalization (see Sec. III below).
C. Mean field and normalization
We calculate the mean field (MF) of the unnormalized
QE 〈gˆφ0 〉MC twice, each calculation using 50 different MC
simulations. This gives two MF estimates, MF1 and MF2,
with independent MC noise, so the lensing power spectrum
calculated from a pair of MF-subtracted QEs will not have any
MC noise bias. Following the MF subtraction and response
normalization we obtain the estimator for the lensing potential
φˆ given by
φˆL ≡ 1Rφ,fidL
(
gˆφ0,L − 〈gˆφ0,L〉MC
)
, (2.7)
where Rφ,fidL is a fiducial isotropic response for the
reconstruction (see Eq. (3.3)), and L is the 2D flat-sky
multipole vector. The definition of the isotropic response is
discussed later in Sect. III, along with how the power spectrum
can be corrected for the anisotropy.
D. Filtering the quadratic estimators
The likelihood-based lensing power spectrum estimator
given by Ref. [8] involves the CMB maps via the maximum
a posteriori (MAP) estimate of the lensing field. Since
MAP estimators give an estimate of the Wiener-filtered (i.e.
Cκκ
(
Cκκ +Nκ0,MAP
)−1
-filtered) field, this suggests that a
close-to-optimal analysis should use estimated lensing maps
weighted by their inverse covariance. More generally, if we
approximate the lensing reconstruction as a Gaussian lensing
field plus Gaussian reconstruction noise, the optimal power
6spectrum would also involve the inverse-covariance weighted
fields.
When using isotropic filtering the reconstruction noise
is considered to be isotropic, so an additional isotropic
filtering step would simply be a re-definition of the
diagonal normalization. With optimal anisotropic filtering
things are more complicated, but we can use the same
iterative filtering method presented in Sec. II A 1 if we
approximate the lensing reconstruction noise as diagonal in
pixel space. This is clearly not a good approximation in
general since the lensing reconstruction noise spectrum is not
white; however, if the noise is slowly varying, the large-
scale effect of slowly varying reconstruction noise can be
approximately modelled using a patch-uncorrelated estimate
of the local noise variance Nκ0,eff(x). Here we use the
lensing convergence (κ) reconstruction noise, since it is the
convergence reconstruction which is approximately local in
real space, and hence is uncorrelated between patches on
large scales and has approximately white noise. We take the
effective reconstruction noise Nκ0,eff(x
p) in each patch p to be
the average value of Nκ0,L (the isotropic reconstruction noise
N0,L for κL ≡ L(L + 1)φL/2 and the local patch noise
value5) over the multipole range 40 ≤ L ≤ 90. Each patch
is composed of pixels of approximately the same instrumental
noise (each patch could be taken to be a single pixel, but it is
more numerically convenient to model batches of pixels with
similar noise levels together).
An example for the inverse of the reconstruction noise map
is shown in Fig. 3 for lensing reconstruction from temperature
and polarization. Averaging over a different multipole range
to define Nκ0,eff(x) would result in a better agreement with
the full N0,L-filtered theory variances across corresponding
multipoles, although we demonstrate that our chosen range
is already quite optimal for the multipoles in which the
improvement from this filtering stage is considered significant
(see Fig. 7 for comparison between using Nκ0,eff and N0,L in
the filter).
The Cκκfid
(
Cκκfid +N
κ
0,eff
)−1
filtering process should be
applied to the correctly normalized reconstructed convergence
map, but the QE constructed from optimally-filtered CMB
maps is not correctly normalized locally. However, in the
patch approximation, we can approximately normalize the
map locally using a local response: we take the un-normalized
full QE field gˆκ(x), and normalize locally in real space
by an effective local response map Rκeff(x). This gives
a reconstruction which is approximately locally normalized
following Eq. (3.2), where we define the approximate
effective Rκeff analogously to Nκ0,eff. The final approximately
filtered estimator is then
κˆfilt ≡ Cκκfid
(
Cκκfid +N
κ
0,eff
)−1
(Rκeff)−1 gˆκ, (2.8)
5 We useL(L+1) albeit the flat-sky analysis, as this factor is arbitrary when
used consistently throughout.
where6
gˆκL ≡
(
gˆφL − 〈gˆφL〉MC
)
× 2
L(L+ 1)
. (2.9)
Here Cκκ is diagonal in harmonic space and we have
defined Rκeff and N0,eff to be diagonal in pixel space
(with Nκ0,eff(x)
−1 = 0 in masked areas). The only non-
trivial filtering step involving
(
Cκκfid +N
κ
0,eff
)−1
is therefore
analogous to the optimal CMB map filtering discussed in
Sec. II A 1, and can be performed using the same conjugate
gradient techniques.
Although the filtering is very approximate, it does not
introduce any biases in the power spectrum as long as the
approximate filter is propagated self-consistently into the
normalization (see Sec. III for more details). For simplicity
we call this estimator the κ-filtered estimator.
E. Lensing power spectrum
For a pair of lensing map estimates φˆ1 and φˆ2 (from
Eq. (2.7) without filtering κ; numerical indices indicate that
a different MF was used), we obtain the cross-spectrum
Cφˆ1φˆ2L ≡
1
fA,LnL
∑
` in L bin
φˆ1,`φˆ
∗
2,`, (2.10)
where nL is the somewhat irregular number of modes on the
flat sky assigned to lensing multipole L in our simulation
maps and fA,L is a normalization defined to make the
estimator approximately unbiased in a fiducial model. We
give an approximate analytic formula for fA,L in Sec. III
below; in simple cases it can just be interpreted as an effective
fractional area of our flat-sky simulation map (see Fig. 2).
Analogous definitions apply for the κ-filtered estimator of
Eq. (2.8). For brevity, in this section we only explicitly give
results for φ; when using the filtered κ estimators, κˆfilt, the
resulting biases are related by the usual scaling. We subtract
the connected Gaussian noise bias from the power spectrum
estimator using the estimator [6]
(MC)Nφˆφˆ0,L =〈
CφˆφˆL
[
X¯MCφ11
, X¯MCφ22
, X¯MCφ22
, X¯MCφ11
]
+CφˆφˆL
[
X¯MCφ11
, X¯MCφ22
, X¯MCφ11
, X¯MCφ22
]〉
MC1,MC2
.
Likewise we subtract the signal-dependent (MC)Nφˆφˆ1,L bias
6 Notice that the φL → κL conversion factor L(L+ 1)/2 is being divided
instead of multiplied, as the conversion here is between the unnormalized
QEs of φ and κ, so the scaling also accounts for the conversion of the
response.
7estimated using [6, 25]
(MC)Nφˆφˆ1,L =〈
CφˆφˆL
[
X¯MCφ11
, X¯MCφ12
, X¯MCφ11
, X¯MCφ12
]
+CφˆφˆL
[
X¯MCφ11
, X¯MCφ12
, X¯MCφ12
, X¯MCφ11
]
−CφˆφˆL
[
X¯MCφ11
, X¯MCφ22
, X¯MCφ22
, X¯MCφ11
]
−CφˆφˆL
[
X¯MCφ11
, X¯MCφ22
, X¯MCφ11
, X¯MCφ22
]〉
MC1,MC2
,
(2.11)
where we use noise-free (beamed) CMB simulations, and
in the first two terms each pair of MC simulations in the
average have the same lensing field φ1, while the last two
terms constitute a (negative) instrumental noise-free (MC)N0,L.
When analysing data maps (instead of simulations), using the
realization-dependent (RD)N0,L will account for fluctuations
in realization power and correct for small errors in the
assumed fiducial spectrum [6, 14, 20]. We do not use (RD)N0,L
here since it is numerically expensive to calculate for 500
“data” simulations, but we do not expect that this would
change our main results, which are based on comparisons
between variances of different reconstruction methods.
The resulting power spectrum estimate is then
CˆφφL ≡ Cφˆ1φˆ2L − (MC)Nφˆφˆ0,L − (MC)Nφˆφˆ1,L. (2.12)
The de-biasing components are shown in Fig. 4 for SO- and
S4-like experiments using (`min, `max) = (40, 3000) of the
filtered CMB maps. We see that the temperature noise N0,L
is similar for both SO and S4 (though this may change if a
larger `-range is considered for S4). However, the S4 lensing
reconstruction benefits much more from using polarization
where the reconstruction is signal-dominated for a larger L-
range. We also see the importance of MF subtraction on
large scales in the presence of anisotropic noise, especially
for lensing reconstructions using temperature.
III. APPROXIMATE ANALYTIC MODEL
In the case of full sky and isotropic noise, the QE of
Eq. (2.3) simplifies considerably and we can obtain analytic
results. For harmonic-space field combinations
X ∈

T T
(E,B) P
(T,E,B) MV
(3.1)
the estimator can be written as [26]
φˆ(L) ≡
(
RφL
)−1 ∫ d2`
(2pi)2
X(`− L)†FX(`, `− L)X(`),
(3.2)
where FX(`, ` − L) collects the optimized filter and QE
weights [26]. The normalization (response) RφL is diagonal
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FIG. 4. Mean field power spectrum CMF1MF2L (solid lines),
reconstruction noise (MC)N0,L (dashed lines) and (MC)N1,L bias
(dot-dashed lines) for anisotropic-filtering analyses of temperature
(green), polarization (pink) and temperature+polarization (purple)
for SO (top) and S4 (bottom). The theoryCφφL curve (black) is shown
to indicate which biases dominate the reconstruction and over which
L range. The MF power is the cross-correlation of the two MF values
(each was obtained using 50 different simulations). The MF curves
were smoothed for aesthetics, while the smoothed (MC)N1,L shown
is used in the pipeline for debiasing the reconstructed spectrum. The
N0,L and N1,L curves shown for S4 are analytic using the effective
noise level shown in Table I.
in harmonic space, and to obtain an unbiased estimator for
cross-correlation with the true field the normalization is given
by
RφL =
∫
d2`
(2pi)2
Tr [FX(`, `− L)fX(`, `− L)] , (3.3)
8where the mode response functions fX are defined by〈
δ
δφ(L)
(
X(`1)X(`2)
†)〉
= δ(`1 − `2 − L)fX(`1,−`2). (3.4)
We use gradient spectra to calculate the components of the
mode response functions fX(`1, `2) following Refs. [15]
and [27], and all theory power spectra were obtained
from camb7 [28]. Note that the response is related to the
reconstruction noise by RL ∼ N−10,L [26], but without exact
equality here because of the use of gradient rather than lensed
spectra in the mode response functions fX .
In the presence of anisotropic noise and optimal filtering,
the above results no longer hold, but we can still predict
the lensing spectrum’s normalization fairly accurately using
the simple independent-patch approximation. The lensing
convergence QEs are all quasi-local, in that the lensing field
estimated at x depends mostly on nearby pixels of the CMB
fields where the noise level is similar if the noise is slowly
varying.
Dividing the sky into patches p with different
approximately constant noise levels, we can define a
local (correctly-normalized) isotropic estimator φˆpL in each
patch using the appropriate local noise level. The full
filtered estimators all locally provide estimators of the same
lensing field, but have different local normalizations. We can
therefore write the estimators approximately as
φˆL '
∑
p
wpLφˆ
p
L, (3.5)
where wpL is a local normalization for patch p and φˆ
p
L is taken
to vanish outside patch p. Hence, approximating the patches
as uncorrelated, the power spectrum estimator of Eq. (2.10)
becomes
CφˆφˆL '
1
fA,LnL
∑
p
∑
` in L bin
(wpL)
2φˆp` φˆ
p∗
` (3.6)
' 1
fA,L
∑
p
(wpL)
2fpCˆ
φpφp
L , (3.7)
where Cˆφ
pφp
L is the normalized power spectrum estimator over
patch p and fp is the fraction of the map area in patch p. To
be correctly normalized after bias subtraction, this implies
fA,L '
∑
p
fp(w
p
L)
2, (3.8)
which gives our analytic patch approximation for the
estimator normalization. In the case of isotropic filtering with
a simple binary mask, fA,L reduces to the fraction of the
map area that is unmasked. The estimator is quadratic in the
CMB fields, so when the filtering is an apodized mask or local
7 https://camb.info
weighting W (x), the local estimator normalization is just
the square of the corresponding CMB map weight function,
wpL = [W (x
p)]2. The normalization fA,L then defines an L-
independent effective map area fraction [21].8 In the case of
the cross-correlation power spectrum CφˆφL , the corresponding
normalization to be unbiased is instead
f crossA,L '
∑
p
fpw
p
L. (3.9)
For the case of optimal anisotropic filtering, each patch is
effectively locally isotropically filtered using the appropriate
local noise level. Since in Eq. (2.7) we applied a single
fiducial responseRφ,fidL (with a different, somewhat arbitrary,
fiducial noise level), the local estimate in a patch centred on
xp is biased by an L-dependent factor
wpL =
Rφ,pL
Rφ,fidL
, (3.10)
where Rφ,pL is the true response according to the local
noise levels in patch p [2]. Since Rφ,pL is easily calculated
analytically for each patch using Eq. (3.3), this provides
an approximate analytical normalization for the optimally-
filtered estimator.
Fully optimal κ-filtering would give
wpL =
CκκL,fid
CκκL,fid +N
κ,p
0,L
, (3.11)
so that each correctly normalized patch is appropriately
Wiener-filtered. Our approximate κ-filtering instead first
approximately locally normalizes the optimally-filtered
reconstruction map using Rκeff, and then approximately
Wiener filters it with white noise Nκeff,L giving
wpL =
CκκL,fid
CκκL,fid +N
κ,p
0,eff
Rκ,pL
Rκ,peff
. (3.12)
The patch approximation is reminiscent of the patch lensing
estimator of Ref. [29], where the authors combine lensing
estimators on patches with different noise levels to optimize
the signal. However, our patch approximation is only used
for approximate theoretical modelling of the responses and to
motivate the κ-filtering step using a locally defined effective
lensing reconstruction noise. Our estimator is continuous
on the observed sky, so we do not have to deal with
complexities related to actually dividing the CMB maps into
patches, and it should also handle filtering for mask and noise
variation more accurately. Ref. [30] also combine different
patches, however their motivation is different, being focussed
on how to combine observations from different overlapping
experiments.
8 In our case, this effective area fraction equals to 0.13 and 0.03 when we
mask and weight the maps respectively (corresponding to effective full-
sky fractions fsky ≈ 0.04 and 0.01); for the cross-correlation cases fA,L
becomes 0.14 and 0.06 respectively.
9In Fig. 5, we compare the analytic correction fA,L
(obtained using 160 patches in our baseline analysis, but we
find the same results if we use 10 times fewer patches) with the
required correction as determined from 500 MC simulations.
The analytic estimate agrees well with the MC result on
most scales with a slight deviation at low-L (where the patch
approximation is expected to break down because the real-
space lensing mode size becomes comparable to the scale of
variation of the noise). Similar-size MC corrections have been
seen in previous analyses [2]. Improving the tolerance level
for convergence of the conjugate-gradient filtering does not
improve this consistency: at low-L the fractional difference
of the φ power spectra between a tolerance of 10−5 and 10−6
for the temperature map is . 0.1%. The number of patches
we used to obtain the analytic correction is converged, with
more patches changing the result by . 0.1%.
Fig. 5 shows that the fA,L estimates are in good agreement
with simulations for 100 . L . 1500. To correct for the
remaining inconsistency of the reconstructed power compared
to the theory spectrum, especially at low-L, an additional
small MC correction can be applied to obtain the unbiased
lensing power. Fig. 6 shows that the additive MC correction is
close to zero over the above multipole range, and is a small but
important correction elsewhere. This correction is obtained by
adding CφφL,fid −
〈
CˆφφL
〉
to the reconstructed power as a final
debiasing step. Since the MC correction is small, it is likely
to be a good approximation to neglect its dependence on the
fiducial theoretical model.
The patch approximation could also be used to obtain
analytic predictions for N0,L and N1,L and then use them to
debias the lensing power instead of using the MC versions. It
was shown in Ref. [2] that the analytic patch N1,L is in good
agreement with (MC)N1,L in the case of Planck. However,
an MC result is required to make a reliable assessment of
accuracy. In the case of N0,L, an accurate result is critical
to obtain an unbiased power spectrum: if the approximation
were wrong by a few percent that would translate to a large
power spectrum bias on small scales, so an accurate MC result
should be used rather than the approximation. On real data,
the realization-dependent (RD)N0,L would also reduce the
variance and correct leading-order sensitivity to inaccuracies
in the simulations [14]. The analytic approximations should
however be accurate enough to account for the model
dependence of the spectra and hence construct a likelihood by
straightforward generalization of the linear correction method
developed by Ref. [20].
We can also use the patch approximation to assess the
variance of the different estimators. The variance of the
unbiased estimator Cˆφ
pφp
L measured only over patch p is given
approximately by the Gaussian result
Var
(
Cˆφ
pφp
L
)
≈ 2(C
φφ
L +N
p
0,L)
2
fpnL
, (3.13)
where we neglect contributions to the variance from N1,L
variance (which could become important on small scales) and
a p index indicates the value in a patch with corresponding
local noise value. Using Eq. (3.7) and again taking the patches
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FIG. 5. Comparison between the approximate analytic fA,L
normalization (lines) and Monte Carlo normalization (markers)
required to obtain unbiased lensing reconstruction power spectra
from SO-like simulations. The top plot shows the result for just
optimally filtering the input CMB maps (Eq. (3.8)+(3.10)), which
is close to unity on all scales; its magnitude shows how closeRφ,fidL
is to the true response. The bottom plot shows the result for the
estimator which is also κ-filtered (Eq. (3.8)+(3.12)), which spans
many orders of magnitude due to its dependence on C/(C + N)
(which goes to zero on small scales but near unity on large scales).
A discrepancy with the analytic result is evident on large scales for
both results; the discrepancy for the κ-filtered case is shown more
clearly by the additional final MC correction shown in Fig. 6.
to be uncorrelated we then have
Var
(
CˆφφL
)
' 1
[fA,L]2
∑
p
2(CφφL +N
p
0,L)
2
nL
fp(w
p
L)
4,
(3.14)
which is approximately reduced by a factor ∆L for bins of
width ∆L centred at L.
Without κ-filtering the expected (binned) power variance
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FIG. 6. The additive MC correction required after applying analytic
fA,L normalization for reconstruction using anisotropic filtering and
combined with κ-filtering (top) and using the two isotropic filtering
methods (bottom) from SO-like simulations. The MC correction for
all methods is relatively small. We use this additional MC correction
when plotting the final reconstruction variances in Fig. 9.
from optimally filtering the CMB maps is then
Var
(
CˆκκL
)
=
∑
p
2(CκκL +N
κ,p
0,L)
2
∆LnL
fp
( Rκ,pL
Rκ,fidL
)4
[∑
p
fp
( Rκ,pL
Rκ,fidL
)2]2 . (3.15)
The best-case expected variance after filtering κ using the
ideal full L-dependency of Nκ0,L is
Var
(
CˆκκL,filt
)
=
∑
p
2(CκκL +N
κ,p
0,L)
2
∆LnL
fp
(
CκκL,fid
CκκL,fid+N
κ,p
0,L
)4
[∑
p
fp
(
CκκL,fid
CκκL,fid+N
κ,p
0,L
)2]2 .
(3.16)
Instead, using the effective noise level (which is what we use
in practice), the expected variance becomes (from Eq. (3.12))
Var
(
CˆκκL,filt
)
=
∑
p
2(CκκL +N
κ,p
0,L)
2
∆LnL
fp
(Rκ,pL
Rκ,peff
)4 ( CκκL,fid
CκκL,fid+N
κ,p
0,eff
)4
[∑
p
fp
(Rκ,pL
Rκ,peff
)2 ( CκκL,fid
CκκL,fid+N
κ,p
0,eff
)2]2 .
(3.17)
The fractional differences between the unfiltered variance
and the two filtered variances are shown (in percent) in
Fig. 7. The κ-filtering step significantly reduces the variance
of the large-scale power spectrum, while having little effect
on small scales where just optimally-filtering the CMB
maps is already nearly optimal (because the local response
is effectively automatically inverse-noise weighting, and
inverse-noise weighting is optimal when the noise is large).
The improvement expected from κ-filtering depends on
the CMB noise level relative to the signal, and is therefore
different for temperature and polarization. For temperature
analysis with our choice of `max the improvement for
SO-like noise is small, and negligible for S4, since the
CMB temperature is signal dominated in both cases (so the
lensing responses are already nearly isotropic because the
contribution from noise variance is small). For polarization
the gains are significant because the polarization noise (and
hence its anisotropy) is significant in both experiments, with
a somewhat larger improvement for SO where the noise is
relatively more important.
The impact of both filtering steps compared to other
methods will depend on the specific hit count distribution and
hence relative importance of noise variations. For larger areas
(such as the survey areas available for lensing in SO and S4)
the counts may be more or less anisotropic than in the patch
we tested in detail, leading to somewhat larger or smaller
overall gains respectively.
IV. RESULTS
We now compare simulation-based lensing reconstruction
results from the different filtering methods described in
Sections II A and II D. We compare power spectrum results
from applying an isotropic filter on masked or weighted
CMB maps, as used by several previous experiments, to
applying an optimal anisotropic filtering with or without
also filtering the reconstructed κ map. The reconstructions
were made from simulations with SO- and S4-like noise and
beam while for simplicity considering the same scanning
strategy, corresponding to a sky fraction of fsky = 0.13 and
strongly anisotropic hit count map shown in Fig. 2. The
instrument sensitivities, (effective) noise levels, beam widths
and observation time considered for each experiment are given
in Table I. We assume an observation efficiency of 1/5 for
both experiments, and each simulation has 4096 pixels on a
side with 1.7 arcminute pixel size.
We perform lensing reconstructions from different field
combinations, T, P, and MV, using 500 simulations, from
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FIG. 7. Fractional improvement in the theoretical binned variance
of CˆκκL when using an additional κ-filtering step for an SO-like
experiment (top) and an S4-like experiment (bottom), estimated
using an analytic patch approximation with 64 patches. The green
curves show the optimal result which would be obtained if we could
locally filter with Np0,L (Eq. (3.16)), while the purple curves show
the very similar result from our approximate local normalization
followed by filtering using an effective white reconstruction noise
Nκ0,eff(x) in the filter (Eq. (3.17)). The reconstruction from
polarization alone benefits most from this additional filtering step
since it is most affected by the noise anisotropy.
which we calculate the reconstruction variances and the cross-
correlation coefficients with the input lensing map.
The reconstructed power before applying an additive
MC correction is shown in Fig. 8 from SO using P and
MV, and from S4 using P. These spectra were obtained
using the optimal anisotropic filter followed by filtering the
reconstructed κ map, and demonstrate that the analytic patch
normalization described in Sec. III is accurate to the percent
level. Comparing the two SO power spectra, we see that
while the low-L bias is relatively similar as expected (as this
results from the mask/scan area), the high-L bias is much
Experiment sT ∆T θFWHM tobs
[µK-
√
sec ] [µK-arcmin] [arcmin] [years]
SO 6.7 5.0 1.4 5
S4 1.5 1.0 1.5 7
TABLE I. Experimental specifications for our SO- and S4-like
simulations. The ∆T effective map-level sensitivity is not used for
the simulations, but obtained from the power spectrum of weighted
noise map realizations. The value of SO’s temperature sensitivity
sT is the LAT ‘baseline’ level for 145 GHz from [3] and the
corresponding ∆T is the result from the specific hit count map
considered. For S4, on the other hand, we determined the sensitivity
for 145 GHz so that ∆T results in the forecast value from [4, 31]b.
Polarization sensitivity is taken to be ∆P =
√
2 ∆T . We consider
the same scanning time efficiency of 1/5 and (post-filtering) CMB
multiple range (`min, `max) = (40, 3000) for both experiments.
less significant for MV, most likely due to the contribution
from the signal-dominated T. To obtain the unbiased spectra,
we apply small additional MC corrections. These additional
corrections are shown in Fig. 6, and for both experiments are
smaller than 3%.
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FIG. 8. Simulated lensing potential reconstruction power spectrum
and residuals from optimal anisotropic filtering of the CMB maps
and approximate κ-filtering, for the SO MV estimator (magenta)
and using only polarization maps for SO (blue) and S4 (green).
An MC correction can be further applied to get the final unbiased
power; see Fig. 6. The opaque error bars in the residual plot are the
MC errors expected from the average of 500 simulations, while the
translucent error bars in the upper panel are the latter scaled by
√
500
to show the uncertainty for one lensing realization (points offset for
clarity, and errors slightly underestimated on small scales because
we neglect the (MC)N1,L MC error).
The unbiased lensing reconstruction power spectra
variances for the various filtering methods are shown in
Fig. 9. As expected, lower variances are achieved when
using both temperature and polarization maps for the
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FIG. 9. Reconstructed lensing power spectrum variances from the various filtering methods for an SO-like experiment and an S4-like
experiment (bottom right). The error bars on the variance and the fractional differences were estimated using 10 sub-batches of variance
estimates. The black curve is the cosmic variance for the lensing power shown as a reference for the minimal variance we could obtain with
no noise over the entire scanned area. Using the optimal anisotropic filter leads to variance improvements by a factor of 2-5 for most of
the considered L-range compared to considering isotropic filtering over a reduced sky area. The improvement is largest for reconstructions
using polarization, which is less signal-dominated than temperature. The lower panels of each plot show the fractional difference between
reconstruction variances with and without additional κ reconstruction filtering (pink), plotted against the corresponding theoretical curves from
Fig. 7 (purple lines), demonstrating good agreement with the approximate analytic model. For S4, polarization dominates the reconstruction,
so we only show the polarization results.
reconstruction. For reconstructions using temperature, the
optimal anisotropic filter yields an improvement in variance
by a factor of 2-5 compared to isotropic filtering a masked or
weighted map, though the level of improvement does depend
on the mask chosen for the isotropic-filtering analysis. The
improvement is smaller for a polarization-only reconstruction
where reconstruction noise rather than cosmic variance is
relatively more important near the edges of the scanned area.
The isotropic filtering results depend both on the noise level
used in the isotropic filter, which was chosen to minimise
the variance, and (in the masked case) also the masked area
actually used (to reduce variance from very noisy areas near
the edge). We did not optimize the mask area, but testing
with several sensible masking schemes showed no large
variance improvement. Compared to the isotropic filtering
methods, the optimal and κ-filtering methods have fewer
free parameters, and varying these only has a small effect on
results, which are already close to optimal.
The difference plots in Fig. 9 show the further fractional
improvement in variance after applying our approximate
additional κ reconstruction filtering. Results agree well
with the predicted theoretical curves shown in Fig. 7,
demonstrating that the patch approximation is capturing the
main effect well. The predicted ∼ 30% reduction in variance
on large scales is therefore achievable in practice, at only a
small additional numerical cost.
We also compare some reconstructed real-space lensing
maps from the various reconstruction method. Fig. 10 shows
the input α map (where αL =
√
L(L+ 1) φL) of one
simulation in comparison to the MV reconstruction maps
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using the same lensing realization with the various different
filtering methods. Qualitatively, all maps demonstrate a good
reconstruction in the low-noise pixels near the centre of the
patch that have longer observation times. Isotropic filtering on
weighted maps significantly down-weights the reconstruction
in the higher-noise pixels, while the reconstruction from
masked maps only down-weights around the edges of the
mask (however the effective area is reduced due to the mask
excluding high noise pixels). When applying the optimal
anisotropic filter, we reconstruct the lensing potential on most
of the scanned region giving lower power spectrum variance.
Applying the further κ-filtering step on the locally normalized
map removes the effective down-weighting around the edges
of the scanned sky area, which can explain the variance
improvements we see at low-L where the reconstruction is
signal-dominated.
We then calculate the cross-correlation coefficients with the
input lensing map,
ρˆ
L
≡ C
φˆφ
L√
CφˆφˆL C
φφ
L
. (4.1)
The cross-correlation coefficients of the SO reconstructions
are shown in Fig. 11. We see an improved correlation
after filtering the reconstructed κ map compared to only
anisotropically filtering the CMB maps. This improvement
is most visible for the signal-dominated regime at L . 300.
The lensing reconstruction from the isotropic filtering process
is done over a smaller effective area, in which the signal-
to-noise is already high, so the cross-correlation coefficient
restricted to that area is higher (over the same area the more
optimal methods would also give substantially higher cross-
correlation coefficients).
V. CONCLUSIONS
In this paper we demonstrated the importance of optimizing
the reconstruction pipeline to minimize the lensing spectrum
variance when sky maps have anisotropic noise. We showed
that optimal CMB map filtering can have significant gains
compared to simple isotropic filtering (a factor of 2-5 decrease
in variance for our choice of masking on the configurations
tested).
Lensing reconstructions using optimally filtered maps are
effectively inverse-noise weighted because the normalization
response is directly related to the reconstruction noise in
simple cases. This weighting is nearly optimal for the
power spectrum on small scales where the reconstruction is
noise dominated, however it is significantly suboptimal on
larger scales where lensing modes are reconstructed with high
signal-to-noise. We showed that an additional approximate
κ-reconstruction filtering stage can significantly improve the
9 Reference design is also available at: https://cmb-s4.org/wiki/index.php/
Expected Survey Performance for Science Forecasting.
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FIG. 10. 1: Input deflection α map of one of the realizations
used (where αL =
√
L(L+ 1) φL). 2: The Wiener-filtered
reconstructed α obtained when applying an optimal anisotropic filter
to the temperature and polarization maps. The map is normalized
using a fiducial isotropic normalization RfidL , where the specific
choice of effective isotropic noise chosen has some impact on
the map, and the isotropic WF applies
C
φφ
L,fid
C
φφ
L,fid
+ (MC)N
φ
0,L
to φˆL.
3: The α reconstruction map from applying a further anisotropic
filter on the optimally-reconstructed κ map after approximate local
normalization. The approximate white local normalization improves
the match to the input near the patch boundaries, but underweights
small scales compared to the true normalization (RκL ∼ Nκ0,L−1
falls at high L compared to fixed value we chose that matches on
large scales), so this map appears smoother. This is corrected at the
power spectrum level by the analytic patch normalization correction.
4: The Wiener-filtered reconstructed α map using an isotropic filter
on a masked map. The same WF as in panel 2 is applied with the
respective (MC)Nφ0,L. 5: The Wiener-filtered reconstructed α map
using an isotropic filter on a weighted map. The same WF as in
panel 2 is applied with the respective (MC)Nφ0,L. All reconstructed
maps are from the same lensing potential realization, and show the
same colour ranges as the input map.
variance of power spectrum estimates in the signal dominated
regime on large scales, while also smoothly approaching close
to the original optimal result on small scales. The anisotropic
filtering performs well for both SO- and S4-like noise levels,
and for the specific anisotropic noise we tested the κ filtering
step reduces the variance by about 30% on large scales. Our
optimal filtering steps use a conjugate gradient approach,
making the optimized estimators easily numerically tractable
(but still somewhat numerically expensive; there is potential
for further gains using other methods, e.g. filtering using a
pre-trained neutral network [32]).
We used a flat-sky analysis, but do not expect our results
to be significantly different when applying to a full-sky
lensing reconstruction, though developing a full-sky analysis
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FIG. 11. Cross-correlation coefficients (Eq. (4.1)) for the various
reconstruction methods and an SO-like experiment. The curves were
smoothed with a σL = 12 width Gaussian to reduce sampling
noise. The best reconstruction is made from a combined analysis
of temperature and polarization maps (MV). The improvement due
to the additional κ-filtering step when using anisotropic filter on the
CMB maps is mostly visible for L . 200. The most correlated maps
are those obtained from applying an isotropic filter over a reduced
sky area, but this reduced sky area loses information compared to
other methods using the full observed area.
is clearly a requirement for analysis of realistic data over
large sky areas. We also considered only a single frequency
map and ignored the complication of foreground residual
modelling. The relative improvements that we have shown
should however still remain valid as they only depend on the
overall broad distribution of the map hit counts. Realistic
ground-based data also usually has strongly correlated noise,
making full signal-plus-noise filtering substantially more
challenging; however, the amplitude of the noise would still
follow the broad hit count distribution, so the uncorrelated
noise approximation that we made may still be sufficient
to obtain significant gains compared to less optimized
estimators. Further work would be needed to study the best
way to filter correlated noise in practice.
The fast optimized QE lensing pipeline presented in this
work can easily be run on many simulations, and so may
prove valuable for quantifying the impact of systematics,
foregrounds, and other effects that can be simulated on lensing
reconstruction. The effect of several potentially dangerous
systematics will be explored in an upcoming paper. The
simple but accurate analytic patch approximations results may
also prove valuable for optimization of observing strategies.
Although we have demonstrated significant gains compared
to simple QE estimators, our results are clearly not fully
optimal both because of approximations in the κ-filtering
and because the estimator is still fundamentally quadratic.
A likelihood based approach using iterative estimators [8,
9] could perform substantially better in the high signal-to-
noise regime where quadratic estimators become suboptimal.
However, a fully optimal power spectrum estimator applicable
to realistic cut-sky data with inhomogeneous noise does not
currently exist, and developing such an estimator would
be an interesting avenue for future research. Comparison
with a fully optimal estimator would allow us to assess
gains compared to the approximate estimators we have
presented. However, our approximate estimators are likely
to still remain useful as they are fast to calculate and
straightforward to approximately model analytically using the
patch approximation.
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Appendix A: Optimal filtering performance
Optimal filtering of the CMB maps (Eq. (2.6)) must be
performed iteratively to have a tractable numerical cost.
This appendix discusses the performance of our solver and
convergence criteria, for both temperature and polarization.
We use the same algorithms used for the Planck lensing
2015 [20] and 2018 [2] analyses, using the flat-sky
implementation in the LENSIT package. The inversion is
performed using a simple conjugate-gradient descent, which
can be coupled to a multi-grid preconditioner [18] to try and
improve the convergence properties of the iterative search.
When solving for x in the linear equation x = A−1b,
we determine convergence by monitoring the ratio 2n of the
squared norm of the residual vector at iteration n, Axn − b,
to that of the initial residual b (we always start with x0 = 0).
We then ensure that this ratio has dropped below a specific
tolerance level .
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FIG. 12. Lensing power spectra differences built from partially conjugate-gradient-converged inverse-variance filtered CMB maps, in units of
the reconstruction noise statistical error. The points shown are for the T (top panel), P (middle panel) or MV (bottom panel) lensing spectrum
estimates, for convergence levels  = 10−2 (blue), 10−3 (orange), 10−4 (green), 10−5 (red), where  monitors the decrease of the residual
vector norm. Convergence for P is always substantially faster than for T or MV. The points with  = 10−3 are off the scale for T and most of
MV, but close to the zero for P. Our baseline T and MV analyses use  = 10−5, where the bias is at most 0.2σ[N0] in T, and  = 10−4 for P
analysis. For T and MV the convergence is not monotonic; small changes in the high-` temperature maps in the iterative search have a large
impact on the lensing power iterations.
Fig. 12 shows the dependence of the lensing reconstruction
on the choice of tolerance level, in units of the statistical
error bars, when using the simplest possible diagonal isotropic
preconditioner. The figure shows the difference to the result
for  = 10−6 (the smallest tolerance we consider) in units
of the expected statistical error bars σL[N0] induced by the
reconstruction noise, but excluding the lensing map cosmic
variance. For this we use the approximation
σ2L[N0,L] ≡
2
((MC)N0,L)2
fA,LnL∆L
. (A1)
These noise-only error bars are the most relevant for
applications where the lensing map rather than its spectrum
must be reconstructed accurately (such as for delensing).
Fig. 12 shows the power spectrum difference at the iteration
for which  ' 10−2 (blue), 10−3 (orange), 10−4 (green),
10−5 (red), and for T, P and MV analyses (from top to
bottom). Polarization filtering is a lot better behaved than
temperature. This is striking, both from the figure and in
the number of iterations required to reach these tolerance
levels: about 80 steps are necessary to reach  = 10−4 for
temperature or MV filtering, but 50 for polarization. For
 = 10−5 this becomes 430 and 100, and for  = 10−6 this
worsens to 2480 and 125, respectively.
Our T and MV baseline results used a tolerance of 10−5
and our P results used 10−4, which is enough to ensure
convergence on all relevant scales to below 0.2σ[N0,L]. To
test for broadband correlations we have evaluated biases in
the overall reconstructed lensing spectrum amplitude in the
following way. Using an approximation to the spectrum
variance σ2L[C
φφ + N0] (defined as in Eq. A1, but including
the lens cosmic variance), we test for a non-zero lensing
amplitude in the residual
CˆφφL, − CˆφφL,=10−6 ≡ ACφφ,fidL (A2)
using the inverse-variance weighting amplitude estimator
Aˆ = σ
2
A
3000∑
L=40
Cφφ,fidL
(
CˆφφL, − CˆφφL,=10−6
)
σ2L[C
φφ,fid
L +N0,L]
, (A3)
with normalization
1
σ2A
=
3000∑
L=40
(
Cφφ,fidL
)2
σ2L[C
φφ,fid
L +N0,L]
. (A4)
σ2A is also the Fisher variance varAˆ of the lensing amplitude
estimator. For  = 10−5, in temperature case we find a
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maximal bias of 0.06σA. For the cases of polarization and
MV, the bias is much smaller still. It takes only about 5
minutes on a standard laptop to filter the maps in temperature
or polarization, and 15 for joint filtering, hence the entire
process remains very practical. We use the same filtering
method to filter the reconstructed κ map. In this case, the
convergence is much faster, . 1 minute for  = 10−7, mostly
because the noise is much larger compared to the lensing
signal.
Our optimal CMB filtering step remains fast and easily
fast enough for use in many simulations. However, we
used the flat-sky approximation throughout, where harmonic
transforms are fast Fourier transforms, which will not be
adequate for future surveys covering a significant fraction
of the sky. On the curved sky the filtering step will be
more time consuming given the much more expensive cost
of the high-resolution spherical harmonic transforms, and
further numerical optimization of the filter will potentially
be of significant benefit. For our flat sky analysis we
investigated several multigrid preconditioners but found no
clear-cut improvements in execution time. However, this
conclusion may well change on the curved sky where the
numerical cost is distributed differently. Given the very
configuration-specific timing performance of the inversion, it
seems likely that a good solution is probably best found on
a case-by-case basis. For these reasons we do not perform
further performance comparisons here and leave a systematic
study of the conjugate-gradient inversion performance for
future work. The convergence criteria could also be refined
to more closely match the actual requirements in terms of
numerical precision of the filtered maps.
