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Abstract 
In inverse electromagnetic scattering problems, one tries to determine the scatterer, 
which can be an obstacle or a difFractive grating, from measured data of scattered 
fields by some incident electromagnetic waves. The problems have found wide applica-
tions in areas such as radar, nondestructive testing and diffractive optics. One of the 
most important issues in inverse scattering problem is uniqueness, namely, to find the 
minimum number of incident waves that can uniquely determine the unknown scat-
terer. It is remarked that uniqueness for the general problems has been a longstanding 
open problem. By restricting the scatterers to some special classes, significant progress 
has been achieved in the past decade. In this thesis, we will review these progresses 
and provide some new results on this topic. More specifically, we consider two kind 
of scatterers: the first one is the scatterer that consists of finitely many polyhedra of 
mixed perfect electric conductors and perfect magnetic conductors, the other one is 
bi-periodic reflection grating that ruled on perfect electric conductor. We show in the 
first case that one incident electromagnetic wave is enough to guarantee the unique-
ness. In the latter case, we are able to find and characterize all the polyhedral reflection 
gratings that can not be identified by a given incident wave. Using this result, the min-
imum number of incident waves required for the unique determination of a polyhedral 
reflection grating can be readily read out. 
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Chapter 
Introduction 
This work is concerned with the uniqueness on the determination of scatterers by 
time-harmonic electromagnetic plane waves. We consider two kind of scatterers, which 
correspond to two types of scattering problems. Of the first kind are scatterers that 
consist of finitely many bounded polyhedra of mixed perfect electric conductors and 
perfect magnetic conductors. This kind of scatterers are generally referred to as im-
penetrable obstacles. Of the second kind are diffractive gratings. We assume these 
gratings have bi-periodic polyhedral structures and their profiles are ruled on perfect 
electric conductors. To the first type of scattering problem, we show that one inci-
dent wave is sufficient to uniquely determine the obstacle. While in the second type 
of scattering problems, it is well known that the uniqueness may not hold when only 
one incident wave is used. So the central issue of the problem is to find the minimum 
number of incident waves that can uniquely determine the gratings. Based on whether 
Rayleigh frequencies occur or not, we divide the analysis into two part: we first consider 
the simple case that excludes Rayleigh frequencies. Then we consider the general case 
with Rayleigh frequencies included. We find in the first case that, corresponding to 
each incident plane wave, there are three classes of gratings that can not be uniquely 
determined. We also show that any bi-periodic polyhedral grating can be uniquely 
determined by one incident wave if and only if it belongs to neither of the three classes. 
In the latter case, we find seven classes of unidentifiable gratings corresponding to each 
5 
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incident plane wave, where the four additional classes are related to the case when 
Rayleigh frequency occurs. Using these results, the minimum number of incident plane 
waves required for the unique determination of a bi-periodic polyhedral structure can 
be readily read out. 
Let us first take a brief review of the first type of scattering problems, i.e. ob-
stacle scattering problems. Let D C be an impenetrable obstacle that consists of 
finitely many disjoint bounded solid polyhedra. Let (E^(a:), ff (x)) be an incident time-
harmonic electromagnetic wave. Then the forward scattering problem is described by 
the following time-harmonic Maxwell's equations (see [13]): 
cur lE-iA;H = 0, curlH + i/cE = 0 in G R3\D, (1.0.1) 
lim XX- = 0, (1.0.2) 
|x|—>oo 
where (E,H) are respectively the total electric and magnetic fields formed by the 
incident fields and scattered fields E®(a:) and H®(x): 
E(x) = E\x) + E'(x), H(x) = + . 
For a perfect electric conducting obstacle D, we have the boundary condition 
" X E = 0 on ^D , 
where v is the outward normal to dD directing to the exterior of D. Similarly, the 
boundary condition reads as 
u x i i = 0 on dB 
for a perfect magnetic conducting obstacle. For a general impenetrable obstacle, we 
have the following impedance boundary condition 
V X curlE — i\{y x E) x " = 0 on 5D 
where A is a positive constant. 
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In this work, we deal with the mixed perfect electric conducting and perfect mag-
netic conducting boundary condition. To this end, we let 5D have a Lipschitz dissection 
dD = r^^USUF// , where Fjs and Fh axe disjoint, relatively open subsets of 5D, hav-
ing S as their common boundary (see [34]). Then we complement the direct system 
(3.1.3)-(3.1.4) with the following general mixed boundary condition 
" x E = 0 on Fe； X H = 0 on Fff. (1.0.3) 
For convenience, we write B[E, H] = 0 for the mixed boundary condition (1.0.3). 
It is known that the scattered field E® and H® has the following asymptotic behav-
iors 
eifcM r 1 ^ 
D) =：—|Eoo(:r; D) + as oo, (1.0.4) 
gifcM r 1 >1 
+ ) | a^ |x| -> oo, (1.0.5) 
uniformly for all x = x/\x\ G S^. The functions Eoo(^0 and Hoo(^) in (3.1.6) and 
(3.1.7) are called, respectively, the electric and magnetic far field patterns, and both 
are analytic on the unit sphere S^. 
Given the incident field E^ and the obstacle D, the direct problem is to determine 
the scattered field E® and H^ or the far field pattern associated with them. The inverse 
problem, on the other hand, is concerned with the determination of the obstacle D 
from the knowledge of the scattered far field pattern Eoo(x;D). This inverse problem 
is of fundamental importance in exploring objects by electromagnetic waves and we 
refer to [13] for a detailed discussion. One of the most important issues in inverse 
scattering problem is the uniqueness, namely, is the correspondence between Eoo(^； D) 
(or equivalently, Hoo(^； D)) and D one to one? 
As far as many measurements are available, we have the following results, see [13], 
which is based on the idea of Isakov's point source method in acoustic obstacle scattering 
problem. 
Theorem 1.0.1. Assume that D i and D2 are two perfect conductors such that for a 
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fixed wave number the electric far field patterns for both scatters coincide for all incident 
plane waves (with all incident directions and all polarization). Then Di = D2. 
Theorem 1.0.2. Assume that D i and D2 are two perfect conductors such that for one 
fixed incident direction and polarization the electric far field patterns for both scatters 
coincide for all wave numbers contained in some interval 0 < ki < k < k2 < 00. Then 
D i = D2. 
However, it is easy to see that the obstacle is formally determined with only one 
single far-field measurement, namely, the far-field pattern corresponding to a single 
incident wave. Hence, one may anticipate the uniqueness by using the fax field data 
from only one or at most a finite number of incident waves. It is the similar situation 
as that in the inverse acoustic obstacle scattering, where one utilizes acoustic fax field 
patterns to identify the unknown object. 
The uniqueness for the inverse electromagnetic scattering problem with optimal 
measurement data remains an open problem (see [12]). Recently, significant progress 
has been achieved for the unique determination of polyhedral type scatterers in inverse 
acoustic scattering by means of a single or several incident waves (see [2，10，16，17, 
28，31，32，33]). The proofs are based on various reflection principles for Helmholtz 
equation, in combination with suitably devised techniques, especially the path argument 
developed in [31]. The study for inverse acoustic scattering problems in this direction 
is nearly completed. Along this line, some novel reflection principles were derived 
in [29] and [30] for time-harmonic Maxwell's equations. They were then applied to 
establish some uniqueness results for the inverse electromagnetic scattering problems 
by using similar techniques as those developed for inverse acoustic scattering problems. 
Particularly, in [27] it is proved that a single incident electromagnetic wave is sufficient 
to uniquely recover a polyhedral obstacle with pure PEC or PMC boundary condition. 
The crucial idea for the path argument in [27] is to find an 'exit path' which has at 
most one intersection point with the "unbounded" perfect planes. We would like to 
remark that similar idea was also developed in [17], where uniqueness of determining 
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a polyhedral acoustic sound-hard obstacle is proved with a single acoustic far-field 
measurement. The argument relies on an 'exit path' which avoids intersection with the 
"unbounded" Neumann planes. However, those techniques would not work for the more 
challenging case considered in this work, namely to recover a general polyhedral obstacle 
associated with the mixed boundary condition (3.1.5) by electromagnetic scattering 
measurement corresponding to a single incident wave, which appears to be the only 
problem that remains unsolved on the uniqueness in determining a general polyhedral 
obstacle by a single far-field measurement. We also refer to the concluding remarks in 
[27] for a discussion on what challenges one shall encounter when proving uniqueness in 
the setting posed in this paper. In realizing that the existence an "unbounded" perfect 
plane implies certain symmetries of the underlying scatterer, we prove the uniqueness 
by developing some novel and more elaborate arguments. 
Now, we turn to the second type of scattering problems, or more precisely, the 
diffraction problems of electromagnetic wave by gratings. The grating, with profile S, 
we considered here has bi-periodic polyhedral structure, and is ruled on a perfect con-
ductor. The medium above S is assumed to be homogenous with a constant dielectric 
coefficient eo > 0 and magnetic permeability fiQ > 0, and the corresponding region 
is denoted by Vt. Let = se冲工(with time dependence e_如* ) be an incident 
time-harmonic electromagnetic wave incident to the grating structure S from above. 
Let E be the total field, which consisting of the incident field and the scattered field. 
Then the scattering problem can be modeled by the following vector-valued Helmholtz 
system: 
A E + k'^E = 0 in Q, (1.0.6) 
dWE = 0 in n, (1.0.7) 
lyxE = 0 on S (1.0.8) 
where v is the unit outward normal vector to the surface S. 
The solution to above equations is assumed to be quasi-periodic and satisfies bounded 
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out going radiation condition. From the knowledge of the fundamental solution to the 
periodic Helmholtz equation (cf. [7] [15]) it is known that E can be expressed in the 
following form: 
E{x) = E\x) + (1.0.9) 
nGZ2 
where all are complex vectors, called the Rayleigh coefficients, and g-^ 's can be 
calculated by the incident field and the period. 
Given the periodic structure S and the incident field E^, the forward diffraction 
problem is to solve for the system (4.1.1)-(4.1.4) the total field E. The direct diffraction 
problem has been well studied mathematically, see, e.g., [15] [5] [6]. This work is 
concerned with an inverse problem associated with the system (4.1.1)-(4.1.4). For a 
given incident wave assume that the total field E can be measured on a plane r^ 
above the structure 5, we want to find out how many measurements taken on the plane 
Ffe are needed to uniquely determine the shape and position of the structure S. This 
inverse problem occurs in many applications, e.g., in diffractive optics; see [35]. 
It is well known that global uniqueness with one incident wave is generally not 
true. This can be seen from a simple example that when one incident wave is given, 
two grating profiles, both parallel to the plane {0:3 = 0} with distance of a certain 
multiple of the wavelength of the incident wave, generate the same field E in the 
domain above IV As fax as the general periodic grating profiles are concerned, the 
global uniqueness of this inverse problem still remains open. However, when it is 
confined to some special classes of periodic structures, important progress has been 
made in recent years, particularly in the two dimensional case. Hettlich and Kirsch 
showed in [21] that a finite number of incident waves is sufficient to identify a C^-
smooth periodic structure in two dimensions. In a series of works by Elschner, Schmidt 
and Yamamoto; see [18], [19] and [20], the global uniqueness problem for the class of 
periodic polygonal structures was studied, and the minimal number of incident waves 
to ensure the global uniqueness was obtained. 
To our knowledge, there are only two uniqueness results for the aforementioned 
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inverse problem in three dimensional case, both for gratings which can be described by 
graphs of C^ A—periodic functions. Local uniqueness was established in [7], where a 
crucial step was to estimate a lower bound of the first eigenvalue to the problem (4.1.1) 
in a convex domain. Global uniqueness result was obtained in [3] with one incident 
plane wave when the medium above the perfect conductor is assumed to be lossy, i.e., 
k has non-zero imaginary part; while for the case when k is real, global uniqueness was 
established with infinite many incident waves. 
In this work we will restrict ourselves to the Lipschitz polyhedral gratings, so the 
grating structure S is assumed to be a Lipschitz polyhedral surface which is bi-periodic 
of period A. We further divide the analysis into two part. In the first part, we deal 
with the case where Rayleigh frequencies are excluded, which accounts for that there 
is no scattered plane wave that is propagating parallel to the grating. In this case, we 
are able to identify, for each given incident wave, three classes of polyhedral gratings 
and demonstrate that these are all the possible polyhedral gratings which can not 
be uniquely determined by the incident wave. In the second part, we deal with the 
general case, that is without excluding Rayleigh frequencies. As a result, we are able to 
identify, for each given incident wave, seven classes of unidentifiable polyhedral gratings, 
where four newly appeared classes are related to the case when Rayleigh frequencies 
occurs. Using these results, we can determine the minimum number of incident waves 
to uniquely determine a polyhedral grating. A major technique used is the group and 
dihedral group theory, which is for the first time introduced in the study of uniqueness 
for inverse scattering problems, and turns out to be extremely helpful to characterize 
the unidentifiable periodic structures. 
The thesis is organized as follows. In chapter two, we first review some basic knowl-
edge about Maxwell equations, then we introduce the most important tool, namely 
the Reflection Principle for Maxwell equations, that are frequently referred to in the 
subsequent analysis, the fundamental concepts, perfect set and perfect plane are also 
presented. In chapter three we consider the obstacle scattering problems. Both direct 
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and inverse problem are discussed, but with a focus on the uniqueness of the associated 
inverse problem. The discussion for scattering problems by gratings in presented in 
chapter four and five, where we deal with the simple case when Rayleigh frequencies 
are excluded in chapter four and the general case with Rayleigh frequencies included 




In this chapter, we will first review, in Section 2.1, some basic knowledge about the 
Maxwell equations, which models the propagation of the electromagnetic wave in vac-
uum. We consider the time-harmonic case, where it can be deduced to space dependent 
form, which can further be shown to be equivalent to vector valued Helmholtz equations. 
This can facilitates our analysis in chapter four and five by considering only the electric 
fields. Then, in Section 2.2，we introduce the most important tool, Reflection Principle, 
more precisely, Reflection Principle for Maxwell equations, for the whole work. Since 
Reflection Principle can be regarded as a consequence of unique continuation, we start 
from Holmgren's uniqueness theorem for scalar Holmheltz equation. We then extend 
this result to Maxwell equations, which enables us to deduce the Reflection Principle 
for Maxwell equations, just as in the case of scalar Holmheltz equation. Besides, the 
fundamental concepts for the work, perfect plane and perfect set are also introduced. 
2.1 Maxwell equations 
Consider the electromagnetic wave propagation in an isotropic medium in R^ with space 
independent electric permittivity e and magnetic permeability /z. Here we assume that 
the medium has vanishing conductivity. The electromagnetic wave is described by the 
13 
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electric field £ and the magnetic field H satisfying the following Maxwell equations: 
curl^ + ^ -；― = 0， 
ot 
c u r m - £ — = 0. 
ot 
For the time-harmonic electromagnetic wave with frequency u; > 0, we can write S and 
九by 
Then one can deduce that the complex valued space dependent parts E and H satisfy 
the reduced Maxwell equations 
curl E - i k H = 0, (2.1.1) 
curl H + ikE = 0. (2.1.2) 
where k, referred to as wave number, is a constant given by 
k = (jj^/eJl. 
Sometimes, it is useful to consider only the electric field E in (2.1.1) and (2.1.2). 
That is what we do in chapter four and five. By a simple application of the vector 
identities 
curl curli^ = —AH + grad div 丑， div curl H = 
we can show the following result which connects Maxwell equations to vector valued 
Helmholtz equations. 
Theorem 2.1.1. Let E，H be a solution to the Maxwell equations (2.1.1) and (2.1.2). 
Then E satisfies: 
^ E + k^E = 0， （2.1.3) 
divE = 0. (2.1.4) 
Conversely, let E be a solution to the equations (2.1.3)，(2.1.4) above. Then E and 
H := curl E/ik satisfy the Maxwell equations (2.1.1) and (2.1.2). 
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2.2 Reflection principle 
In this section, we will present Reflection Principle for Maxwell equations. Before we do 
this, we first introduce Holmgren's uniqueness theorem for scale Holmheltz equation. 
Theorem 2.2.1. Let Q, be a bound Lipschitz domain in R^, and let u E be a 
solution to the following Helmholtz equation: 
Au + k'^u = 0 (2.2.1) 
Assume that w|r = f^lr = 0，where F is an open set of dCl. Then u = 0 in Q. 
For proof and general form of Holmgren's uniqueness theorem, see e.g. [36]. 
Theorem 2.2.1 has an easy extension to Maxwell equations. 
Lemma 2.2.1. Let Q be a bound Lipschitz domain in R^, and let {E, H) be a solution 
to the following Maxwell equation: 
curl E — ikH = 0 in Q, 
cm\ H + ikE = 0 in Q. 
Assume both E x n and H x n vanish on F, an open set of dQ. Then E and H vanish 
identically in Q. 
The proof can be found in [1] and [29], where the later proof makes use of Theorem 
2.2.1. 
We next introduce two concepts, perfect sets and perfect planes, which are crucial 
for our analysis in the whole work. Their remarkable properties are stated in Reflection 
Principle 2.2.2. 
Definit ion 2.2.1. Let F : O C^ be a given analytic complex vector-valued function 
in a domain O C R^, Vp is called the perfect set of F if 
VF = {xe 0\ vxF |nnBr(x)nO= 0 for some r > 0 
and plane H passing through x]. 
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The points in Vf are called perfect points of F. For any x € Vf, we denote by 
n the plane involved in the definition of VF- Furthermore, we let H be the connected 
component of 11门O containing x, then by the analyticity of F and analytic continuation, 
we have i/ x F = 0 on 11. In the sequel, such 11 will be referred to as a perfect plane 
of F. We also use Vf to denote the set of perfect planes of F whenever there is no 
confusion caused. 
Finally, we come to the Reflection Principle for Maxwell equations; See also [29]. 
Lemma 2.2.2. [Reflection Principle] Let O be a domain which is symmetric with 
respect to a plane 11 in R^ and (E, H) be the electromagnetic field in O satisfying: 
curl E - ikH = 0 in n, (2.2.2) 
cml H + ikE = 0 in Q. (2.2.3) 
Then H C 11 is a perfect plane of E if and only if the following relations hold 
E{x) + R'^{E{Rn{x))) = 0 in O. (2.2.4) 
Here and throughout the thesis, we use Ru to denote the reflection in R^ with respect 
to a plane 11 and R[i the linear part of the affine map Ru- In addition, if T C O or 
r C dO is a perfect plane of E, then is also a perfect plane of E. 
Proof: We only show the part that the equality (2.2.4) holds if H C 11 is a perfect 
plane of E, for the other parts follows easily. We first introduce a few notations. Let 
sl'P'q denote the Levi-Civita permutation symbol, that is = 1 if (l,p,q) is an even 
permutation of (1,2,3), = -1 if (l,p, q) is n odd permutation of (1,2,3) and 
sZ’P’g _ 0 otherwise. Let a = (01,02,03), b = (61,62, ^ 3) be two vectors in R^, then the 
cross product of a and b, denoted hy a x b = {{a x (a x (a x 6)^), is calculated 
by the rule 
(a X by = s'，P’％?v 
Here and what follows, we use Einstein summation convention. We can extend the 
above identity from real numbers ai,bj to symbols that can represent operators and 
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functions such as 嘉 and Fj. As an application, the curl of a vector field F = 
(Fi ,F2,F3) in R3 can be calculated by 
curl F(x) = Vx X F, 
with (V, X Fy = sl’P，q為Fq = Here SU represents for (嘉’备 ,嘉 ) . 
Now, we define 
V{x) = R'nEiRnx), 
W{x) = -R'uH{Rux). 
We want to show that (V, W) satisfies the Maxwell equations (2.2.2)-(2.2.3). For this, 
we need to compute curl V and curl W. We do this as follows. 
Let y = ，2/2，y^ ) = Rux = R'^iX + RnO = Tx-\- RuO, where we write T for R'^ for 
simplicity. We further write Tx = {{Tx)\{Tx)^, {Tx)^) = 冗 T⑷.Noting 
that T = R'yi is a symmetric matrix, we have T^ = i f . Thus 
T{E) = {T{E)i,T{E)2,T{Eh) = = 
We also let • , = ( 赤 ’ 备 , 杀 ) . 
After the preparation above, we can derive that 
(curlFU)' = (V. X T { E { R n . m i = 
一 q dxp q dyi a^rpi户尺 
= 冗 聲 I 户 H n z = s 叫 恥 ) ) j 她 工 
= ( n V y ) X = ((detT) (T ^- ^V , x E ⑷ ) 彻 , 乂 
In the last but one step above, we used the equality that 
TaxTb = (detr) (r^)-i(a x 6), 
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which has the equivalent form 
sipqT“iT》j = (detT")Gi^s 咖 cipbq, 
with G = = (Gj). While in the last step, we used the fact that det T = det R'^ = 
- 1 ， = r - i = T. Here T* means the transpose of T. 
Now, we have shown that curl V\x = -T{Vy xE{y))\y=R^x- Since VyX£；(?/))|y=Hnx = 
curUSlnna； — ikH(Riix), we have 
curlV^U = -ikR'Yi{H{Rux)) = kW\：,. 
Similarly, we can derive that 
cmlWU = -ikR'^{H{Rux)) = 
Thus (y,W) satisfies Maxwell equations (2.2.2)-(2.2.3). 
Finally, we define 
9){x) = H{x) + W{x). 
Then the pair (<£，为）satisfies Maxwell equations (2.2.2)-(2.2.3) also. Besides, we have 
<Sxi/nln = iE{x) + RuE{x)) x i/nlfi = 0, 
S)xuu\u = {H{x) 一 RnH{x)) x i/nlft = 0. 
Referring to Lemma 2.2.1, we get (J = 三 0. Our desired result follows immediately. 
Remark 2.2.1. By Theorem 2.1.1, we see that Reflection Principle in Lemma 2.2.2 
holds when Maxwell equations (2.2.2)-(2.2.3) are replaced by vector valued Helmholtz 
equation (2J.3)-(2.1.4), We will need this version of Reflection Principle in chapter 
four and five. 
Chapter 3 
Scattering by General Polyhedral 
Obstacle 
In this chapter, we consider the inverse obstacle scattering problem. We prove that 
a polyhedral obstacle in R^ consisting of finitely many polyhedra with mixed perfect 
electric conductor and perfect magnetic conductor boundary conditions can be uniquely 
determined by a single electric or magnetic far-field measurement, namely, the far-field 
pattern corresponding to a single incident wave. 
This chapter consists of three sections. In Section 3.1, we first briefly describe the 
direct scattering problem. Then in Section 3.2，we introduce the associated inverse 
problem, and present the main result on the uniqueness of the inverse problem for 
polyhedral obstacles. Finally, we give the proof in Section 3.3. 
3.1 Direct problem 
Let D C be an impenetrable obstacle that consists of finitely many disjoint bounded 
solid polyhedra. We consider the scattering due to the obstacle corresponding to the 
19 
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incident normalized time-harmonic electromagnetic plane waves, 
:=|curl curlpe決工=ik(d x p) x (3.1.1) 
k 
:=curlpe汝工=\kd x p e 決 ( 3 . 1 . 2 ) 
where i = and p e R^, k > 0 and d e := {x e |a:| = 1} represents 
respectively polarization, wave number and direction of propagation. Then the associ-
ated forward scattering problem is described by the following time-harmonic Maxwell's 
equations (see [13]): 
cur lE-iA;H = 0, curlH + i f cE-O in G (3.1.3) 
where E = {Ei,E2,Es) and H =(丑 1,^ /2，丑3) are respectively the total electric and 
magnetic fields formed by the incident fields E^(ar), and scattered fields 
and 
E(:E) = E\x) + n{x) = + n'{x). 
The equation system (3.1.3) is complemented by the following Silver-Miiller radia-
tion condition 
lim XX- = 0, (3.1.4) 
|a;|—•00 
to guarantee the uniqueness of solution. 
To complete the description, we need to further impose some suitable boundary 
conditions on 5D. We are interested in the following two types of boundary conditions, 
namely, the perfect electric conductor (PEC) boundary condition 
1/ X E = 0 on aD, 
and the perfect magnetic conductor (PMC) boundary condition 
" X H = 0 on 5D， 
where v is the outward normal to 5D directing to the exterior of D. To appeal for 
a general study, we consider the mixed PEC and PMC boundary conditions. To this 
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end, we let dD have a Lipschitz dissection dD = F^ ； U E U F//, where Fe and F// are 
disjoint, relatively open subsets of 5D, having E as their common boundary (see [34]). 
Then we complement the direct system (3.1.3)-(3.1.4) with the following general mixed 
boundary condition 
X E = 0 on r^；; uxH = 0 on Fh- (3.1.5) 
For convenience, we write iB[E, H] = 0 for the mixed boundary condition (3.1.5). 
Given the incident field the forward scattering problem is to solve the equation 
system (3.1.3)-(3.1.5). It is known that the forward scattering problem has a unique 
solution (E，H) G Hiodcml; G) x Hiodcurl; G) (see [24] and [25], also [8] and [9]). The 
solution is regular in any neighborhood which does not meet corners and edges of D. 
The singular behavior is only attached to the corners and edges (see [14]), hence both 
E and H are continuous up to points lying in the interior of the (open) faces of D. 
Moreover, the Cartesian components of E and H .are analytic in G and the asymptotic 
behaviors of the radiating fields E® and H® are governed by (see [13]) 
gifcM r 1 ^ 
D,p, k, d) |Eoo(:r; D,p, k, d) + j ^ ) | as |a:| oo, (3.1.6) 
gifckl r 1 ) 
D , p , fc, d) — ^ |Hoo(x; D , p, k, d) + ^ ( j ^ ) I — ⑷ ’ (3.1.7) 
uniformly for all x = x/\x\ G S^. The functions Booix) and Hoo(x) in (3.1.6) and 
(3.1.7) are called, respectively, the electric and magnetic far field patterns, and both are 
analytic on the unit sphere It is noted above that E®(rr; D，p, k, d), Eoo(:r; D,p, k, d), 
etc. will be frequently used to specify their dependence on the polarization p, the wave 
number k and the incident direction d. 
3.2 Inverse problem and statement of main results 
Now, we turn to the associated inverse scattering problem, which is the determine the 
obstacle D by using measurement data of the corresponding electric (or equivalently, 
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magnetic) far-field patterns. This inverse problem has important applications in explor-
ing objects by electromagnetic waves and we refer to [13] for a detailed discussion. One 
of the most important issues in inverse scattering problem is the uniqueness, namely, 
how many measurements of Eoo(i； D) or equivalently, Hoo(^； D) are needed to uniquely 
determine the obstacle D? The inverse problem is nonlinear and moreover, severely 
ill-posed in the sense of Hadamard (see, e.g. [13]). Hence, the uniqueness is of critical 
importance in both theory and numerics, we refer to [23] for a general discussion. In 
this thesis, we establish the following result. 
Theorem 3.2.1. Let D be a polyhedral scatterer associated with the mixed boundary 
conditions iB[E,H] =0 in (3.1.5). Then both d~D and B are uniquely determined by the 
knowledge o/Eoo(^;p, k^d) (or equivalently Hoo(x; p,k,d)) for x G S^ and fixed p £ R^, 
k>0 and d G S^ (with px d^O). 
It is remarked that the uniqueness of inverse electromagnetic scattering problem for 
the general obstacle with optimal measurement data is still an open problem (see [12]). 
We will give a detailed proof of the result above in Section 3.3. 
3.3 Proof of the main results 
This entire section is devoted to prove Theorem 3.2.1. We organize the section as 
follows. In Subsection 3.3.1，we introduce some notation and basic concepts that are 
frequently referred to in the subsequent analysis, we also present the Reflection Principle 
for Maxwell equations. Then we begin the proof. The basic idea is that, for a given 
polyhedral obstacle D and incident electromagnetic plane wave we consider 
the set of perfect planes of the resulted total field E and H . We divide these perfect 
planes into two groups, the "bounded" ones and "unbounded" ones. We show that 
all the unbounded perfect planes of E or H lie on one plane if there is any. We also 
observe that the bounded perfect planes of both E and H do not exist. Using this 
observation, we further derive that the existence of an unbounded perfect plane implies 
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contain symmetry property of the obstacle. These properties of perfect planes were 
established in Subsection 3.3.2. Based on these results, our main theorem follows easily 
in Subsection 3.3.3. 
3.3.1 Prel iminar ies 
We start with some notations and basic concepts. We denote an open ball in R^ with 
center x and radius r by Br(x), and its boundary by Sr(x). Unless specified otherwise, 
V shall always denote the outward normal to the concerned domain, or the normal to 
a two-dimensional plane in R^. A curve 7 = 7⑷(亡 > 0) is said to be regular if it is 
C^-smooth and 羞7(t) • 0. 
Throughout the section, we let A: > 0, p G and d G S^ be fixed. In order for 
(3.1.1) and (3.1.2) to give valid incident electric and magnetic fields, we should require 
that p 种丄 We denote by E(a;) E(x; D,p, k, d) and H(a:) := H(x; D,p, k, d) the total 
electric and magnetic fields to (3.1.3)-(3.1.5). 
Next, we restate the definition of perfect set and perfect plane for the electromag-
netic field E and H. 
Definition 3.3.1. is called a perfect set of E in G := if 
= {x eG-,u xB |nnBr(x)nG= 0 for some r > 0 
and plane 11 passing through x}. 
Similarly, the perfect set ^h o / H is defined in G. 
For any x € 岁e, we denote by 11 the plane involved in the definition of ^e-
Furthermore, we let 11 be the connected component of n\D containing x, then by 
the analyticity of E in G, we have " x E = 0 on 11 by classical continuation. In the 
sequel, such fi will be referred to as a perfect plane of E. Similarly, the perfect planes 
of H are defined. In the following, we also use ^ e and respectively to denote 
the sets of perfect planes of E and H whenever there is no confusion caused. We set 
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^ = ^ E U ^ H and when a perfect plane is concerned, it is associated either with E 
or with H. 
For convenience, we also restate the Reflection Principle for Maxwell equations, 
where the remarkable property concerning perfect planes is included, (cf. [29] and [30] 
for details). 
Theorem 3.3.1. Let Q be an open connected set in G := which is symmetric 
with respect to a plane 11, namely, RuQ. = Let 11 be an open connected subset of 11 
such that n C ri. Then we have the following results: 
(i) Suppose that 11 lies on some perfect plane from ^e U ^ h and T, C dO, or T. C Q, 
is an open subset of a plane such that u^x'E = 0 {resp. i/s x H = 0) on S. Then 
uj：' xE = 0 {resp. x H = 0) on E' := 
(ii) uu X E|pj = 0 (i.e., 11 lies on some perfect plane from ^-e) iff 
E{x) + R'nCE{Ru{x))) = 0, H⑷-i4(H(i?n⑷)）= 0，x G 
(iii) i/n X = 0 (i.e., 11 lies on some perfect plane from ^u) iff 
E{x)-R'n(E{Ru{x))) = 0, HOc) + 專 n ⑷ ) ） = 0 ， x e n . 
3.3.2 Proper t ies of perfect p lanes 
In this subsection, we will present some useful properties about the perfect planes of 
the electromagnetic field E and H , which are crucial for the proof of Theorem 3.2.1. 
For the purpose, we first fix a perfect plane H for our subsequent discussion and 
let n be the plane in R^ containing H. We further localize our investigation by fixing 
a point 2；0 e n n G and take a sufficiently small ball Broixo) C G . Broixo) is divided 
by n into two half balls, which we respectively denote by B+ and B~. Let G土 be 
respectively the connected components of G\n containing B士，and A士 respectively the 
connected components of G土 Ai?n(G干)containing B士. Finally, set A = A+ Ul IU A~ 
and we see that A is a polyhedral domain which is symmetric with respect to n and 
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Bro(xo) C A. By the reflection principle (Theorem 3.3.1(i)), we know OA C dDU^. It 
is observed that the construction of A is irrelevant to the choice of xq and tq and is only 
dependent on H. In the following, we shall always write Ajj to denote the symmetric 
set constructed as above corresponding to some perfect plane 11. Now, we set 
= {n； n is a perfect plane with bounded Aj^ }, (3.3.1) 
= {n； n is a perfect plane with unbounded A^}. (3.3.2) 
It is remarked that one always has H € if H is an unbounded perfect plane. In 
fact, in such case one can verify directly that the corresponding A^ would contain the 
exterior of a sufficiently large ball containing D. On the other hand, if 11 G is 
bounded, Af^ would contain the exterior of a sufficiently large ball, say Bo, by noting 
that both D and 11 are bounded. By the reflection principle of Theorem 3.3.1 (i), 
i / x E = O o r i ^ x H = Oon n\Bo depending on whether i / x E = O o r i / x H = O o n n . 
That is, a bounded U e implies the existence of some unbounded perfect planes 
which are coplanar to 11, and in this sense, it is essentially "unbounded". Denote 
= 门 a n d = 门 
In the subsequent discussion and throughout the rest of the paper, we denote by 
n；, with I being an integer, a perfect plane, and 11； the entire plane in R^ containing 
n；. As we did earlier, we can construct a symmetric domain A行,associated with the 
perfect plane 11/. 
Lemma 3.3.1. If ^{resp. is not empty, then there exists a plane U^iresp. IIH) 
in R3 such that C HE(resp. C IIH). Moreover if both and are 
not empty, we have He 丄 Hh. 
Proof. Assume that is not empty. First, we claim that all the perfect planes in 
<^2’e are perpendicular to the vector {d x p) x d. To see this, let n be one such plane 
in By the arguments following equation (3.3.2), we know that 11 are essentially 
"unbounded". Hence, without loss of generality, we may assume that 11 is unbounded. 
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By the definition of a perfect plane we know x E(x) = 0 for a: € 11, then one can 
directly verify that Vj^ x {{dx p) x d) = 0 by noting the fact that E(a;) = + E®(a;) 
and E®(a:) —> 0 as —> oo, hence we have {d x p) x d J- H, and our claim follows. 
Similarly we can prove that all the perfect planes in are perpendicular to the 
vector d X p. 
Next, we show that all the perfect planes in <^2’e lie on one plane in M^, which 
we denote by Ee- Assume contrarily that there are two perfect planes IIi and 112 
belonging to 外’e such that ！！丄 # 112. As we did earlier, it may be assumed again 
that both III and l b are unbounded. By applying the reflection principle in Theorem 
3.3.1 (i) repeatedly, we can get a sequence of perfect planes 11/ € I = 1,2,3,..., 
such that 11/ = Rui-i (^1-2)门 G，Z = 3’ 4, — By the previously proved result, we know 
that these planes 11/ are perpendicular to the same vector (d x p) x d, so they must be 
all parallel to each other and equidistant. This implies the existence of a perfect plane, 
say UIQ，from this sequence such that the scatterer D lies entirely on one side of ！！,。. 
Then by the definition of a perfect plane and the fact that ！！!。C G, we know ！！/。= ！！!。. 
Now, using the reflection principle again, we know that all the faces of RHI^ (D) are 
either in or in «^ 2’H，SO they are perpendicular to the vector d x p or the vector 
{dx p) X dhy the results proved in the first part. This is impossible since Rui^ (D) is 
the reflection of the scatterer D , which consists of finitely many solid polyhedra. 
The case when is not empty can be treated exax:tly in the same manner as 
for .0^2,E above. 
The result IIe 丄 Hh follows from the facts that I Ie 丄（(d x p) x d) and I Ih 丄 
(dxp). • 
Lemma 3.3.2. The open sets G\<#2,e and G\#2,h have no bounded connected com-
ponents. 
Proof. By contradiction, assume that G i is a bounded connected component of G\<#2’e， 
then 5G i C 5 D U •^2’E. Now we claim that ^ G i ^ ^ D = dG, otherwise dGi C dG 
which will lead to a contradiction that G i = G . If G i G , we may take one point 
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X e G \ G i , and another point i G G i C G , then we can find a path lying completely 
in G that connects x and x by the connectedness of G. Noting the boundedness of G i , 
the path has an intersection point with 5G i , and clearly the intersection point lies in 
5G i but not in dG, contradicting to the relation that C dG. 
Clearly the above claim and the relation that 5G i C 5D (J indicates the 
existence of an open face F of 5G i such that F lies on a perfect plane from «^2’e， 
say IIo. Associated with Ho, we can construct a symmetric domain A仏；see the 
construction in the paragraph right after Theorem 3.3.1. We have Aj^。C G i U RuqGi 
by its construction. Since G i is bounded by the assumption, so is Aj^ 。. Thus by the 
definition of 外，e we know IIo G <^i’e，which contradicts to the fact that IIq G 
This completes the proof. • 
Lemma 3.3.3. If 少I • 0, then # 0-
Proof. We assume contraxily that ^ 0 while = 0- Let Ui G 少 1 and 7⑴ ( t > 0) 
be a regular curve such that 7(^1) G Hi with ti = 0，7(t > 0) C G\ni and 7 connects to 
infinity. Noting that A^^ is bounded, we have 了门^八^ 丄^ + 0. Let xi — 7(^2) be the 'last' 
intersection point of 7 with namely, t2 = max{t > 0;7(t) G ^Ajj^}, and this 
implies the existence of a perfect plane 112 passing though X2 which is extended from an 
open face of in G . It is clear that C G , where TQ := dist(7，D)/2 > 0. 
Therefore, one can verify directly that 5to(7(^i)) C Aj^^, which then implies |7(ti < 
t < T2)\ > TQ. By further noting = 0, we have 行2 e Continuing with the 
above arguments, we can construct a sequence of perfect planes n „ , n = 2 ,3 , . . . , and 
a strictly increasing sequence t„ ,n = 1,2，...，such that G <^1，7(tn) € Iln and 
17(in < t < tn+i)\ > tq. Since C c/i(D), where ch{B) is the convex hull of D and 
is obviously bounded. Hence there exits a constant T < 00 such that lim/_oo = T. 
In turn, we have \ {^tn < t < tn+i)\ = / /广 1 \l'{t)\dt — 0 as n — 00, contradicting to 
our construction. The proof is completed. 
• 
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Lemma 3.3.4. We have = 0. 
Proof. Clearly, we need only to show that = 0 if 0 by using Lemma 3.3.3. By 
contradiction, we assume both and &2 are not empty and Hi G is a bounded 
perfect plane. Noting =岁2，e U <^2,h, we have <^2’e 0 or ^ 0- We first 
consider the case that both «^2’e and 少2’h are not empty, and at the end of the proof 
we would indicate that the case # 0 and = 0 (or, = 0 and ^ 0) 
can be proved similarly. In the following, we let He and I Ih be the two planes stated 
in Lemma 3.3.1. 
We first construct a regular j{t){t > 0) such that xi := 7(^ 1. = 0) G Hi and the 
following 4 conditions are satisfied: 
(i) > 0) C G and limf—00 丨7⑷I = 00; 
(ii) 7 has at most one intersection point with <^ 2，e; 
(iii) 7 does not meet the common part between two planes HE and IIH. 
(iv) 7 ⑴ does not meet the planes He and I Ih for sufficiently large t. 
Note that condition (iii) and (iv) can be easily satisfied by making proper small 
deformation of the curve, so we need only to find a curve satisfying condition (i) and 
(ii). This can be done as follows: First note that G is connected and unbounded, we 
can find a regular curve 71 {t){t > 0) such that xi := 71 {ti = 0) € Hi, 7i(i > 0) C G 
and limt—00 |7i ⑷ I 二 ⑴ . I f 7i ⑷(亡 > 0) does not intersect more than once, then 
71 is our desired curve. On the other hand, if it intersects more that once, let 
71 (t*) € n* C be the first intersection point. By Lemma 3.3.2’ IT belongs to 
some unbounded component of G\«^2’e’ thus we can construct another regular curve 
72⑴(< > 0) such that 72(0) == 71(广），72(t〉0) C G\#2,e and limt—00 |7(0I = 00. 
Now we can connect the part of the curve 71 (t) for 0 < t < t* with the one 72 (t) (t > 0) 
and modify the connected curve around the connecting point so that the resulting curve, 
denoted by j(t), is regular. Clearly j(t) satisfies the requirements. In the sequel, we 
set do = dist(j, D ) > 0 and ro = do/2. 
This regular curve 7 will act as the 'exit path' for our subsequent path argument to 
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prove the lemma. More specifically, we shall construct a sequence of pairs (7(in)’ Hn), 
n = 2,3,4.... such that < in+i’ ！！„ C 岁 i U and j(tn) € 11 .^ Moreover, each 
Iln is extended from an open face of the boundary of a bounded domain in G whose 
boundary belongs to Using this sequence a contradiction can be derived. 
We carry out the construction of the sequence now by induction. 
We first construct (7(^ 2)，！！之).Since Hi € we know that the corresponding 
symmetric set A^^ is bounded and hence 7 门 dA^f^! / 0. Let X2 = 7(^2) be the 'last' 
intersection point of 7 with ^Ajj^，and this then implies the existence of a perfect plane 
112 passing though X2 which is extended from an open face of in G . Furthermore, 
it is clear that \'y{ti < t < ^2)! > o^- So we have determined (7(^2), ！！之). 
Next, we assume that we have constructed the pair for n > 2 such that 
n „ C i^ i U <^2，7(tn) € and n „ is extended from an open face of the boundary of 
a bounded domain in G , denoted by whose boundary belongs to dY> U U 
We proceed to construct (7(t„+i)’ Iln+i). Obviously we have either G or n „ G 
If Iln € we repeat the above argument to find a perfect plane which 
is extended from some open face of and Xn+\ := 7(tn+i) ^ n„+i such that 
\j{tn < t < tn+i)| >『0. On the other hand, if 6 沙n we have either n „ G «^2’e or 
n „ G <^2’H. Then we can show 
(1) If Un G then there exists either an Xn+i ：= 7(tn+i) G Hn+i e U 
such that |7(t„ < t < tn+i)\ > 0，or an Xn+i ：= 7(亡n+i) G Hn+i e ^lU such that 
\^{tn < t < tn+i)| > In both cases, n„+i is extended from an open face of the 
boundary of a bounded domain in G whose boundary belongs to dD U U 
(2) If En G 岁2’H, then the same result as in (1) holds with “《 2^’h，’ being replaced 
by 
� � 
We argue first for the case (1) of Iln G <^ 2，e: Noting is extended from an open 
face, say F„，of the bounded domain Y^, in G whose boundary belongs to 
we let 00 be the connected component of (Y„ U U i?n„(T„)) n 八行” containing Fn-
Since T„ is bounded, we know 60 is bounded. Then by the reflection principle, we get 
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dOo C dD U U <^2. Let us further specify two cases: (i) XN G Go； (ii) XN G OOQ. 
In case (i), we define Xn+i ：= j(tn+i) to be the 'last' intersection point of 7 with 
500. Clearly we have a perfect plane n„+i which is extended from an open face of 
56o in G. It is remarked that we would only have \ {^tn < t < tn+i)| > 0 but not 
necessarily have |7(tn < t < tn+i)| > ^o in this case. Noting lies on n„ , which is 
exactly IIe in this case, and Go is symmetric with respect to 11 ,^ we have N„+i 乞 IIe-
Then by Lemma 3.3.1’ we have that n^+i € or En+i G 岁2’H. 
In case (ii) with Xn G dOo, we know there is some perfect plane H^ other than n „ 
which contains Xn and is extended from a face of OOq. Using Lemma 3.3.1, we see that 
n “ 乞 Besides it holds that t otherwise G fi^^nfin C XlEnllH = L, 
contradicting to our construction of 7. Hence we have IIJ^ G Using this fact, we 
can easily see that Xn+i •= 7(tn+i), the ‘last，intersection point between 7 and Aj^,， 
satisfies \'y{tn <t< 亡n+i)| > 厂0，and the existence of a perfect plane Ilri+i G U 
passing through ； . 
The argument for the case (2) with € is exactly the same as for the case 
(1) with Un € 
In the above we have constructed the pair (7(tn+i)’ n^j+i) in every possible cases. 
It is clear from our construction that n„+i is extended from a face of the boundary of 
a bounded domain in G whose boundary belongs to dD U U 
Now, we have finished the construction of the desired sequence of pairs (7(t„),n„), 
n = 2,3,4,.... We claim that 7(tn) 00 as n —» 00. Indeed, according to our 
construction of 7(t)，we know that it has at most one intersection point with 
So we may assume that ！！打。G <^2’e for some integer no, where it may happen that 
no = 0，i.e., all the 7(tn)’s with n = 1 ,2, . . . do not belong to Then for all 
n > no, we have Un € U <^ 2，h. i.e. either Iln € or G <^2’h. In the 
former case, we have \^{tn < t < tn+i)| > ro from the previous construction. While 
in the latter case, we know from case (2) above that either |7(t„ < t < t„+i)| > r。 
or < t < tn+i)| > 0 with 7(tn+i) € fin+i C «^i’ in that case we can apply the 
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same argument as in the former case to show that |7(tn+i < ^ < <n+2)| > fQ. Thus 
we can conclude |7(itn < t < <n+2)| > ro for all n > no, from which our claim follows 
immediately. 
Next, by the construction of 7 and Lemma 3.3.1，we see that 7 ⑷ does not intersect 
少2 = E U for sufficiently large t. Therefore 7(亡„) G for all n sufficiently 
large. But from the definition of 外,we clearly have 外 C ch(D), which is bounded. 
This contradicts to the claim that 7(in) —> 00 as n —> 00, thus completes the proof of 
the case when both <^ 2，e and <^2’h are not empty. 
Finally we come to the remaining two cases: (a) «^2’e — 0 and <^2’h = 0； and (b) 
/ 0 and = 0- For the case (a), we apply the same arguments as in the case 
when both and are not empty. It is remarked that the subcase when the 
perfect plane Hn's belong to «^2’h can not happen now in the construction of the pair 
(7(tn+i)’ n„+i) since we have <0^ 2,H = 0- This fact leads to the same contradiction, but 
with much easier deductions. Similar arguments also hold for the case (b). • 
We are in a position to present the symmetry properties of the scatterer D . 
Lemma 3.3.5. If «^ 2，e 一 0, then D is symmetric with respect to He . Similarly, if 
<^2,H • 0, then D is symmetric with respect to Hh- Here He and I Ih are the two 
planes introduced in Lemma 3.3.1. 
Proof. We consider only the case ^ 0, and the other case can be treated similarly. 
Let G* be the unique unbounded open connected component of G 门 i?nE(G) and set 
D* := We see that both G* and D* are symmetric with respect to IIe. It is 
also clear that G* C G and D* is bounded. Moreover, the reflection principle in Theo-
rem 3.3.1 (i) implies that dG* C Clearly, if G\G* = 0，or equivalently 
D*\D = 0, then one has D = D* and the lemma follows immediately. Thus we need 
only to show that G\G* = 0. By contradiction, assume that G\G* ^ 0 or equivalently 
D*\D + 0. Then we can find some nonempty open connected component of D*\D, 
which we denote by D " . We see that C aD^U^D = C 
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Now we have two cases: D**n^2,E = 0 and D**n«^2’E • 0. In the first case, using 
Lemma 3.3.2 we see that D** lies entirely in one unbounded connected component of 
G\«#2’e, which we denote by W . Whereas in the latter case when D** n «^2’e 0, we 
take XQ G D** D <^2’e to be an arbitrary point, and it also follows from Lemma 3.3.2 
that XQ belongs to the boundary of some unbounded connected component of G\#2,e, 
which we still denote by W . Let 7⑴ ( t > 0) be a regular curve such that: 
i) 7(0) G D"，7(< > 0) C W and linif—00 h{t)\ = 00 in the case D** n = 0； 
ii) 7(0) =： xo, 7(t > 0) C W and limt—⑴ \l{t)\ = 00 in the case D** n / 0. 
By the fundamental property of a connected set, we know that 7 fl 5D** + 0 for both 
cases. Let 7(^1) with > 0 be the ‘last’ intersection point between 7 and dT>**. By 
analytical continuation, this implies the existence a perfect plane Hi extended from an 
open part of in G such that 7(^1) G Hi. 
We claim that 7(ti) lies in the interior of some face of 5D**, which is contained 
in Hi and that Hi C «^ 2，H. Indeed, according to our previous construction of 7(t), 
we know A = 0 for t > 0, and this, along with Lemma 3.3.4 which ensures 
= 0，concludes that only perfect planes in «^2’h have intersection points with 7(t). 
Clearly our claim follows immediately by noting that 7(^1) lies on the perfect plane II i 
and that all the perfect planes in lie on I Ih due to Lemma 3.3.1. 
Now, let 9 be the connected component of (D** U Hi U Rui'D**) n A行^ containing 
III. Then we have from our previous claim that 7(ti) e 9 . Using the same construction 
as in the proof of case (i) of assertion (2) in Lemma 3.3.4，one can show that there exists 
a t2 > ti such that 7(^2) G 112 C U «^2’E. This contradicts to the previous result 
that only perfect planes in 岁2，h have intersection points with 7⑴ ’ thus completes the 
proof of the lemma. 
• 
Lemma 3.3.6. Let the scatterer D be associated with the mixed boundary condition 
(3.1.5), then it holds that RUEC^E) = Fe and RnA'^N) = Fh if <^ 2，e 0，. and 
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丑nH(rE) = Fe and = F r if «^ 2，h + 0. 
Proof. It suffices to consider the case «^2’e + 0. Assume contrarily that RUE{^E) ^ Fe. 
By Lemma 3.3.5, we know that D is symmetric with respect to IIe. With the help of the 
reflection principle in Theorem 3.3.1 (i), it is straightforward to show that on an open 
subset of dT>, one has both uxE = 0 and i / x H = 0. Hence by the unique continuation 
(see, e.g., Lemma 3.2 in [1])，we have E 二 H = 0 in G. Recalling the asymptotic 
behavior of the scattered field E® in (3.1.6), we derive that lim|a.|_oo = 0，which 
is not true since is a non-zero constant by (3.1.1). Therefore we have shown 
Rn^ i^E) = Fe, which implies also RuE i^n ) = Fh- • • 
Remark 3.3.1. From Lemma 3.8.5 and 3.3.6, we know that if / 0, then both 
the domain G = and the boundary condition (3.1.5) are symmetric with respect 
to the plane He- Appealing to Theorem 3.3.1, we see that the total fields E and H are 
also symmetric with respect to the plane He in the sense that 
E(:c) + R'^{E{Ru{x))) = 0’ H(x) - R'^{li{Ru{x))) = 0, x e G. (3.3.3) 
On the other hand, if there exists a plane, denoted by II, such that 11 丄(d x p) x d and 
that both the obstacle D and the boundary condition (3.1.5) are symmetric with respect 
to this plane, we can also show that the symmetry relations (3.3.3) hold with He being 
replaced by 11，by using Theorem 3.3.1 and the uniqueness of the forward scattering 
system (3.1.3)-(3.1.5). This indicates that 0, and C U by the reflection 
principle in Theorem 3.3.1. 
Similar symmetry results also hold for «^2，h. 
3.3.3 Proofs 
So far, we have established the properties of perfect planes the electromagnetic field E 
and H in Subsection 3.3.2, we are ready to prove the main result on the uniqueness 
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in determining a general polyhedral obstacle that consists of finitely many pairwise 
disjoint bounded polyhedra by a single fax-field measurement. 
Proof of Theorem 3.2.1. 
Let D be a polyhedral scatterer associated with a boundary operator IS. Assume 
that D ^ D and 
Eoo(x;D,p,k,d) = Eoo(£； D,p,k,d) for x G S^. (3.3.4) 
Let Q, be the unique unbounded connected component of R3\(d u D). By Rellich's 
theorem (see Theorem 6.9，[13]), we infer from (3.3.4) that .. 
E{x] D) = E{x] D) for x e ft. (3.3.5) 
Next, noting D ^ D, we see that either {R^\n)\D ^ 0 or (]R3\n)\D + 0. Without 
loss of generality, we assume the former case and let D* be a connected component 
of {R\Q)\b # 0. Clearly, D* is a bounded polyhedral domain in G = and 
E(a;;D) is defined over D*. Noting ^D* C U (9D C ^ D U ^ D and using (3.3.5), 
we have perfect boundary conditions on 5D*. It is obvious that <9D*\5D + 0, hence 
there must be an open face, say Eq, on 5D* that can be extended in G to form a 
perfect plane UQ. By Lemma 3.3.4, Hq G Here ^2 (D ) and ^ 2 ( 6 ) below 
represent respectively the set defined in (3.3.2) corresponding to the scatterer D and 
D. According to our discussion prior to Lemma 3.3.1, Hq is essentially "unbounded". 
Without loss of generality, we may assume that fio is unbounded. Again by using (3.3.5) 
and the previous result that Ho € we see Ho € <^2(6). By Lemma 3.3.5, D is 
symmetric with respect to Ho. But this is impossible since one of the faces of D lies 
on Hq. Hence, D = D. Finally, ii B ^ B, one can show that there is an open subset of 
= 5D on which both E and H assume perfect boundary conditions, leading to a 
same contradiction as that in the proof of Lemma 3.3.6. 
Chapter 4 
Scattering by Bi-periodic 
Polyhedral Grating (I) 
In this chapter, we consider the unique determination of a bi-periodic diffraction grating 
in three dimensions by scattered electromagnetic fields measured somewhere above the 
grating. We restrict to gratings that are of polyhedral type and assume that the Relaygh 
frequencies do not occur (the general case when Rayleigh frequencies are not excluded 
is studied in chapter five). We show that corresponding to each incident plane wave, 
there are three classes of unidentifiable gratings, and any periodic polyhedral structure 
can be uniquely determined by one incident field if and only if it belongs to neither of 
the three classes. Consequently, the minimum number of incident waves required for 
the unique determination of a periodic polyhedral structure can be readily read out 
from the results. 
The chapter is organized as follows. In Section 4.1，we describe briefly the direct 
problem of scattering of electromagnetic wave by gratings. In Section 4.2, we present 
the associated inverse problem, we also state our main result, Theorem 4.2.1 on the 
uniqueness of the inverse problem. The rest sections are devoted to the proof the the 
main result. In Section 4.3，we present some technical tools and observations that are 
starting points for the subsequent analysis. In section 4.4, we discuss how to start from 
one or two perfect planes of the total field to find all the possible grating profiles to 
35 
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which the global uniqueness fail. Finally, we prove the main result about the uniqueness 
of our scattering problem in section 4.5. 
4.1 Direct problem 
We consider the scattering problem of time-harmonic electromagnetic plane wave by 
a diffraction grating in three dimensions. The grating, with profile denoted by S, is 
assumed to be bi-periodic of period A = (Ai, A2), namely, if a: = (xi,x2,xs) G S, the 
point (xi + niAi,X2 + 712^ 2，3:3) also belongs to S for all integers n\ and 712. It is 
ruled on a perfect conductor and the medium above S is assumed to be homogenous 
with a constant dielectric coefficient eo > 0 and magnetic permeability HQ > 0. The 
corresponding region is denoted by Q. Let E'^{x) = se沖工(with time dependence 
) be an incident time-harmonic electromagnetic wave incident to the grating structure 
S from above. If we write the incident direction q as q = (ai ,a2, —p), then we have 
/3 > 0, and the vectors s and q are orthogonal due to the solenoidal feature of and 
the corresponding wave number k and frequency LJ are given by 
k=\q\, UJ = k/^eo^o • 
We will also frequently use the vector a = (ai，a2’0)’ that is parallel to q and passes 
through the origin. Let E be the total field E, consisting of both the incident field and 
the scattered field, then E satisfies the following vector-valued Helmholtz system: 
AE + k^E = 0 in n, (4.1.1) 
divE = 0 in fl, (4.1.2) 
ly X E = Q on S (4.1.3) 
where u is the unit outward normal vector to the surface S. 
In view of the bi-periodic structure of the grating 5, we are only interested in 
the quasi-periodic solutions E to the system (4.1.1)-(4.1.3), i.e. e一仏工E is periodic 
respectively with period Ai in the xi direction and A2 in the X2 direction; see [7] 
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[15]. We also impose a radiation condition in the X3 direction by assuming that E is 
composed of bounded outgoing plane waves plus the incident wave Then it follows 
from the knowledge of the fundamental solution to the periodic Helmholtz equation 
(cf. [7] [15]) that E can be expressed in the following form: 
E{x) = E\x) + 切".怎 for all a; in R^ above the highest point on S, (4.1.4) 
n€Z2 
where all are complex vectors, called the Rayleigh coefficients, and the indices q^^s 
are given by = a " + a + ( 0 , 0 , ^ ) with a " = (27rni/Ai,27rn2/A2,0) and 
+ (4 15) 
\ iv^-/c2 + | a ” a | 2 ， < la" + a|2 . 
One can see from (4.1.5) that there are only finitely many n's for which are real, 
i.e., there are only a finite number of propagating plane waves in the scattered field 
while the remaining modes decay exponentially along the X3 direction. 
Throughout this chapter we assume that 
k^ ^ + for all n G Z2 . (4.1.6) 
Note that for fixed incident wave E、and bi-period A, condition (4.1.6) is violated 
for a discrete set of frequencies cjj, uj —> 00, referred to as Rayleigh frequencies. 
The assumption (4.1.6) is usually the condition to ensure the uniqueness of the 
forward scattering problem (4.1.1)-(4.1.4) (cf. [7] [15]). When assumption (4.1.6) is 
violated, the existence and unique of solution to the forward problem still remains 
open, see [35]. In that case, we assume that the forward problem (4.1.1)-(4.1.4) has a 
solution, though the solution may not be unique. This assumption is made throughout 
chapter five. 
For the sake of convenience, we introduce the index set 
E = {ne T?\ pr > 0}, 
and denote by Ep the propagating field, namely, the total field of E in (4.1.4) with those 
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exponentially decaying modes removed: 
Ep(x) = E'{x) + . (4.1.7) 
Unlike the total field E in the expression (4.1.4), the complex vector-valued function 
Ep can be extended to the whole space R^ naturally. 
4.2 Inverse problem and statement of main results 
Given the periodic structure S and the incident field E\ the forward diffraction prob-
lem is to solve for the system (4.1.1)-(4.1.4) the total field E. In this thesis, we axe 
concerned with the inverse problem, more specifically, the unique determination of the 
diffraction grating by the scattered electromagnetic fields measured above from the 
grating. In general, it is well known that global uniqueness may not be true when the 
measurement is only taken for one incident field. However, one can easily see that this 
inverse problem is formally determined with a single measurement (corresponding to 
one incident field). Then the question becomes to what extent can one incident field 
determine the grating structure. As far as gratings of polyhedral type are considered, 
we are able to classify, corresponding to each incident plane wave, all unidentifiable 
structures into three classes, and show that any periodic polyhedral structure can be 
uniquely determined by one incident field if and only if it belongs to neither of the three 
classes. We remark that the result is obtained under the assumption that the Rayleigh 
frequencies are excluded, i.e. condition (4.1.6). When this condition is relaxed, we are 
able to find four more classes of unidentifiable structures corresponding to each incident 
plane wave. That will be our objective in chapter five. 
The result is presented in the following theorem. 
Theorem 4.2.1. Let E^ = se零 be a given incident electric field, S\ and S2 be two 
periodic polyhedral gratings with bi-period A, and Eg^ and Es^ be respectively the so-
lutions to the forward scattering problem (4.1.1)-(4-i-4) associated with Si and S2. If 
Tb = {x3 = b} is a plane located above both Si and S2, then under Condition (4丄 6), 
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the information 
63 X ESI = 63 X ES2 on Tb (4.2.1) 
implies one of the following three cases for some point r G R^ : 
(a) Si, S2eSi{q,r); (b) Si, S2 e S2{s,q, A,r); (c) Si,S2 e S认s,q人 r). 
Here the grating classes Si{q, r), »S2(s，q, A, r) and <S3(s，q, A, r) will be defined later. 
The basic idea for the proof is as follows: if S is an identifiable polyhedral grating 
profile to the incident field E\ then one can show that the set of perfect planes of the 
total field E is not empty, so is the set of perfect planes of the propagating field Ep, 
which further implies by Reflection Principle certain symmetric property of the set of 
wave vectors appearing in Ep. The surprising fact is that this symmetric property 
combined with the fact that all these q^'s appearing in Ep have positive x^ components 
makes one be able to determine Ep and the structure S as well. 
We will establish Theorem 4.2.1 in Section 4.4, 4.5. In Section 4.3, we will present 
some preliminary conventions and results that are needed for subsequent analysis. 
4.3 Preliminaries 
We begin with introducing the following conventions and notations. 
1. For any vector 6 € R^, its norm is denoted by ||6||. For convenience, we may often 
view a point r G R^ also as the vector originating from the origin which directs 
to the point r. 
2. A vector r G R^ is said to be parallel to a line I in R^ with a tangential unit 
vector "，if r || v. For a plane H in R^, we denote by i/u the unit normal vector 
to n . A vector r is said to be parallel to a plane 11 in R〗，if 厂丄 
3. For any c G C^ and r G R^, the dot product c • r = 0 means Re(c) • r = 0 and 
Im(c) • r = 0. The same conventions will be made for the relations c || r, c x r and 
c 丄 n for any plane II in R^. 
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4. Let n be a plane in R^, we denote by Ru the reflection with respect to plane 11 
in The reflection Ru is always understood to act on a point in R^. 
Let n ' be the plane that passes through the origin and is parallel to 11, and R[i 
be the derivative of Ru, namely the linear part of Rn- One can see that R[i is 
the reflection with respect to the plane 11'. For a point r € R^, R'^r can be also 
viewed as the reflection of the vector, that initiates from the origin and points to 
the point r, with respect to the plane 11'. By natural extension, we apply to 
complex vectors in C^ as well. 
5. For a set A, we denote by \A\ the number of elements in A'. 
6. Let G be a group which acts on a set A, and a e A, then G{a} means the orbit 
of a under the action of the group G. By the group property, we know that for 
any two elements a,b e A, either G{a} = G{b} or G{a} n G{6} = 0. 
We recall the Reflection Principle for Maxwell equations. 
Lemma 4.3.1. Let O be a domain in R^ which is symmetric with respect to a plane 11, 
and E be an electric field in O satisfying the vector-valued Helmholtz equations (4.1.1)-
(4.1.2). Assume that 11 is a connected open subset in n 门 O，then II is a perfect plane 
of E if and only if the following relation holds 
E{x) + R'n{E{Ru{x))) = 0 in O. (4.3.1) 
Moreover, ifTcO or T C dO is a perfect plane of E, then Ru{^) is also a perfect 
plane of E. 
Next we present two more lemmas whose results will be used repeatedly in the 
subsequent sections. 
Lemma 4.3.2. Let n G N, and Ai, A2,. . . , A^ be n real numbers, and the following 
relation holds for n complex vectors a i , . . . , a^ € C"^ for m G N ; 
n 
Hm Y^ ¥ 以 " = 0 \/teR. (4.3.2) 
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Then 
乞 ¥ 邮 = 0 V t e R , 
Moreover, i/ Ai, A2,..., Xn are distinct, then ai = a2 = • • • = (in = 0. 
Lemma 4.3.3. For any n, m € N , let qi,q2,... ,qn ben vectors in R^, and a\,a2, 
be n vectors in C"^ such that 
n 
^ CLje— = 0 for all rr € R3， 
j=i 
then it holds that 
On 
ai = 0 for each j . 
i: qi=qj 
If ... ,qn o,re all different from each other, then ai = a2 = ... 二 a„ = 0. 
4.4 Classification of unidentifiable periodic structures 
The aim of this section is to determine and classify all the unidentifiable periodic 
structures corresponding to a given incident field. 
4.4.1 Observa t ions a n d aux i l i a ry tools 
We start with recalling some basic notations from Section 4.1: 
E'^{x) = s e 冲 t h e incident electric wave; 
E{x): the total field; 
S: the bi-periodic grating profile of period A; 
We also write: 
Eo = {ne E- A" / 0} , Q = {9} U{9"}n€： 
Ep{x) = + [ ^ 
ne三0 




We will denote by Tb the plane {xs = 6} above the grating profile S, on which the 
measurement of the electric field E is made. The domain above the plane Fj, is denoted 
by 
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Definition 4.4.1. For a given plane H in R^, a periodic part Si of the entire grating 
structure S is called a U-refiecting periodic part if each face of Si can be reflected by H 
into the domain 
The following lemma presents a crucial observation. 
Lemma 4.4.1. If U is a perfect plane of E, then 11 is also a perfect plane of Ep. 
Proof. We separate the proof into two cases: 11 扑{x3 = 0} and 11 || {xs = 0}. 
Case 1: n is not parallel to the plane {xs = 0}. We choose XQ E 11, and two 
linearly independent vectors vi, V2 in R^ such that their components in the xz direction 
are positive and that XQ + Xvi + fivi belongs to 11 for all A > 0, /u > 0. Note that for 
X3 > 6 , we have the expansion 
E{x) = E\x) + ^ A V ^ t := E^{x) + EM), 
nez2 
which along with the property that Ea decays exponentially as X3 —> cx), and EXUYI=0 
on n yield that 
lim j/u X Ep{xo + A?；! + = 0 for all /i > 0， 
A—>00 
lim { s e • ( 工 0 + 細 + y x i^ n = 0 for all " 〉 0 . 
n£E 
Then it follows from Lemma 4.3.2 that 
+ ^ f gigN卯+M+/x”2)} x i^ n = 0 V/z > 0，A e R . 
n£E 
Considering that all exponential functions involved above are analytic, we know imme-
diately that the above equality holds for all ^ G R by analytic continuation. So the 
desired result is proved for Case 1. 
Case 2: IT is parallel to the plane {0:3 = 0}. Let 11 = {2:3 = c} with c> b. Since 
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n is a perfect plane of E, we have for all x 6 11 that 
e-h•无^；⑷ xe3 = + x es 
n€Z2 
=(se-口c + X e3 + ^ 丨广c ^ ege^"""^ 
nGZ2\{0} 
= 0 . 
Note that is an orthogonal family in L^((0, Ai) x (0, A2)) of variables xi 
and X2, we obtain 
(se-加 + jOe加)X 63 = 0, 
抑 〜 e 3 = 0 f o rneZ2\{0} . 
Then for all x G 11 we derive 
e-i""工Ep(x) X "n = (se—"。+ A^e^') x 63 + ^ A ^ e 访 x ege^""'^ = 0’ 
nEE 
SO we have Ep(x) x i/n = 0 for all x G 11. This completes the proof of Case 2. jj 
The subsequent analysis is mainly based on the study of the perfect planes of the 
total field E. But a perfect plane of E is usually not a true plane in R^. By means of 
Lemma 4.4.1, it would be much more convenient for us to investigate the perfect planes 
of the propagating field Ep as those perfect planes are truly two-dimensional plane in 
R3. To see this, we may first observe that Ep is analytic in the whole space R^ since 
Ep contains only a finite number of exponential functions, and each of the functions is 
analytic in R^. Then by the analytic continuation, each perfect plane of Ep, namely 
each element in V, is a truly two-dimensional plane. 
Now for each incident field we are going to find all the grating structures which 
can not be identified by the incident field. We begin with the following assumption, 
which will be the first fundamental fact to be established in the demonstration of our 
main result on the global uniqueness in Section 4.5. 
Assumpt ion 4.4.1. There exists a perfect plane of E, denoted by flo, such that Hq n 
0 and Hq is not perpendicular to the plane {X3 = 0}. 
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Next we present four important observations. The first one is a direct consequence 
of the definition of Q, while the second follows directly from the Reflection Principle 
(Lemma 4.3.1) and Lemma 4.4.1. 
Propsit ion 4.4.1. Each of the vectors in Q except q has a positive X3 component. 
Propsit ion 4.4.2. For each UQ-reflecting periodic part Si of grating S, each face of Si 
can be reflected with respect to Hq to a perfect plane in V. 
Propsit ion 4.4.3. For each perfect plane 11 in V’ we have R[iQ = Q, RuV = V. 
Moreover, both maps ： Q —> Q and Ru: V — V are bijective. 
Proof. By the Reflection Principle (Lemma 4.3.1) the following relation holds for each 
perfect plane UeV that 
Ep{x) + R'^{Ep{Rux)) = 0 V:ceR3， 
which implies by the definition of Ep that 
ggig.x + + 丑 ' nseW尺+ ^ = 0 Mxe R3. 
n£Eo ti€ 三 0 
It is easy to check that Rux = R'YIX-\-RUO, and that is symmetric, so we can rewrite 
the above equation to 
(4.4.4) 
From this relation and Lemma 4.3.3, we know immediately that each vector of Q must 
be reflected by to one and only one vector in Q. Thus R'^Q Q Q. Also by noting 
that R'YI is a bijective transformation in R^, we know R'^Q = Q and that the map jR'pj： 
Q ^ Q is also a bijection. 
The rest of the lemma can be shown directly by using the Reflection Principle 
(Lemma 4.3.1) and the bijectiveness of in RA jj 
Propsit ion 4.4.4. For a UQ-reflecting periodic part Si of grating S, each face of Si 
must lie on some perfect plane in V. 
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Proof. By Proposition 4.4.2 we have 丑！!。*^"/ C V. On the other hand, it follows from 
Lemma 4.4.1 that Eq G V. Hence we know Si = RuoiRuoSi) CV by Proposition 4.4.3. 
The following lemma presents some useful properties about perfect planes. 
Lemma 4.4.2. Let F = te^^'^ be one of the Fourier modes of Ep in (4.4-2)> 
(a) if U is a perfect plane of the field F = te^^'^, then t 丄 11; 
(b) if U is a perfect plane in V such that R^^p = p, then 11 is also a perfect plane of the 
field F. 
(c)ifll and 11* are two perfect planes in V such that = , then 11 || 11*. 
Proof, (a) is a direct consequence of the definition of a perfect plane. To see (b), we 
apply Lemma 4.3.3 to equality (4.4.4) with 11 to obtain 
尤e切.怎+丑'nte印.只= Q, 
which shows that the field F = te^^'^ satisfies the symmetric relation (5.1.4) as in 
Lemma 4.3.1 with respect to the plane H, so 11 is a perfect plane of F. 
Finally, we prove (c). We do it in two cases: = R'^^p -—p or R'^^p = R[i*p + p. 
The assertion for the former case follows readily from (a) and (b), while the proof of 
the latter follows from the fact that un || (p — ^nP) II 吨*. tl 
4.4.2 F i rs t class of un iden t i f i ab le gra t ings 
We are now ready to start our process to find all the unidentifiable gratings correspond-
ing to the incident field E'^  = s e 叫 W e shall determine and classify these structures 
into three classes. The first unidentifiable class corresponds to the special case when 
all the planes in V are parallel to IIo, as stated in the following lemma. 
Lemma 4.4.3. If all the planes in V are parallel to XIq, then both Ho and S are parallel 
to {0:3 = 0}, and the distance between any two neighboring perfect planes in V is the 
same, equal to ir/p. 
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On the other hand, if U is a plane that is parallel to IIo and the distance between 
n and Ho is some integer multiple ofir/lS, then H Z5 a perfect plane in V. 
Proof. By Proposition 4.4.4 we know that each face of any Ilo-reflecting periodic part 
Si of S can be reflected by Ho into a plane in V, so they should be parallel to the plane 
IIo. Due to the periodic structure of 5, all the faces of S must be parallel to Hq as 
well. But this is possible only if 5 is a plane in R^. Noting that S is bounded in the 
xs direction, both S and IIo are parallel to the plane {xs = 0}. 
To see that the distance between any two neighboring perfect planes in V is the 
same, let 11 be a plane in V, then 11 || Ho || {2:3 = 0}. Let q* — R^^q, then q* 寺 q 
since otherwise g || 11 || {3:3 = 0}. By Proposition 4.4.3, we have C Q. We now 
claim that Q = {q, q*}. If it is not true, there is some q E Q such that q q,q*. By 
Proposition 4.4.3, R^^q G Q. As 11 || {2:3 = 0}, either q or has a non-positive X3 
component, which is in contradiction to Proposition 4.4.1. 
Now, we have q* = and Q = {q, q*}. One can see easily that q* = (ai,a2, (3)= 
g(o’o) We further write the propagating field Ep in (4.4.2) as Ep = se切.怎 + …•.工. 
Applying equality (4.4.4) respectively to the planes XIq and 11, we get 
s + …noO 二 0, (4.4.5) 
s + •尺nO = 0. (4.4.6) 
From equation (4.4.5)，we see that A* = Thus Ep is totally determined 
by the incident field E^ and the plane IIo. Since 11 || Hq, Rn^A* = R[iA*, equation 
(4.4.5) minus equation (4.4.6) yields 
_ E…* i?nO) = 0 ’ 
which implies 
eiQ*iRn,0-Rn0) ^ (4 4.7) 
Let dist(n,no) be the distance between the planes Hq and 11, then we see that R^noO — 
RuO = ±2 dist(n,no)e3. By substituting this equality into the above equation (4.4.7) 
Some New Developments on Inverse Scattering Problem 47 
and using the fact that q* • e^ = -q • e^ = we get dist(n,no) = • for some integer 
m. 
Finally, let 11 be an plane in M^ that is parallel to Hq with a distance of some integer 
multiple of TT/P from XIq. Then one can easily deduce using the above derivations that 
the relation (4.4.4) holds for 11, therefore 11 is also a perfect plane in V by the Reflection 
Principle (Lemma 4.3.1). This completes the proof of Lemma 4.4.3. U 
Let r be an arbitrary point in R^, then Lemma 4.4.3 yields the first class of uniden-
tifiable gratings corresponding to the incident field E'^{x) = se冲工： 
Si{q,r) = I all planes which are parallel to {0:3 = 0} and have equal distance 
n/p between each other, with r lying on one of the planes| • 
Using the class Si(q,r), we can conclude that any two gratings belonging to the 
class Si(g,r) can not be distinguished by the incident wave To see this, let Si and 
S2 be two planes in r), then Ep determined in the proof of Lemma 4.4.3 is the 
solution to the system (4.1.1)-(4.1.4) with the boundary S replaced respectively by Si 
and S2. Therefore two different planes S\ and S2 correspond to the same total field 
generated by the incident wave in the domain above S\ and 82-
4.4.3 Preparat ion for f inding other classes of unidentif iable gratings 
We considered the special case in Subsection 4.4.2 where all perfect planes are parallel 
to the same plane Hq. We now proceed to study the more general case when there is 
some plane in V which is not parallel to Ho. As we shall see, this case leads to two 
other classes of unidentifiable gratings. For the purpose, let IIi be a plane in V which 
is not parallel to the plane IIo. Then we introduce the following notations: 
L: the line of intersection between Hq and Hi； 
r: an arbitrary but fixed point on L; 
u: a unit tangential vector along L, with nonnegative x^ component; 
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r： the plane in R^, which passes through the origin and has normal v. For the 
convenience, we assign an orientation to the plane F: the normal v and F form a 
right-handed coordinate system. 
Pp: the projection from R^ onto P. 
TE： the rotation on the plane F about the origin by angle 6. Clearly TQ can be also 
viewed as a rotation in the whole space R^ about the axis fixed to be a line passing 
through the origin and parallel to direction u. In both cases, the rotation is understood 
to be anticlockwise with respect to the assigned orientation on the plane T. 
We remark that v 63, otherwise one gets 63 || Hq by noting that u || IIo, contra-
dicting the assumption that IIo is not perpendicular to the plane {^3 = 0}. As a result, 
r does not coincide with the plane {0:3 = 0}. 
Viewing {u, F) as a coordinate system, we can split all vectors in Q as follows: 
q = TU + Prq, = TNU + Prq"^ for n G Hq (4.4.8) 
where r and r^ are constants. It is important to observe that 
Lemma 4.4.4. For any p £ Q, Prp 0. 
Proof. We show by contradiction. If Prp = 0，then p is parallel to both Hq and 
Hi, thus p = R!YIQP and p = R'u^P- By Lemma 4.4.2 (3)，we know IIo || Hi, which 
contradicts to the choice of Hq and Hi. j} 
Now we define 
VQ = {n； n is a perfect plane of Ep and passes through the line L}， 
G = the group generated by the reflections {i?n； 11 G VQ}. 
Lemma 4.4.5. The following properties are valid for the set VQ and group G: 
(1) The number of perfect planes in VQ is finite, in fact \VQ\ < |Q|. 
(2) G consists of \Vo\ reflections and \'PQ\ rotations, so it has the structure of a 
dihedral group of order 2|"Po|，. and the angles formed by any two neighboring planes in 
VQ are all equal. 
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Proof. To see (1), we take any two planes IT and IP* in VQ. One can easily derive 
by using (4.4.8) and Prq ^ 0 (Lemma 4.4.4) that the following three relations are 
equivalent: 
(a) R'n^q = 丑 ( b ) R'n^iPrq) = (尸rW ； (c) IT = n " . 
Thus \{R[YQ}NEVO\ = Moreover, we have {R'uq] II G VQ} C Q by Proposition 
4.4.3, hence \Vo\ < \Q\ < +oo. 
To show (2), let IT and IT* be two planes in VQ such that the angle, say 6, formed 
by n* and 11** is the smallest among all the angles formed by any two planes in VQ. 
Then we have 9 < By Proposition 4.4.3，we see that RnPo = 'Po for 11 = 11* 
or n**. Thus the planes generated by rotating the plane IT about the axis L with 
angles of integral multiples of 0 belong to VQ. We can get at least I'PqI such planes since 
9 < Prom this we can conclude that all the planes in VQ can be generated in this 
manner, and that the angles formed by any two neighboring planes in VQ are all equal. 
Then it is easy to check that G consists of \Vo\ reflections and \'Po\ rotations, hence G 
has the structure of a dihedral group of order 2 \Vo\. jj 
In the sequel, we denote by G* the subgroup of G which consists of all its rotations. 
Clearly, we know = |"Po|. Note that the identity element, denoted by Id, of both 
the group G and G* is the rotation by the angle 27r. When the domain which the 
transformations in G act on is restricted to the plane F, G reduces to the dihedral 
group which acts only on the vectors lying on the plane F. 
Next, we present a few more useful properties about the group G and the set VQ. 
Lemma 4.4.6. The following properties hold for the group G and the set VQ： 
1. For any T eG,TQ= Q and Tu = u; For any G G{q}, Tn = r. 
么.\{RnQ-^ neVo}\ = \G*{q}\ = \Vo\. 
3. \G{q}\ = 2|:Po| or = iPol. If 二 2|7^o|，there exists some q^ € G{q} 
such that G{q} = G*{q}[jG*{q^}; if = iPol，then G{q} = and 
there exists a plane 11 in VQ such that = q. 
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4. > 2 and there exists at least one element in G{Prq} whose X3 component 
is non-positive. Furthermore, if > 4，then there are at least two elements 
in G{PYq], that have a non-positive xs component. 
Proof. To see (1)，noting the fact that U \  u for all 11 G VQ, we have R'Y^U = u for all 
n G VQ. On the other hand, it follows from Proposition 4.4.3 that R'^Q = Q for all 
n G VQ. Then by the definition of the group G, we know TQ = Q and TU = 1/ for all 
T eG. To see Tn = T for any f G G{g}，we have G{q} = G{TU + Prq} = Tu-\-G{Prq} 
by the decomposition (4.4.8). Since all the elements in G{Prq} lie on the plane F, the 
desired result follows immediately. •. 
Next we consider (2). We note that R^^q = R'^^q if and only if 11 = IT for any two 
given planes 11 and H* in VQ. Therefore we have G VQ]\ = \VQ\. In addition, 
we know Pvq # 0 by Lemma 4.4.4’ so we derive |G*{Pr<7}| = = |"Po|. 
To show (3)，we consider the stabilizer subgroup Gq of q, i.e., Gq~ {T ^ G; Tq = 
q}. It follows that Prq / 0 by Lemma 4.4.4, so we know the only rotation in G which 
maps q into itself is the identity. On the other hand, there is at most one reflection in 
G which transforms q into itself. Hence we know Gq = {Id} or Gq = [Id, i?^} for some 
n G Vo, then = 1 or \Gq\ = 2. By the orbit-stabilizer theorem and Lagrange's 
theorem, 二 徵，which implies = 2\Vo\ or = iPol. 
If |G{g}| = \VQ\, we see from the previous analysis that |Gg| = 2, hence there is 
a reflection in G which maps q into itself. That is, there exists a plane 11 in VQ such 
that — q. For the case with = 2|Po| = 2|G*|, we first note from the 
group's property that either G*{q*} = G*{q} or G*{q*} r\G*{q} = 0 for all q* G G{q}. 
Therefore there exists some q^ G G{q} \ Observing that \G*{q}\ + = 
2\Vo\ = \G{q}l we have G{q} = 
Finally we consider (4). Clearly it follows from (3) that > \Vo\ > 2. On 
the other hand, we can easily verify that the sum of the vectors in G*{Prq} is zero 
as the set G*{Prq} is actually formed by the vertices of a regular n-sided polygon 
(n = |G*{Pr9}|) centered at the origin. Therefore there exists at least one element in 
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G*{Prg} C G{Prg} whose xs component is non-positive. 
We are left with the case when |G{g}| > 4. Clearly we have > 4 or 
IG*!^}! = 2. For the former case, there exist at least two elements in G*{Prg} C 
G{Prq} which have a non-positive 0:3 component, by using again the fact that the set 
G*{Prq} consists of the vertices of a regular polygon centered at the origin. For the 
case with |G*{g}| = 2，we know = 4，then it follows from the previously proved 
result (3) that 
G{Prq} = G*{Prq}\jG*{Prq'}. 
In either of the sets G*{Prq} and G*{_PrV}, one can find at least one element whose 
X3 component is non-positive. This completes the proof of Lemma 4.4.6. H 
Recalling that the line L is the intersection line between XIq and Hi, L is either 
parallel to the plane {X3 = 0} or unparallel. When L is parallel to the plane {2:3 = 0}, 
we can show 
Lemma 4.4.7. If L || {x^ = 0}，then Q = G{q}, and \Vo\ G {2,3}. 
Proof. To see Q = G{q}, it suffices to show that Q \ G{g} = 0. If this is not true, 
there is some q"^ e Q\ G{g}. Then we can write Giq"^} = TmV + By 
Lemma 4.4.6, at least one element from has a non-positive xz component, so 
does at least one element from G{q^} by noting that the X3 component of i> is zero, 
leading to a contradiction with Proposition 4.4.1. Therefore we have Q = G{q}. 
As the 0:3 component of u is zero, we see from the decomposition (4.4.8) that the 
sign of the 0:3 components of the vectors in G{q} are determined by those in G{Prq}. If 
I "Pol > 3, then > |Po| > 3. Thus there are at least two elements in G{Prq} whose 
xs components are non-positive by Lemma 4.4.6(3), so does G{q}. This contradicts to 
Proposition 4.4.1. So we have proved that \Vo\ G {2,3}. |} 
Based on Lemma 4.4.7’ we will separate our subsequent analysis into two cases: 
L II {x3 = 0} or L If {0:3 = 0}. The former is considered in Subsection 4.4.5 and 4.4.6, 
while the latter is studied in Subsection 4.4.7. As we shall see, the former case leads 
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us to two classes of grating structures which can not be identified by the incident field 
while the latter case will be shown not to happen at all. 
4.4.4 A s imp le t r ans fo rma t i on 
In the subsequent analysis, we will frequently use a simple transformation by change 
of variables, that can significantly simplify many derivations. To do so, we fix one 
point r on the line L, then introduce the following simple transformation by change of 
variables: 
X = X — (4.4.9) 
In terms of x-variable, the propagating field Ep{x) in (4.4.2) takes the form 
Ep(x) = Ep{x + r) Ep{x) = se*(科”）+ ^ . 
ti6 三 0 
By setting s = se办『and = ^ we can write Ep{x) into 
Ep{x) = 帕 + ^ ".云. 
n£Eo 
(4.4.10) 
A significant advantage of using the x-variable, instead of the original x-variable, 
can be seen from the following lemma, where we write s for A^ and q for q^. 
Lemma 4.4.8. Let H be a plane passing through the line L, the intersection line between 
Ho and II i (see the beginning of Section 4-4-3), then U e Vq if and only if R'^Q C Q 
A 八 
and the relation R'^iA'' + 4 爪 = 0 holds whenever R'^^q^ -q"^ =0 for G Q. 
Proof. We first note that Rur = r since 11 passing through the line L. Then it follows 
that 
Rnx = Ru{x + r) = R[i{x + r) + RuO = R'^x + R'^ir + RnO = Rux + Rnr = R^n^ + r, 
and consequently, 
Ep{Rux) = EpiR'ux). 
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As a result, the Reflection Principle (Lemma 4.3.1) can be written in terms of Ep(x) 
as follows: UeVo if and only if the following equation holds: 
Ep{x) + Ru{Ep{R'n{x))) = 0 Vie R^ (4.4.11) 
Now, by substituting the expression (4.4.10) into the equation (4.4.11) and making 
use of Lemma 4.3.3，we obtain the desired results by comparing the coefficients of the 
Fourier modes, fj 
4.4.5 Second class of un ident i f iab le grat ings 
We now start to consider the case when L || {xs = 0 } . By Lemma 4.4.7, we know 
I "Pol G {2,3}. We will study the case \VQ\ = 2 in this subsection, and the case \VQ\ = 3 
in the next subsection. These two cases will lead to two new classes of unidentifiable 
grating structures corresponding to the incident field E^ (a:) = se冲无. 
We first derive a few properties corresponding to the case \Vo\ = 2. 
Lemma 4.4.9. If L || {xs = 0} and \Vo\ = ‘2， then it holds that 
1. Q = G[q} and |G{g}| = 2. 
2. L II (s X es). 
3. VQ consists of exactly two planes, namely Ho and Hi, one is perpendicular to s, 
and the other perpendicular to s x (s x 63). For ease of subsequent exposition, we 
shall assume (possibly after relabeling) that IIo 丄 s and IIi 丄 s x (s x 63). 
4- Let q^ = = Tj^q, then the propagating field Ep{x) in (4-4-2) or Ep{x) in 
(4.4-10) can be written as 
丑p(:r) = - e《—•杆-办r) ^^  左卩⑷=5(e帕 _ e切i.勺. （4.4.12) 
Proof. It follows from Lemma 4.4.7 that Q = G{q}. So we have = 2 or 
\G{q}\ = 4 by Lemma 4.4.6 (3). But one concludes from Lemma 4.4.6 (4) that it is only 
possible to have |G{g}| = 2, leading to (1). 
Some New Developments on Inverse Scattering Problem 54 
By (1) and Lemma 4.4.5 we know VQ = {IIo,!!!}，and IIq 丄 Hi. We know from 
Lemma 4.4.6 (3) that there exists a plane in VQ, which we may assume to be Hq (possibly 
after relabeling the subscripts) such that R'^i^q = q. Let q^ = R'u^q, we have by Lemma 
4.4.6(3) that {q,q^} = G{q} = Q. Using this fact and the transformation (4.4.9)，we 
can write Ep{x) = Ep{x) in (4.4.10) as 
4 ⑷ = 帕 +扎切 1 .气 
Then we derive with the help of Lemma 4.4.8 and the relations R'n^q = q and q^ = 
= T^q that 
s = = (4.4.13) 
The first relation in (4.4.13) implies s 丄 IIo. Noting that L lies on the plane Ho, we 
have s 丄 L. But we know 1/ 丄 63 from the assumption, so L || (s x 63). Observing that 
vector s differs from s only by a scalar, we obtain immediately that L || (s x 63), hence 
we have proved (2) and (3). Finally, directly using the relations 5 丄 IIO and IIq 丄 III 
we know s || Hi, which implies A^ = —i^^^s = —s, hence proves (4). H 
The next lemma indicates that all the perfect planes of the propagating field Ep are 
determined by the incident field = se零. 
Lemma 4.4.10. If the line L is parallel to the plane {0:3 = 0} and \Vo\ = 2，then 
1. All the perfect planes of Ep, i.e. the set V, are determined by the incident field 
E'^ = se叫.工.More specifically, V consists of only two sets of planes: the first set 
contains only all the planes that are parallel to Ho； while the second set contains 
only all the planes that are parallel to IIi and have the distance 丨丨丨丨 between 
each two neighboring planes. 
2. Each face of the grating structure S lies on a plane in V. 
Proof. We first show that all the planes in V are parallel to either Hq or II i . To 
see this, we consider a plane 11 E P . By Proposition 4.4.3 we have R'^Q = Q, i.e. 
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R'YJIq, q^} = {g, q^}. Using Lemma 4.4.8, we know that R[iq = q implies 11 || Ho, and 
= implies 11 || Hi. 
Next, it is easy to see by the definition of a perfect plane and the expression (4.4.12) 
that all the planes parallel to IIo belong to V. So it suffices to consider only the planes 
that are parallel to Hi. Let 11 be such a plane in V. By applying the relation (5.1.4) 
(Reflection Principle) to the plane Hi and 11, we obtain the following equations 
Ep{x) + = 0’ Ep{x) + R'n{Ep{Ru{x))) = 0. 
Subtracting the second equation from the first one yields 
R'n,{Ej,{Rndx))) - R'n{E,{Ru{x))) = 0. 
Noting that = " '^n，the above relation reduces to 
Ep{Ru,{x)) - Ep{Rn{x)) = 0. 
Hence If we substitute the expression (4.4.12) into this equation and make use of the 
equality Rux = R[iX + RnO = R^^x + RuO and the symmetry of the reflection trans-
formation we further deduce 
一 ^iiR'n^ x W RniO+iq-Q^yr) = i^{R'^ q.x+q-RnQ) _ -RnO+Cg-gi) r) 
which implies by using Lemma 4.3.3 that 
gig(finO-ilniO)=丄，^iq^ iRnO-Rn^O) = [ (4.4.14) 
Now, we claim that \q-{RnO-RnM = \q^-{RuO-RnM = 2d(ni , n)||Prg||, where 
d(n i , n ) is the distance between Hi and 11. Indeed, by using the relation u • i/Oj = 0 
and 丑nO-i?niO = 士2d(ni，n)i/ni, weget (i?nO-/?niO)| = 2d(ni,n)|Pr9-^liil and 
. {RuO -丑1110)1 = 2d(ni，n)|PiV • I ^ i l . But we know from Lemma 4.4.9 that Prq 
and uui are parallel to each other since they both are perpendicular to the vector s and 
u. Thus \Prq • ^ Hj | = ||-Pr9il and our claim follows readily from the observation that 
Prq^ — TT^Prq = 一Prq. By the claim we know that the two equalities in (4.4.14) hold 
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if and only if the distance between 11 and Hi is some multiple of 丨丨厂：？丨丨• Therefore, we 
have shown that if 11 || Hi is a plane in V then d(no, 11) equals some multiple of 丨丨户：?丨丨. 
On the other hand, if 11 is a plane such that n || Hi and that d(no’n) equals some 
multiple of 丨丨户：…丨,then one can reverse the above deduction to show that the equation 
(5.1.4) holds for all x G R^. Then by the Reflection Principle, we conclude that 11 € "P. 
This completes the proof of the first part of the lemma. 
Finally, we show the second part of the lemma. Let F be an open face of the grating 
S and F be the plane such that F C F. It suffices to prove that F C V. For this 
purpose, consider the four sequences of open faces {F + mAiei}m<0) {F4-mAiei}Tn>o> 
{F + mA2e2}m<o and {F + mA2e2}m>o，all of which lying on S due to the periodicity 
of the grating S. By the definition of a Ilo-reflecting periodic part, we see that for 
sufficiently large mo > 0，one of the sequences {F + mAiei}m<-moi {F + mAiei}m>mo, 
{F + mA2e2}m<-mo and {F + mA2e2}m>mo? belongs to the Ilo-reflecting periodic part 
of S. Let + mAiei}m<-mo be such a sequence. Then Proposition 4.4.4 implies that 
all the open faces {F + mAiCi} for m < —mo lie on planes in V. Choose no > m。，then 
F is the reflection of F — 2noAiei with respect to F — noAiei. By Reflection Principal 
(Lemma 4.3.1) again, we know F is a perfect plane of Ep, so is the plane F , namely 
F eV. This completes the proof of Lemma 4.4.10. j} 
Lemma 4.4.10 enables us to find a new class of unidentifiable grating profiles. To 
describe the class explicitly, we first clarify some notations: 
r: a position vector, viewed as a point in R3; 
r： a plane which passes through the origin with normal s x 63； 
Ho： a plane which passes through r with normal s; 
111: a plane which passes through r with normal (s x 63) x s. 
Then by Lemma 4.4.10 all the perfect planes of Ep can be described by 
V = {plane N； U || Hq} |J {plane 11; U || Hi, dist(N,NI) = ^ ^ ^ for some m G n } . 
This suggests a new class of unidentifiable gratings corresponding to the incident field 
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= s e — 
S2{s,q,A,r) = I gratings with profile S, which are A-periodic polyhedral structures 
such that faces of S lie on planes in . 
One can see that each class «S2(s’q»’ A,r) corresponds to a unique electric field Ep, 
which solves the direct scattering problem (4.1.1)-(4.1.4) for any gratings in S2(s’ q, A, r). 
So any two grating in S2{s,q,A,r) can not be identified by the incident field = 
s e冲T h i s proves 
Lemma 4.4.11. If the line L is parallel to {x3 = 0} and \Vo\ = 2， then the grating 
profile S belongs to S2{s,q,A,r) for some point r € R^. Furthermore, all gratings in 
S2{s, q, A, r) generate the same total field. 
Next we give a concrete example which has a non-empty class S2{s,q,A,r). 
Example 4.4.1. Let A =(八1，八2)=(勞，0)，q = (ai，a2，-/3) = (—/3,a2,-/3)，s = 
ei—es = (1,0，一1) and r be the origin. Then we can check by direct computations that 
(s X 63) II 62, and 
= = 队 - P ) = 0 ) = (a(i’o) + a) + (0，0，沪，⑴). 
In this case V consists of two sets of planes: the first set contains planes that are 
perpendicular to the vector s = ei — 63； and the second set contains planes that are 
perpendicular to the vector ei + 63 and have the distance 丨丨尸：^丨丨=between each two 
neighboring planes. 
Next we try to find some A-periodic structures in V. For each I we denote by 
L21 and L21+1 the line of the form { ( ^ , A , 0 ) ; 入 E R } and J ) ; A G R } , 
respectively. For any m G Z, let H^n be the plane that passes through the line Lm and 
Ljn+i, and Fm be the part on n^n which lies between the line Lm and Lm+i- Then it 
is clear that 11^ belongs to V for all m £ Z and that [jm^z ^rn forms a K—periodic 
structure in S2{s,q,A,r). By appropriate translations, we see that there are infinitely 
many A-periodic structures in <$2(5,^ ', A, r). 
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4.4.6 Th i r d class of un ident i f i ab le grat ings 
Continuing the discussion in the previous subsection, we now consider the case when 
L II {x3 = 0} and \VQ\ = 3. This case will lead to the third class of unidentifiable 
gratings corresponding to the given incident field E\ We first present some helpful 
properties. 
Lemma 4.4.12. If the line L is parallel to the plane {xs = 0} and \Vo\ = 3，then we 
have 
1. Q = G{q} and |G{g}| = 3. 
2. L II (s X 63). 
3. To consists of only three planes: one is perpendicular to s, which we denote by 
Ho, and the other two are generated by rotating the plane Hq about the axis L by 
angles | and 夸 respectively, which are labeled as XI] and 112. 
4. The propagating field Ep in (4-4-2) or Ep in (4.4.10) can be written as 
Ep{x) = sei.无-(r夸•朴(g—).r + (r警s)e切2 =r+(g-<?2).、（4 4 丄丘） 
E p i x ) = 红 帕 - ( r 字 士 + ( r 字 • 气 （4.4.16) 
where q^ = ^u-fl = T^q for j = 1,2. 
Proof. The proof of (1) is the same as that of Lemma 4.4.9 (1). To prove the rest, we 
may write VQ = {XIo，!!!，!!。} due to the fact that |"Po| = 3. And we know that each 
two neighboring planes in VQ form an angle of tt/S. By Lemma 4.4.6(3), there exists 
a plane, say 11, in VQ such that R[YQ = q. Without loss of generality, we may assume 
that this plane is Ho. For j = 1,2, let 
^ = R'n.Q = Rn,{RuoQ) = (^n,。Rno)Q = 
3 
then it follows from Part (1) that = G{g} = Q, and we can write Ep in 
(4.4.10) as 
Ep{x) = Se 帕 + iieigi•士 + 气 (4.4.17) 
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Now using Lemma 4.4.8 and the relation q^  = q we deduce 
s = -R ' n J , = A^ = -R ' u J . (4.4.18) 
The first equation in (4.4.18) implies s 丄 IIo，and further yields 
Finally a similar argument to that of Lemma 4.4.9 (2) leads to the relation L || (s x es). 
This proves Lemma 4.4.12. fj 
Similarly to the proof of Lemma4.4.10, we can derive 
Lemma 4.4.13. If the line L is parallel to the plane {xa = 0} and \Vo\ = 3，then 
1. all the perfect planes of Ep, namely the set V, are determined by the incident 
field E^ = se冲工.More specifically, V consists of only three sets of parallel planes, 
where every two neighboring planes in each set have equal distance 力丨仏…丨：the 
first set contains only the planes that are parallel to Ho, the second set contains 
only the planes that are parallel to Hi，while the third set contains only the planes 
that are parallel to IT?. 
2. Each face of the grating structure S lies on a plane in V. 
Lemma 4.4.13 leads us to a new class of unidentifiable grating profiles corresponding 
to the incident field E'^ = s e冲工.To describe this class explicitly, we first clarify a few 
notations: 
r: a position vector, viewed as a point in R^; 
r： a plane which passes through the origin with normal s x es； 
Ho： a plane which passes through r with normal s; 
Hi, 112： planes which pass through r and form a angle of tt/S and 2n/3 with Ilo, 
respectively. 
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Then by Lemma 4.4.13, we can describe all the perfect planes of Ep in (4.4.2) by 
V = I plane 11; 3; € {0’ 1,2} such that 11 || IT 力 dist(n, IIj) = ^ ^ ^ " for some m G n } , 
which suggests a new class of unidentifiable gratings corresponding to the incident field 
S3{s,q,A,r) = I gratings with profile S, which are A-periodic polyhedral structures 
such that faces of S lie on planes in . 
One can see that each class S3{s,q,A,r) corresponds to a unique propagating 
field Ep, which solves the direct scattering problem (4.1.1)-(4.1.4) for any grating in 
<S2(s’ q, A, r). Thus any two gratings in <S3(s’ q, A, r) can not be identified by the incident 
field E\x) = s e冲T h i s leads to the following lemma. 
Lemma 4.4.14. If the line L is parallel to the plane {0:3 = 0} and \Vo\ = 3，then the 
grating S belongs to «S3(s’ q, A,r) for some point r G R^. Furthermore, all the gratings 
in S3{s,q,A,r) generate the same total field. 
Next we give a concrete example which has a non-empty class 53(5,9, A,r). 
Example 4.4.2. Let A = (Ai,A2) = ( ^ , 0 ) , q = {ai,a2,-(3) = (0,0,-1), s = ei and 
r be the origin. Then we can check by direct computations that (s x 63) || 62, and 
？ 二 （^’0，*) = yi，o) = (a(i’。) + a) + (0’0，/?(i’o))， 
= ( - ¥ ’ 0 ’ i = 7-i’o) = (a(-i’o) + cO + (0’0，#-i’o)). 
Moreover, V consists of three sets of parallel planes, respectively with ei, —ei + y/Se^ 
and -ei + V3e3 
as the normal directions, and the distance between any two neighboring 
parallel planes in each set is 々丨工…丨=^. 
Next we try to find some A-periodic structures in V. For each / G Z, we denote by 
L21 and L2/+1 the line of the form { ( ^ ,A , 0 ) ; A G R } and A, A G R} , 
respectively. For any m G Z，let H^ be the plane that passes through the line Lm and 
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Lm+i, and Fm be the part of Urn which lies between the line Lm and Lm+i- Then it 
is clear that belongs to V for all m E Z and that IJmez -^ m forms a A-periodic 
structure in <$3(5,9, A,r). By appropriate translations, we can find infinitely many A-
periodic structures in 53(5, q, A, r). All these structure can not be distinguished by the 
incident field E'^. 
4.4.7 Exc l ud i ng t he case w i t h L 种{2:3 = 0} 
We have discussed in the subsections 4.4.5-4.4.6 the case that the intersection line L 
between two perfect planes Ho and Hi is parallel to the plane {2:3 = 0}’ which has led to 
two non-trivial classes of unidentifiable grating structures. In this subsection we study 
the case when the line L is not parallel to the plane {xs = 0}. As we will see, this case 
can not happen. Recall that the 0:3 component of u is positive when L 种{xs = 0}. We 
start with the following result that is the foundation of the analysis in this subsection. 
Lemma 4.4.15. / / L jf {xs = 0}，then there exists a plane 11* € "P such that IT 朴 L. 
Proof. Assume the lemma does not hold, then all the perfect planes of Ep are parallel 
to the line L. But by Proposition 4.4.4 each face of a Ilo-reflecting periodic part Si 
of grating S lies on some perfect plane of Ep. Hence all the faces of Si are parallel 
to the line L, so do all the faces of S due to the periodic structure of S. Since L ^ 
{2:3 = 0}, then the grating profile S can not be bounded in the X3 direction, which is 
a contradiction, jj 
Next, we show some useful relations for the subsequent analysis. 
Lemma 4.4.16. If line L is not parallel to the plane (xs = 0}, then it holds that 




r n > 0 Vg" G Q\G{q}. (4.4.21) 
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Proof. We know from Lemma 4.4.15 that there exists a plane II* EP such that 11* jf L. 
To see (4.4.19), we set Q = g + E n e E 。 R e c a l l that for any U G V, R'^Q = Q, so 
R'Y^Q 二 Q as is bijective. Therefore, Q || 11 for all 11 G P. Especially, we have 
Q II Ho, Q II Hi, and Q || IT，hence Q = 0 by noting that L || Hq, L || Hi, but 1 4 IT. 
It follows immediately that 
Q - u = r + y ^ Tn = 0. 
71€三0 
To see (4.4.21), consider the orbit G{q'^} of q'^ e Q \ G{q} under the action of G, 
we have G{q^] = TnV + G{Prq'^}. Referring to Lemma 4.4.6(4)，there exists at least 
one element of G{Prq^} with non-positive xs component, so does at least one element 
in G{q^} if r^ < 0. This is in contradiction to Proposition 4.4.1. Therefore we have 
Tn > 0. U 
Based on the following decomposition from (4.4.8), 
q = ru + Prq, (4.4.22) 
we are now going to separate the remaining arguments into two cases: T = 0 and 
T # 0，and show that both cases can not happen (Lemmas 4.4.17，4.4.18 and 4.4.19), 
thus concluding that the case when the line L is not parallel to the plane {xs = 0} can 
not occur. 
Lemma 4.4.17. // L ^ {xs = 0}, then q has a non-zero projection on v, i.e., r 0 
(see (U-22)). 
Proof. We prove the lemma by contradiction. Assume t = 0. Using (4.4.20) and 
(4.4.21)，we know Q \ G{q} = 0, so we have Q = G{q}. We now turn to exclude each 
possibility based on 
1. > 3. By Lemma4.4.6 (4), there axe at least two elements in G{q}, whose 
X3 components are not positive. This yields a contradiction to Proposition 4.4.1. 
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Then the X3 component of 
GM + 广 = ( T + + Prqui + 
is non-positive, which is in contradiction to Proposition 4.4.1. (J 
Lemma 4.4.19. // L jf {2:3 = 0}，then it can not happen that < 2 and r ^ 0. 
Proof. First by Lemma 4.4.6 (3) we know that G{q} > 2，so it suffices to show that 
the case with = 2 and r 0 can not occur. We will prove this by contradiction. 
By Lemma 4.4.15, there exists a perfect plane 11* G such that 11* L. We shall 
derive contradictions for each possibility specified by the geometric relations among 
the planes 11* and Ho, Hi. 
Case 1: n* 丄 no, n* 丄 III. Since 二 2，we may write G{q} = {q,q*}. 
Clearly there are only two reflections in G, and we know that q* = rv — Prq if q = 
Tiy+Prq. As r r 丄 rio and Hi, we derive R'n^Giq} = {-ru+Prq, -ru-Prq} C Q. This 
shows both q* and ~q* belong to Q, as a result one of them must have a non-positive 
X3 component, that is in contradiction to Proposition 4.4.1. 
Case 2: H* / IIo. Let L, VQ, G denote the line of intersection between 11* and XIq, 
perfect planes in V which passes through the line L, and the group generated by the 
reflections : n € VQ}. Since 11* / IIo, we see that l^ol > 3, and hence \G{q}\ > 3 
by following the proof of Lemma 4.4.6 (3). 
We first consider the case when L is not parallel to the plane {X3 = 0}. In this 
case we have |(5{州 > 3. Then one can deduce a contradiction by following the same 
arguments as those in Lemmas 4.4.17 and 4.4.18. 
We then consider the case when L || {xs = 0}. This is the same situation as we 
have addressed in Lemma 4.4.7, Subsection 4.4.3 and the entire Subsection 4.4.6. We 
see that the current case can occur only when = |G| = 3. Following the steps 
in Subsection 4.4.6, we can work out all the perfect planes in V. As shown in the case 
considered in Subsection 4.4.6, the intersection lines of the planes in V are all parallel 
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to L. In particular, we have L || L, thus L || {rca = 0}, which is in contradiction to the 
assumption of Lemma 4.4.19. 
Case 3: 11* / Hi. Same argument as that for Case 2 above leads to a contradiction. 
This completes the proof of Lemma 4.4.18. (f 
One can conclude from Lemmas 4.4.17, 4.4.18 and 4.4.19 that the case considered 
in this subsection when the line L is not parallel to the plane {xs = 0} can not occur. 
4.4.8 S u m m a r y on al l un ident i f i ab le gra t ings 
Summing up the results in Subsection 4.4.2, 4.4.3 4.4.5, 4.4.6 and 4.4.7，especially 
Lemma 4.4.3，4.4.7, 4.4.11, 4.4.14 and Lemma 4.4.17-4.4.19 we obtain the following 
conclusion. 
Theorem 4.4.1. Let S be a polyhedral grating with bi-period A, E'^{x) = se^^'^ be an 
incident electric field, and E be a solution to the direct scattering problems (4.1.1)-
(4-1-4)- Then under Condition (4.1.6) and Assumption 4-4-i} we have 
S G Si{q,r) or S € A,r) or S £ S2{s,q,A,r). 
4.5 Proof of Main results 
With the results developed in the previous section on the classification of unidentifiable 
periodic grating structures in correspondence to one incident field, we are ready to prove 
our main theorem 4.2.1 for the unique determination of a given periodic polyhedral 
grating profile by the scattered field. 
Proof of Theorem 4.2.1. Assume that (4.2.1) is true for two different S\ and S2. 
We first show that Esi = Es^ in the domain above the measurement plane {X3 = 6}. 
By Assumption 1，we have the expansions 
EsAx) + 
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It suffices to show that A^ = 斯 for all n e T?. To see this, we have by (4.2.1) that 
[Es, — Es,) X 631x3=6 = E (义？-对）X 636幼"VAN.怎 二 0. (4.5.1) 
Noting that is an orthogonal family in L^((0, Ai) x (0，八2)) of variables xi 
and X2, we derive from (5.3.2) that 
(A^ - A ^ ) x e 3 = 0 V n e Z 2 . (4.5.2) 
In addition, as A^ • q^ = 0 and A2 • q^ = 0, which can be deduced from the fact that 
both the fields Esi and Es^ are divergence free, we have .. 
{AI - A^) • = 0 VnG Z2. (4.5.3) 
Now, if yl" — / 0 for some n G Z^ then we can conclude from (4.5.2) and (4.5.3) 
that 
qn.e3 = /r = 0’ 
which is in contradiction to the assumption (4.1.6). Thus we have shown that Bsi = Es? 
in the domain above the plane {^3 = 6}. Since both Es^ (x) and Es2 (2；) are analytic 
functions, we see that Es•^ {x) = Eg^ (a；) in their common domain S^ D S》,where S^ 
is the domain in R^ above Si for z = 1,2. As a result, faces of the grating profile S2 
which lie above Si are perfect planes of Es^, and faces of the grating profile S\ which 
lie above S2 axe perfect planes of Es^. Now we may assume without loss of generality 
that the grating profile S2 has some part above S\. Then the Lipschitz condition we 
imposed on S2 allows us to find a face (referring to an open part of a plane) on S2 
which is above Si and is not parallel to 63. By the previous discussions, this face is a 
perfect plane of Esi，which is denoted by 11. 
One may notice that the perfect plane 11 may not necessarily extend above the 
measurement plane {0:3 = b}. In order to apply Theorem 4.4.1, we need to construct a 
perfect plane which extends above the plane F^ and which is not parallel to 63. This is 
done in the following. 
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First we choose a perfect point xq e 11, let j(t) be the ray emitted from xq and 
directed along 63, more precisely, j(t) = xq + tes for t > 0. Let do > 0 be a number 
less than half of the distance between the ray 7(i) and the grating profile Si. Consider 
the ray Rn7(t): if it does not intersect Si, then it directs upward or horizontally and 
lies entirely above the grating profile 5i, so does its projection on the plane H, which is 
then our desired perfect plane. Otherwise, the ray 丑117⑷ intersects Si at some point, 
let 
ti = min {t > 0; Rnlit) belongs to 5i}. 
Clearly ti > do and R u j i h ) belongs to a (closed) face of S u which is not parallel 
to R'nC^. By the Reflection Principle (Lemma 4.3.1)，7(ti) is a perfect point of Es^, 
and has a perfect plane, say Hi, which passes through 7(^1) but IIi [f 63. We can do 
the same procedure for 7(^1) and Hi as we did for 7(^0) = 7(0) and 11 above, then 
either Hi is our desired perfect plane or we can find another perfect point 7(^2) and 
perfect plane l b of Es^ such that 112 passes through 7(^2) and 112 If 63. Clearly we see 
that <2-^1 > do- Repeating this procedure, we can get a sequence of perfect points 
{7(t„)} and perfect planes {!!„} of Es^ such that ！！^  passes through j{tn) and n „ 63, 
and tn — tn-i > do- So after a finite number of steps we can get a desired perfect 
plane of Es” denoted as 11*, that extends above IV Since Esi and Es】coincide in 
5•广门 n* is a perfect plane for both Es^ and Es】. Now Theorem 4.2.1 follows from 
Theorem 4.4.1. jj 
Theorem 4.2.1 leads immediately to the following two corollaries. 
Corollary 4.5.1. Let S be a polyhedral grating of bi-period A. Assume that condition 
(4.1-6) holds for the period A and some incident field E\ Consider a plane r^ = 
{xs = 6} located above both S. Then the measurement of the total field 63 x Es on 
Tb corresponds to the incident field E、determines S uniquely if the following condition 
holds: 
There are two faces of S which do not form of an angle of ir/S, 7r/2 or 27r/3. 
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Corollary 4.5.2. Let S be a polyhedral grating of bi-period A which is not an entire 
plane in R^, Ei’i — sie^^^'^ and Ei,2 = S2e鄉.工 be two incident fields. Assume that 
condition (4.1-6) holds in both cases. Let Ff, = {0:3 = b} be a plane located above 
S. Then the measurement of the total fields 63 x Eg and 63 x E^ on Fb correspond 
respectively to the incident waves E、i and determines S uniquely if the following 
condition holds: 
(a) The vectors si and S2 are not parallel, orthogonal or form a angle of 7r/3 or 
2tt/S. 
Proof. For the incident waves Ei’i and Ei,2, we define 
«Si = ( U 5i(si,9i,A,r))|J( U 52(51,91,A,r)), (4.5.4) 
2^ = {\J 5i(s2,g2,A,r))U( U 52(s2,92,A,r)), (4.5.5) 
then by Theorem 4.2.1 a grating profile S which is not parallel to {xa = 0} can not be 
identified by both Ei,i and Ei’2 if and only if S G »Si We see clearly that if the 
condition (a) holds, then 门》S2 = 0, which leads to the corollary immediately. 
One can see from Corollaries 4.5.1 and 4.5.2 that a general polyhedral grating struc-
ture can be uniquely determined by one or two incident plane waves. Only gratings of 
very special structures may require more incident waves for their unique determination. 
Chapter 5 
Scattering by Bi-periodic 
Polyhedral Grating (II) 
This chapter studies the uniqueness of determine a bi-periodic diffractive gratings by 
electromagnetic wave under the general setting without excluding Rayleigh frequencies. 
It is a continuation of the work in chapter four. Our objective is to show that in this 
case, there are only seven classes of unidentifiable polyhedral gratings corresponding to 
each incident plane wave, where the four newly appeared classes are related to the case 
when Rayleigh frequencies occur. The approach basically follows from that in chapter 
four. However, the discussion is much more complicated. Since we have describe the 
direct as well as its associated inverse problem in chapter four, we will go directly to 
the problem of finding all the gratings that the uniqueness for one incident wave fails. 
The chapter is organized as follows. In Section 5.1 we recall some preliminary 
knowledge from chapter four, that includes basic notations, some useful lemmas and 
observations that are the starting point for the subsequent analysis. In Section 5.2， 
we discuss how to start from one or two perfect planes of the total field to find all the 
possible gratings to which the uniqueness fail. The discussion here is much parallel 
to that in chapter four, though it is more complicated. Some cases considered in this 
chapter have already been studied in chapter four and some others are not. In order 
to make the chapter more readable, we will need to recite some results and proofs in 
69 
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chapter four frequently. Finally, we establish the main result about the uniqueness for 
the inverse scattering problem in Section 5.3. 
5.1 Preliminaries 
We start with recalling some basic notations from Section 4.1 in chapter four: 
S: the profile of a bi-periodic polyhedral grating with period A; 
= s e 冲 t h e incident electric wave; 
E(x) = E\x) + Y^映T? vTe切".怎：the total field; 
H = {n G Z^; > 0}: the index set of non-evanescent modes in the scattered 
field; 
and 
Ho = (n G H; J 4 ” 0 } ， Q = M l > ” n e E o ， (5.1.1) 
Ep{x) = • •f ^ 叫 (5.1.2) 
三0 
V = {n； n is E I perfect plane < 3f Ep}. (5.1.3) 
For later use, we also let 
E* = { n e T?\ (T = 0} 
be the index set of non-evanescent modes in the scattered field that propagate parallel 
to the grating. 
Throughout this chapter, we do the analysis under the general setting without 
excluding Rayleigh frequencies. So the set E* may not be empty. We also assume that 
the direct problem has a solution though the solution may not be unique. 
We will denote by r^ the plane {xs = b} above the grating profile S, on which the 
measurement of the electric field E is made. The domain above the plane r^ is denoted 
by 
We recall the following Reflection Principle. 
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Lemma 5.1.1. Let O be a domain in R^ which is symmetric with respect to a plane 11, 
and E be an electric field in O satisfying the vector-valued Helmholtz equations (4-1.1)-
(4.1.2). Assume that fl is a connected open subset in 11 A O, then fl is a perfect plane 
of E if and only if the following relation holds 
E{x) + R'n{E{Rn{x)))=0 in O. (5.1.4) 
Moreover, if T C O or T C dO is a perfect plane of E,then Rn{^) is also a perfect 
plane of E. 
Definition 5.1.1. For a given plane 11 in R^, a periodic part Si of the entire grating 
structure S is called a U-reflecting periodic part if each face of Si can be reflected by 11 
into the domain 
The following lemma presents a crucial observation. 
Lemma 5.1.2. If 11 25 a perfect plane of E, then 11 is also a perfect plane of Ep. 
Now for each incident field E^，we are going to find all the grating structures which 
can not be identified by the incident field. We begin with the following assumption, 
which will be the first fundamental fact to be established in the demonstration of our 
main result on the global uniqueness in Section 5.3. 
Assumpt ion 5.1.1. There exists a perfect plane of E, denoted by Ho, such that Hq 门 
rif, 0 and Hq is not perpendicular to the plane {xs = 0}. 
Next we present four important observations as those in chapter four. 
Propsit ion 5.1.1. Each of the vectors in Q except q has nonnegative x^ component. 
Propsit ion 5.1.2. For each UQ-reflecting periodic part Si of grating S, each face of Si 
can be reflected with respect to XIq to a perfect plane in V. 
Propsit ion 5.1.3. For each perfect plane IT in V’ we have R[iQ = Q, Rn'P = V. 
Moreover, both maps R[i： Q Q and Ru： V V are bijective. 
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Propsit ion 5.1.4. For a UQ-reflecting periodic part Si of grating S, each face of Si 
must lie on some perfect plane in V. 
The following lemma provides some useful properties about perfect planes. See 
chapter four for the proof. 
Lemma 5.1.3. Let F = te吵.工 be one of the Fourier modes of Ep in (5.1.2), 
1. If II is a perfect plane of the field F = ie阶工，then t 丄 11，• 
2. If n and II* are two perfect planes in V such that R'Y^P = R'YI*P, then 11 || 11*. 
5.2 Classification of unidentifiable periodic structures 
After the preparations in the previous section, we may start our process to find all the 
unidentifiable polyhedral gratings corresponding to the incident field E^ = s e叫 i n this 
section. 
5.2.1 F i rs t class of un iden t i f i ab le gra t ings 
The first unidentifiable class corresponds to the special case when all the planes in V 
are parallel to IIo, as stated in the following lemma. See chapter four for the proof. 
L emma 5.2.1. If all the planes in V are parallel to Hq, then both Ho and S are parallel 
to {x3 = 0}, and the distance between any two neighboring perfect planes in P is the 
same, equal to tt//?. 
On the other hand, if 11 is a plane that is parallel to Ho and the distance between 
n and Ho is some integer multiple ofir/P, then U is a perfect plane in V. 
Let r be an arbitrary point in R^, then Lemma 5.2.1 yields the first class of uniden-
tifiable gratings corresponding to the incident field E'^{x) = se^®: 
Si{q,r) = jai l planes which are parallel to {0:3 = 0} and have equal distance 
tt//? between each other, with r lying on one of the planes|. 
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Using the class Si(g,r), we can conclude that any two gratings belonging to the 
class Si(q,r) can not be distinguished by the incident wave E^. 
5.2.2 P repa ra t i on for finding o ther classes of un ident i f i ab le grat ings 
We have considered the special case, where all perfect planes are parallel to the same 
plane Hq, in Subsection 5.2.1. We now proceed to study the more general case when 
there is some plane in V which is not parallel to IIo. As we shall see, this case leads 
to six other classes of unidentifiable gratings. For the purpose, let Hi be a plane in V 
which is not parallel to the plane Ho. Then we introduce the following notations: 
L: the line of intersection between Hq and IIi； 
r: an arbitrary but fixed point on L; 
y. a unit tangential vector along L, with nonnegative x^ component; 
r： the plane in R^, which passes through the origin and has normal v. For the 
convenience, we assign an orientation to the plane F: the normal v and F form a 
right-handed coordinate system. 
Pp: the projection from R^ onto T. 
To： the rotation on the plane F about the origin by angle 6. Clearly Te can be also 
viewed as a rotation in the whole space R^ about the axis fixed to be a line passing 
through the origin and parallel to direction v. In both cases, the rotation is understood 
to be anticlockwise with respect to the assigned orientation on the plane F. 
We remark that u jj- 63, otherwise one gets 63 || Ho by noting that v || IIo, contra-
dicting the assumption that IIo is not perpendicular to the plane {X3 = 0}. As a result, 
r does not coincide with the plane {xa = 0}. 
Viewing {v, F) as a coordinate system, we can split all vectors in Q as follows: 
q = Prq, = TnU + Prq'' for n G Eq (5.2.1) 
where r and r„ are constants. It is important to observe that 
Lemma 5.2.2. For any p £ Q, PrP # 0. 
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Now we define 
Vq = {n； n is a perfect plane of EP and passes through the line L}, 
G = the group generated by the reflections {R'N', H G Vq}. 
Then we have the following properties about the set VQ and the group G. See 
chapter four for the proof. 
L emma 5.2.3. The number of perfect planes in VQ is finite and the angles formed by 
any two neighboring planes in Vq are all equal; G consists of [PqI reflections and \VO\ 
rotations, and it has the structure of a dihedral group of order 2[PQ\. 
In the sequel, we denote by G* the subgroup of G which consists of all its rotations. 
Clearly, we know |G*| = |7^ o|. Note that the identity element, denoted by Id, of both 
the group G and G* is the rotation by the angle 2tt. When the domain which the 
transformations in G. act on is restricted to the plane F, G reduces to the dihedral 
group which acts only on the vectors lying on the plane F. 
Next, we present a few more useful properties about the group G and the set VQ, 
similar to those in chapter four. 
L emma 5.2.4. The following properties hold for the group G and the set VQ: 
1. For any T e G, TQ = Q and Tu = v; For any G G{q], Tn = r. 
忍.|{i?'n9； U€Vo}\ = \G*{q}\ = \Vo\. 
3. = 2|:Po| or = |Po|. U \G{q}\ = 2|Po|, there exists some q^ € G{q} 
such that G{q} = if \G{q}\ = |Po|，then G{q} = and 
there exists a plane 11 in Vq such that R'YIQ = q. Moreover, the same results hold 
for q being replaced by any element in G{q]. 
4- If = 3，there exists at least one element in G{Prq} whose X3 components 
are negative. 
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5. If = 4，there exists at least two elements in G{Prq} whose X3 components 
are non-positive. 
6. If |G{g}| > 4, there exists at least two elements in G{Prq} whose X3 components 
are negative. 
Recalling that the line L is the intersection line between Ho and II i , L is either 
parallel to the plane {^3 = 0} or unparallel. Then the following three cases may 
happen: 
1. Line L is parallel to the plane {0:3 = 0}，and Q = G{q}; 
2. Line L is parallel to the plane {X3 = 0}’ and Q G{q}; 
3. Line L is not parallel to the plane {xa = 0}. 
We will study these three cases in Subsection 5.2.3 5.2.4，5.2.5, respectively. 
Before we go to the study of these cases, we first introduce a simple transformation 
that can significantly simplify our derivations. To do so, we fix one point r on the line 
L, then introduce the following simple transformation by change of variables: 
X = X (5.2.2) 
In terms of :e-variable, the propagating field Ep{x) in (5.1.2) takes the form 
Ep{x) = Ep{x + r ) Ep{x) = se切併”）+ AV广(=^+『）. 
By setting s = and = we can write Ep{x) into 
Ep{x) = 的 + Y^ iVgn•气 （5.2.3) 
/1€三0 
A significant advantage of using the x-variable, instead of the original a:-variable, 
can be seen from the following lemma, where we write s for A^ and q for q^ in the 
lemma. See chapter four for the proof. 
L emma 5.2.5. Let H be a plane passing through the line L, the intersection line between 
Ho and I I i , then U e Vq if and only if R'^Q C Q and the relation + = 0 
holds whenever — q^ ={) for ql,q讯 € Q. 
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5.2.3 S t u dy i n g of t he case L || {xs = 0} w i t h Q = G{q} 
After the preparation in Subsection 5.2.2, we may now start to consider the case when 
there are some plane in V that are not parallel to the plane Ho- As indicated in 
Subsection 5.2.2, we consider in the subsection the case with L || {xs = 0} and Q = 
We shall that that the study of this case reveals to four different classes of 
unidentifiable grating corresponding to the incident field E^. 
Prel iminary result 
We first present the following lemma which will facilitate us. to divide the analysis 
under different situations that may happen under the assumption L || {xs = 0} with 
Q = G{q]. 
Lemma 5.2.6. If line L is parallel to {x^ = 0} and Q = G{q}, then only the following 
four cases are possible to happen: 
(1) \Vo\ = 4 and \G{q}\ = 4, (2) \Vo\ = 2 and \G{q}\ = 4， 
(3) \Vo\ = 3 and \G{q}\ = 3 ， ( 4 ) \Vo\ = 2 and = 2. 
Proof. Since L || {xa = 0}, the x^ component of u is zero. Using the decomposition 
(5.2.1) and Proposition 5.1.1, we see that all the vectors in G{Prq}, except P^q, have 
nonnegative xs-components. Then our lemma follows directly from Lemma 5.2.4 (3)， 
⑷，(5. 11 
We shall deal with case (1)，（2)，（3)，（4) in the lemma above in Subsection 5.2.3, 5.2.3， 
5.2.3，5.2.3，respectively. 
Second class of unidentif iable gratings 
Now we study in this subsection case (1) in Lemma 5.2.6. This case will lead to the 
second class of unidentifiable gratings corresponding to the given incident field E\ 
The following Lemma shows that both Ep and VQ are determined by the incident field 
E'^ = se零.See chapter four for the proof. 
Some New Developments on Inverse Scattering Problem 77 
Lemma 5.2.7. If L || {0:3 = 0} and \Vo\ = |G{g}| = 2，then it holds that 
1. L II (s X 63). 
2. VQ consists of two planes, namely Hq and Hi, one is perpendicular to s, and the 
other perpendicular to s x {s x 63). For ease of subsequent exposition, we shall 
assume that Ho 丄 s and II i 丄 s x (s x 63)，possibly after relabeling. 
3. Let qi = = T^^q, then the propagating field Ep{x) in (5.1.2) or Ep{x) in 
(5.2.3) can he written as 
Ep{x) = s(e一 - e 么 • 工 ^ r Ep{x) = - e—.”. （ 5 . 2 . 4 ) 
The next lemma indicates that all the perfect planes of the propagating field Ep are 
determined by the incident field E'^ = se冲工 also. See chapter four for the proof. 
Lemma 5.2.8. If the line L is parallel to the plane {xs = 0} and \Vo\ = 2，then 
1. The set of perfect planes of Ep, i.e. V, is determined by the incident field E'^ = 
se 叫.z. More specifically, V consists of only two sets of planes: the first set contains 
only all the planes that are parallel to Eq, while the second set contains only all 
the planes that are parallel to Hi and have the distance between each two 
neighboring planes. 
2. Each face of the grating structure S lies on a plane in V. 
Lemma 5.2.8 enables us to find a new class of unidentifiable grating profiles. To 
describe the class explicitly, we first clarify some notations: 
r: a position vector, viewed as a point in R^; 
r： a plane which passes through origin with normal s x 63； 
Ho： a plane which passes through r with normal s; 
III: a plane which passes through r with normal (s x 63) x s. 
Then by Lemma 4.4.10) all the perfect planes of Ep can be described by 
V = {plane H; U || Hq} | J {plane H; U || Hi, d is t (n ,n i ) = for some m € N ) . 
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This suggests a new class of unidentifiable gratings corresponding to the incident field 
= se如工： 
S2(s,q,A,r) = |gratings with profile S, which are A-periodic polyhedral structures 
such that faces of S lie on planes in "pj-. 
One can see that each class «S2(s，g，A，r) corresponds to an unique electric field Ep, 
which solves the direct scattering problem for any gratings in S2(s, q, A, r). So any two 
grating in S2{s, q, A, r) can not be identified by the incident field E'^{x) = se叫.工.This 
proves 
Lemma 5.2.9. If the line L is parallel to {xa = 0} and \Po\ = 2， then the grating 
profile S belongs to «S2(s,g, A, r) for some point r G R^. Furthermore, any grating in 
«S2(s，g，A, r) can generate the same total field. 
Third class of unidentif iable gratings 
In this subsection, we study case (2) in Lemma 5.2.6. This case will lead to the third 
class of unidentifiable gratings corresponding to the given incident field We show 
first in the following lemma that both the propagating field Ep and and its set of perfect 
planes VQ are determined by the incident field E\ See chapter four for the proof. 
Lemma 5.2.10. If L || {xa = 0} and \VQ\ = |G{g}| = \Q\ = 3, then: 
1. L II (s X es). 
2. VQ consists of only three planes: one is perpendicular to s, which we denote by 
Ho, and the other two are generated by rotating the plane Hq about the axis L by 
angles J and 誓 respectively, which are labeled as Hi and U2. 
3. The propagating field Ep in (5.1.2) or Ep in (5.2.3) can be written as 
Ep{x) = - 切 工 + ^ (5.2.5) 
3 3 
Bp(x) = sV-?-^  - + (5.2.6) 
where q^ = R'^ .q = T处q for j = 1,2. 
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Similarly to Lemma 5.2.8, we have 
Lemma 5.2.11. If L || {0:3 = 0} and \Vo\ = = \Q\ = 3，then 
1. The set of perfect planes of Ep, i.e. V is determined. More specifically, V consists 
of only three sets of parallel planes, where every two neighboring planes in each 
set have equal distance ^^丨？；丨丨：the first set contains only the planes that are 
parallel to Ho, the second set contains only the planes that are parallel to Hi, 
while the third set contains only the planes that are parallel to 1X2. 
2. Each face of the grating structure S lies on a plane in V. 
Lemma 5.2.11 leads to another class of unidentifiable grating profiles corresponding 
to the incident field E^ = se^* '^^ . To describe this class explicitly, we first clarify a few 
notations: 
r: a position vector, viewed as a point in R^; 
r： a plane which passes through the origin with normal s x €3； 
Ho： a plane which passes through r with normal s; 
Hi, 112： planes which pass through r and form a angle of tt/S and 2TV/S with Hq, 
respectively. 
Then by Lemma 5.2.11，we can describe all the perfect planes of Ep in (5.1.2) by 
V = (plane 11; 3j € {0，1，2} such that 11 || UJ, dist(n, 11,) = for some m G N j 
L V3||Pr9|| J 
which suggests a new class of unidentifiable gratings corresponding to the incident field 
^3(5,9, A, r) = I gratings with profile 5, which are A-periodic polyhedral structures 
such that faces of S lie on planes in . 
One can see that each class Ss{s,q,A,r) corresponds to a unique propagating field 
Ep, which solves the direct scattering problem for any grating in 53(5, q, A, r). Thus any 
two gratings in <S3(s’q’Ji,r) can not be identified by the incident field E^(x) = se冲工. 
This leads to the following lemma. 
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Lemma 5.2.12. If the line L is parallel to the plane {x^ = 0} and \Vo\ = 3，then the 
grating S belongs to Ss{s^q,A,r) for some point r € R^. Furthermore, all the gratings 
in Ss{s,q,A,r) generate the same total field. 
Fourth and Fif th classes of unidentifiable grat ing structures 
We continue to study in this subsection case (3) in Lemma 5.2.6. This case will lead to 
two classes of unidentifiable gratings corresponding to the given incident field E^，with 
one class being a special case in the other class. We show first in the following lemma 
that both the propagating field EP and and its set of perfect planes VQ are determined 
by the incident field E! and the vector i/, which is the direction vector of the line L. 
Lemma 5.2.13. If L || {xs = 0}，Q = G{q}, \Vo\ = 2 and |G{q}| = 4，then we have: 
1. VQ consists of two planes: XIq and I I i , which are perpendicular to the vectors 
PrQ + — r2(e3 x i/)，P^q — yjk"^ — r2(e3 x v), respectively. 
2. The propagating field Ep in (5.1.2) or Ep in (5.2.3) can be written as 
舍P⑷=如帕-丑'n。紅仏+丑'ni (J^no^)e''" ' — i^i如切‘•气 
where Q^ =TU + y/K^ — r'^IE^ x ")，q^  =TV — Y/K"^ — T"^(63 x v) and q^ =TI' — Prq. 
Moreover, q^ EE* . 
Proof. Step 1. Note that |G| = |G{9}| = 4. Referring to Lemma 5.2.4, we can find 
G G{q} such that 
But G* = {7V，T27r}, so we can further write 
G*{q} = {ru + Prq.TU - Prq}, G*{q'} = {ru + PrqKru — PJV}. 
By Proposition 5.1.1 and the assumption that V || {0:3 = 0}’ the XZ component of PYQ^ 
should be zero. Therefore, we have Pyq^ || {2:3 = 0}. This yields Prq! || (63 x u) since 
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PrV 丄 1/ also. Besides, recalling that = k^ = t^ + = r^ + ||尸rVlP, we 
get Prqi = - \q . i/p(e3 x u). We then fix q^ by letting 
IW = X 
We also write (P' = TU — PRQ, Q^ = TU — PRQ^-
Step 2. It is clear that VQ = {no ,n i } since \VQ\ = 2. Let 11 G {！！。’！!！}, we claim 
that € Indeed, by Proposition 5.1.3, — {q^Q^^Q^^Q^}-
Since |:Po| = 2 and |G{g}| = = \G{q^}\ = 4, Lemma 5.2.4 (3) implies that 
R'YIQ ^ q, R'YIQ^ • and / q^. So we need only show that the case: R'Y^Q = q^ and 
Bl^q^ — q^ can not happen. Indeed, if Bl^i^ = q^ and = q^, then R[^Prq = —Prq 
and = —PrQ^ by recalling that R[iU = v. Hence both Prq and Prq^ are 
perpendicular to the plane 11 and it follows that Prq || PrQ^, which is obviously not 
true by the result in step 1. This contradiction proves our claim. 
Step 3. By the result in step 2，we can fix Ho by letting 
After this, one gets 
Using R'YIU = for n = Hq, IIi again, we have = PrQ^ and R'^i^Prq — Prq^-
Thus 
i/rio 丄（Prg + i^rV)， i^ i 丄（i^ rg + 
Recalling that Prq^ = - r^ie^ x u)= 一尸r?, the first part of our lemma follows 
immediately. 
Step 4. We write 
Then direct application of Lemma 5.2.5 and the relations R'n^q = q^, ^UQQ^ = q^ and 
= yields 
i i 二-i?'n。S, = -R'nJ, A' = -R'n.A^ = R'n.iR^i.s). 
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Our lemma is proved, jj 
Now, we want to find all the perfect planes of Ep. It will be little complicated this 
time. We first present the following two lemmas. 
Lemma 5.2.14. Let Ep he determined in Lemma 5.2.13 above, then there is no perfect 
plane 11 of Ep such that R[iq = q^ or = q^. 
Proof. By contradiction, assume Bl^ i^  = q^ for some 11 € "P. Then i/n || {q^ — q). 
Recalling from Lemma 5.2.13 that q^ = ru — Prq, we have uu || Prq. On the other 
hand, since = \G{q}\ = |G| = 4, we get by Lemma 5.2.4 (3) that R'^q^ + 
Then it follows from Proposition 5.1.3 that we should have R'^g^ = q^, from which 
one can further deduce that uu || {q^ — q^) || Prq^. However, this is impossible since 
we know from Lemma 5.2.13 that Prq^ ^ Prq. This contradiction shows that the case 
R'YIQ = g2 can not happen. A same argument shows that the case R^^q^ = q^ can not 
happen either. 
Lemma 5.2.15. Let Ep be determined in Lemma 5.2.13，then there is a perfect plane 
n of Ep such that R[iq = q if and only if i' \\ s || (0:3 =0 } . In such a case, one has 
Ep{x) = - •无 + e - 切 全 — ( 5 . 2 . 7 ) 
where q^ = Ppq^ = ke^ x u. 
Proof. We first prove the sufficient part: assume that s || u, then R^^s = = s. 
As a result, 
A^ = = -s, A^ = = -s, = -R'uo^^ = s-
Besides, noting that s • g = 0, we have T = q • U = 0. Consequently, Q^ = P^q^ = 
— r2(e3 xu) = kesxiy and q^ = -q, q^ = 一q、Therefore, 
Ep(x) = 全 一 e;—全 + e-切•免-
Prom the expression above, it is easy to see that all the planes perpendicular to s 
perfect planes of Ep. Our sufficient part is proved. 
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Next, we show the necessary part: let 11 G such that = q. By Proposition 
5.1.3’ we have g^} = We claim R'^q^ = q^. Indeed, if 
R'Y^ q^  ^ then Bl^ i^ ^ = q^  or = We consider the case = q^  first. Clear 
we have uu || {q^  — q^). Noting that q^ — q^  = Prq + y/k^ — T^ie^ x u) by Lemma 5.2.13, 
we see that 11 || Ho. But then R[iq = i?}!。？ = q^  by Lemma 5.2.13 also. This contradicts 
to our assumption that R'j^q = q. Thus we have shown 一 ^ q^ • Similarly, we can 
show that + and R'^q^ = q^ follows. 
Now, we have = we proceed to show = q^  and R'^q^ = q^. 
Indeed, if Bl^ iq^ = q^, then vji || {q^  — q^) , which further implies that i/n || (es x u) by 
using Lemma 5.2.13. It follows that the vector R'^ q^ has negative xa-component and 
hence does not belong to Q. This clearly contradicts to Proposition 5.1.3. As a result, 
we see that all the vectors q, g i ， q ^ are invariant under the mapping so they 
must all lie on the plane that is parallel to 11 and passing through the origin. But 
{9，gi’ 92，Q^ } lie also on the plane TU + F, this implies that r = 0 and F || 11. Then we 
see R'YIQ = R'^q = R^-PrQ = PrQ = Q, from which s 丄 11 follows by referring to Lemma 
5.1.3. Since F || IT, this clearly shows that s i r and hence s || u. Our lemma is proved, 
ft 
With the help of Lemma 5.2.14, 5.2.15 above, we are able to use the same method 
as in Lemma 5.2.8 to determine the set of perfect planes of Ep in Lemma 5.2.13. We 
have 
Lemma 5.2.16. Let Ep, IIo, Hi be determined in Lemma 5.2.13. Then 
1. The set V is determined by the incident field E、= se叫.工 and the vector v. More 
specifically, V consists of only two sets of planes: the first set contains only all the 
planes that are parallel to Ho with neighboring distance 丨…二 卜 while the second 
set contains only all the planes that are parallel to Hi with neighboring distance 
二 I. In the special case when the condition 
s I M I {^3 = 0} 
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holds, V contains an additional set of planes-planes that are planes perpendicular 
to the vector s. 
2. Each face of the grating structure S lies on a plane in V. 
Lemma 5.2.16 enables us to find a new class of unidentifiable grating profiles. To 
describe the class explicitly, we first clarify some notations: 
r: a position vector, viewed as a point in R^; 
I/： a nonzero vector in R^ which is parallel to the plane {xs = 0}; 
r： the plane in R^, which passes through the origin and takes u as its normal; 
L: a line in R^ passing through r and has direction u] 
Ho： a plane in R^ which passes through L with Ppq+y/k^ — r2(e3 xi/) as its normal; 
111： a plane in R^ which passes through L and is perpendicular to Ho； 
With these notations, the set of perfect planes of Ep is given by 
Vi = I plane 11; 3j e {0,1} such that n || Uj, and for 
j = 0, d i s t f n . I I o ) = ,爪兀 , f o r some m € N 
fYl I 
for j = 1，distfn, III) = —； for some m € N > 
j 
in the general case and by 
V2 = I planes perpendicular to s | ^ JV i 
in the special case. 
Now, we can define our classes of unidentifiable grating profiles. For the incident 
field E^ = se冲、a point r G R^ and a nonzero vector v || {x3 = 0}，if the following 
condition 
s IMI {^ 3 = 0}， 
does not hold, then we define the fourth class of unidentifiable grating profiles of S by 
«S4(s, q, A, r, v) = |gratings with profile S, which are A-periodic polyhedral structures 
such that faces of S lie on planes in "Pi | . 
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On the other hand, if the condition holds, then we define the fifth class of uniden-
tifiable grating profiles by 
65(3, q. A, r) = I gratings with profile 5, which are A-periodic polyhedral structures 
such that faces of S lie on planes in 7^21 • 
Our final result for this subsection is 
Lemma 5.2.17. If L || {xs = 0}，Q 二 G{q}, \VQ\ = 2 and |G{g}| = 4, then the grating 
profile S belongs to 54(5, q, A, r) or <$5(5, q, A, r, u) for some point r G R^ and direction 
vector u || {xs = 0}. 
We make a reminder here that we shall extend our definition of the fifth class of 
unidentifiable grating profiles »S5(s’ q, A, r) by removing the condition that s || {2:3 = 0}. 
Finally, we give a concrete example which has a non-empty class 55(5,9, A, r). 
Example 5.2.1. Let A = (Ai, A2) = (0,47r), q = {aua2,-(3) = (ai，辜，-釣，s = v = 
e\ = (1,0,0) and r be the origin. Then we can check by direct computations that 
= 1,0)= g(0’3) = (a(0’3) + … + (0，0，沪,3))’ 
= =产)= (c^ (。 ’2 ) + a) + (0’0,/?(o’2)), 
= ( a i , - l , 0 ) = g(。’i) = (a(。，3) + a) + (0,0，/3(o’3)), 
In this case uuo = (0,亭，5)，^tii = (0，^，一净），and V consists of two sets of planes: 
the first set contains all the planes that are parallel to Hq with neighboring distance 
二0丨= ^； the second set contains all the planes that are parallel to Hi with neigh-
boring distance 丨。二 ！ = 2'k. 
Next we try to find some A-periodic structures in 55(5, q, A, r, i/). For each I eZ, we 
denote by L拟，L^i+i, L3/+2 the line of the form {(A,4/7r,0) : A 6 R} , {(A,4/7r+7r,牛): 
A G R} , {(A,4/7r + : A € R} , respectively. For each m € Z, let 11爪 be the 
plane that passes through the line Lm and Lm+i, and Fm be the part on 11^ which is 
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between the line Lm and Lm+i- Then it is clear that Il^n belongs to V for all m E Z 
and that Umez ^rn forms a K—periodic structure in 55(5,9, A, r, u). By making proper 
translations, we see that there are infinite K—periodic structure in 55(5, g, A, r, i/). All 
these structure can not be distinguished by the incident field 
Sixth class of unidentifiable grating structures 
We now consider in this subsection the last case, case (4) in Lemma 5.2.6. This case 
will lead to the sixth class of unidentifiable gratings corresponding to the given incident 
field E\ We show first in the following lemma that both the propagating field Ep and 
and its set of perfect planes VQ are determined by E^. 
Lemma 5.2.18. If L || {X3 =0}，Q = G{q} and \Vo\ = \G{q}\ = 4，then we have 
1. 5 II {^3 = 0}, L II {s X 63). 
2. VQ contains a plane which is perpendicular to s and which we denote it by Ho. 
The other three planes in VQ are Hi = T^^/^UQ, U2 = TV/zno，lis = 了371_/4110. 
3. The propagating field Ep{x) in (5.1.2) or Ep{x) in (5.2.3) can be written as 
Ep{x) = s(e…•不-e一-工+(9-办。+ — e一.工.(^-^”。’ 
Ep{x) = 細壬 勺+T冗/2云(eigi.士 _e切 
where q^ = R'n^q = 了^冗/之？， j = 1,2,3. Moreover, q\q3 £ E*. 
Proof. Step 1. We show that Prq || 63. Indeed, since |G{g}| = \Vo\, we have by 
Lemma 5.2.4 (3) that 
Q = G{q} = G*{q} = TU + G*{Prq} = Tu + {Prq, T^/aPr^, T^Prq. Ts,/2Prq} 
= riy + {Prq, T^/aPr?, -Prq： -T兀/iPrq). 
Noting that v j| {0:3 = 0}，we should have II fe = 0} by Proposition 5.1.1. 
Then it follows that Prq || 63 since 丄 了"2什… 
Some New Developments on Inverse Scattering Problem 87 
Step 2. We proceed to determine VO. By Lemma 5.2.4 (3)，there is a plane in VQ, 
which we denote by Eq, such that ^n^q = q. Since i^^o^ = "，we have R'^^Prq = Prq-
Thus Prq II Ho. Therefore we see that IIo 丄{2:3 = 0} by using the result Prq || 63 
in the previous paragraph. But according to Lemma 5.1.3，s 丄 IIo also, so we can 
conclude that s || {xa = 0}. The vector v can also be determined. Indeed, since s 丄 IIo 
and V II IIo, we have v 丄 es. Besides, noting that v 丄 e3, we have " || (s x 63). By 
now, we can see that the planes in VQ are totally determined: the other three planes 
are formed by rotating Hq with angles 7r/4, w/2 and 37r/4 respectively on the axis L. 
Step 3. By Lemma 5.2.4 (2)，we have -
Q = {R'uQ •^eVo} = {R'uoQ,丑'ni9’ RU^Q) 
Let qj = j = 1,2,3. Then 
q" =Tu + Tj^/2Prq = Tj,/2q. j = 1,2,3. 
We write Ep as 
Ep{x)=红如 + l^e切1.士 + 士 + (5.2.8) 
Using Lemma 5.2.5 and the relation qj = R'^.q, for j = 1,2,3. we get 
5 = -RnoS, = = -RnJ, A^ = 
which further yields 
ji =(丑'ni。丑Jio)云=义2 = = T^s = -s, A^ = = T沖B = -A' 
Our lemma is proved, (j 
The set of perfect planes of Ep is also determined. 
Lemma 5.2.19. Let Ep and Uj, j = 1,2,3,4 be determined in Lemma 5.2.18, then 
1. The set V is determined by the incident field E^ 二 se切.工；Specifically, a plane 
n belongs to V if and only if there exists j € {0,1,2,3} such that 11 || Uj and 
the distance between H and I l j , denoted by d{Ilj, 11) equals 丨 ^ 二 丨—m丨丨二丨丨 for 
j = 0,2 and for j•二 1，3，where m is some integer. 
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2. Each face of the grating structure S lies on a plane in V. jl 
Now, we are ready to define the class of unidentifiable grating profiles. Let's first 
clarify the notations in this subsection: 
r: a position vector, viewed as a point in R^; 
L: a line in R^, which passes through the point r and has a direction s x 63； 
Ho： a plane in R^ which passes through L and perpendicular to the plane {xs = 0}; 
Hi, 112 and I I 3 : planes in R^ which passes through L and form angles of 7 r / 4 , 7 r / 2 , 
37r/4 with IIq respectively. 
With the notations, the set of perfect planes of Ep can be described by 
V = I plane 11; 3j e {0’ 1’ 2,3} such that 11 || Uj, and for 
j = 0，2，dist(n, I l j ) = 而 for some rn G N, 
iQ-^ol 
TTITT I 
for j = 1，3，dist(n, I l j ) = for some m G N > . 
j 
The corresponding class of unidentifiable grating profiles is defined for the incident 
field 二 s e _ and the point r € R^ by 
S6{s,g,A,r) = |gratings with profile S, which are A-periodic polyhedral structures 
such that faces of S lie on planes in "pj . 
We summarize the results in this subsection by the following lemma. 
Lemma 5.2.20. If L || {2:3 = 0}，Q = G{q} and pol = = 4, then the grating 
profile S belongs to Se{s,q,A,r) for some r e B?. Further more, any grating profiles 
in tS6(s，^ A，r) can generate the same total field(which is Ep) as S. 
Example 5.2.2. Let A =(八1，八2) = (0,27r), q = (ai，a2’-/9) = (0,0,-1), s = €2 = 
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(0,1,0) and r be the origin. Then we can check by direct computations that 
qi = (0,1,0) = g(o’i) = (a(o’i) + a) + (0，0，/？⑴’”)’ 
q^ = (0,0,1) = g(o’o) = (a(o’o) + a) + (0,0’ 沪，⑴)， 
= ( 0 , - 1 , 0 ) = g(0’-i) = (a(o,- i) + A) + (0，0’/？⑴’一丄）)， 
In this case " || (s x 63) || ei, i ^。= (0,1,0), uui = (0,5,5), = (0,0,1), uxi^ = 
(0, and V consists of four sets of planes: the first two sets contains all the 
planes that are parallel to IIo or 112 with neighboring distance 丨？.二 | = tt; the last 
two sets contains all the planes that are parallel to Hi or Ha with neighboring distance 
T—^ = V^N; 
We next try to find some A-periodic structures in SG{s,q,A,r). For each I € Z, we 
denote by L^i, L^i+i, L^i+2 the line of the form {(A,2/7r,0) : A 6 R} , {(A,2Z7r + 7r,7r): 
A e R} , {(入,2Z7r + 7r,0) : A G R} , respectively. For each m G Z，let 11爪，be the plane 
that passes through the line Lm and Lm+i, and Fm he the part on 11^ which is between 
the line Lm and Lm+i- Then it is clear that Ilm belongs to V for all m £ Z and that 
Umez "^爪 forms a K—periodic structure in Se{s, q, A, r). By making proper translations, 
we see that there are infinite h.—periodic structure in SQ{S, q, A, r). All these structure 
can not be distinguished by the incident field E'^. 
5.2.4 S t u d y of t he case w i t h L || {0:3 = 0} a n d Q ^ G{q} 
We have studied the case with L 丨| {^3 = 0} and Q + G{g} in the previous subsection, 
we now continue to study the case with L || {rra = 0} and Q G{q} in this subsection. 
We shall see that this case leads to the seventh unidentifiable grating class corresponding 
to the incident electric field 
Prel iminary results 
We first present some useful properties about the propagating field Ep and the set 
perfect planes that passes through the line L, i.e. VQ, which facilitate our subsequent 
analysis. 
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Lemma 5.2.21. If L || {2:3 = 0} and Q + G{q}, then we have: 
1. S I I {X3 = 0}, L I I ( s X 6 3 ) ; 
2. VQ consists of two planes: one is perpendicular to the vector s and is denoted by 
Ho； the other is perpendicular to 63 and is denoted by Hi； 
3. Ru^q = q； 
4- Q\G{q}cE\ 
Proof. Step 1. For each q* £ Q \ G{q}, consider the set G*{q*} C Q, we see that 
> 2. According to Proposition 5.1.1, all its elements have non-negative X3-
components. However, this is possible only if G* = {/£/工} and Prq* || {xs = 0} 
by the result in Lemma 5.2.4 and the assumption that the xs-component of u is zero. 
Hence \VO\ = 2 and (4) follows also. 
Step 2. We write VQ 二 {！！。，！!！} since \Vo\ = 2. Let q* E Q \ G{q}, then 
{R'^q* : n = no, I I I} C G{q*} C Q\G{q} C we see all the vectors R^y 
and q* lie on the plane {xs = 0}. But this is possible only if both Ho and Hi are either 
parallel or perpendicular to the plane {X3 = 0}. Since IIo and Hi are perpendicular 
to each other, thus one of them is parallel to {x3 = 0} and other is perpendicular to 
{0:3 = 0}. For this, we let the plane which is perpendicular to the plane {X3 = 0} be 
Ho, and the other be IIi . 
Step 3. We claim that R'n^q = q. Indeed, since Hq 丄{工3 = 0}, we see that the 
:c3-component of R^i^q = ru + R[i^Prq is negative. But q is the only element in Q 
which has negative xz component by Proposition 5.1.1, so we have Bl^^q = q. Then 
Lemma 5.1.3 implies that s 丄 Ilo. Noting that IIo 丄{工3 = 0}’ we have s || {2:3 = 0}. 
Besides, since "丄 IIo and 1/ 丄 63’ we see that || (s x 63). This proves (1). 
Step 4. We have 丄 s since Hi 丄 IIo and s || Ho. Besides, noting that IIi || u || 
(s X 63), so we have i/fii 丄（s x es) also. Then it follows that uui 丄 s x (s x 63). But 
(1) implies that s 丄 e�，thus we have i^ m || 63. Our lemma is proved, jj 
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Seventh class of unidentif iable grating structures 
By now, we have shown some useful information about Ep and VQ in Lemma 5.2.21. 
We continue to determine Ep and P as we do before. For this, we consider first the 
case with = 4. 
Lemma 5.2.22. If L || {xa = 0}, |G| = 4 ， = 2 and \Q\ = 4，then the propagating 
field Ep in (5.1.2) or Ep in (5.2.3) can be written as 
Ep{x) = 工 一 • 工 + 义 ( g w i - o ： — 工 力 ； ^^ 2.9) 
Ep{x) = •士-e…勺+ …1.士 一e切3.勺；• (5.2.10) 
where q^ = = Tj^q，G H* with R'n^q^ = q^, and A^ is non-zero vector which 
is parallel to 63. 
Proof. Since \G{q}\ = 2 and \Q\ = 4’ we can write Q = G{q}\JG{q^}, with G{q}= 
{q, q^} and = {qf^g^}. By Lemma 5 . 2 . 2 1 ， € H*. It is also easj^  to see that 
the following relations hold: 
RUOQ = RU,Q = Q''-, RNY=Q\ ^UO^' = Q^-
We write Ep in the form 
Ep{x) = 他士 + iie切1 •士 + i^e^g^i + 
Using Lemma 5.2.5’ Lemma 5.1.3 and the relations = q^, R'u^Q^ — g】，R'UQQ^  = 
q^, we get 
A^ = -i^'n^s, 丄 1 1 1 ， = -RnoA\ 
Note that s || IIi and 63 || Hq by the result in Lemma 5.2.21. We get immediately that 
= -s, A^ II es and A^ = -A^. Consequently 
Ep{x) = 办全一e…勺 + - e^ 
This end our proof, j} 
Some New Developments on Inverse Scattering Problem 92 
By Lemma 5.2.22 above, we see that the electric field Ep is not totally determined 
under the assumption that L || {0:3 = 0}，|G| = 4，\G{q}\ = 2 and \Q\ = 4. In fact 
can be any pair in E* such that i^^o^^ 二 and A^ can be any non-zero vector 
that is parallel to 63. 
Next, we want to find the set of perfect planes of Ep in Lemma 5.2.22. We have the 
following two results. 
Lemma 5.2.23. Let Ep be determined in Lemma 5.2.22, if there is a perfect plane 11 
of Ep such that R^^q = q^, then q^ = TjT^/2q, q^ = T加jiq and Ep can be written as 
for some f G R^. In such a special case, the set of perfect planes of Ep has the same 
structure as that considered in Subsection 5.2.3. Moreover, by the symmetry of q^ and 
q^, similar result holds if we have R[iq = q^. 
Proof. Since R^^q = q^, we have by Lemma 5.2.5 that R^^s + ^4^=0 . Thus uu || 
(s — j i ) . But we know from Lemma 5.2.21 and Lemma 5.2.22 that both s and A^ are 
perpendicular to u, so we get t^i 丄 1/ and hence it follows that 11 || L. Besides, it is clear 
that n If Ho and H jf 111 for otherwise either Bl^iq = = q or R'^^q = = q^, 
both of which contradicts to the assumption that R'JIQ = Q、Now, let L, VQ, G denote 
the line of intersection between 11 and Hq, the set of perfect planes in V which passes 
through the line L, and the group generated by the reflections {-Rj^ , : IT G VQ}, 
respectively. We also chose some f on the line L. Clearly we have L \\ L and \VO\ > 3. 
Noting that \Q\ = 4, we should have \Vo\ = 4. Then we come to the situation that 
L II {xs = 0} and = \Q\ = 4, which we have studied in subsection 5.2.3. By the 
results there (Lemma 5.2.18，5.2.19)，we get the desired result immediately. 
Lemma 5.2.24. Let Ep be in Lemma 5.2.22 but not the special case considered in 
Lemma 5.2.23, then 
1. V is determined. Specifically, V consists of two set of planes: the first set contains 
planes that parallel to Hq with distance some multiple of 丨,二 j = ； the 
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second set contains planes that are parallel to Hi with distance some multiple of 
= IT g^lf-
2. Each face of the grating structure S lies on a plane in V. 
Proof. Following Proposition 5.1.3, we see that = {^？，？’？之’^ �^} if 
n e P. Then four cases may happen: 
(i) = g； (ii) R'ng = (iii) R'ug = g'； (iv) R'^g = q\ 
By the same method as in Lemma 5.2.8, we can show that case (i) happens if and 
only if n II IIo and the distance between 11 and Hq is some multiple of 丨—二 | = p ^ r p 
and similar result for case (iii). However, case (ii) and (iv) will leads to the special case 
we considered in Lemma 5.2.23. This finishes our proof. 
We have studied the case with \Q\ = 4 above, now we turn to the case with |Q| > 4. 
Consider the set Q, it can be divided into pairwise disjoint orbits under the group 
G's action, that is: 
Q = G{q}\Ji U GV_}) 
l< j<Tno—1 
for some integer mo > 2. By Lemma 5.2.21, we know that IIi || {xs = 0} and q^  lie 
on the plane {xs = 0} for 1 < j < mo — 1. Thus R^i^q^ = q^  and it follows that 
= = {q^, (i?'n。。i^f^Jg"} = •’ 丑'„。—} by using Lemma 5.2.4 (3). 
Now, it is clear that |Q| = 2mo. Following the same steps as in Lemma 5.2.22, 
Lemma 5.2.24, (where mo = 2), we can work out Ep and V. 
Lemma 5.2.25. If L || {x3 = 0}，|G| = 4，|G{g}| = 2 and \Q\ = 2mo for some integer 
mo > 2，then 
1. Ep has the expression 
Ep{x)=云(e他士 - ef。•勺 + - e印+"*。.勺 
l < j < m o - l 
where each q^ is a vector in H* 门三o such that g^^.+^^o R'^^qj belongs to 三* 门三0 
A . also. Here each A' is a non-zero vector that is parallel to 63. 
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2. there are two set of perfect planes in V. The first set contains planes that are 
parallel to Hq with a distance some multiple of each of the numbers 丨炉•二 | for 
1 < I < "T'O — 1/ The second sets contains planes that are parallel to HI with a 
distance some multiple of 丨^.二 |. 
3. Each face of the grating structure S lies on a plane in V. 
Now, we are ready to define the class of unidentifiable grating profiles. Since the 
special case considered in Lemma 5.2.23 has the same nature as that considered in 
Subsection 5.2.3, we concern only with the general case under the assumption L || 
{0；3 = 0} and Q • G{q} in what follows. 
We first recall the following notations: 
r: a position vector, viewed as a point in R^; 
L: a line in R^, which passes through the point r and has a direction s x 63； 
Ho： a plane in R^ which passes through L with s/||s|| as its normal; 
III: a plane in R^ which passes through L and is perpendicular to IIo. 
With these notations, we have 
V = I plane 11; 3j € {0,1} such that 11 || 11)，and for j = 0， 
dist(N,NJ) = -~—~- for some m G N and all q^ € E* P|Hq satisfying R[i、q^ G H*; 
TTITT I 
for j = 1, dist(n, Ilj) = r for some m G N > . 
j 
To sum up the results we considered for both cases, we define the seventh class of 
unidentifiable grating profiles for each incident field E^ = se汝工 with s || {xs = 0} and 
each point r G R^ by 
^7(5, q, A, r) = I gratings with profile S, which are A-periodic polyhedral structures 
such that faces of S lie on planes in "pj . 
Our result can be included in the following lemma: 
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Lemma 5.2.26. If L || {^3 = 0} and Q G{q}, the grating profile S belongs to 
<$7(5, q, A, r) or SQ{s,q,A,r) for some r £ R^. Further more, any grating profiles in 
57(5,^, A, r) can generate the same total field as S. 
Example 5.2.3. Let A = (Ai, A2) = (0,27r), q = {ai,a2,-p) = (0,0,-1), s = €2 = 
(0,1,0) and r be the origin. Then we can check by direct computations that 
QI = (0,1,0)=广’ 1) = (a(o，i) + A) + (0，0’/?(o’i))’ 
= (0,0,1) = g(o’o) = (a(o’o) + a) + (0，0，々 (o’o))， 
g3 = (0,-1,0) = g(o，-i) = (a(o’-i) + a) + (0’ 0,卢(。’-”)， 
In this case 1/ || (s x 63) || ei, 1^0 = (0,1,0), ^th = (0,0，1) and V consists of two sets 
of planes: the first set contains all the planes that are parallel to Ho with neighboring 
distance 丨 | = mir; the second set contains all the planes that are parallel to 111 with 
neighboring distance 丨"二 | = mn; 
We next try to find some A-periodic structures in «S7(s，g，A, r). For each I G Z, we 
denote by L41，L4/4.1, L41+2, the line of the form { ( A , 2 / 7 r , 0 ) : A G R } , { ( A , 21^ + 
7r,0) : A G R } {(A,2/7r+7r,7r) : A G R} , {(A,2/7r+27r,0) : A G R}，respectively. For each 
m E Z, Let 11^ be the plane that passes through the line Lm and Lm+i, and Fm be the 
part on Hm which is between the line Lm and Lm+i • Then it is clear that H^ belongs 
to V for all m £ Z and that IJmez Fm forms a k—periodic structure in S八s,q人 r). 
By making proper translations, we see that there are infinite k—periodic structure in 
S八s,q入 r). All these structure can not be distinguished by the incident field 
5.2.5 S t u d y of t h e case w i t h L 种{0:3 = 0} 
We have studied the case with L || {xs = 0} in Subsection 5.2.3, 5.2.4, which leads 
to six classes of unidentifiable grating structures corresponding to the incident field 
E'^{x) = se零.Now, we continue the discussion to study the last possible case with 
L {xs = 0} in this subsection. We shall show that this case leads to the extended fifth 
class of unidentifiable grating structures, as remarked at the end of Subsection 5.2.3. 
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Prel iminary results 
We first present two lemmas that are fundamental to the subsequent analysis. 
Lemma 5.2.27. // L jj" {xs = 0}，then there exists a plane U* e V such that IF L. 
As a result, IT 扑 HQ and U* 
Lemma 5.2.28. / / L jf {3:3 = 0}，then it holds that 
g + X > " = 0 ， (5.2.11) 
/1€三0 
r + ^ rn = 0, .. (5.2.12) 
71€三0 
r „ > 0 Vg" G Q\G{q}. (5.2.13) 
It is clear that r = 0 or r ^ 0. Based on this, We further divide our following 
analysis into two subsections, Subsection 5.2.5, 5.2.5, which deal with the case r = 0 
and the case r ^ 0 respectively. We shall show that the former case may provide us 
with a class of unidentifiable grating structures while the later one can be excluded. 
Study of the case with L 种{xs = 0} and r = 0 
First of all, we consider the case with L ！^ {0:3 = 0} and r = 0. We have 
Lemma 5.2.29. // L {xs = 0} and T = 0，then only the case with |Q| = jG] = 4 is 
possible to happen. 
Proof. We prove by showing that all the other cases can not happen. First, using 
Lemma 5.2.28 and Lemma 5.2.4 (1)，we see that Tn = 0 for all G Q, whence it follows 
that all the elements in Q lie on the plane F. 
Secondly, we exclude the case |Q| = 2. If \Q\ = 2, then it is easy to see that 
Q = G{q} and \Vo\ = 2. Thus we have Vo = {Ho’！!！}. We write Q = G{q} = {g’gi}. 
Using Lemma 5.2.4 (3)，we can assume (after relabeling if necessary) that R'u^q = q and 
— gi. Let IT be the plane in Lemma 5.2.27, By Proposition 5 . 1 . 3 ， = 
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{q^ q^}. So either R[i*q = q or R{i*q = q^. Then one can deduce from Lemma 5.1.3 
that n* II Ho or 11* || Hi. But this contradiction to Lemma 5.2.27. 
Finally, we consider the case \Q\ > 3, we show first that IF || F. To see this, we 
note that the vectors in Q span the plane F. By Proposition 5.1.3, we have R'YIS = T. 
As a result, either U* || r or 11* 丄 r . However, IT 丄 r implies that U* || L, which 
contradicts to Lemma 5.2.27. This proves that 11* || F. Now, we have E* || F and 
|Q| > 3. Using Lemma 5.2.4 (6)，(3), we can conclude that only the following three 
cases are possible: 
(1)丨2|=3and|G| = 6; (2) |Q| = 4 and |G|=8; (3) = |G| = 4. 
However, case (1) and (2) above can not occur. Indeed, in both cases, we can find 
a plane 11 in VQ such that R'^^q = qhy Lemma 5.2.4 (3). Besides, we have /2'n.g = q 
since 11* || F and r = 0. Then Lemma 5.1.3 implies that 11 || H* and hence contradicts 
to Lemma 5.2.27. This finishes our proof. }J 
We know from Lemma 5.2.29 that there is only one possible case that may happen 
under the assumption L jj- {0:3 = 0}, r = 0. We will study the case in what follows. 
We shall see that it leads to the extended fifth class of unidentifiable grating structures 
corresponding to the incident field E'^{x) = se冲工. 
Lemma 5.2.30. / / L jf {0:3 = 0}, r = 0 and \Q\ = |G| = 4，then 
1. s II u. 
2. Let q^ = fc 丨丨二：丨丨.Then the propagating field Ep in (5.1.2) or Ep in (5.2.3) can 
be written as 
Ep{x) = S ( E 切 . 怎 - E 么 G L . 怎 + ^-iq x+2q.r _ ^ - T G L ( 5 2.14) 
Ep{x) = 帕 _ e仏士+ e - 帕 • 勺 . (5.2.15) 
3. VQ consists of two planes, one is perpendicular to the vector Q + Q^ and is denoted 
by Ho； the other is perpendicular to the vector q — q^ and is denoted by IIi. 
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Proof. Step 1. Let 11* be as in Lemma 5.2.27，as shown in the proof of Lemma 5.2.29, 
we have that 11* || F and all the elements in Q lie on the plane F. 
Step 2. We show Q = G{q}. Indeed, if Q ^ G{q}, then = 2. By Lemma 
5.2.4 (3)，we can find 11 in VQ such that R^^q = q. On the other hand, we have = q 
too since r = 0 and IT || F. Then we see by Lemma 5.1.3 that 11 || H*, which contradicts 
to Lemma 5.2.27. Thus we have Q = G{q}. 
Step 3. Since = |Q| = |G| = 4, Lemma 5.2.4 (3) implies that 
G{q} = G*{q}[jG*{q'} 
for some q^ G By the result in step 1, all the elements in Q lie on the plane F, 
so we have q = Prq, q^ = PrQ^，thus 
G{q}=G'^{Prq}[jG*{Prq'} = {Prq,-Prq}[j{Prq\-Prq'} = {q,-q}\J{q\-q'}. 
Then it follows from Proposition 5.1.1 that q^  || {x^ = 0}, or equivalently q^  € 三 
Step 4. Clearly, VQ = {Ho,Hi} since \VO\ = 2. Let Q^ = —Q, Q^ = we claim that 
R[JG G for 11 G VQ. Indeed, by Proposition 5.1.3，we have = 
Noting that |G| = \G{q}\ = = = 4，we have R[,q ^ q, 
R'YIQ^ + and R'^q^ ^ q^ due to Lemma 5.2.4 (3). So we need only show that the case 
with = q^ and R'nq^ = q^ = —q^  can not occur. This follows easily by observing 
that R'YIQ = —q and R'^q^ = —q^ implies both q and q^ are perpendicular to the plane 
n and hence are parallel to each other, which is impossible since q^  || {xs = 0} and 
q 朴{0：3 = 0}. This contradiction proves our claim. 
Step 5. By the result in step 4, we can fix IIo by letting 
It follows that = q^, R ' ^ y = q^. We write 
Ep{x) = Je—士 + ^le…1 •全 + i^g-tgi + is^-V-i 
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A simple application of Lemma 5.2.5 yields that 
= A^ = -R ' n J , = = (5.2.16) 
Now, we show s || v. Indeed, by the result in step 1, we have R'^i-q = q. Referring to 
Lemma 5.1.3，this implies that s i n * and thus s i r . Therefore we have s || u, and 
s \  u follows immediately. As a result, we further derive from the relations in (5.2.16) 
that 
= = -s, A^ = s. 
Besides, the relation s \\u also implies that q^ || (sxes) since q^ 丄 es and q^ 丄 v. Recall 
that ll^ll = k. Then we see qi = 士fc 丨丨二二】丨丨.We now can fix q^ by letting q^ = fc![二g丨丨. 
The rest of the lemma follows. Our lemma is proved. {1 
So far, we have determined the electric field Ep in terms of the vector s, q. The set 
of perfect planes of Ep can be determined also. By following the same method as in 
Lemma 5.2.8, we can show that it contains three sets of planes: the first set consists 
planes that are parallel to Ho with a distance some multiple of 丨^二 | ； the second set 
consists planes that are parallel to Hi with a distance some multiple of 丨^二 |； the last 
set consists planes that are perpendicular to s. 
We note that the electric field Ep and its set of perfect planes V determined above 
are nearly the same as those corresponding to the third unidentifiable classes of grating 
except that we have s 种{xa = 0} here other than s || {xs = 0}. For this reason, we 
extend our definition of the fifth class of unidentifiable grating profiles by 
removing the condition that s || {0:3 = 0}, and denote it still by 
To sum up the analysis above, we have the following lemma. 
Lemma 5.2.31. / / L jf {3:3 = 0}, r = 0 and \Q\ = |G| = 4，then the grating profile S 
belongs to S5{s,q,A,r) for some point r € R^. Further more, any grating profiles in 
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(1) T + Tm=0, llPr^ll = WPrq'^l 
(2) The xs component of 尸r广 is equal to — r^fo； 
(3) The xs component of Pp^"^ is equal to ^do. 
It follows from condition (1) and the equation (5.2.12)-(5.2.13) in Lemma 5.2.28 that 
= 3 and Tn = 0 for all 6 Q \ (C?{g} U<^{『}). Now, take q"" e Q\ 
Similar to Lemma 5.2.4 (4), we have that at least one elements from 
the set 
has negative a;3-component. This is impossible according to Proposition 5.1.1. Thus 
Q \ U G{q^] = 0 and our claim is proved. 
Step 3. We show that G{q^} = -G{g}. Indeed, let Vi and V2 be the two vectors 
on the plane F such that ||Vi|| = IIV2II = ||Pr9||, Vi || {xs = 0 } and the X3 component 
of V2 is do. It is clear that Vi 丄 and the set {u, ^ 1,^2} forms an orthogonal basis in 
R3. By using condition (2) and (3) in step 2，we see that the sets G{q}, G{q^} can be 
written as: 
G{q} = T"+m’W2’W2}， 
C I D - - W + {-V2, -T,/3V2} = -TU + {-\/2, -T,/3V2, 
whence the conclusion G{q^} = —G{q} follows. 
Step 4. Let G{q} = then Q = - q , C l e a r l y both g^ 
and q^ lie on the plane {xs = 0} by Proposition 5.1.1. Since |G{g}| = 3, we can use 
Lemma 5.2.4 (3) to deduce that |Po| = 3. Let VQ = {110,111,112}. Lemma 5.2.4 (3) 
further implies that there is a plane from Vo, say, Ho such that q =Referring to 
Lemma 5.2.4 (2), we see that {i^'ni仏丑Jis?} = Now, we fix q^ by letting 
= Ru^q, q^ = ^UiQ- Then it is easy to check that q^  = R'n^q^ and q^ = 
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Let n* be the perfect plane in Lemma 5.2.27. By Proposition 5.1.3, we have 
Then six cases may happen. We shall finish our proof by rule out all of them. 
1. G = {•R'n : H G VQ). These cases can easily be excluded by 
using Lemma 5.1.3, Lemma 5.2.27 and the relations that q = q^ = R'u^g, 
2. = -q. In this case, ^-q^} = So 
maps the plane {0:3 = 0} to itself. Therefore, we see that either 11* 丄{x3 = 0} 
or n* II {x3 = 0}. But R[i*q = —q also implies that q 丄 11*’ so we should 
have n* II {xs = 0}. Then it follows that R'^^q^ = q^  since q^  lies on the plane 
{x3 = 0}. This together with the relation •R'n乂 = q^  will yield a contradiction 
by using Lemma 5.1.3 and Lemma 5.2.27. 
3. R'YI^q = -q^. In this case, -q^} = {q^, -Q^}- Since R^i^q^ = q^ implies 
that n* II 112 which can not happen, we should have q^ = —q .^ As a result, 
丄 n*. Noting that q^ lies on the plane {3:3 = 0}，we have 11* 丄{ars = 0}. But 
q^  also lies on the plane {xs = 0}, so it is impossible to have R[i,q = q^  since 
q does not lie on the plane {2:3 = 0}. This contradiction shows that the case 
Rfji^q = can not happen. 
4. R[i*q = —q .^ This cases can be excluded by the same method as we do for 
Our lemma is proved, fj 
L emma 5.2.33. // L 朴{xs = 0}，then the case with r 0 and |G{g}| > 3 can not 
happen. 
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Proof. We prove by contradiction. Assume that |G{(7}| > 3. We consider the 
set G{Prq}. By Lemma 5.2.4, there exist at least two elements in G{Prq} whose xs 
components are non-positive. So we should have r > 0, for otherwise G{q} would 
contain at least two elements whose X3 components are negative, which contradicts to 
Proposition 5.1.1. But then the relation (5.2.17) and (5.2.13) in Lemma 5.2.28 can not 
be satisfied. This contradiction proves our lemma. 
Lemma 5.2.34. // L jj" {0:3 = 0}，then the case with T ^ 0 and < 2 can not 
happen. 
Proof . It is clear \G{q}\ > I since IPol > 1| and \G{q}\ = jPol or \G{q}\ = 2\Vo\ 
(Lemma 5.2.4 (3)). So we need only show that the case with |G{g}| < 2 can not happen. 
We do this by contradiction. Assume that r ^ 0 and Let 11* be the perfect 
plane in Lemma 5.2.27. We shall derive contradictions by considering all possibilities 
based on whether 11* is perpendicular to planes HQ and Hi. 
Case 1: IT 丄 Ho，IP 丄 111. As \G{q}\ = 2, we may write G{q} = {q,q*}. Clearly 
there are only two reflections in G. and we know that q* = ru — Prq LI q = TU + Prq. 
As n* 丄 Ilo and Hi, we derive R'^i^Giq} = {—tu + Prq, —tu — Prq} C Q. This shows 
both q* and —q* belong to Q, then one of them must have a negative 0:3 component, 
which contradicts to Proposition 5.1.1. 
Case 2: IF / XIQ. Let L, VQ, G denote the line of intersection between 11* and Ho, 
the set of perfect planes in V which passes through the line L, and the group generated 
by the reflections {R[i : 11 e VQ], respectively. As IP / Ilo, we see that \VQ\ > 3, and 
\G\ > 6 . 
First, we consider the case when L is not parallel to the plane (3:3 = 0}. In this 
case we have | > G{q} > 3 and |G| > 6. Similar to the results in lemmas 5.2.29，5.2.33’ 
5.2.32，we can deduce that this case can not happen. 
Second, we consider the case when L 丨丨{xs = 0}. Similar to the discussion in 
Section 5.2.3’ 5.2.4’ we see that only two cases: (i) = 8, \G{q}\ = 4; (ii) |G| = 6’ 
= 3 are possible to happen. Following the same steps as in Subsection 5.2.3, 
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5.2.3, we can work out all the perfect planes in V and find out that the intersection 
lines of the planes in V are all parallel to L. In particular, we have L || L, thus 
L II {rE3 = 0}，which contradicts to the assumption of this subsection that L is not 
parallel to {3:3 = 0}. 
Case 3: 11* / EQ. This can be dealt with in exactly the same way as we did for 
Case 2. 
This completes the proof of our lemma. j{ 
Now, we can conclude from Lemmas 5.2.32, 5.2.33, 5.2.34,. that the case considered 
in this subsection with L jf {^3 = 0} and r / 0 can not occur. 
5.2.6 S u m m a r y on all un ident i f iab le grat ings 
Summing up the results in Subsection 5.2.1，5.2.3，5.2.4, 5.2.5，especially Lemma 5.2.1, 
5.2.6，5.2.9, 5.2.12’ 5.2.17，5.2.20, 5.2.26’ 5.2.29, 5.2.31，5.2.32, 5.2.33’ 5.2.34，we obtain 
the following conclusion. 
Theorem 5.2.1. Let S be a polyhedral grating with bi-period A, E'^{x) = se叫be an 
incident electric field, and E be a solution to the direct scattering problems (4.1.1)-
(4.1.4)- Then we have under Assumption 5.1.1 that seven cases may happen: S 6 
Si{q,r), S G <S2(s，g,r,A)，S € u, A), S G ^ 4 ( 5 , r , A), S G S认s,q,r,A)’ 
S eSe{s,q,r, A) or S e S7{s,q,r,A). 
5.3 Unique determination of bi-periodic polyhedral grat-
ing 
In this section we apply the results developed in the previous section on the classification 
of unidentifiable periodic grating structures in correspondence to one incident field for 
the unique determination of a given periodic polyhedral grating profile by the scattered 
field. 
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Theorem 5.3.1. Let E^ = s e叫 b e a given incident electric field, Si and S2 be two 
periodic polyhedral gratings with bi-period A, and Ei and E2 be respectively the solutions 
to the forward scattering problem (l)-(4) associated with Si and S2. If Fb = {rca = b} 
is a plane located above both Si and S2, then 
El = E2 on Tb (5.3.1) 
implies that both Si and S2 belong to the grating classes Si {q, r), ^2(5, q, r, A), «S3(s，q, r, u, A), 
S4{s,q,r,A), ^5(5,9, r,A), SG{s,q,r, A) or S八s,q,T、Ps). 
Proof. Assume that (5.3.1) is true for two different S\ and S2. We first show that 
E\ = E2 in the domain above the measurement plane {0:3 = h}. Using the expansions 
it suffices to show that A^ = A2 for all n € T?. To see this, we have by (5.3.1) that 
(El — £；2) 1.3=6 = E ( 对 — = 0. (5.3.2) 
nGZ2 
Noting that is an orthogonal family in Ai) x (0，A2)) of variables xi 
and X2, we get the desired result immediately. 
Now, we have shown that Ei = E2 in the domain above the plane {xs = b}. 
Following the same method as in Theorem 4.2.1 and using Theorem 5.2.1, we get the 
desired result immediately. 
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