Abstract. Let K/F be a finite extension of number fields of degree n ≥ 2. We establish effective field-uniform unconditional upper bounds for the least norm of a prime ideal p of F which is degree 1 over Q and does not ramify or split completely in K. We improve upon the previous best known general estimates due to X. Li when F = Q and Murty-Patankar
1. Introduction 1.1. History. Let K/F be a finite extension of number fields of degree n ≥ 2. Define P(F ) = {p prime ideal of F which is degree 1 over Q}, P(K/F ) = min{N F Q p : p ∈ P(F ) and p does not ramify or split completely in K}, P * (K/F ) = min{N F Q p : p ∈ P(F ) and p does not split completely in K}. The focus of this paper is to establish field-uniform upper bounds for P(K/F ) and P * (K/F ). The study of these quantities has classical origins and has been explored in a variety of cases. Indeed, when K = Q( √ d) is a quadratic field over F = Q, this reduces to the problem of bounding the least quadratic nonresidue. Assuming the Generalized Riemann Hypothesis (GRH), Ankeny [Ank52] proved P(Q( √ d)/Q) (log |d|) 2 . Much less is known unconditionally and progress is notoriously difficult. Namely, (1.1) P(Q(
for ε > 0. Aside from the factor of ε, this result of Burgess [Bur57, Bur62] from over fifty years ago remains essentially the best known unconditional bound. More generally, when K is Galois over F of degree n ≥ 2, V.K. Murty [Mur94] showed under the assumption of GRH for the Dedekind zeta function of K that
where D K = |disc(K/Q)| and the implied constant is absolute. Murty remarks that the same analytic method can yield an unconditional estimate of the form O F (D If K is some finite extension of Q (not necessarily Galois) then, using an elegant argument, X. Li [Li12] superseded this prior unconditional bound for P * (K/Q). Namely, he showed that The key innovation of Li was to incorporate methods of Heath-Brown [HB92] for Dirichlet L-functions to obtain a stronger explicit inequality for the Dedekind zeta function. Recently, Murty and Patankar [MP15, Theorem 4.1] adapted Li's argument to obtain the first unconditional field-uniform estimate for P(K/F ) when K is Galois over F . To introduce their result, let N F = 16 if there is a sequence of fields
for some sufficiently small absolute constant c 1 > 0. Murty and Patankar proved if K/F is Galois of degree n ≥ 2 then
and the implied constants are absolute. Note the constant C F in the quoted result (1.6) differs from [MP15, Theorem 4.1] since there seems to be a typo stemming from equation (4.1) therein and its application in their proof. We remark that the dependence on F in (1.6) is natural given the current status of the effective Chebotarev Density Theorem [LO77] and the Brauer-Siegel theorem [Sta74] .
1.2. Results. The primary focus of this paper is to improve the exponent of D 1/(n−1) K in both (1.3) and especially in (1.6). As a secondary objective, we consider both P * (K/F ) and P(K/F ) for any finite extension K/F which, in that generality, is new. We also demonstrate that one may take the non-split prime in (1.3) to be unramified in K with some minor loss.
Our approach is founded upon Li's argument blended with ideas of Heath-Brown [HB92] for zero-free regions of Dirichlet L-functions and their generalization in [Zam16, Zam17] for Hecke L-functions. Namely, we consider more general sums over prime ideals of F which depend on a choice of polynomial. To state our main result, we introduce a definition: a polynomial P (x) ∈ R ≥0 [x] is admissible if P (0) = 0, P (0) = 1, and
Re{P (1/z)} ≥ 0 for Re{z} ≥ 1.
Theorem 1.1. Let K/F be an extension of number fields of degree n ≥ 2. Let ε > 0 be fixed and P (x) = d k=1 a k x d be a fixed admissible polynomial. There exists a prime ideal p of F such that p does not split completely in K, p is degree 1 over Q, and
F is given by (1.5), and
If K/F is Galois then one may take p to also be unramified in K. All implied constants depend at most on ε and P . Remark.
• While A depends on n, it is bounded above and below independent of n. In particular, if P (x) = x + x 2 then A(n, P ) ≥ 1 − 2n −2/3 , which improves over (1.4) as n → ∞. Moreover, the exponent 1+ε 4A
becomes a nearly sixteen-fold improvement over the exponent 4 in (1.6) as n → ∞. With a different choice of P , we have by Table 1 for all n ≥ 2. This constitutes a nine-fold improvement over (1.6) for all n ≥ 2.
• If K/F is not assumed to be Galois, then one may still take p to be unramified in K but we show it satisfies the slightly weaker bound
log D K so, unless n is unusually large, this additional factor is negligible compared to D ε/(n−1) K .
We restate Theorem 1.1 in the special case F = Q. Corollary 1.2. Let K be a number field of degree n ≥ 2. Let ε > 0 be fixed and P (x) = K , where A = A(n, P ) is given by (1.8). If K/Q is Galois then one may also take p to be unramified in K. Furthermore, if P (x) = x + x 2 then A ≥ 1 − 2n −2/3 . All implied constants depend at most on ε and P .
Choosing a certain admissible polynomial P (x) = P 100 (x) of degree 100, say, Corollary 1.2 yields savings for every degree n over the special case (1.3) where P (x) = P 1 (x) = x. For example, if K/Q is an extension of degree 5 then, by Corollary 1.2 with P = P 100 ,
whereas if P = P 1 then 1/8.7 is replaced by 1/6.1. See Section 5 and Table 1 for further details on these computations. Finally, we describe the organization of the paper. Section 2 collects standard estimates related to counting prime ideals in a number field F . Section 3 contains an explicit inequality of the Dedekind zeta function and a generalization related to admissible polynomials. Section 4 has the proof of Theorem 1.1 and Section 5 outlines the computation of admissible polynomials and Table 1 .
Notation. We henceforth adhere to the convention that all implied constants in all asymptotic inequalities f g or f = O(g) are absolute with respect to all parameters and effectively computable. If an implied constant depends on a parameter, such as ε, then we use ε and O ε to denote that the implied constant depends at most on ε.
Counting prime ideals
Let F be a number field of degree
Lemma 2.1. Let F be a number field and η > 0 be arbitrary. Define
where B F is defined by (1.5). For X ≥ X 0 ,
All implied constants are absolute.
Proof. The effective Chebotarev Density Theorem [LO77] implies that, for
where c > 0 is some absolute constant and β > 1/2 is a real zero of the Dedekind function of K, if it exists. By a theorem of Stark [Sta74, Theorem 1'], any real zero β of the Dedekind zeta function ζ F (s) satisfies
where B F is given by (1.5). Hence, by (2.1), we have
(log X) 1/4 , so the error term in (2.2) is crudely bounded by O(X/(log X) 2 ).
Lemma 2.2. Let k ≥ 1 be an integer and η ∈ (0, 1/2) be arbitrary. Let X ≥ Y ≥ X 0 where
Proof. This is a combination of partial summation and Lemma 2.1. We include the proof for sake of completeness. Define ψ F (t) = N F Q n<t Λ F (n) for t > 1. By partial summation,
Discarding the first term in the previous equation by positivity and using the above inequality, we deduce that
The remaining integrals are computed by parts. One iteration yields:
Proceeding by induction, we conclude that
Substituting this expression in (2.3) and observing 1 ≤ E k−1 (t) ≤ e t (in order to simplify the main term and error term involving Y ), we obtain the desired result.
Lemma 2.3. Let K be a finite extension of F . Let V (K/F ) be the set of places v of F which ramify in K and p v be the prime ideal of F attached to v. Unconditionally,
Proof. The unconditional inequality follows from the well-known formula
as desired. In the above, we used that there are at most [F : Q] prime ideals p of F above a given rational prime p and p log p p 2 < 1.
Polynomial explicit inequality
Let K be a number field with D K = |disc(K/Q)| and let ζ K (s) be the Dedekind zeta function of K. Our starting point is a variant of the classical explicit formula.
Proposition 3.1 (Thorner-Z.). Let K be a number field and 0 < ε < 1/8 be arbitrary. There exists δ = δ(ε) > 0 such that
uniformly for s = σ + it with 1 < σ < 1 + ε and |t| ≤ 1.
Remark. The value 1/4 is derived from the convexity bound for ζ K (s) in the critical strip.
Proof. We would like to analyze more general sums over prime ideals by considering higher derivatives of the logarithmic derivative
s). This generalization (Proposition 3.2) is motivated by the work of Heath-Brown [HB92, Section 4].
Given a polynomial P (x) ∈ R ≥0 [x] of degree d with P (0) = 0, write
Recall the definition of an admissible polynomial from (1.7). Note the condition P (0) = 1 is imposed for normalization purposes since it implies a 1 = 1.
Proposition 3.2. Let 0 < ε < 1/8 and λ > 0 be arbitrary. If
uniformly for
Proof. This is essentially [Zam16, Proposition 5.2] with Proposition 3.1 used in place of [Zam16, Lemma 4.3]. Our argument proceeds similarly but we exhibit a different range of σ which is more suitable for our purposes. For simplicity, denote L = log D K and
From the functional equation of ζ K (s), it follows by [Zam16, Lemma 2.6] that (−1)
for Re{s} > 1. On the other hand, from the Euler product of ζ K (s) one can verify that
for Re{s} > 1. Comparing these two expressions at s = σ with (3.1) and taking real parts 1 , we deduce that
for σ > 1. We wish to restrict the sum over zeros ρ in (3.2) to |1 − ρ| < δ for δ = δ(ε) > 0 given by Proposition 3.1. Observe by [LO77, Lemma 5.4] that (3.3)
, and n K L . Now, consider the linear polynomial P 1 (x) = a 1 x = x as P (0) = 1. By Proposition 3.1, we find that
Notice S(σ; P ) = S(σ; P 1 ) + S(σ; P 2 ) by linearity in the second argument. Hence, we may combine the above with (3.2) and (3.3) yielding
In the last step, we noted Re P σ−1 σ−ρ ≥ 0 by admissibility of P .
Proof of Theorem 1.1
We will deduce Theorem 1.1 from the following result. 
where A = A(n, P ) is given by (1.8).
4.1. Proof of Theorem 1.1 from Theorem 4.1. Without loss, assume ε ∈ (0,
8
). Taking Y = Y 0 and rescaling ε > 0 appropriately in Theorem 4.1 yields
By considering cases arising from (4.1) and fixing ε and P , this yields the desired bound for X in all cases. Moreover, if P (x) = x + x 2 and λ > 0 then
2n 2/3 ≥ 1 − 2 n 2/3 , upon setting λ = 3 6/n.
4.2.
Proof of Theorem 4.1. Let 0 < λ < λ(ε, P ) where λ(ε, P ) is some sufficiently large constant and let σ = 1 + λ log X . One can verify A = A(n, P ) ≥ A(2, P ) P 1 and A P (1) from (1.8). Thus, by (4.2), we may assume without loss that X ≥ e λ(ε,P )/ε and X ≥ D 1/4(n−1) K . This implies that 1 < σ < 1+min{ε,
By the positivity of the terms and Proposition 3.2, it follows that
On the other hand, by any of (A1), (A2), or (A3), each unramified prime ideal of F splits completely into [K : F ] prime ideals. Hence, denoting
where
Here indicates a restriction to ideals n = p j where p is of degree ≥ 2 over Q and j ≥ 1. We estimate each S k using Lemma 2.2 with η = η(ε, P ) sufficiently small to deduce that
, and e −t ≥ 1 − t for t > 0, we have that
To estimate R k , we claim that
We divide into cases according to assumptions (A1), (A2), and (A3).
• If (A1) holds then R k = 0 for all k which trivially yields the claim.
• If (A2) holds then, as λ < λ(ε, P ) and σ = 1 +
F ] from (4.1) and M = M (ε, P ) is sufficiently large, it follows by Lemma 2.3 that
• If (A3) holds then we argue as above and apply Lemma 2.3 in the K/F Galois case to deduce that
By AM-GM, claim (4.7) follows.
This proves the claim in all cases. Finally, to estimate T k , we similarly observe that
Combining (4.4), (4.5), (4.6), (4.7), and the above, it follows that (4.8) (n − 1)a(λ) log X − ηnb(λ) log X ≤ (
One can verify that the supremum of b(λ) over λ > 0 exists and A = A(n, P ) = sup
is bounded independent of n. By taking η = η(ε, P ) sufficiently small, we may therefore assume that ηb(λ) < n−1 n εA. Hence, (4.8) implies
Dividing both sides by n−1 and taking the supremum over 0 < λ < λ(ε, P ) yields the desired result, except for the range of λ in definition of A. By straightforward calculus arguments, the supremum of a(λ) occurs at λ = λ n,P > 0 and one can verify that λ n,P is bounded above independent of n. Hence, for λ(ε, P ) sufficiently large,
This completes the proof.
Admissible polynomials with large values
Here we outline the computation of admissible polynomials P (x) such that P (1) is large which leads to large values for A(n, P ) in Theorem 1.1. The key lemma for our calculations follows from arguments in [HB92, Section 4] based on the maximum modulus principle.
Lemma 5.1 (Heath-Brown). A polynomial P (x) ∈ R ≥0 [x] satisfying P (0) = 0 and P (0) = 1 is admissible provided
where a k ≥ 0 and a 1 = 1. We wish to determine a 2 , . . . , a d such that P (1) = 1 + a 2 + · · · + a d is maximum. From Lemma 5.1, it suffices to verify that for all y ≥ 0,
Expanding the above as a polynomial in y, let a = (a 1 , a 2 , a 3 , . . . , a d ) and C 2j (a) = 0 for all 1 ≤ j ≤ d − 1. We suspect this scenario is always the case, but we did not seriously investigate it as that is not our aim. n 4A(n, P 100 ) ≥ λ = λ(n, P 100 ) 4A(n, P 1 ) ≥ λ = λ(n, P Thus, for each integer d ≥ 1, let P d (x) be the polynomial associated to the unique solution a (if it exists) satisfying C
