Abstract-In this paper, the buffer-constrained throughput performance of a multi-user wireless-powered communication (WPC) system is investigated, where energy harvesting follows a non-linear model. The investigation focuses on the buffer overflow performance of sending data in the downlink (DL) from the access point (AP) node to each user equipment (UE) node and that in the uplink from each UE node to the AP node, based on which the throughput performance on both directions when a buffer constraint is enforced is studied. Specifically, the buffer overflow probability at each node is analyzed, based on which the buffer-constrained throughput is studied. In addition, to ensure the throughput performance under the buffer constraint, the DL transmission power allocation policy and the required energy storage capacity at each UE are investigated. Also, the optimal channel time allocation policy is studied with the objective of maximizing the minimum buffer-constrained throughput guaranteed to each UE at the same time. To this aim, an optimization problem is first formulated and then a dichotomy-based time allocation algorithm combined with a one-dimensional search is proposed to solve this problem. The analysis and results, explicitly relating the throughput to the buffer constraint in addition to WPC characteristics, shed new light on the design and performance analysis of WPC systems.
frequency (RF) signal that may be purposely radiated by another node, e.g., an access point (AP), in its downlink (DL) to the UE nodes, and then the UE nodes may use the harvested energy to transmit data in the uplink (UL) to the AP node, as shown in Fig. 1 . WPC has a great potential for use in a wide range of applications, e.g., in wireless sensor networks (WSN), device-to-device (D2D) networks, and Internet of Things/Everything (IoT/IoE) [4] [5] [6] [7] . This is due to the reason that WPC devices are more accessible and deployable than the conventional battery-powered devices, particularly for use in extreme environments, such as hazardous areas and human bodies, where replacing batteries is difficult or even impossible [1] .
In WPC systems, a fundamental issue is to decide how much time should be allocated to the AP for wireless energy and information transfer and how much to each UE for its data transmission [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . To answer this question, one has to investigate how much data needs to be sent by the AP node in the DL and how much by the UE nodes in the UL, or in other words, what data throughput or capacity the system is able or intended to achieve for the AP and each UE respectively. In particular, such investigation must take the WPC characteristics into consideration. The WPC characteristics, which have been focused on by the existing WPC literature, include those in energy harvesting, channel fading, channel path loss, channel time allocation, transmission power allocation, and multi-user support. For instance, due to hardware limitation and imperfect energy transfer, the amount of harvested energy in a WPC system may be highly limited compared with the conventional communication systems [2] .
In this paper, we advocate that many WPC systems, e.g., RF-powered RFID and WSN systems, have another inherent characteristic that may have significant impact on their performance. This characteristic is the limited data buffer size at UEs. This is due to the fact that the size and production cost of such devices are usually required as small as possible, so their buffer size is a crucial consideration in the production and may be highly limited [21] . A consequence of this limitation is that, for a WPC system with such buffer-limited devices, the buffer at a device may overflow, implying data loss. This motivates the work in this paper: If there is a requirement on the data loss caused by buffer overflow, the investigation should also take the buffer constraint into account.
To this aim, we investigate the buffer-constrained throughput performance of a WPC system with finite data buffer capacity at its nodes. Specifically, our focus is on the buffer overflow performance at each node including the AP and UEs, 0733 -8716 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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and on their maximum traffic throughput performance when a buffer constraint is enforced and the traffic arrival process is stochastic. In our investigation, those commonly considered WPC characteristics are also taken into account. In addition, resource allocation policies are studied to guarantee the buffer-constrained throughput performance. Specifically, we first derive a DL power allocation policy to satisfy the performance requirements of all the nodes in both DL and UL. Then, we investigate the minimum battery capacity required to ensure enough harvested energy for this purpose. Finally, we propose a channel time allocation algorithm maximizing the minimum buffer-constrained throughput of the UEs to deal with the doubly near-far problem which is well-known in WPC systems [9] . The contributions of this paper are summarized as follows:
• An analytical approach for buffer-constrained throughput analysis of a multi-user WPC system is presented. The results include a closed-form bound on the buffer overflow probability for both DL and UL data transmissions in the system, and a bound on the traffic throughput under the buffer constraint. In addition to the buffer constraint, the analysis takes into consideration the characteristics of stochastic traffic arrivals, practical energy harvesting model and stochastic fading channel. The bufferconstrained throughput not only is able to tell how much data traffic rate a node can support without violating the constraint, but also converges to the related literature results where buffer constraint is not considered [9] .
• A DL power allocation policy and an energy storage capacity configuration are presented to ensure the bufferconstrained throughput performance of each UE.
• A dichotomy-based time allocation algorithm is proposed to deal with the doubly near-far problem such that the minimum buffer-constrained throughput of the UEs is maximized. Specifically, we first fix the wireless charging time in each transmission time block and use the dichotomy approach to find out the time allocation solution which ensures each UE to experience identical buffer-constrained throughput. Then, the optimal time allocation scheme is achieved by conducting onedimensional search on the wireless charging time.
• The analysis and results, explicitly revealing the impacts of energy harvesting model, time allocation policy and buffer constraints on the throughput performance, shed new light on the design and performance analysis of WPC systems.
A. Related Work
In the literature, a number of studies on the throughput performance of WPC systems can be found. They cover both uplink and downlink.
On UL throughput, the work [9] was perhaps the first to propose time allocation schemes to maximize throughput in a multi-user WPC system. Based on the proposed harvest-thentransmit protocol, the maximum system throughput and the maximum common throughput which can be guaranteed by all the UEs at the same time were obtained. In [10] , the focus was on spatial UL throughput maximization of a large-scale WPC network. The optimal tradeoff between energy transfer and information transfer was found out by using stochastic geometry theory. In [11] , an optimization algorithm was proposed to maximize the system UL throughput in a multiuser multi-input-multi-output (MIMO) system through jointly optimizing energy beamforming, receive beamforming and time slot allocation. In [12] , optimal time allocation was studied to maximize the average throughput in both delaylimited mode and delay-tolerant mode depending on whether the code length is finite or not. Different from [9] [10] [11] [12] where the energy harvesting efficiency at the UE circuit was assumed to be constant, Boshkovska et al. [8] and Morsi et al. [13] employed a more practical non-linear energy harvesting model to study the throughput performance. These studies revealed the potential inaccuracy of throughput results when using the conventional linear model. In [7] , the impact of DL wireless power transfer on the UL transmission throughput was investigated, through which, a unified framework was presented to optimize the system throughput under both time splitting and power splitting schemes.
On DL throughput, the studies usually focus on the rateenergy (R-E) tradeoff of simultaneous wireless information and power transfer (SWIPT). In [14] , the R-E tradeoff was studied for single-antenna terminals under four typical SWIPT schemes. In [15] and [16] , the R-E tradeoffs was studied for MIMO broadcasting channels under linear and non-linear RF energy harvesting models. In [17] , the R-E tradeoff was analyzed in the regime of finite code length with consideration of decoding error probability.
In summary, the throughput performance studied in most of the existing works [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] essentially focuses on the channel capacity under the condition of saturated fluid traffic input, without considering delay or buffer overflow. The performance investigations of WPC systems from the viewpoint of delay or buffer overflow are summarized as follows.
On delay investigation, Yang et al. [18] proposed a method to control the power-delay tradeoff on demand to minimize the time-averaged power consumption in a WPC system. Yao et al. [19] proposed an adaptive harvest-then-cooperate protocol to minimize the average delay of UE. However, [18] and [19] have little touch on maximizing the throughput or capacity performance as [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] do. Our early work [20] is among the first to take delay constraint into consideration in investigating the throughput performance of WPC systems, where both DL and UL throughput guaranteed by the system at the same time were analyzed. However, in [20] , we only focused on a point to point WPC scenario without multiple coexistent UEs.
On data buffer overflow investigation, to the best of our knowledge, the state-of-the-art throughput performance study of multi-user WPC systems has rarely considered buffer overflow. Only in [22] , buffer overflow was studied in a multiuser WPC system. Specifically, an optimal UE scheduling policy was proposed to minimize the stationary buffer overflow probability for the overall system. Based on the proposed policy, the UL system throughput results were also presented by simulation method. However, the analysis of [22] only applied to Bernoulli traffic arrivals. Additionally, the individual performance of each node was still unknown. In addition to WPC systems, buffer overflow and throughput were also studied together in other energy harvesting communication systems [23] [24] [25] . In [23] , the average traffic throughput and average buffer overflow probability were derived respectively based on queueing theory under the assumption that the energy harvesting process was Bernoulli distributed. In [24] , the throughput was maximized under the buffer overflow constraint and battery underflow constraint. However, Jia et al. [23] and Edalat et al. [24] only focused on a singleuser scenario. Differently, in [25] , the individual throughput was first studied under the buffer overflow constraint in a multi-user system and then an optimal resource allocation policy was proposed to maximize the system throughput. However, the individual throughput therein was actually the effective capacity, which implies the stochastic characteristics of the traffic arrivals were not taken into account. Also, the maximum individual throughput guaranteed by each UE at the same time is still an open problem when buffer overflow is taken into account.
The remainder is organized as follows. In Section II, the considered WPC system model is presented. In Section III, buffer overflow and buffer-constrained throughput analysis of the WPC system is conducted. In Section IV, the resource allocation policies / algorithms are studied. In Section V, analytical results are presented, compared and discussed. Finally, we conclude the paper in Section VI.
II. SYSTEM MODEL

A. System Model
As shown in Fig. 1 , we consider a multi-user wirelesspowered communication system including one AP and K UEs whose locations are fixed. The AP is equipped with M independent antennas and transmits RF signal to all the UEs in the DL. The UEs, which are all single-antenna devices and denoted by {U k , 1 ≤ k ≤ K}, split the energy from the received DL signal into two parts, where one part is used to recover the information and the other part is stored into a battery. In the UL, the stored energy is used to send data from the UE to the AP. At each node, the node serves the traffic in the first-in-first-out (FIFO) manner, where a finite data buffer is used to store the traffic that has arrived but not being served. If the buffer is full, a new traffic arrival will be dropped, which is called as buffer overflow in this paper. Moreover, the system is assumed to work in half-duplex mode.
The time model consists of multiple consecutive time blocks (TBs) which are numbered by t = 0, 1, 2, · · · . Each TB consists of a DL phase and a UL phase. For convenience, the duration of each TB is normalized as T = 1. The system adopts the harvest-then-transmit protocol [9] , as depicted in Fig. 2 . The transmission time allocated to the DL and UL during a TB is determined by parameters
In each TB, during the first τ 0 amount of time, AP transfers wireless energy and possibly also data to each UE in the DL. A fixed amount of the harvested energy is used by each UE for information recovery while the remaining energy is stored into the battery to support data transmission in the UL. Thereafter, U k (1 ≤ k ≤ K) is assigned with τ k amount of time to conduct its UL transmission in sequence.
As assumed in the literature, the channel reciprocity holds for the DL and UL which share the same spectrum resource. The channel is quasi-static flat block fading. Specifically, we use h k (t) to denote the small scale channel fading gain between the AP and U k in the tth TB, and h k (t) is assumed to remain constant during each TB but to be independent and identically distributed (i.i.d) over different TBs. Note that h k (t) is a M -dimension vector. With the knowledge of channel state information, the system is assumed to adopt maximum ratio transmission (MRT) policy to perform the DL energy and information transfer and maximum ratio combining (MRC) policy to deal with the received UL information [26] , [13] , [12] . Consequently, the effective total channel power gain holds as h k (t) = || h k (t)|| 2 for the link between the AP and U k [12] , [13] . We highlight that the small scale fading feature used in this paper is general, which can be Rayleigh fading, Nakagami-m fading, Ricean fading and etc. The analysis is tractable as long as the statistical information of h k is available.
B. Energy Harvesting and Data Transmission Rate
The transmission power of each antenna of the AP is assumed to be identical and denoted by p 0 . For convenience, we also call p 0 as the DL transmission power subsequently. In the tth TB, the RF energy harvesting rate of
where N 0 denotes the power spectral density of background noise and W denotes the bandwidth. In addition, l k denotes the power gain of path loss which depends on the distance between U k and the AP. Typically, the amount of energy harvested from the AP needs to be large enough and possibly much larger than that from the background noise, such that U k is able to harvest enough energy to conduct data transmission. This implies N 0 W on the right hand side of (1) can be neglected [9] . Therefore, we have
Then, accordingly, the capacity or data transmission rate from the AP to
In each TB, a fixed level of power, denoted by p D k , is used by U k to perform DL information recovery. 1 The remaining RF energy should be transferred into the direct-current (DC) energy before the UE can use it to send data. To characterize the behavior of RF energy harvesting circuit, we adopt a practical non-linear energy harvesting model proposed in [8] , [13] , and [27] . In this model, the energy harvesting rate of U k (1 ≤ k ≤ K) is given by [8] , [13] , [27] 
where
ing RF power input to the RF energy harvesting circuit after information recovery. 2 Parameters π k , ν k and γ k in (4) capture the joint effects of various non-linear phenomena caused by hardware limitations. More specifically, π k represents the maximum power that can be harvested by the RF energy harvesting circuit, ν k and γ k are related to circuit sensitivity and current leakage.
To simplify the representation, we assume, at U k , its harvested energy is mainly consumed by its data transmission, ignoring the other part of its functionalities. Each UE adopts a typical best-effort policy to allocate transmission power for 1 Note that this setting implies a fixed amount of power used for DL information recovery. For cases where power splitting is based on a ratio [14] , we remark that the analysis and results presented in this paper can be extended to them. Specifically, let ξ k denote the power splitting ratio for information decoding and p D k denote the minimum power needed for U k 's decoding in such a case. Then for this case, the analysis and results can be obtained by replacing the current
2 In the literature, e.g., in [9] and [10] , a linear RF energy harvesting model has also been considered. For such a case, we remark that the analysis and results in this paper can be adapted. More specifically, let η k denote the energy harvesting efficiency at U k . Then, the analysis and results can be obtained by (4) . In Section V, a comparison of the buffer-constrained throughput results between using the linear and the non-linear energy harvesting models is depicted in Fig. 6 . its data transmission. Specifically, the transmission power at U k in the tth TB is given by
where b k denotes the energy storage capacity of the battery and E k (t) denotes the amount of remaining energy at the beginning of the tth TB. Hence, the transmission rate of U k in the tth TB holds as
Equation (6) indicates that the transmission rate R k (t) is positively affected by the transmission power p k (t), i.e., a higher p k (t) leads to a higher R k (t). This implies that, in order to maximize the traffic throughput of a UE in every single TB, the transmission power of the UE should be set at the maximally allowed level until all the available energy is used up at end of each TB.
Here, we remark that (3) and (6) indeed are the Shannon capacities or maximum data rates that the channel can support in the DL and UL respectively. In this paper, since we are also interested in the maximum throughput under the buffer constraint, we shall use (3) and (6) as transmission rates in the analysis.
C. Performance Metrics of Interest
Throughout this paper, period [s, t) is used to represent the time from the sth TB to the tth TB. The traffic is assumed to arrive at the AP or each UE at the beginning of each TB. We use A k to denote the traffic arrival process and A * k to denote the corresponding departure process of A k . Specifically, A k (s, t) (0 ≤ k ≤ K) denotes the cumulative amount of arrival traffic during [s, t), and A * k (s, t) is similarly defined. In addition, we use C k to denote the service process of node k. Specifically C k (s, t) represents the cumulative amount of traffic that the node can serve during [s, t). Here, subscript k is used to identify the nodes where k = 0 represents the AP and k = 1, · · ·, K represents the kth UE, i.e., U k . Let B k (t) denote the backlog of node k in the tth TB. Following the convention, we adopt B k (t) ≡ 0 for t = 0. In addition, throughout the rest of the paper, if not otherwise specified, we will simply use
It is easily verified that, for any node
Here, we note that during the ith TB:
is invariant and can be obtained from (6) . 2) When k = 0, as the AP may send data to different UEs at different time during a TB, according to (3), the transmission rate R 0 (i) varies with the selection of UE for the AP to communicate with. In other works, R 0 (i) is a random variable and equal to one of the elements from the set {R Dm (i) : 1 ≤ m ≤ K}, where R Dm (i) can be obtained from (3). In addition, for a node with infinite buffer size, its backlog holds as [28] 
Recall that in this paper, we take finite buffer size into account. It is easily verified that B k (t) is upper-bounded by Q k (t) due to possible packet loss or buffer overflow, and hence
Throughout the paper, we use a tuple (x k , k ) to denote the buffer constraint, which is defined as
meaning that the buffer overflow probability should be controlled within k for node k with buffer capacity x k .
In this paper, we study the throughput performance under the buffer constraint, which is called as the buffer-constrained throughput, representing the maximum traffic rate that the AP or U k can sustain to meet the buffer constraint:
where r k denotes the traffic arrival rate of node k. It is worth highlighting that the buffer-constrained throughput not only is affected by the system service process, but also depends on the traffic characteristics as well as the buffer overflow probability requirement (x k , k ).
III. PERFORMANCE ANALYSIS In this section, the buffer overflow probability is first derived for each node, based on which, the buffer-constrained throughput is further studied.
A. Buffer Overflow Probability
The following lemma provides a general expression for the buffer overflow probability with respect to the buffer capacity.
Lemma 1: Consider anyone node k (0 ≤ k ≤ K) in the WPC system as depicted in Fig. 1 , which has traffic arrival process A k and service process C k . Assume C k and A k are independent of each other and both have i.i.d increments. Then, if the node has limited buffer capacity x k , the buffer overflow probability of this node is bounded by
] ≤ 1 implies a sufficient stability condition for the corresponding queueing system with infinite buffer space [28] . In addition,
represent the statistical envelops of processes A k and C k respectively, and
denote the corresponding envelop rates, also known as the effective bandwidth and effective capacity respectively [28] , [30] . For the arrival process A, a variety of traffic types can be characterized by α θ , which include Poisson traffic, on-off traffic, self-similar traffic and heavy-tailed traffic [28] . Specially, a Poisson traffic arrival process with fixed packet length can be described as follows [31] 
where λ denotes the mean number of arrival packets during each TB and L denotes the packet size. For the service process C k , according to its definition (8), it has i.i.d increments if and only if R k (t) is i.i.d over different TBs. For k = 0, i.e., the AP node, R 0 (t) is equal to one of the elements from the set {R Dm (i) : 1 ≤ m ≤ K} and depends on the selection of UE to communicate with, which is reflected on the traffic arrival process A 0 . It is easily verified that R Dm (t) is i.i.d according to (3) , since the channel power gain between the AP and U m is i.i.d. As A 0 also has i.i.d increments, R 0 (t) is consequently i.i.d over different TBs.
For 1 ≤ k ≤ K, i.e., the UE node U k , R k (t) depends not only on the channel power gain but also on the amount of energy storage E k (t) according to (5) and (6) . The value of E k (t) may be sometimes larger than 0 due to the stochastic traffic arrival process. It is easily verified that E k (t) depends on both the harvested energy and data transmissions before the tth TB. Therefore, R k (t) generally does not meet the i.i.d property. However, if we ignore the impact of E k (t), i.e., assuming E k (t) ≈ 0, an approximate of R k (t) will be obtained, which provides a lower bound on R k (t). Following the discussion as for the AP node, it is found that this approximate has the i.i.d property. Since the approximate is a lower bound, the analysis using this approximate will provide a lower bound on the performance of the UE. Here we remark that, though being an approximate, the lower bound can be highly accurate since E k (t) ≈ 0 is reasonable. This is because our objective is to find the maximum traffic rate the UE can support, which requires that the UE node should use a data rate as high as possible as long as the energy allows, and the best case is that the stored energy is just used up by the UE at the end of each TB.
In the remaining, we adopt E k (t) ≈ 0. Hence, the service process C k can be approximately considered as to have i.i.d increments and we can obtain:
Here for the last step, we have used R k ≡ R k (0) as introduced in the beginning of Section II-C, for convenience of presentation. Note that R k (0), R k (1), . . . are i.i.d over different TBs, meaning they are statistically equal and hence
For this reason, the right hand side is fully determined by the statistical property of R k ≡ R k (0) or indeed any R k (i), while not dependent on the time index in R k (·). Hence, on the left hand side, no time index is used for β θ k .
Note that β θ k exists as long as R k is light-tailedly distributed [32] . In fact, for various typical fading channels, such as Rayleigh, Rice, Nakagami-m, Weibull, and lognormal fading channels, the distribution of R k has been proved to have the light-tailed property [32] .
Additionally, according to Lemma 1, the buffer overflow probability decreases as θ k increases, which means a tighter bound would be achieved with a larger θ k . However, θ k is constrained by (13), i.e.,
for any 0 ≤ k ≤ K. Hence, the optimal θ k can be found out according to the following expression,
With Lemma 1 and the discussion above, we are now ready to present results for the buffer overflow probability of the AP and that of each UE. The following theorem summarizes the obtained bounds.
Theorem 1: For the DL transmission of the AP (i.e., k = 0) or UL transmission of U k (i.e., 1 ≤ k ≤ K) with buffer capacity x k , the buffer overflow probability is upper bounded by
where P r{m} denotes the probability that the data being sent by the AP is towards U m (1 ≤ m ≤ K), and
Proof: Please see Appendix B.
B. Buffer-Constrained Throughput
Given the buffer constraint (x k , k ), where x k denotes the buffer size and k denotes the allowed maximum buffer overflow probability, we have the following result.
Theorem 2: For the transmission of any node k (0 ≤ k ≤ K) with buffer constraint (x k , k ), the buffer-constrained throughput is guaranteed:
according to (15) . Hence, applying Theorem 2, the buffer-constrained throughput holds as
In Theorem 2,
decreases as x k or k increases. Besides, it is easily verified that β θ k is a decreasing function with respect to θ k and g k (r k ) is an increasing function with respect to r k . Therefore, the communication node with looser buffer constraint is able to sustain higher traffic arrival rate. In particular, when the buffer constraint is loosen infinitely, i.e., x k → ∞ or k → 1, the convergence of the bufferconstrained throughput performance is given in the following proposition.
Proposition 1: At any node k (0 ≤ k ≤ K), if the buffer constraint is loosen infinitely, the buffer-constrained throughput will converge to the mean channel capacity. There holds
Proof: As g k (r k ) = α θ k in Theorem 2 varies with the traffic characteristics including traffic type and packet distribution [28] , [31] , it is hard to derive the limitation of r k directly. In this proof, we derive this limitation based on the definitions of α θ k and β θ k .
Through Theorem 1, we have
According to the definition of α θ k , i.e., (14) , we have 
Further in terms of the stability condition (17) , there holds
Hence, the maximum traffic throughput holds as
, which completes the proof.
IV. RESOURCE ALLOCATION STUDY
Theorem 2 essentially relates the buffer-constrained throughput performance of a node to its service rate R k . In this section, we further investigate the required minimum DL transmission power, the minimum energy storage capacity at the UEs, and the optimal channel time allocation to meet the buffer-constrained throughput requirements or maximize the minimum buffer-constrained throughput guaranteed to each UE at the same time.
A. DL Transmission Power and Energy Storage Capacity
As the DL transmission power of the AP, i.e., p 0 , has a great impact on both DL and UL transmissions, it is advisable to adjust p 0 to meet the performance requirements for all the nodes. The following theorem introduces an analytical approach to find the minimum p 0 . 
Theorem 3: Suppose the traffic arrival processes of all the nodes can be characterized by
where p 0,0 is the solution of the following equation
the solution of the following equation
Proof: Please see Appendix D. Note that the saturated power level of the non-linear energy harvesting circuit π k also has a great impact on the bufferconstrained throughput performance of U k . The following corollary summarizes how to obtain the minimum π k to satisfy the buffer-constrained throughput requirement.
Corollory 1: Under the same conditions as in Theorem 3, for a given DL transmission power
is found by solving equation (22) .
Proof: It is easily verified that β θ k increases with π k according to (28) . Thus, from (30), the minimum π k required to guarantee the buffer-constrained throughput performance is the solution of equation (22) when p 0 is given.
Also note that in Theorem 3, in finding p min 0 , we have assumed that every UE has sufficiently large energy storage capacity. In the following theorem, we further derive the minimum energy storage capacity required at UE to meet the buffer-constrained throughput requirements.
Theorem 4: Under the same conditions as in Theorem 3, the required minimum energy storage capacity
b min k (1 ≤ k ≤ K) is
found by solving the following equation,
E[e ln k x k W log 2 (1+ b min k h k l k τ k N 0 W )τ k ] = e ln k x k g k (r k ) .
Proof:
The proof is similar with that of Theorem 3. We only need to replace the transmission power p k with
B. Time Allocation Scheme
In the considered WPC system, each UE suffers two times of path loss during each TB, where one is in DL energy transfer and the other is in UL information transmission. This phenomenon which causes severe performance degradation is known as the doubly near-far problem [9] . In this section, we aim to derive an optimal time allocation scheme to maximize the minimum individual throughput of each UE under the given buffer constraints (x k , k ) enforced to U k with k = 1, 2, · · ·, K.
Without the buffer constraint, the problem is known as the max-min problem [8] . With the buffer constraint, the problem is given as follows
In problem (23), the buffer-constrained throughput {r k : 1 ≤ k ≤ K} requires special attention. According to Theorem 2, the buffer-constrained throughput r k = g
and the service envelop rate
. Moreover, such impact factors are further dominated by the buffer constraint (x k , k ) and the time allocation scheme τ τ τ , which are also key parameters in problem (23) . Therefore, problem (23) is a non-linear optimization problem.
For convenience, we call this maximum individual throughput as the max-identical throughput. Note that the maxidentical throughput in this paper differs from other throughput results studied in the literature which do not consider the buffer constraint. For example, in [9] , "maximum common throughput" is derived as the maximum channel capacity that can be guaranteed to each UE simultaneously in each TB. We highlight that the max-identical throughput converges to the expected maximum common throughput which is equal to E[R k τ k ] by loosening the buffer constraints infinitely. The reason is that when x k → ∞ or k → 1, r k converges to the mean channel capacity E[R k τ k ] according to Proposition 1.
According to Theorem 2, r k = g
) is a monotonically increasing function of
is a monotonically increasing function of R k τ k according to (20) , and R k τ k is a monotonically increasing function of both τ 0 and τ k according to (5) and (6) . Therefore, r k is consequently a monotonically increasing function of both τ 0 and τ k for any 1 ≤ k ≤ K. Hence, the optimal time allocation solution τ τ τ opt should satisfy K k=0 τ k = 1, since otherwise the remaining available time could be allocated to each UE to further increase r. Additionally, problem (23) is essentially designed to maximize the traffic throughput of the UE with the worst channel condition, e.g., the largest distance far from the AP. The optimal time allocation solution τ τ τ opt should guarantee the same throughput to all the UEs, since otherwise, the UEs whose throughputs are higher than r could give some channel time to the other UEs to increase r. Furthermore, as the buffer constraint is fixed as (x k , k ) (1 ≤ k ≤ K), the optimal parameter θ k is always equal to − ln k x k according to Theorem 1 and (18) . Consequently, problem (23) can be transformed to the following problem:
In order to find the optimal time allocation solution for problem (24) , we first focus on the following problem where τ 0 is fixed. find τ τ τ * and r
where τ τ τ * denotes the time allocation solution with given τ 0 and we call r as the identical throughput.
Without loss of generality, we assume U 1 has the best mean channel condition among all the UEs. In what follows, we propose a dichotomy-based algorithm to find out τ τ τ * and r for problem (25) , as shown in Algorithm 1.
In step 1 of Algorithm 1, we set τ , r h 1 ] respectively. As r k monotonically increases with τ k , the equation r k = r 1 has only one solution for given τ 0 and τ 1 . In step 4, υ min > 0 means there is available remaining time which can be allocated to the UEs, i.e., τ 1 should be increased. In step 6, υ max < 0 means the total amount of time which should be allocated to the UEs is more than the maximum available amount 1 − τ 0 , i.e., τ 1 should be decreased. Steps 7-23 are the dichotomy approach to find out τ τ τ * to meet the conditions of problem (25) . The optimal time solution τ τ τ opt and the max-identical throughput can be further obtained through one-dimensional search after problem (25) is solved. Specifically, if the value of τ 0 is set from 0 to 1 with step length ω, we can first obtain (24) is summarized as Algorithm 2. Furthermore, the calculation complexity of solving problem (24) is summarized in the following proposition. (24) 1: initialize τ 0 =0, step length ω, r max = 0, τ τ τ opt = [];
Algorithm 2 Solution of Max-Min Problem
2: repeat 3: apply Algorithm 1 to obtain r and τ τ τ * ;
4: if r > r max then 5: r max = r, τ τ τ opt = τ τ τ * ;
6:
end if 7 :
Proposition 2: The calculation complexity of finding out the optimal time allocation solution and max-identical throughput is O(
Proof: Firstly, the calculation complexity of Algorithm 1 depends on the precision of τ τ τ * , which is denoted by ψ. It is easily verified that the calculation complexity of solving
. Secondly, the calculation complexity of the one-dimensional search in Algorithm 2 is O( 1 ω ). Therefore, the overall calculation complexity of solving problem (24) holds as O(
V. NUMERICAL RESULTS
In this section, we present numerical results from the analysis to discuss the throughput performance of the WPC system. If not otherwise highlighted, the various involved parameters and the adopted analysis scenarios are as follows.
The DL transmission power is set to p 0 = 30dBm (i.e., 1W) and the duration of a TB is 1s. The AP has equal probability to send data to each UE, i.e., P r{k} = 1/K for any 1 ≤ k ≤ K. The traffic to each node is assumed to follow a Poisson process with fixed packet length L = 100kbits. 4 For such traffic, the traffic envelop rate can be derived from (15) . We assume identical configurations and traffic load for each UE. Specifically, for any 1 ≤ k ≤ K, the energy harvesting parameters are set as π k = 0.01mW, ν k = 47.083 × 10 3 and γ k = 0.0029mW [13] . The power used to recover the DL information at each UE is fixed as p D k = −60dBm. The buffer capacity and the maximum tolerable buffer overflow probability are set to x k /L = 20 packets and k = 10 between the AP and each UE are all i.i.d Nakagami-2 fading with mean 1. Thus, the channel power gain h follows Gamma distribution with shaper parameter m = 16 and rate parameter μ = 2 [33] . Additionally, the path loss is assumed to be
k with 30dB power attenuation at a reference distance of 1m, where ρ k = 10k/K (meters) denotes the distance between the AP and U k [9] . For the case with two UEs in the system, we use ρ = [5, 10]m, i.e., while U 1 is 5m away from the AP, U 2 is 10m away. Fig. 3 depicts the buffer overflow probability varying with buffer capacity. The mean arrival rate of the AP and that of each UE are set to λ 0 = 30 and λ k = 8 (k = 1, 2) packets per TB, respectively. It can be observed that the buffer overflow probability is an exponentially decreasing function with respect to the buffer capacity. Besides, the backlog performance of U 1 is much better than that of U 2 . This is because U 1 is closer to the AP and hence experiences a higher channel capacity, leading to lighter load condition. In addition, Fig. 3 implies that the buffer capacity should be carefully determined to ensure a desired buffer overflow probability. Particularly, U 2 needs larger buffer size to guarantee the same buffer overflow probability than U 1 .
In Fig. 4 , the buffer-constrained throughput performance is depicted for the AP, U 1 , and U 2 respectively. Fig. 4 indicates that the buffer-constrained throughput is improved by loosening the buffer constraint, i.e., by increasing either the buffer capacity or the tolerable buffer overflow probability. However, the increasing rate of throughput becomes smooth when either the buffer capacity or the desired buffer overflow probability is sufficiently large (e.g., x k > 40 or k > 0.1). This is expected: As proved in Proposition 1, the throughput converges to the mean channel capacity of the node if the buffer constraint is loosened infinitely. Besides, the throughput performance of the AP is the best among the three nodes, and U 1 outperforms U 2 . This is because the UEs have to suffer two times of path loss during each TB, and U 1 has a better channel condition due to being closer to the AP.
In Fig. 5 , the buffer-constrained throughput and the mean channel capacity to each node are depicted. The figure shows that, for strict buffer constraint, i.e., (x k /L, k ) = (20, 10 −4 ) Fig. 4 . Buffer-constrained throughput. for any 0 ≤ k ≤ K in this case, a remarkable gap can be observed between them. The gap increases as the DL transmission power p 0 increases. Besides, the buffer-constrained throughput and the mean capacity performance of the AP always increase with p 0 , while those of the UEs converge when p 0 is sufficiently large (e.g., p 0 = 30dBm at U 1 ). The reason is that for the AP, the channel capacity increases with its transmission power which increases with p 0 . For UEs, however, the energy harvesting rate is limited by the circuit parameter π k in terms of the non-linear energy harvesting model (4), which subsequently limits the maximum transmission power of each UE according to (5) . Hence, the traffic throughput cannot be increased infinitely for the UEs. Fig. 6 compares the non-linear energy harvesting model with the linear energy harvesting model that has been widely used in the literature (e.g., [9] [10] [11] [12] ). The linear energy harvesting model is expressed as
where η k = 0.1 for any 1 ≤ k ≤ K is the fixed energy harvesting efficiency [13] . From the subfig, we verify that the energy harvesting rate of non-linear model is upper-bounded by π k . The difference between the two models is that the throughput based on the non-linear model has an upper bound while that based on the linear model dose not. Interestingly, the throughput performance based on the non-linear model agrees with that based on the linear model when p 0 is small (e.g., p 0 < 25dBm at U 2 ). The observation in Fig. 6 implies that the linear model still performs well in low power regime but may lead to severe overestimation when p 0 is large. Fig. 7 studies resource allocation in terms of DL transmission power p 0 and saturated energy harvesting power π k . The minimum DL transmission power required to ensure the transmission performance of each node is depicted in Fig. 7(a) . For a practical system, the AP usually sustains higher traffic rate and can backlog more packets than the UEs. In order to reflect this feature, we assume that the traffic rate and the buffer capacity of the AP are both twice as much as those of the UEs. Fig. 7(a) shows that the UEs especially U 2 require much higher power than the AP to support the same traffic rate due to the impact of two times of path loss. As such, the figure also shows that to support the same buffer-constrained throughput, the worst condition node will dominate in deciding the DL transmission power. In addition, it is also verified that the throughput performance of the UEs cannot be improved infinitely by only increasing p 0 due to the limitation of π k . In Fig. 7(b) , we use U 2 as an example to show how much saturated energy harvesting power, i.e., π k , is needed to guarantee the buffer-constrained throughput. It is observed that if p 0 is high, the requirement on π k for the UE is reduced. In addition, the throughput similarly cannot be improved infinitely when p 0 is finite. Moreover, if p 0 is always sufficiently high, i.e., in the case of infinite p 0 , the lower bound of π k can be ascertained. Fig. 8 , where x/L represents the data buffer size in packets, depicts the impacts of the buffer capacity and the data transmission distance on the minimum battery capacity required to guarantee the throughput performance. It can be observed that the required battery capacity is sensitive to the distance between the AP and the UE. The relationship between the battery capacity and the distance follows logarithmical linearity.
Besides, a stricter buffer constraint requires a larger battery capacity. This is because a stricter buffer constraint implies a larger channel capacity needed, which further demands larger amount of minimum energy stored for the UL transmission. However, when loosening the buffer constraint to x/L = 20 packets, the required battery capacity is already close to the case where x/L = 100 packets. This indicates a convergence effect of the impact of the buffer constraint on the battery capacity. An implication is that, from the economic point of view, the tradeoff between the buffer capacity and the battery capacity should be carefully taken into account since a small buffer capacity may be able to ensure the battery capacity approaching to the convergent value. Fig. 9 indicates that problem (24) is successfully solved. In particular, Fig. 9(a) presents the throughput results obtained by applying Algorithm 1 and Algorithm 2 under different wireless charging time and step lengths. It can be observed that the max-identical throughput is accurate even with a step length as large as ω = 0.01 for τ 0 . This implies that the search times in Algorithm 2 can be controlled within a small value. To further study the impact of buffer constraint on the identical throughput, Fig. 9(b) and Fig. 9 (c) are presented.
In Fig. 9(b) , the identical throughput is achieved with a stricter buffer capacity requirement with buffer size to be x/L = 20 packets. It shows that the optimal time allocation scheme to achieve the max-identical throughput may not be able to maximize the mean channel capacity, i.e., E[R k τ k ], to the UEs at the same time. In particular, Fig. 9(b) shows that the identical throughput is lower than the channel capacity of each UE. In addition, the capacities of the UEs are different, where U 2 has a larger channel capacity than that of U 1 , even though U 2 suffers more severe path loss and lower transmission power according to (5) . This is because the transmission time τ k plays an important role in the mean channel capacity of U k even though R 2 , the transmission rate of U 2 is lower than R 1 of U 1 . In other words, the mean channel capacity of a UE can be improved by increasing its transmission time.
On the other hand, when the buffer constraint is loosened, Fig. 9 (c) depicts that the buffer-constrained throughput converges to the channel capacity as discussed in Fig. 4 . In this case, the max-identical throughput is equivalent to the expected maximum common throughput in [9] . Again, the optimal time allocation solution without buffer constraint is confirmed to be different from the one taking the buffer constraint into account. This implies that the time allocation policy to guarantee the maximum identical channel capacity among the UEs is not able to guarantee the maximum identical traffic throughput when the buffer constraint is enforced to each UE.
The difference of the time allocation solution between the two cases is further depicted in Fig. 10 . It is observed that when τ 0 > 0.7, which is considered as a sufficient long wireless charging time, the time allocation solution to the UE transmission is little influenced by the buffer constraint. In this case, the channel capacity results in Fig. 9 (b) and those in Fig. 9(c) are close. However, if the AP charges the UEs with a small time during each TB, the time allocation solution will be noticeably affected by the buffer constraint, though the impact remains small.
In Fig. 11 , the impact of the number of UEs, K, on the max-identical throughput is presented. As shown in Fig. 11(a) , there always exists a unique optimal τ 0 to maximize the identical throughput no matter how many UEs are served in the system. The optimal τ 0 decreases as K increases. In other words, the more UEs are served by the system, the less wireless charging time can be provided to each UE. This is expected, because the system has to allocate more time to the UL transmission to guarantee the max-identical throughput for different UEs which may suffer different path losses. In addition, more UEs will lead to less transmission time for each UE, which results in the decrease of the identical throughput. This is verified by Fig. 11(b) , which indicates that the maxidentical throughput is a decreasing function of K. However, the overall UL throughput, which is the sum of the throughput of each UE, increases in K. This phenomenon implies that there is multiplexing gain. Besides, the expected maximum common throughput in [9] overestimates the maximum traffic throughput sustained by each UE when there is buffer constraint, since it is actually equal to the mean channel capacity of each UE. It is observed that the gap between the expected maximum common throughput and max-identical throughput decreases as K increases. However, an opposite phenomenon is observed for the overall UL throughput. An implication is that the multiplexing gain has higher impact on the channel capacity than the buffer-constrained throughput.
VI. CONCLUSION
In this paper, we presented an analytical approach to investigate buffer-constrained throughput performance of a multi-user wireless powered communication system with considerations of non-linear energy harvesting model, finite energy storage capacity, finite data buffer capacity, stochastic channel condition and stochastic traffic arrivals. Specifically, the buffer overflow probability was analyzed, based on which the bufferconstrained throughput was then investigated. Furthermore, the minimum DL transmission power and minimum energy storage capacity, ensuring the buffer-constrained throughput performance of each node, were studied. In the end, an optimal time allocation algorithm was proposed to maximize the minimum buffer-constrained throughput which can be sustained by all the UEs simultaneously. We believe, the analysis and the results, which take the finite buffer constraint into account in throughput performance evaluation, shed new insights on the design and performance analysis of WPC systems.
As a final remark, we highlight that in estimating the buffer overflow probability, a conservative analytical approach that explores the bounding behaviors in the system has been adopted. Specifically, an upper bound on B k (t) and a lower bound on E k (t), i.e., B k (t) ≤ sup 0≤s≤t {A k (s, t) − C k (s, t)} and E k (t) ≈ 0, have been used. As a consequence, what has been analytically obtained is an upper bound on the buffer overflow probability, and subsequently, a low bound on the maximum data rate or throughput under the buffer constraint. A future work is to improve the bounding analysis to obtain more accurate results for the buffer overflow probability and the buffer-constrained throughput. Nevertheless, the analysis and results presented in this paper are appealing, not only because the analysis is easily tractable and the results are in closed-form or simple expressions, but also because, they clearly reveal a fundamental phenomenon of a data bufferlimited WPC system, which is that the buffer constraint may significantly affect the traffic throughput if there is a requirement on data loss due to buffer overflow. Hence, V 1 , V 2 , . . . , V t form a non-negative supermartingale [34] . Then, according to the property of the supermartingale, the buffer overflow probability holds as [31] , [34] P r{B k (t) > x k } ≤ P r{ sup 0≤s≤t {e θ k (A k (s,t)−C k (s,t)) } > e θ k x k } = P r{ sup
Here, in step (a), V The buffer overflow probability is found by directly applying Lemma 1, the system stability condition (13) and the result of β θ k (16) . Note that for k = 0, there holds
θ 0 which completes the proof.
APPENDIX C PROOF OF THEOREM 2
According to Theorem 1, we have e −θ k x k = k , i.e.,
In terms of the stability condition (17), the maximum traffic envelop rate denoted by α max θ k holds as
Besides, the traffic envelop rate α θ k is related to the traffic arrival rate r k , which can be denoted by function g k (r k ) = α θ k [28] . Hence, we finally have
where g −1 (·) is the inverse function of g(·).
APPENDIX D PROOF OF THEOREM 3
We first find out θ k for each node through using Theorem 1, and there holds
For 1 ≤ k ≤ K, β θ k is related to DL transmission power p 0 through the transmission rate R k in terms of (6) and (20) , i.e.,
according to (2) , (4) and (5) .
For k = 0, jointly considering (3) and (20), we have
In addition, applying the stability condition (17) , there holds
As β θ k increases with p 0 for any 0 ≤ k ≤ K, the minimum DL transmission power required by each nodes, denoted by p 0,k , is the solution of the following equation
Therefore, p 0,k (0 ≤ k ≤ K) is ascertained for each node by solving the equation set consisting of (27) , (28) , (29) and (30) . Thereafter, we choose the maximum p 0,k as the DL transmission power such that the performance requirement of each node can be guaranteed at the same time. There holds, Thus, the proof is completed.
