The measurement of the second-order degree of coherence [g ð2Þ ðτÞ] is one of the important methods used to study the dynamical evolution of photon-matter interaction systems. Here, we use a nitrogen-vacancy center in a diamond to compare the measurement of g ð2Þ ðτÞ with two methods. One is the prototype measurement process with a tunable delay. The other is a start-stop process based on the time-to-amplitude conversion (TAC) and multichannel analyzer (MCA) system, which is usually applied to achieve efficient measurements. The divergence in the measurement results is observed when the delay time is comparable with the mean interval time between two neighboring detected photons. Moreover, a correction function is presented to correct the results from the TAC-MCA system to the genuine g ð2Þ ðτÞ. Such a correction method will provide a way to study the dynamics in photonic systems for quantum information techniques.
The second-order degree of coherence measurement [g ð2Þ ðτÞ] based on the Hanbury, Brown, and Twiss (HBT) interferometer [1] has become a key method in quantum optics. The statistical properties of an optical field [2] [3] [4] and the number of single quantum emitters can be obtained from the value of the zero-delay second-order degree of coherence [g ð2Þ ð0Þ] . It has been successfully applied in the discovery of the photon antibunching effect [5] with g ð2Þ ð0Þ ¼ 0, theoretically. Moreover, the indistinguishability-induced photon bunching effect in multiphoton interference and stimulated emission has been demonstrated in experiments [6] with g ð2Þ ð0Þ > 1. Such a measurement has been hotly applied in the measurement of the properties of single-photon emitters [7, 8] . Based on the antibunching effect of the single-photon emitter, the quantum statistical image can achieve a resolution of several nanometers [9, 10] . By measuring the delay-dependent g ð2Þ ðτÞ, with τ > 0, the dynamical process in the system can be measured well [11] [12] [13] . An ultrafast spectral diffusion process with a time resolution of subnanoseconds [14, 15] has also been demonstrated. In the experiments, an efficient method to measure g ð2Þ ðτÞ is based on the start-stop process with time-toamplitude conversion (TAC) and a multichannel analyzer (MCA) system, which can simultaneously detect the twophoton coincidence counts (C.C.). However, such a measurement process only counts partial photons and the output from the TAC-MCA system needs to be corrected when the delay time τ is comparable to the mean interval time between two neighboring detected photons. Here, we used a nitrogen-vacancy (NV) center in a diamond to demonstrate the divergence between the genuine g ð2Þ ðτÞ from the prototype measurement process with a tunable electronic delay and the measurement results from the TAC-MCA system. The correction of the measurement results from the TAC-MCA system was also present. Such a correction should be applied to get accurate g ð2Þ ðτÞ values to demonstrate the dynamical processes in different systems.
Theoretically, g ð2Þ ðτÞ can be expressed as the normalized second-order correlation function
where hnðtÞi describes the single-photon number detected at time t and hnðtÞnðt þ τÞi is the second-order correlation function corresponding to the two-photon coincidence counts when the second photon is detected at the delay time τ after the first photon. In the experiment, in order to measure g ð2Þ ðτÞ, photons emitted from the photon source are usually separated by a beam splitter (BS) and then detected by single-photon counting modules (SPCMs). The two single-photon counts hnðtÞi from the two SPCMs are independent of time for a statistically stationary field. According to the definition of g ð2Þ ðτÞ, the two-photon coincidence counts can be measured by introducing a tunable optical delay τ between the two SPCMs, or an electronic delay after one of the SPCMs, as shown in Fig. 1(a) . Due to the method with optical or electronic delay only one delay time τ can be measured at a time, so it always takes a long time to obtain the whole g ð2Þ ðτÞ. Such a prototype measurement process lacks efficiency and is seldom applied in practical experiments. In order to enhance the detection efficiency, the general method to measure g ð2Þ ðτÞ is using the start-stop process with the TAC-MCA system [ Fig. 1(b) ]. It can simultaneously measure the two-photon coincidence counts with the delay time τ between 0 and the maximal time T set by the TAC so this system is simple and takes less time to obtain the whole delay function C ðτÞ with 0 < τ < T .
In the experiment, the TAC measures the time interval between the start and stop input electronic pulses from the two SPCMs and generates an analog output pulse signal proportional to the measured time. Then the signal from the TAC is input to the MCA to measure the statistical distribution and give the measurement result according to the delay τ. However, the TAC will halt a measurement process when it receives a stop input electronic pulse from the second SPCM. In this case, the photons for which arrival times are still within T after the detected one would be ignored. Therefore, the delay function C ðτÞ demonstrates a conditional measurement of the photon with delay time τ in the case that no photon is detected before it. Such a measurement process produces errors and the photon statistics are invalid. Theoretically, g ð2Þ ðτÞ can be expressed by counting the probabilities of all photons with the delay time in ½0; T with the equations g ð2Þ ðτÞ ¼ cðτÞ þ
where the normalized cðτÞ ¼ C ðτÞ∕ R ∞ 0 C ðτÞdτ with cðτÞdτ is the probability that the second photon is observed between τ and τ þ dτ and R ∞ 0 cðτÞdτ ¼ 1. Such convolutions can be replaced by simple products with Laplace transforms. For a Poisson distribution and antibunched photons from a two-level system, g ð2Þ ðτÞ ¼ 1 and g ð2Þ ðτÞ ¼ 1 − e −bτ , respectively. However, the results from the TAC-MCA system are C ðτÞ ¼ e −aτ and C ðτÞ ¼ e −aτ − e −bτ . The divergence between C ðτÞ and g ð2Þ ðτÞ is shown in Figs. 1(c) and 1(d) for the two different photon statistics. Simply, C ðτÞ is almost equivalent to g ð2Þ ðτÞ when τ is much smaller than the mean time between detection signals. But the differences cannot be neglected when the delay time τ is comparable to the time interval between the detection signals. To obtain a precise dynamical evolution using g ð2Þ ðτÞ, we should correct the delay function C ðτÞ.
In the experiment, we used an NV center in a diamond to demonstrate divergence in the results between the two measurement methods and the correction of C ðτÞ from the TAC-MCA system to genuine g ð2Þ ðτÞ. The single NV center is a bright and stable single-photon source [12, [16] [17] [18] [19] , thst has been applied well in quantum information techniques and quantum imaging [9, 20] . The NV center was artificially fabricated with nitrogen ion implantation. A home-built confocal microscope system was used to measure the NV center. The experimental setup is shown in Fig. 2 . The green laser (λ ¼ 532 nm) with fixed power at 1.85 mW was applied to excite the NV center from the ground state to the excitation state. The fluorescent photons were collected and detected by two SPCMs. We can measure both C ðτÞ with the TAC (ORTEC 567 TAC/SCA)-MCA (ORTEC EASY-MCA-8k) system and g ð2Þ ðτÞ with an electronic delay (Stanford Research Systems DG645) after SPCM2. By controlling the reflection ratio of the BS and the optical coupling efficiency, the numbers of the fluorescent photons at each SPCM can be tunable. Figure 3 shows the measurement results with the two methods. When the measurement time scale τ is small (τ ≪ 1∕n stop ) (n stop is the counting rate of the stop channel from SPCM2), the error of the delay function C ðτÞ can be ignored. In Fig. 3(a) , for n stop ¼ 50 k∕s, corresponding to the mean interval time of 20 μs between two neighboring detected photons, there was almost no difference between C ðτÞ and g ð2Þ ðτÞ if the delay τ was within 50 ns, since 50 ns ≪ 20 μs. However, when τ was extended to several microseconds, which was comparable to 20 μs, obvious differences between C ðτÞ and g ð2Þ ðτÞ are shown in Fig. 3(b) . From the measurement, it is quite accurate to demonstrate the photon statistics of a single-photon source with antibunching behavior when the single-photon counting rate is much lower than the decay rate of the excitation state. However, it is necessary to make a correction when the delay time is comparable to the mean interval time between two neighboring detected photons.
For antibunched photons, such as the photon from the NV center, the second-order correlation function can be g ð2Þ ðτÞ ¼ 1 when τ is much larger than the decay rate of the excited state. Also, under this condition, the delay function C ðτÞ ≅ e −aτ . Formally, we can define g ð2Þ ðτÞ ¼ FðτÞC ðτÞ with FðτÞ ¼ e aτ and C ðτÞ can to be corrected with FðτÞ. Simply, a should only depend on the counting rate of stop channel. Figure 4 shows the values of C ðτÞ with different n stop and same counting rate of start channel. The larger n stop , the more difference between C ðτÞ and g ð2Þ ðτÞ. On the contrary, C ðτÞ did not change with different counting rates of start channel if the counting rate of stop channel is keep unchanged. It is worthy to note that g ð2Þ ðτÞ directly from the prototype measurement process with an electronic delay keeps almost a constant for different counting rates. As shown in Fig. 5(a) , the C ðτÞ can be fitted well with the decay curve of e −aτ . As discussed, a linearly depends on n stop , which was demonstrated in Fig. 5(b) . From the experimental data, FðτÞ should be replaced with Fðn stop ; τÞ by introducing the variables n stop . By simply fitting the experimental data and correcting C ðτÞ to g ð2Þ ðτÞ, we found that Fðn stop ; τÞ ¼ exp½ð6.96431 × 10 −10 × n stop − 5.03588 × 10 −7 Þτ. Figure 5 (c) shows the corrected data from C ðτÞ based on Fðn stop ; τÞ. It coincides well with the behavior of g ð2Þ ðτÞ for different n stop . In conclusion, we study the different measurement results of g ð2Þ ðτÞ based on the prototype measurement process with tunable electronic delay and a TAC-MCA system. In the experiment, an NV center in a diamond is measured to demonstrate the divergence. Moreover, a correction function Fðn stop ; τÞ is presented to correct the results from the TAC-MCA system to the genuine g ð2Þ ðτÞ. As the development of optical coupling techniques with nanophotonic structures such as the solid immersion lens [21] [22] [23] [24] , nanowire [25] , and microcavity [26] progresses, the detected photon number will be greatly enhanced. As a result, the mean interval time between two neighboring detected photons will be much shortened. The measurement result from the TAC-MAC system will be invalid for demonstrating g ð2Þ ðτÞ. For example, with the solid immersion lens, the detected photons from a single NV center can be 1 M∕s [24] and the mean interval time between two neighboring detected photons is 1 μs. Such a mean interval time has the same order as the lifetime of the metastable state in NV center. Therefore, the detection of the photophysics in the NV TAC1  DELAY1  TAC2  DELAY2  TAC3  DELAY3  TAC4   DELAY4   TAC5  DELAY5  TAC6  DELAY6 g (2) (τ) τ (μs) Fig. 4 . Measurement results from the prototype measurement with tunable electronic delay (large dots) and TAC-MCA system (small dots) with different counting rates of the stop channel (n stop ). The results from the prototype measurement shows little variation, while the data from TAC-MCA system have different results. The indices 1, 2, 3, 4, 5, 6 corresponded to n stop ¼ 10; 20; 30; 40; 50; and 60 k∕s.
center with g ð2Þ ðτÞ is with errors and the correction is essential. Based on the correction, an accurate g ð2Þ ðτÞ will provide an authentic way to study the dynamic evolution of single-photon source and other photon-matter interaction systems for quantum information. 
