We study simulated annealing algorithms to maximise a function ψ on a subset of R d . In classical simulated annealing, given a current state θ n in stage n of the algorithm, the probability to accept a proposed state z at which ψ is smaller, is exp(−β n+1 (ψ(z) − ψ(θ n )) where (β n ) is the inverse temperature. With the standard logarithmic increase of (β n ) the probability P(ψ(θ n ) ≤ ψ max − ε), with ψ max the maximal value of ψ, then tends to zero at a logarithmic rate as n increases. We examine variations of this scheme in which (β n ) is allowed to grow faster, but also consider other functions than the exponential for determining acceptance probabilities. The main result shows that faster rates of convergence can be obtained, both with the exponential and other acceptance functions. We also show how the algorithm may be applied to functions that cannot be computed exactly but only approximated, and give an example of maximising the log-likelihood function for a state-space model.
Introduction
Simulated annealing is a simulation-based approach to the problem of optimising a function. In the present paper we will be concerned with a real-valued function, ψ say, defined on a subset Θ of R d , and our aim is to maximise ψ. Thus we assume that ψ is bounded (this can be weakened; see remark below) and that its supremum is attained at least at one point.
Simulated annealing is designed to find the global maximum of ψ, even if ψ has local maxima. It has been extensively studied, see for instance Del Moral and Miclo (1999) , Catoni (1999) and Cot and Catoni (1998) among many others, and Bartoli and Del Moral (2001) for an elementary introduction to the subject. The classical simulated annealing algorithm departs from a Markov transition kernel, which we denote by K(·, ·), on Θ, and a positive sequence (β n ) n≥1 increasing to infinity. The sequence (β n ) is often referred to as an (inverse) cooling schedule, because 1/β n is often interpreted as a temperature; this terminology originates from statistical physics. Then, starting from an initial point θ 0 ∈ Θ, a sequence (θ n ) n≥0 is constructed recursively as follows.
(a1) In stage n, given the current state θ n , sample a new proposed position Z from K(θ n , ·).
(a2) Set θ n+1 = Z with probability exp(−β n+1 (ψ(θ n ) − ψ(Z)) + ) and θ n+1 = θ n otherwise.
Here (·) + is the positive part. We notice that if ψ(Z) ≥ ψ(θ n ), then the proposed new state Z is accepted with probability one. A proposal Z at which ψ is smaller than at the current θ n may be accepted, but this becomes increasingly unlikely for large n since β n → ∞.
The basic idea of simulated annealing is as follows. The update rule above corresponds to a Markov transition kernel, K β n+1 say, on Θ; cf. (2.2) below. Under additional assumptions including that K is positive recurrent and reversible with respect to its stationary distribution, γ say, γ(dx) K(x, dy) = γ(dy) K(y, dx), one can prove that for fixed β, the stationary distribution of K β is absolutely continuous with respect to γ with Radon-Nikodym derivative proportional to exp{βψ(x)} (cf. Catoni, 1999, Proposition 1.2, or Bartoli and Del Moral, 2001, p. 64) . This indicates that as β increases, this stationary distribution becomes increasingly concentrated around the maxima of ψ. Now, in the beginning of the simulation scheme β n+1 is small (the temperature is high), and the sequence θ n is allowed to explore the space Θ rather freely. When the temperature decreases (β n+1 gets large), θ n is more and more lured to the regions where ψ is large and should in the limit end up at a global maximum point of ψ.
Obviously, the kernel K and the sequence (β n ) are important design parameters of the algorithm. A typical choice for (β n ) is a logarithmic increase; β n = β 0 log(n + e − 1) for some β 0 > 0. We note that with this cooling schedule, the acceptance probability in (a2) above becomes (n + e + 1) −β 0 (ψ(θn)−ψ(Z)) + .
(1.1)
Under additional regularity assumptions one can prove that for β 0 small enough and if ψ has a single global maximum, it holds that for all ε > 0,
where ψ max = sup x∈Θ ψ(x). How fast is this convergence? In many works on simulated annealing the space Θ is assumed finite, and one may then let ε → 0 and thus study P(ψ(θ n ) < ψ max ). Typically this probability tends to zero at an algebraic rate, see for instance Gielis and Maes (1999, Eq. (22) ) (take f as the indicator function of non-optimal states) and references in this paper. For a continuous Θ the situation is different.
If Θ ⊂ R d one can show that the rate of convergence in (1.2) is only logarithmic; see Theorem 3.3. Locatelli (2001) proposed a refinement of the annealing scheme that reaches non-vanishing algebraic rates, but it requires knowledge of ψ max which is an assumption we do not want to make. The typical route of analysis to obtain such a result goes via comparing the distribution of θ n to the stationary distribution associated with K β n+1 , often in total variation sense, and then estimating the mass of that stationary measure put on the set {x : ψ(x) ≤ ψ max − ε}; cf. Bartoli and Del Moral (2001) .
In the present paper we propose a different way of analysis that is more direct without using the stationary distribution. The first main result (Theorem 3.3) can be used to show that the classical annealing algorithm can converge faster than logarithmically, if (β n ) increases faster than that, but it also shows that the function exp(−·) of the classical algorithm can be replaced by a different function. The second main result (Theorem 4.2) concerns the situation when ψ cannot be computed exactly, but can be approximated with arbitrary precision. In that case we will replace the function exp(−·) by 1/(1 + ·), and obtain convergence rates similar to those as when ψ is computable.
Description of the new simulated annealing scheme
Just as in classical simulated annealing, the proposed scheme uses a Markov transition kernel K and a cooling schedule (β n ). The difference lies in that the exponential function of the classical algorithm's update is replaced by a more general function, and that the cooling schedule is altered. Thus, the algorithm looks as follows.
(b1) In stage n, given the current state θ n , sample a new proposed position Z from K(θ n , ·).
(b2) Set θ n+1 = Z with probability
and θ n+1 = θ n otherwise.
Since the value of f represents a probability, this function must take values in [0, 1] . We call this function the acceptance function. In classical simulated annealing, f (t) = e −t . Generally, we make the following assumptions.
Hypothesis 1
The acceptance function f satisfies the following:
(i) f (0) = 1 and f is non-increasing and convex;
iv) for any non-increasing sequence (a n ) n≥1 with 0 < a n ≤ 1, there is a non-decreasing sequence (β n ) n≥1 such that for any c > 0,
We notice that part (iv) of the hypothesis is a sharpening of part (iii). Example 3.2 shows that how the sequence (β n ) can be chosen for some particular functions f . The sequence (a n ) will be shown to govern the convergence rate of the annealing algorithm; cf. Theorem 3.3.
Remark 2.1 A large class of functions satisfying this parts (i)-(iii) of the above hypothesis is obtained by taking Laplace transforms of probability measures on R + . More precisely, consider f (t) = ∞ 0 e −tz µ(dz) for µ a probability measure on R + such that µ({0}) = 0 and ∞ 0 z µ(dz) < ∞. Property (i) is then immediately true, (ii) follows by dominated convergence and (iii) follows straightforwardly by applying Fubini-Tonelli followed by dominated convergence.
In Section 4 we advocate the particular choice f (t) = 1/(1 + t) and thus f (t) ∼ 1/t as t → ∞. Compared to f (t) ∼ exp(−t), this allows the algorithm to be 'more bold' in exploring regions far away from the current state. On the other hand we will let β n be of order n α log n with α > 0 arbitrary, so that this sequence increases much faster than logarithmically. We also remark that with f as above and β n = n α log n, the acceptance probability in (b2) becomes
which should be compared to (1.1); we see that (2.1) decays much slower as ψ(θ n ) − ψ(Z) → ∞, and thus again that the new algorithm is less likely to reject proposals with function values far below the current one.
Modifications of the acceptance function f (t) = exp(−t) of classical simulated annealing to speed up convergence rates have been discussed extensively in the statistical physics literature, and is there often referred to as 'fast simulated annealing'. The acceptance function f (t) = 1/(1 + t) introduced above is similar to functions used in such papers; for instance, it corresponds to λ = 1 in Eq. (28) of Gielis and Maes (1999) , and to q A = 2 in Eq. (5) of Tsallis and Stariolo (1996) . None of these authors obtained rate of convergence results for these schemes however. Gielis and Maes (1999, Example 3 ) did obtain a convergence rate for f (t) = 1/(1 + t) 2 and showed that this rate is indeed faster than for classical simulated annealing; the result however assumes that ψ max is known and these authors worked exclusively on a finite set Θ.
We now return to the algorithm and define, for any β > 0 and x, y ∈ Θ,
One step of the above algorithm is then described by a Markov transition kernel K β defined as
Thus, assuming that the initial point θ 0 is random and drawn from some probability distribution η 0 on Θ, the sequence (θ n ) n≥0 is an inhomogeneous Markov chain with initial law η 0 and transition kernels (K βn ) n≥1 ; more precisely, for any n, θ n has conditional distribution K βn (θ n−1 , ·). Regarding the function ψ, we also make some assumptions. For any ε > 0 we set
and U ε,c is its complement in Θ.
We will suppose that Θ is equipped with its Borel σ-field B(Θ).
Hypothesis 2 (i) The function ψ has a single global maximum, θ max say, located in the interior of Θ (which is thus non-empty).
(ii) The function ψ is C 3 locally around θ max and the quadratic form ψ (θ max ) is negative definite.
Under this Hypothesis, let ε > 0 such that there exists a diffeomorphism ξ with bounded derivatives from {z ∈
The existence of such ε , ξ is ensured by a differential geometry theorem (see for example Th. 4.1 of Morse and Cairns (1969) ).
We will assume that the Markov transition kernel K satisfies the following condition.
We have ∀x, y, K(x, dy) ≤ λ(y)dy with a bounded function λ.
The point (i) above is to assure that the chain can reach the set U ε in one step, whatever its current state. Of course, Hypothesis 3 is easier to fulfil if Θ is compact or bounded. Note that the standard mixing assumption ∃C 1 , C 2 s.t. C 1 dy ≤ K(x, dy) ≤ C 2 dy implies our Hypothesis 3.
Remark 2.2 Hypothesis 2 can be relaxed to that ψ has a finite number of maxima located in the interior of Θ. Hypothesis 3 can in principle be weakened to requiring the same for the j-step transition kernel K j for some finite j; the analysis of the rejection part of the algorithm will however be quite complicated under this weaker assumption. A simpler approach is to sample from the j-step transition kernel by sampling j-times from the one-step transition kernel and then perform the rejection step. If we have performed n rejection steps for this approach we have in fact performed n = jn operations. So if we have that
−γ for some γ > 0 the rate expressed in n will instead be C ε j γ (n ) −γ . Thus all we lose is a constant factor but the rate will be the same. It can however sometimes be hard to exactely find the minimal j such that Hypothesis 3 is fulfilled. The same type of reasoning as above can of course be applied with j replaced by some upper bound on j. This will then only give a lower bound on the rate.
Example 2.3 (An approximate bound forK) We will see below thatK sets an upper bound for the convergence rate. Assume that ψ has a unique global maximum with location at an interior point of Θ, x max say, and that
for some w > 0 (assuming that w the is largest possible number such that the relation holds) for |x − x max | small enough, where A is a positive definite matrix. This is the same as requiring that ψ is Hölder continuous with index w in a neighbourhood of the point x max . The set U ε can then be approximated by the non-degenerated hyper-ellipsoid E A,ε = {y ∈ Θ : (y − x max ) T A(y − x max ) < ε 2/w }. Due to the inequality in (2.3) we have in fact E A,ε ⊆ U ε . We then find thatK = sup
Assuming that for x ∈ U ε,c and y ∈ E A,ε the kernel K(x, dy) has a density that can be bounded from below by some C > 0, we obtain
is the volume of the unit hyper-ball in R d and |A| is the determinant of A. Here we can see the curse of dimensionality expressed, as ε d/w will tend to zero faster if d is large so thatK will increase to unity faster in higher dimensions. Also note that
We further see that the larger w is, i.e. the flatter the function ψ is around its maximum, the slowerK will increase to unity. However even though this makes ψ(θ n ) approach ψ max at a faster rate it might not lead to that θ n will approach x max at a faster rate. This of course due to the fact that the maximum is less pronounced for larger w.
Rate of convergence
The rate of convergence of the new annealing procedure is principally governed by a user-chosen sequence (a n ) n≥1 , which is non-increasing such that 0 ≤ a n < 1 for all n and a n → 0 as n → ∞. However the rate of convergence cannot become higher thanK n no matter how fast a n goes to zero, i.e. as a n decreases to zero faster and faster the simulated annealing algorithm approaches "keep the best algorithm" (see also discussion in section 4.1). See Theorem 3.3 for a more precise estimate of the rate.
Given the sequence a n , the cooling schedule is chosen as follows.
Definition 3.1 The cooling schedule (inverse temperature sequence) (β n ) is defined such that for any c > 0 there is a constant b c > 0 satisfying
The important feature of this definition is that b c does not depend on (a n ); the existence of such a constant is guaranteed by Hypothesis 1(iv), as it can be taken equal to the supremum there. We will see below that the convergence rate of simulated annealing is directly related to (a n ) and we can obtain identical rates for a wide range of rejection functions. Indeed the rate does not depend on the choice of rejection function, apart from a multiplicative constant. This finding supports e.g. the common practice of increasing (β n ) faster than logarithmically for f (t) = exp(−t).
Example 3.2 We here give examples on how to choose β n in order to satisfy Definition 3.1 for different rejection functions f for a general sequence a n . We also give bounds on the constant b c .
We first consider f (t) = exp(−t), i.e. the rejection function of classical simulated annealing. Then
and we can take β n = 1/a n and b c = 1. Now consider f (t) = 1/(1 + t) s for s > 0. Here need to consider the three subcases 0 < s < 1, s = 1 and s > 1 separately. For 0 < s < 1, assuming β n ≥ 1 for all n as well,
and we can take β n = 1/a n and b c = 1/(s − 1). Finally for s = 1,
In this case we can take β n = (1/a n ) log(1/a n ) and b c = 1 + c, since with these choices log(1 + cβ n ) β n = a n log(1 + c log(1/a n )/a n ) log(1/a n ) = a n   1 + log 1 + (c log(1/an)−1)/an 1/an log(1/a n )   ≤ a n 1 + log(1 + c log(1/a n )) log(1/a n ) ≤ a n (1 + c);
the final inequality follows from log(1 + x) ≤ x for x ≥ 0.
The main result of the present section is the following, giving a lower bound on the convergence rate for the algorithm (b1)-(b2).
Theorem 3.3 Assume that Hypotheses 1-3 hold and that (β n ) is as in Definition 3.1. Then for all n ≥ 1 and any 0 < δ < 1,
where C = max(C /K, 1) with
√ v and S t,d is the hyper-surface area of the sphere of radius
is the Jacobian matrix of ξ in z and with ε as defined below Hypothesis 2. If we further assume that
We note that in the first bound, δ can be used to 'interpolate' between the two terms, making possible an optimisation for any fixed n.
Corollary 3.4 Taking f (t) = 1/(1 + t) and β n = (n + 1) γ log((n + 1) γ ), corresponding to a n = (n + 1) −γ with 0 < γ ≤ 1, the second bound of Theorem 3.3 is 1 − C ε (n + 1) −γ .
Before we can prove this we need to state some technical lemmas. Below we use the convention that an empty sum equals zero, and an empty product equals one.
Lemma 3.5 Consider the sum
(1 − a j ).
(i) IfK < 1 and 0 ≤ a k < 1 for all k, then
for any 0 < δ < 1.
(ii) If in addition a k > 0 and 1 − a k ≤ a k /a k−1 for all k, then
PROOF. Under the assumptions of (i) we have
Under the assumptions of (ii) we have
Under the assumptions of (iii) we have
and under the assumptions of (iv) we have
The proof is complete.
The first assumption is in our set-up always valid for non-increasing sequences (a n ) as in Definition 3.1 but is in practice useful for (a n ) decreasing with at most algebraic rate, and more precisely if a n ∼ n −γ for some γ > 1. For 0 < γ ≤ 1 the second assumption holds and that part gives a more precise rate. The behaviour ofK as ε becomes small is exemplified in Example 2.3.
here we used that, for any β, K β (x, U ε,c ) = K(x, U ε,c ) for x ∈ U ε,c and K β (x, dy) = q β (x, y) K(x, dy) for for (x, y) ∈ U ε × U ε,c . Denote the integral on the right-hand side by I and observe that
We treat here the case where ε < ε . Split this integral I into two, over the sets U ε,c \ U ε ,c and U ε ,c respectively to get
Under Hypothesis 2 and 3, we have ∀x ∈ U ε,c \U ε ,c (making a change of variable y = ξ(x))
Thus we can further bound I as
Here, since f is non-increasing,
and furthermore βn(ε −ε) 0 f (t) dt/β n ≤ b ε −ε a n by Definition 3.1. Thus we arrive at the recursive inequality p n ≤ p n−1K + (1 − p n−1 )C a n ≤ p n−1K (1 − a n ) +K max(C /K, 1)a n = p n−1K (1 − a n ) +KC a n , (3.1)
where C = C ε,ε +sup x∈U ε K(x, U ε ,c )/(ε −ε))b ε −ε and C = max(C /K, 1).
Assume that p 0 also can be bounded byK. This can be accomplished by a twostage sampling procedure for θ 0 ; first sample from an arbitrary distribution on Θ and then sample from the kernel K(x, dy). The above recursive inequality for p n is solved by
Finally use Lemma 3.5 to get the bounds of the theorem.
Remark 3.6 It is possible to use a n = 0, corresponding to β n = ∞. This is also equivalent to using the rejection function
This algorithm thus samples a new proposal from K in each step, but updates only if the new proposal gives a better (larger) value of ψ than the current state. In other words, it stores the largest value (and its position) found so far. By plugging a k ≡ 0 into (3.2) we obtain
for this algorithm.
We can in fact obtain almost this rate even if a n > 0, using assumption (iii) of Lemma 3.5 with β n = n log(1/K)(1/K) n , although here in generalK is unknown. With knowledge about the smoothness of ψ we can however proceed as in Example 2.3. If ψ, for all ε small enough, can be well approximated, for x ∈ U ε , by ψ max − a|x − x max | w for some w > 0 and a > 0, we obtain
, where C is a constant that bounds the density of K on U ε from below. If we take K to be uniform on Θ we can use C = 1/λ(Θ) where λ is Lesbegue measure on R d . We only need an upper bound on a and a lower bound on w, although this will not give the precise rate. Using this, Lemma 3.5 and the calculations from the proof Theorem 3.3, we obtain
4 Simulated annealing on a function that cannot be computed exactly
In this section we assume that the function ψ to be maximised cannot be computed explicitly, but that we have available an approximation to it. This approximation, denoted by ψ N , can be stochastic, based on Monte Carlo procedures; the next section shows such an example. The precision of the approximation, stochastic or not, is indexed by an integer-valued parameter N , and the larger the N the better the approximation. This parameter can be, for instance, the number of replications in a Monte Carlo method. The following hypothesis makes precise the quality of the approximation.
Hypothesis 4 For all N ≥ 1 we can compute a deterministic or stochastic approximation ψ N of ψ such that
In the case of approximation by a sample mean of i.i.d. summands, this hypothesis follows from the Marcinkiewicz-Zygmund inequality (Shiryaev, 1996, p. 498) , and in Section 5 we illustrate that it can hold also for approximations using so-called particle filters.
We will exclusively use f (t) = 1/(1 + t) throughout this section, and the sequence (β n )-the cooling schedule-is chosen as β n = (1/a n ) log(1/a n ). (4.1)
We will let the parameter N depend on the iteration number n as well, setting N = N n = β 2 n where x denotes rounding x upwards to the nearest integer. We comment on other choices of (N n ) n≥1 following the proof of Theorem 4.2 below.
We now formalise the simulated annealing procedure in this modified context. The procedure is again described as a random sequence, denoted by (θ n ) n≥0 , withθ 0 sampled from the law η 0 (as is θ 0 ).
(c1) In stage n, given the current stateθ n , sample a new proposed position Z from K(θ n , ·).
(c2) Setθ n+1 = Z with probability
This procedure requires some comments. In step (c2), ψ is approximated at two points, θ n and Z. In the case of random approximations it is unimportant whether these two evaluations are independent or not, as we shall see below, but it is important that they are independent of approximations computed in previous steps (smaller n) of the algorithm. The reason for this is that, if such independence holds, the sequence (θ n ) forms a Markov chain, and this Markov chain is the object of our study. Moreover, the additional randomness in step (c2) associated with the phrases 'sample a new proposed position. . . ' and 'with probability. . . ', typically obtained by drawing random numbers uniformly in (0, 1), must be based on two mutually independent sequences of independent random numbers, also independent of the function approximations ψ N ; this is just as in the previous annealing schemes however.
Remark 4.1 It might be tempting not to recalculate the approximation of the funtion ψ at the present pointθ n to reduce the computational burden. However when the temperature is high we do not have to calculate the function ψ very accurately and thus due to unfortunate random errors we might at the early stages of the algorithm get a very high estimate of ψ. This can if we do not recalculate the estimate of ψ lead to that we will get stuck in a false maximum. For special cases it might be possible to perform a more efficient recalculation of ψ at the present point using e.g. importance sampling techiniques applied to the random variables used to estimate ψ at the candidate point Z. This path lies outside the scope this article.
In cases where the random function approximations ψ N are such that they depend on random variables that are drawn once and for all and then stay fixed over n (sometimes called 'fixed randomness'), so that ψ N is fixed at each point in Θ, we can, as long as N stays fixed too, apply the results of the previous section to the function ψ N provided that it satisfies the regularity assumptions made there. Main questions are then rather whether these assumptions indeed are satisfied for ψ N , and how well the maximum of ψ N and its location approximate those of ψ.
We now return to the sequence (θ n ). As noted above, this sequence is an (inhomogeneous) Markov chain. For any β > 0 and N ≥ 1, we define the function a
For fixed x and y this is indeed a random variable, the randomness coming from the evaluations ψ N (x) and ψ N (y). We write E N for the expectation with respect to the random variables used to compute ψ N at a point for some approximation index N , and P N for the corresponding probability. The kernels K Nn βn of (θ) n≥0 , defined by
for any x ∈ Θ and A ∈ B(Θ), can then be expressed as
The main result of this section is the following.
Theorem 4.2 Assume that Hypotheses 1-4 hold, that f (t) = 1/(1 + t), β n = (1/a n ) log(1/a n ) and N n = β 2 n . Then for all n ≥ 1 and any 0 < δ < 1,
, C is as in Theorem 3.3 and C = max(C (2b 1 + 1) 2 /(2b 1 +K), 1).
If we further assume that 1 − a k ≤ a k /a k−1 for all k, then
Before giving the proof of this result, we need to state some technical lemmas. 
Lemma 4.4 Assume that Hypotheses 4 holds and take f (t) = 1/(1 + t). Then for all β > 0 and N ≥ 1 such that N = β 2 ,
and
PROOF. Pick x ∈ U ε,c . Then by Jensen's inequality,
Now apply Lemma 4.3 with a = ψ N (x), b = ψ N (y), c = ψ(x) and d = ψ(y), noting that ψ(x) < ψ(y) for x ∈ U ε,c and y ∈ U ε , and Hypothesis 4 to obtain
This yields
proving the first part of the lemma.
Applying the bound a + − b + ≤ |a − b| for any real a and b provides
Now apply Hypothesis 4 to obtain
We are now ready to prove Theorem 4.2.
PROOF. [Proof of Theorem 4.2] Denote byη k the law ofθ k induced by the current choices of (β k ), (N k ) and f , and let
Apply Lemma 4.4 with β = β n and N n = β 2 n to obtain
By calculations entirely similar to those in the proof of Theorem 3.3 we find
(1 − a n ) +CC a n , whereC and C are as in the statement of the theorem and the last inequality follows from C ≥ 1. This recursion in the same as (3.1), except thatK is replaced byC. Thus we can finish the proof just as that of Theorem 3.3.
Complexity of the algorithm and convergence rate
If the cost of obtaining one sample of ψ N is proportional to N , the total cost of performing n steps of the simulated annealing algorithm is proportional to
We examine this cost for the particular choice a n = (n + 1) −γ with γ > 0; then β n = (n + 1) γ log((n + 1) γ ).
Lemma 4.5 For a n = (n + 1) −γ , the amount of work for the algorithm (c1)-(c2) is bounded by
PROOF. By an integral estimate and integration by parts,
We note that this bound is asymptotically sharp in the sense that the ratio of the left-and right-hand sides tends to one as n → ∞. Using that the function x 2γ+1 (log x) 2 has an asymptotic inverse of the form x 1/(2γ+1) /(log x/(2γ + 1)) (2/(2γ+1) , we can express the rate a n = (n + 1) −γ in terms of the amount of work W . Proposition 4.6 For a n = (n+1) −γ , the rate of convergence of the algorithm (c1)-(c2) can be expressed as
where W is the amount of work.
PROOF. The result follows almost immediately from the previous results and Lemma 4.5.
We end this section with a comparison of the complexity obtained of the annealing algorithm with that of a simple 'keep the best' strategy. Thus, consider the scheme of sampling a sequence (θ * i ) 1≤i≤n of n positions using the Markov kernel K, evaluating ψ N at each of these positions and keeping the θ * i at which the evaluated approximation was largest. Here N is thus fixed all through the procedure. Let us denote the index of the best position by i 0 ; this number is thus a random variable. Fix ε > 0 and choose ε 1 , ε 2 > 0 such that 2ε 1 +ε 2 = ε. Then
By taking complements we find
where we used Boole's and Markov's inequalities, and Hypothesis 4.
If we put N = n 2γ , where we choose γ > 1 in order to have √ N > n, the work of the algorithm becomes W = nN = n 1+2γ , i.e. the same as in Lemma 4.5 up to a logarithmic factor. Moreover,
Similarly, with a n = (n + 1) −γ , the first bound of Theorem 4.2 becomes (up to logarithmic factors)
Both (4.3) and (4.4) contain an algebraic and a geometric term, in W . Let us for a moment assume thatC equals sup x K(x, U ε 2 ,c ). Then equating the 'algebraic rates', i.e. taking γ 1 and γ 2 such that (1 − γ 1 )/(1 + 2γ 1 ) = −γ 2 /(1 + 2γ 2 ), implies that γ 1 > γ 2 and hence 1/(1 + 2γ 1 ) < 1/(1 + 2γ 2 ); the 'geometric rate' of the annealing algorithm is better. Equating the 'geometric rates' on the other hand implies that γ 1 = γ 2 which in turn gives −γ 2 /(1 + 2γ 2 ) < (1 − γ 1 )/(1 + 2γ 1 ) and hence a better 'algebraic rate' for the annealing algorithm. Thus the annealing algorithm always beats the 'keep the best' algorithm in terms of asymptotic rate.
The above argument assumed equality ofC and sup x K(x, U ε 2 ,c ), which need not hold. By replacing N by β
A numerical illustration
In this section we consider simulated annealing applied to the likelihood function of a state-space model as in Appendix A. Thus assume that we have an observed sequence (y t ) 1≤t≤T from a state-space model ((S t , Y t )) 1≤t≤T , whose Markov transition kernel Q and conditional output densities r(·|s) both depend on an unknown parameter (vector) θ which we wish to estimate using maximum likelihood.
The log-likelihood function that we aim to maximise is
where p θ (y t |y 1:t−1 ) is the conditional density of Y t given Y 1:t−1 , and π θ t|t−1 is the predictive distribution P θ (S t ∈ · | y 1:t−1 ). As π θ t|t−1 can in general not be computed we need to approximate the log-likelihood function, and one way to do that is through
where we take π θ,N t|t−1 (ds) as the particle filter approximation of Appendix A. Assuming that r θ is uniformly bounded from below by some r > 0, we find that each of the integrals above are bounded from below by r. Moreover, using the inequality |log x − log y| ≤ |x − y|/(x ∧ y), valid for all x, y > 0, we find that
We can now appeal to Del Moral (2004, Theorem 7.4.4) and conclude that Hypothesis 4 holds.
Simulation study
We considered the benchmark model (Doucet et al., 2001, Eqs. 8.3.4-8.3 .5, p. 164)
1)
where (S t ) is the unobserved Markov chain taking values in R, (Y t ) is the observable process and (V t ) and (W t ) are mutually independent sequences of i.i.d. standard Gaussian random variables. We wish to estimate the five model parameters θ = (a, b, γ, σ v , σ w ) given a sequence (y t ) 1≤t≤T of observations, and we did so using the approximate maximum likelihood (ML) approach outlined above with the bootstrap particle filter, i.e. particle mutations following the system dynamics (5.1).
We remark that the state space of the model above is not compact, so that the conditional densities r θ (y|s) are not bounded from below in s. The model does thus not fulfil the technical conditions made above, but the results below are still an illustrative example of how the simulated annealing scheme performs in a particular case.
We simulated a single trajectory (y t ) 1≤t≤T of length T = 200 with parame-
w ) = (0.9, 18, 10, √ 10, 1). In the simulated annealing scheme we let the inverse temperature be β n = (n + 1) log(n + 1) and let number of particles at step n be N n = β . For K we used a Gaussian random walk proposal (on the log-scale for the standard deviations), where we constrained the random walk to Θ; any coordinate of the parameter proposed outside Θ was reflected at the boundary. The incremental covariance of the kernel at step n was a diagonal matrix whose i-th diagonal element was the squared i-th side length of Θ divided by 100. In each replication the initial point θ 0 was drawn uniformly on Θ. Ideally we would like to compare to the ML estimates, which are however unavailable. The standard error for the b parameter is considerably larger than for all the other parameters. This is because the effect of this parameter is quite down scaled by the dynamics given in Eq. 5.1 for S t with even moderately large modulus. Figure 1 shows that the estimates follow normal distributions with fairly good accuracy. This of course is an empirical observation for which we have no theoretical support, as we have not discussed convergence in law of the differences θ n − θ max andθ n − θ max , suitably scaled, where θ max is the point where ψ is maximal. The first of these formulae is just Bayes' rule, and the second one means to propagate the filter through the state dynamics Q θ .
In practice the above relations do no admit exact numerical solution except in two cases: when the state space of (S t ) is finite (so-called hidden Markov models; the integrals then turn into finite sums) and when the state-space model is linear with additive Gaussian noise (the solution then being provided by the Kalman filter). There are many ways to approximate these two recursions, and here we shall examine an approach referred to as particle filters. This section contains a full introduction neither to state-space models nor to particle filters, and we refer to Doucet et al. (2001) for a more complete coverage of both.
The basic idea of a particle filter is to approximate the filter and predictive distributions with the empirical distributions of a set of particles, whose positions are dynamically updated in time. There is not just one particle filter algorithm-the term rather refers to a framework for algorithms-and the particular algorithm we look at here is usually denoted the bootstrap particle filter. We now describe how this algorithm works; the parameter θ and population size N are fixed throughout.
Assume that at some time index t we have available a collection (ξ (2004) is a thorough treatise of theoretical properties of particle filters, and in particular its Theorem 7.4.4 shows that Hypothesis 4 holds, provided that for each y t , r θ (y t |s) is bounded in θ and s. We are here particularly interested in the particle approximations of the predictive distributions, and the update of these can be summarised as follows: compute the normalised weights w θ,N t,i and then sample for 1 ≤ i ≤ N , independently, first an index j with probability w θ,N t,j and then ξ θ,N t+1|t,i ∼ Q θ (ξ θ,N t|t−1,j ).
