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Abstract
Intuitively, motion blur may hurt the performance of vi-
sual object tracking. However, we lack quantitative eval-
uation of a tracker’s robustness to different levels of mo-
tion blur. Meanwhile, while image-deblurring methods can
produce visually clearer videos for pleasing human eyes, it
is unknown whether visual object tracking can benefit from
image deblurring or not. In this paper, we address these two
problems by constructing a Blurred Video Tracking bench-
mark, which contains a variety of videos with different lev-
els of motion blurs, as well as ground-truth tracking results
for evaluating trackers. We extensively evaluate 23 trackers
on this benchmark and observe several new interesting re-
sults. Specifically, we find that light blur may improve the
performance of many trackers, but heavy blur always hurts
the tracking performance. We also find that image deblur-
ring may help to improve tracking performance on heavily-
blurred videos but hurt the performance on lightly-blurred
videos. According to these observations, we propose a new
GAN-based scheme to improve the tracker’s robustness to
motion blurs. In this scheme, a fine-tuned discriminator is
used as an adaptive assessor to selectively deblur frames
during tracking process. We use this scheme to successfully
improve the accuracy and robustness of 6 trackers.
1. Introduction
Motion blur caused by camera shake and object move-
ment not only reduces the visual perception quality, but
also may severely degrade the performance of video anal-
ysis tasks, e.g. single object tracking [58]. In recent
years, numerous tracking benchmarks are proposed to eval-
uate how well current trackers can handle motion blur
by comparing their accuracy on videos containing blurred
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Figure 1. Results of ECO [6] and Staple CA [37, 3] on sharp,
blurred or deblurred videos captured from one scene. The first
subfigure shows that ECO locates the target accurately on sharp
frames while losing it on blurred ones. In contrast, Staple CA can
capture the ball in both cases. Such situation is not considered by
existing benchmarks, e.g. OTB [57, 58] in which ECO has much
higher accuracy than Staple CA. The bottom subfigure presents
that ECO misses the target on blurred frames while locating it ac-
curately when we selectively deblur the frames.
frames [57, 58, 33, 12]. However, such benchmarks do not
exclude the influence of other possible interferences, e.g.
the limitation of the algorithms of the time, thus leads to in-
complete conclusion of a tracker, since the accuracy may be
underestimated due to other issues. In addition, with current
blur-related tracking benchmark, we cannot quantitatively
evaluate trackers’ robustness to different levels of motion
blur, thus cannot support deep exploration of the way that
motion blur affects tracking performance.
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As shown in Fig. 1, given a sharp video and its blurred
version for the same scene, ECO [6] can locate the white
billiard ball accurately on the sharp video but fail to do so
when motion blur happens. In contrast, Staple CA [3, 37]
tracks the ball accurately on both videos. This situation can
not be thoroughly evaluated on blurred videos captured un-
der different scenes. For example, OTB benchmark [57, 58]
shows that ECO has much higher accuracy than Staple CA
on its motion blur subsets, which certainly does not con-
sider the above situation. A comprehensive benchmark that
fairly measures the blur robustness of trackers is necessary
and will encourage the development of blur-robust trackers.
A naive solution for blur-robust tracking is to first de-
blur the frames of a video and then apply trackers on the
deblurred video. However, it is known that such naive de-
blurring strategy may introduce ringing artifacts, due to the
Gibbs phenomenon that hurts the features of raw frames and
fails the tracking easily [10, 35, 23, 55, 56]. Instead of direct
deblurring, many recent blur-aware trackers add different
kinds of blur to the target template, forming an augmented
template set, then locate the target at following frames by
matching candidates with all of the blur augmented tem-
plates [55, 35]. Although such trackers are effective but
they have high memory and computing cost. Besides, how
to do effective blur augmentation is unknown.
Note, the negative effects of deblurring to visual tracking
are concluded mainly based on early deblurring algorithms.
Recently, numerous successful deblurring methods have
been developed via deep learning, with significantly im-
proved performance, fewer artifact noises and much faster
speed [28, 41, 44, 50, 59, 50]. But, whether they are helpful
for visual object tracking still remains questionable.
In this paper, we aim to analyze the effects of motion blur
and deblurring methods to current trackers, and explore an
effective way of using existing deep deblurring to achieve
blur-robust tracking. Our main contributions are three-fold:
• We construct a Blurred Video Tracking (BVT) bench-
mark with a dataset containing 500 videos for 100
scenes. Each scene consists of 5 videos having dif-
ferent levels of motion blurs. We use three metrics to
evaluate the accuracy and blur robustness of trackers.
• We extensively evaluate 23 trackers on the BVT bench-
mark and find that the light motion blur improves most
of the trackers, while the heavy blur hurt their accuracy
significantly. We also find that deblurring methods can
improve the tracking performance on heavily-blurred
videos, while having negative effects to the ones with
light blur.
• We propose a new GAN-based tracking scheme that
adopts the fine-tuned discriminator of DeblurGAN as
an adaptive blur assessor to selectively deblur frames
during the tracking process and improve the accuracy
of 6 state-of-the-art trackers.
2. Related Work
2.1. Tracking benchmarks
In recent years, numerous tracking benchmarks have
been proposed for general performance evaluation or spe-
cific issues [48, 57, 58, 33, 26, 27, 40, 30, 25, 39, 12, 22].
The OTB [57, 58], ALOV++ [48], VOT [27, 26, 25], Track-
ingNet [39], LaSOT [12] , and GOT-10K [22] benchmarks
provide unified platforms to compare state-of-the-art track-
ers. More recent ones, e.g. TrackingNet, LaSOT and GOT-
10K, contain a large scale of videos and cover a wide range
of classes, which will make training a high performance
deep learning based trackers available. Other benchmarks
focus on specific applications or problems. For example, the
NfS [15] benchmark consists of 100 high frame rate videos
and analyze the influence of appearance variation to deep
and correlation filter-based trackers respectively.
Among these benchmarks, the OTB-2013 [57], OTB-
2015 [58], TC-128 [33], and LaSOT [12] datasets contain
motion blur subsets that can be used to evaluate the abil-
ity of trackers to handle the motion blur. Nevertheless, the
evaluation results are incomplete, since other interference
that also affects the tracking accuracy is not excluded.
A better solution is to compare trackers on the videos
that are captured at the same scene but have different levels
of motion blur to see if the tracker can obtain the same per-
formance. In this paper, we construct a dataset for motion
blur evaluation by averaging the frames on high frame rate
videos with different ranges, thus generate testing videos
having the same content with different levels of motion blur.
By doing this, we are able to score the robustness of trackers
and help study the effects of motion blur.
2.2. Motion blur-aware trackers
Numerous works have studied the relationship between
the motion blur and the object tracking [35, 47, 23, 5, 38,
56, 55]. Jin et al. [23] have observed that matching between
blurred images help realize effective object tracking. In [5,
38, 56], how to estimate the blur kernel accurately during
object tracking is carefully studies. Ma et al. [35] and Wu et
al. [55] propose to integrate the visual object tracking with
the motion blur problem through sparse representation and
realize blur robust trackers.
Above works are studied according to the observation
that deblurring methods can introduce negative effects to
frames and corrupt the features. However, deblurring meth-
ods have achieved great progress in recent years. Whether
the latest works are helpful for object tracking remains
questionable. A recent work [47] finds that motion blur is
helpful and provides additional motion information of the
Figure 2. Examples of frames that are blurred in 5 levels. ‘L = 1’
represents the blurred video contains raw frames that are captured
at 240 fps and have the least serious blur.
target. However, this work does not discuss the effects of
different levels of the motion blur to object tracking.
2.3. Other state-of-the-art trackers
Latest tracking works focus on construct powerful ap-
pearance models to realize high performance tracking. We
can coarsely split recent works into three categories includ-
ing correlation filter (CF) based [31, 6, 3, 34, 14, 16], classi-
fication&updating based [42, 49, 24] and Siamese network
or matching based [4, 19, 63, 54, 53, 13] trackers.
Although these trackers have achieved great perfor-
mance improvement on benchmarks, there is no specific
benchmark that can evaluate their ability to handle differ-
ent levels of motion blur.
2.4. GAN based methods
Generative adversarial networks (GANs) [17] is to train
two competitors, i.e. the discriminator and the generator.
The generator is to produce fake samples that can fool the
discriminator. The discriminator is to separate fake sam-
ples from real ones. With recent studies [1, 18] to alleviate
training problems of GAN [46], it has helped achieve great
progress in areas of deblurring [28], superresolution [29]
and image painting [60, 11] and other related problems.
Nevertheless, most of the GAN-based methods just re-
gard the discriminator as a part of loss function to train the
generator and discard it during testing time. In this paper,
we find that the discriminator trained for DeblurGAN [28]
can score the blur level of motion blur and help realize se-
lective deblurring for blur-robust tracking.
3. Blurred Video Tracking (BVT) Benchmark
3.1. Dataset
Galoogahi et al. [15] proposed the NfS dataset that con-
sists of 100 videos captured at 240 fps. Since frames in
such high frame rate videos are sharp, we can generate real-
istic motion blur with different levels by averaging these
sharp frames, as done in deblurring methods [41, 44] .
Given a video V = {It}T1 in the NfS dataset, we pro-
duce a blurred one V˜L = {I˜Lt }T˜1 each frame of which is
the average of L successive frames of V = {It}T1 , i.e.
I˜Lt = avg({It, ..., It+L−1}). The length L decides the level
of motion blur, that is, a larger L leads to more serious blur.
The ground truth of the target in I˜Lt is set as the average of
annotations of medium frames in {It, ..., It+L−1}.
The blurred video, i.e. V˜L = {I˜Lt }T1 , are still at the high
frame rate, and the difference between neighbor frames is
small. This will affect the blur robustness evaluation since a
simple tracker can also obtain high accuracy on high frame
rate videos [15]. We then temporally sample V˜L at every
8 frames and obtain a new video denoted as V¯L = {I¯Lt }T¯1
whose frame rate is 30 fps. Note, to avoid the initialized
target template containing motion blur, we borrow the first
frame from the high frame rate video, i.e. V , and set it as
the first frame of V¯L.
Following the above setup, for each video in the NfS
dataset, we generate 5 blurred videos by setting L =
1, 2, 4, 8, 16. ‘L = 1’ represents the video V¯1 contains raw
frames with the least serious blur. All these videos make
up a new dataset denoted as S that contains 500 videos and
consists of 5 subsets, i.e. S = {SL|L = 1, 2, 4, 8, 16}, cor-
responding to 5 different levels of motion blur. Fig. 2 shows
3 cases of blurred frames in 5 different levels. Clearly,
through temporal averaging on high frame rate frames, we
obtain realistic blurred videos in which the blur is directly
related to the object and camera motion pattern. When the
camera is fixed, the object is heavily-blurred while the back-
ground is still sharp. Such results are not easily achieved by
using synthetic technologies.
3.2. Metrics
We set three metrics for the blur robustness evaluation
based on the success metric defined in [58]. Specifically,
we first calculate the intersection over union (IoU) between
predicted and annotated bounding boxes at each frame of
a subset SL. We then draw a success plot which presents
the percentage of bounding boxes whose IoU is larger than
given thresholds. The area under curve (AUC) of the suc-
cess plot is used to compare different trackers on the subset
SL and is denoted as AL. Given a tracker, we can obtain
5 AUC scores for the 5 subsets and draw a blur robustness
plot with the X-axis representing different subsets and Y-
axis being AUC scores. We can rank compared trackers ac-
cording to the average and standard variance of AUC scores
respectively. The average of 5 AUC scores measures the
absolute accuracy of a tracker on different blurred videos
while the standard variance represents the robustness.
In addition, we propose a new metric named as normal-
Figure 3. Evaluation results of 23 trackers on the BVT benchmark. The left subfigure shows the blur robustness plot of each tracker.
The medium subfigure presents normalized robustness curves of all trackers. The right subfigure displays the normalized robustness
score (NRS), average AUC and its standard variation on 5 subsets of each tracker respectively.
ized robustness score to make the blur robustness be inde-
pendent to the accuracy. Specifically, we first evaluate a
tracker on the sharp video subset, i.e. S1, and obtain a set of
frames denoted as I1succ on which the tracker can locate the
target accurately while the IoU is larger than 0.5. Note, each
frame of I1succ has corresponding blurred versions on other
subsets and we denote them as ILsucc where L > 1. We then
run the tracker on other blurred subsets, i.e. S{2,4,8,16}, and
calculate the average IoUs on I{2,4,8,16}succ respectively. We
finally get a normalized vector by
u =
[u1, u2, u4, u8, u16]
u1
, (1)
where uL is the average IoU on ILsucc, and u corresponds
to a normalized robustness curve (NRC). The average of
all elements in u is denoted as the normalized robustness
score (NRS). If the NRS of a tracker approximates to 1, it
means that the tracker is not affected by the motion blur and
can still locate the target on blurred versions of I1succ.
4. Evaluation Results
With the proposed BVT benchmark, we evaluate 23
trackers and analyze their blur robustness. Meanwhile, we
use two state-of-the-art deep deblurring methods to handle
the blurred subsets of the BVT benchmark and discuss how
these methods can help improve tracking performance.
4.1. Effects of blur to tracking
Trackers. We evaluate 23 trackers on the proposed
benchmark and categorize them into 4 classes according
to representations they used: trackers using intensity based
Figure 4. Normalized robustness score (NRS) and average AUC
of 23 trackers. The legend is the same with that of Fig. 3.
features 1, i.e. IVT [45], L1APG [2], CT [61], CSK [20],
STC [62] and MBT [35], trackers based on HoG features,
i.e. BT [52], DSST [7], KCF [21], SAMF [32], SRDCF [8],
fDSST [9], BACF [16] and STRCF [31], trackers with deep
features, i.e. HCF [36], ECO [6], MDNet [43], Siamfc [4]
and VITAL [49], trackers using mixed features, i.e. Sta-
ple [3], Staple CA [37], ECO HC [6] and CSRDCF [34].
Overall results. We present the evaluation results on
Fig. 3 and 4. In general, the accuracy of trackers decreases
with the increase of the motion blur level. In terms of the av-
erage AUC, ECO achieves the highest accuracy on the BVT
benchmark while VITAL [49] is in the second place, since
these trackers employ deep features as object representa-
tions and are equipped with sophisticatedly designed online
learning strategies. Among trackers base on hand-crafted
features, STRCF [31], ECO HC [6] , and CSRDCF [34]
1Here, the intensity based features consist of the template used by
IVT [45], L1APG [2], CSK [20] and STC [62], and haar-like features used
by CT [61].
are in the first, second, and third places respectively accord-
ing to the average AUC. Moreover, these trackers are better
than MDNet [43] and HCF [36] that use deep features. The
trackers using intensity-based features have much lower ac-
curacy than others due to the less discriminative power.
It terms of the robustness evaluation, we observe that
trackers using intensity-based features are generally more
robust to motion blur, since they obtain similar accu-
racy on both heavily-blurred and sharp videos. Specif-
ically, IVT [45] has the highest normalized robustness
score (NRS) and smallest standard variance of AUC while
L1APG [2] gets the second high NRS. STC [62] and
CT [61] have bad NRSs while their standard variations of
AUC are very small.
As shown in Fig. 4, considering both average AUC and
NRS, we find that Staple CA [37] achieves well balance
between the accuracy and blur robustness. Although VI-
TAL [49] is slightly worse than ECO [6] on the average
AUC, it has much higher NRS than ECO. According to blur
robustness plots, we find that the rank of trackers has great
difference on 5 subsets. For example, VITAL [49] obtains
smaller AUC score than ECO [6] and STRCF [31] on S1
while being the best one on S16. We can find similar results
on BACF [15], CSRDCF [34], DSST [7] and CSK [20].
In summary, we have following observations: Simply
comparing trackers on a single subset is not enough to con-
clude their abilities to handle motion blur. The accuracy
and blur robustness of trackers are dependent on features
they used. Trackers using intensity-based features obtain
low accuracy while usually being robust to motion blur.
Deep features help track accurately but are somehow sensi-
tive to severe blur. It is necessary to explore possible com-
bination strategies to take both advantages.
Benefits of light motion blur. According to blur robust-
ness plots shown in Fig. 3, a lot of trackers obtain higher
AUC on lightly-blurred subsets, e.g. S2 and S4, than on
S1, which infers that the light motion blur has positive ef-
fects on tracking performance. To better understand this
observation, for each tracker, we calculate the AUC gain of
blurred subsets, i.e. S{2,4,8,16}, over the sharp version, i.e.
S1, throughGL = AL−A1 whereGL > 0 means a tracker
has higher accuracy on SL than on S1. As shown in Fig. 5,
on the lightly-blurred subsets, i.e. S2 and S4, there are 17
and 14 trackers that have positive gains. Such numbers re-
duce to 7 and 2 on heavily-blurred subsets, i.e. S2 and S4,
respectively. Hence, light motion blur does help most of the
compared trackers obtain higher accuracy. This is because
the lightly-blurred videos generated by averaging neighbor
high rate frames contain more effective information for sep-
arating the target from the background.
For some specific methods, we find that ECO using deep
features always obtains negative gains on all subsets with
gradually enlarging magnitude. We have similar observa-
Figure 5. AUC gains of blurred subsets, i.e. S{2,4,8,16}, over
sharp video subset, i.e. S1 for all compared trackers.
tions on VITAL and Siamfc, although they obtain higher
AUCs on S1. In contrast, trackers with intensity-based
features, e.g. IVT and CT, have positive gains on all sub-
sets, which further demonstrate the importance of features
in handling motion blur. We also show that the motion blur-
aware tracker, i.e. MBT [35], achieves positive gains on all
subsets except S16 and has the highest gain on S8.
In summary, we have following observations: Light mo-
tion blur helps most of the trackers achieve higher accuracy
while heavy blur significantly reduces the performance of
almost all trackers.
4.2. Effects of deblurring to tracking
In following, we will study whether state-of-the-art deep
deblurring methods could help improve the accuracy of
trackers under the motion blur.
Methods. Early deblurring methods run slowly and are
not suitable for real-time tracking. We select two deep de-
blurring methods, i.e. DeblurGAN [28] and SRN [51], that
run much faster via the GPU2 and achieve state-of-the-art
deblurring performance. Given a tracker, we use a deblur-
ring method to get two variants. The first one is to deblur
all frames before tracking and we name it as the full debur-
ring based method. The second one is to selectively deblur
frames during the tracking process according to center lo-
calization errors, i.e. the distance between predicted bound-
ing boxes and ground truth.
With two deblurring methods, we get four variants for
each tracker and denote them as ‘* gan’, ‘* srn’ for full de-
blurring based ones, and ‘* ganslt’, ‘* srnslt’ for selective
deblurring based methods respectively, where ‘*’ represents
2DeblurGAN takes average 0.05 s to deblur search regions that are
about 5 times larger than targets.
Figure 6. Evaluation results of 7 typical trackers and their four variants. DeblurGAN [28] and Scale-recurrent network (SRN) [51] are
used to cope with the blurred frames respectively. ‘* gan’ and ‘* srn’ denote trackers deblurring each frame via DeblurGAN and SRN
respectively. ‘* ganslt’ and ‘* srnslt’ are methods that selectively deblur frames according to the localization error of trackers.
the name of a tracker. We test these variants on four blurred
video subsets, i.e. S{2,4,8,16}.
To achieve comprehensive study, we select 7 representa-
tive trackers including the ones that achieve best accuracy
on the BVT benchmark, i.e. STRCF [31] and ECO [6],
the Siamese network based tracker, i.e. SiamFC [4], CF
trackers using hand-crafted features, i.e. fDSST [9] and
Staple CA [3, 37], a typical classification based tracker, i.e.
BT [52] and a motion blur-aware tracker, i.e. MBT [35].
Cons of full deburring. As shown in Fig. 6, when we
deblur all frames during tracking process via DeblurGAN,
we get lower accuracy than using blurred frames at most of
the time. The performance decline decreases as the motion
blur level being serve. For example, the AUC of fDSST gan
is much smaller than that of fDSST on S2,4,8 while becomes
slightly better on S16. Such observation encourages that we
should perform deblurring on heavily-blurred frames and
pass the ones containing light blur, when we use Deblur-
GAN to improve the blur robustness.
In terms of the SRN method, by deburring all frames,
it slightly improves most of the trackers. Specifically,
STRCF srn and ECO srn achieve 2.4% and 1.8% relative
improvement over STRCF and ECO while performance
gains on other trackers are very small and even negative.
Similar with DeblurGAN, SRN helps trackers get higher
improvement on heavily-blurred videos while making their
accuracy drop on videos having light blur. For exam-
ple, STRCF srn has similar or even worse AUC score than
STRCF on S2 and S4 while obtaining great improvement
on S8 and S16. We have similar observations on the BT
and Siamfc.
In summary, we have following observations: State-of-
the-art deep deblurring methods, i.e. DeblurGAN [28] and
SRN [51], usually result in tracking accuracy decreasing on
lightly-blurred videos while having positive effects on the
Figure 7. AUC gains of selective deblurring based trackers, i.e.
‘* ganslt’ and ‘* srnslt’, over original ones on blurred video sub-
sets, i.e. S{2,4,8,16}.
ones containing heavy motion blur.
Pros of selective deblurring. According to observations
in Section. 4.1 and 4.2, selective deblurring should help im-
prove tracking performance. To validate this assumption,
we selectively deblur an incoming frame according to lo-
calization errors during the tracking process. Specifically,
for the incoming frame t, we first use DeblurGAN or SRN
to handle it and obtain a deblurred image. We then predict
the target position according to raw and deblurred frames
respectively and obtain two bounding boxes whose center
localization errors are calculated according to the ground
truth. The result with higher precision is saved as the final
output. We name above method as ‘* ganslt’ or ‘* srnslt’.
Fig. 6 shows that selective deblurring via DeblurGAN
and SRN improves the tracking performance of all track-
ers significantly. Furthermore, we notice that selective de-
bluring based methods generally have higher gain over the
original versions on heavily-blurred videos than on light
ones. As shown in Fig. 6, the performance improvements of
STRCF *slt, ECO *slt, Siamfc *slt and fDSST *slt w.r.t.
Figure 8. Outputs of the discriminator of DeblurGAN, i.e. D(·),
on bird sequences that contain 4 levels of motion blur.
their original versions gradually increase and reach their
maximum on S16. Other trackers, e.g. BT, Staple CA and
MBT, have similar trend while achieving the highest gain
on S8.
In summary, we have following observations: Se-
lective deblurring improves tracking performance signif-
icantly. Accuracy gains incrementally increase with the
growing motion blur level and generally reach the maxi-
mum at the most heavily-blurred video subset.
5. Blur-Robust Tracking via DeblurGAN-D
5.1. DeblurGAN-D as blur assessor
DeblurGAN [28] uses the critic network as the discrimi-
nator (D) to output scores of sharp and restored images and
calculate their Wasserstein distance as the loss to train the
generator (G) and the discriminator itself. D only works at
the training process and is discarded at testing time. In the
training stage, G outputs deblurred images whose quality is
gradually improved. We can regard these images as blurred
ones having different blur levels. From the view of training
D, it is tuned to distinguish between sharp images and the
ones generated by G, which have different blur levels. As a
result, the discriminator has the ability to make a distinction
between sharp and blurred images.
As shown in Fig. 8, we calculate discriminator outputs of
frames in four videos that have different blur levels. Clearly,
the heavily-blurred video, i.e. L = 16, has the smallest
value while the sharp one, i.e. L = 2, has the highest score.
Hence, the discriminator of DeblurGAN is able to score the
blur levels of frames and will help decide when we should
do deblur during the tracking process.
Figure 9. Comparing the fine-tuned discriminator with the origi-
nal one on airplane sequences.
5.2. Fine-tuning DeblurGAN-D
Although we have shown DeblurGAN-D can score the
blur degree of a frame, it easily fails and cannot discriminate
motion blur degrees when their visual difference is small.
As shown in Fig. 9, DeblurGAN-D cannot rank the blur de-
gree of frames properly. This is because DeblurGAN-D is
originally designed to compare the sharp and deblurred im-
ages, which has a gap to the task of assessing blur degrees.
To alleviate above problem, we propose to fine-tune
DeblurGAN-D with blur & deblur image pairs. Specifically,
we select 20 scenes including 80 blurred videos from the
dataset of the BRB and obtain 32304 frames. Each scene
contains 4 videos corresponding to 4 blur degrees respec-
tively. We use the generator of DeblurGAN to deblur these
frames and get 32304 blur & deblur image pairs. Using
these pairs as training data, we particularly fine-tune the dis-
criminator via the same adversarial loss of DeblurGAN with
the fixed generator.
As shown in Fig. 9, compared with the original discrimi-
nator, the fine-tuned one can not only sort blur degrees prop-
erly but also reflect the distance between different motion
blurs. In practice, we calculate the discriminator difference
between blurred and deblurred frames, i.e. D(Iˆt) − D(It),
to avoid the influence of non-blur information in the image,
where Iˆt is the deblurred It. A larger difference corresponds
to a heavy motion blur of It.
Note, we can also use blur & sharp image pairs to train
D. However, in real applications, sharp images are not given
and we have to take extra cost to collect suitable images for
fine-tuning. In contrast, the proposed strategy does not need
extra data and is also suitable for other deblurring methods.
Please find more visualization results in supplementary ma-
terial.
5.3. Selective deblurring for blur-robust tracking
Given a video V = {It}T1 , we formulate a tracker within
Bayesian framework in which the maximum a posterior es-
timation of the target state at frame t , i.e. a bounding box
bt, is computed by
P (bt|It) =
∑
st∈{0,1}
P (bt|It, st)P (st|It), (2)
where It = {I1, ..., It} is the set of observed frames, and st
is a selector that can be 1 and 0 representing to use deblurred
and raw It to estimate bt respectively. P (st|It) is used to
estimate st via observed frames and calculated by
P (st|It) = αsP (It|st)
∑
st−1∈{0,1}
P (st|st−1)P (st−1|It−1),
(3)
where αs is a normalization factor, P (st|st−1) is a motion
model for the selector to consider historical selection re-
sults, and P (It|st) measures the necessity to deblur It
P (It|st) ∝ |D(Iˆt)−D(It)|, (4)
where Iˆt is the deblurred It. Instead of directly using D(It)
for P (It|st), we calculate the difference between D(Iˆt) and
D(It) to remove the influence of non-blur information.
In Eq. (2), the posterior probability of bt being the target,
given the selector st and previous frames, i.e.P (bt|It, st)
can be rewritten as
αP (Iˆt|bt)
∑
bt−1
P (bt|bt−1)P (bt−1|It−1), if st = 1
αP (It|bt)
∑
bt−1
P (bt|bt−1)P (bt−1|It−1), if st = 0
(5)
where α is a normalization factor, P (Iˆt|bt) and P (It|bt)
are observation models that compute the likelihood of bt
belonging to the target with inputs being Iˆt and It respec-
tively, and P (bt|bt−1) represents the motion model.
For an existing tracker, we can use its observation and
motion models to calculate P (bt|It, st) via Eq. (5) and lo-
cate the target by solving
b∗t = arg max
bt
P (bt|It). (6)
In practice, given a tracker and an incoming frame, we
crop a search region and deblur it with the DeblurGAN-G.
We then obtain 2 bounding boxes and their object likeli-
hoods by feeding the tracker with raw and deblurred search
regions. When |D(Iˆt) − D(It)| > θ where θ = 2.5 for all
trackers, the search region is heavily-blurred and the bound-
ing box of deblurred search region is saved as final result.
Otherwise, the one having largest object likelihood is saved.
Currently, we set P (st|st−1) as a discrete uniform distri-
bution that ignores the historical selection results and will
discuss other possible ways in the future.
We can equip extensive existing trackers with the pro-
posed scheme. In following, we will validate the scheme
on 7 trackers including STRCF [31], ECO [6], SiamFC [4],
fDSST [9], Staple CA [3, 37], BT [52] and MBT [35].
Figure 10. Comparing proposed blur-robust trackers (‘* ganbrt’)
with full debluring (‘* gan’) and non debluring (‘*’) based track-
ers on 80× 4 blurred videos.
5.4. Comparative results
Since we have used 20 scenes, i.e. 20×4 blurred videos,
of the BVT benchmark to fine-tune the DeblurGAN-D in
Section 5.2, the remaining 80 scenes form new subsets de-
noted as {S ′L|L = 1, 2, 4, 8, 16} each of them consists of
80 videos. We use them to validate the proposed blur robust
tracking scheme on 7 trackers. We run the original track-
ers, full deburring (‘* gan’) and the proposed scheme based
versions (’* ganbrt’) on {S ′L|L = 2, 4, 8, 16} and calcu-
late the average AUC and its standard variation as evalua-
tion results. AUC scores of original trackers on S ′1 are also
calculated for the comprehensive comparison.
As shown in Fig. 10, according to the average AUCs, all
trackers except fDSST are improved by the proposed blur-
robust tracking scheme. In particular, BT ganbrt achieves
9.3% relative improvement over the original version. More-
over, the accuracy of BT ganbrt on S ′{2,4,8} is much
higher than the one of BT on the sharp subset, i.e. S ′1.
STRCF ganbrt, ECO ganbrt, and Siamfc ganbrt outper-
forms STRCF, ECO and Siamfc on all subsets respectively.
Staple CA ganbrt achieves 2.5% relative improvement over
Staple CA. The accuracy increase of MBT ganbrt w.r.t.
MBT is small since MBT is specifically designed for the
tracking under motion blur. fDSST ganbrt obtains light
worse accuracy than fDSST while being better on S1. More
results are presented and discussed in the supplementary
material.
6. Conclusion
In this paper, we have proposed the Blurred Video Track-
ing (BVT) benchmark to explore how motion blur affects
visual object tracking and whether state-of-the-art deblur-
ring can benefit the state-of-the-art trackers under different
levels motion blur. The proposed BVT benchmark contains
500 videos for 100 scenes, each of which has 5 videos with
different levels of motion blurs. According to the evalua-
tion results of 23 recent trackers on the BVT benchmark,
we find that slight motion blur may have positive effects to
visual tracking, while severe blurs certainly harm the per-
formance of most trackers. Using two state-of-the-art de-
blurring methods, DeblurGAN [28] and SRN [51], to han-
dle the blurred videos in our BVT benchmark, we study
the effects of deblurring to 7 typical trackers. We observe
that current deblurring algorithm can improve tracking per-
formance on severely blurred videos, while harm the accu-
racy on videos with slight motion blur. Accordingly, we
propose a general blur-robust tracking scheme that adopts
a fine-tuned discriminator of DeblurGAN as an assessor to
adaptively determine whether or not conduct deblurring for
current frame. This method successfully improves the ac-
curacy of 6 state-of-the-art trackers. In the future, we want
to study how to generalize such adaptive deblurring strategy
to further boost the robustness to blur in visual tracking.
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