In an earlier article in this Journal, Abdel-khalik and Espejo [1978] used univariate and multivariate regression models to assess the use of quarterly prediction errors by analysts in revising annual eamings predictions. They rationalized the relevance of multivariate models and, after estimating several models, concluded that analysts use the signals produced by quarterly reports to revise their forecasts of annual eamings. Their models explained about 60 percent of the variation in prediction errors of annual eamings.
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In a note that followed. Brown et al. [1980] argued that multivariate models suffer from some econometric shortcomings. They favored the use of the univariate model that was suggested, but not estimated, by Abdel-khalik and Espejo. They further argued for testing the significance of the coefficients of quarterly signals against unity rather than against zero. This point was discussed in a later paper by Abdel-khalik [1981] in which the data of Brown et al. [1980] were used to show that testing against unity would not alter the findings.
Nevertheless, a technical issue concerning model specification remains unresolved and pervades both papers. The objective of this note is to show that measurement and estimation problems resulted in overfits of models in both papers. While the resulting R' exaggerated the relevance of the signals produced by quarterly reports vis-a-vis other sources of information in revising annual eamings forecasts, they remained statistically significant.
The Source of Bias
When two random variables X and Y are combined to produce a third variable Z such that Z = X + Y, it can be shown that the explanatory power of the regression Y = a + PX is different from that of the regression Z = a + bX, perhaps in a significant way. In particular:
, by substituting and rearranging we obtain: 
Empirical Evaluation
A sample of 76 companies was chosen from among 11 industries from the Value Line Investment Survey (the same source used by prior studies). Forecasted and actual data for both quarterly and annual reports were collected from the period 1975-77. The two models fitted were of the form: Several estimations of those two models were carried out. Due to the consistency of results, only the estimates of the combined (over the period 1975-77) data for each of the first three quarters are reported in table 1. As shown: (1) the coefficients of Model 1 are smaller than those of Model 2 exactly by one; (2) the intercepts are unchanged; (3) the statistical significance of the coefficients is relatively weakened as we move from Model 2 to Model 1, but continues to be significant at below the 0.01 level; (4) R^ was about four times higher for Model 2 than for Model 1.
Conclusion
This note is a technical extension to the discussion that took place in this Journal concerning the importance of the quarterly signals in revising analysts' annual earnings forecasts. It has been shown that the models used for that purpose were misspecified and were overfitted. Although the results still show that the signals produced by quarterly reports are significantly related to revisions of the unrealized portion of annual earnings, they also indicate that the relative importance of those signals is about one-fourth of what it was purported to be. Thus, much of the revisions of annual earnings appears to be due to information obtained from other sources.
