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Resumen
Una arquitectura para aplicaciones educativas basadas en mundos
virtuales e interfaces tangibles
por Juan Mateu Ruzafa
En esta tesis se desarrolla una arquitectura, denominada Virtual Touch, que com-
bina los mundos virtuales con las interfaces de usuario tangibles para proporcionar
un entorno de realidad mixta que permite desarrollar, de manera sencilla, aplicaciones
educativas.
Los mundos virtuales proporcionan un entorno tridimensional que permite la si-
mulacio´n de contextos realistas: as´ı el estudiante puede sumergirse en el entorno y
conseguir un aprendizaje ma´s significativo. La interaccio´n con los mundos virtuales se
lleva a cabo mediante la utilizacio´n de interfaces de usuario tangibles: as´ı el estudiante
puede interactuar con el sistema de una forma ma´s natural e intuitiva. La combinacio´n
de ambos paradigmas se denomina “realidad mixta”, y constituye un entorno privi-
legiado para favorecer un aprendizaje de tipo constructivista, combinando diversas
metodolog´ıas pedago´gicas en un contexto “gamificado”.
La arquitectura Virtual Touch proporciona un entorno de desarrollo que facilita
la creacio´n de actividades educativas por parte de educadores con distintos niveles de
conocimientos de informa´tica y electro´nica: la arquitectura se adapta a cada tipo de
usuario educador segu´n su nivel de conocimientos. Se han realizado cinco experiencias
en centros educativos de Educacio´n Secundaria Obligatoria, Bachillerato y ciclos for-
mativos de Grado Medio, contando con la participacio´n de usuarios educadores con
diferentes niveles de conocimientos de informa´tica. Estos educadores han colaborado
en el desarrollo de aplicaciones educativas empleando la arquitectura Virtual Touch,
que luego fueron probadas con sus alumnos.
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Abstract
An architecture for educational applications based on tangible interfaces
and virtual worlds
by Juan Mateu Ruzafa
In this thesis an architecture is developed, called Virtual Touch, that combines vir-
tual worlds with tangible user interfaces to provide a mixed reality environment that
allows to develop, in a simple way, educational applications.
Virtual worlds provide a three-dimensional environment that allows the simulation
of realistic contexts: thus students can immerse themselves in the environment and
achieve a more meaningful learning. The interaction with the virtual worlds is carried
out through the use of tangible user interfaces: thus students can interact with the sys-
tem in a more natural and intuitive way. The combination of both paradigms is called
“mixed reality”, and constitutes a privileged environment to favor constructivist-type
learning, combining various pedagogical methodologies in a “gamified” context.
The Virtual Touch architecture provides a development environment that facilitates
the creation of educational activities by educators with different levels of computer and
electronic knowledge: the architecture adapts to each type of educator according to
their level of knowledge. There have been five experiences in educational centers of
Secondary Education, Baccalaureate and intermediate level training cycles, with the
participation of educators with different levels of computer knowledge. These educators
have collaborated in the development of educational applications using the Virtual
Touch architecture, which were then tested with their students.
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Resum
Una arquitectura per a aplicacions educatives basades en interf´ıcies
tangibles i mons virtuals
by Juan Mateu Ruzafa
En aquesta tesi es desenvolupa una arquitectura, denominada Virtual Touch, que
combina els mons virtuals amb les interf´ıcies d’usuari tangibles per proporcionar un
entorn de realitat mixta que permet desenvolupar, de manera senzilla, aplicacions edu-
catives.
Els mons virtuals proporcionen un entorn tridimensional que permet la simulacio´ de
contextos realistes: aix´ı l’estudiant pot submergir-se en l’entorn i aconseguir un apre-
nentatge me´s significatiu. La interaccio´ amb els mons virtuals es du a terme mitjanc¸ant
la utilitzacio´ d’interf´ıcies d’usuari tangibles: aix´ı l’estudiant pot interactuar amb el sis-
tema d’una forma me´s natural i intu¨ıtiva. La combinacio´ de tots dos paradigmes es
denomina “realitat mixta”, i constitueix un entorn privilegiat per afavorir un aprenen-
tatge de tipus constructivista, combinant diverses metodologies pedago`giques en un
context “gamificat”.
L’arquitectura Virtual Touch proporciona un entorn de desenvolupament que fa-
cilita la creacio´ d’activitats educatives per part d’educadors amb diferents nivells de
coneixements d’informa`tica i electro`nica: l’arquitectura s’adapta a cada tipus d’usuari
educador segons el seu nivell de coneixements. S’han realitzat cinc experie`ncies en
centres educatius d’Educacio´ Secunda`ria Obligato`ria, Batxillerat i cicles formatius de
Grau Mitja`, comptant amb la participacio´ d’usuaris educadors amb diferents nivells
de coneixements d’informa`tica. Aquests educadors han participat en el desenvolupa-
ment d’aplicacions educatives emprant l’arquitectura Virtual Touch, que despre´s van
ser provades amb els seus alumnes.
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Este cap´ıtulo muestra una visio´n global del trabajo desarrollado en esta tesis doc-
toral. El tema principal abordado consiste en el estudio, desarrollo y evaluacio´n de una
arquitectura basada en mundos virtuales e interfaces tangibles, que permite generar
entornos de realidad mixta cuya aplicacio´n ha sido dirigida al a´mbito educativo. Se
han llevado a cabo una serie de experiencias en centros educativos empleando esta
arquitectura y se han analizado los resultados obtenidos. Al final de este cap´ıtulo se
muestran las principales contribuciones de la tesis y la estructura de la memoria.
1.1. Motivacio´n
Hoy en d´ıa, con el advenimiento de las nuevas tecnolog´ıas, los estudiantes esta´n
“conectados” resultando muy complicado captar su atencio´n e incentivar su intere´s
por aprender. Para ello, es necesario integrar las nuevas tecnolog´ıas en el aula, utilizar
nuevas metodolog´ıas de trabajo y realizar actividades que les resulten atractivas, mo-
tivadoras y adaptadas a los nuevos tiempos.
El primer objetivo de esta tesis consiste en desarrollar una arquitectura que combine
los mundos virtuales junto con las interfaces tangibles proporcionando un entorno de
realidad mixta que permita desarrollar aplicaciones educativas de una forma ra´pida y
sencilla. La arquitectura tiene que permitir la creacio´n de aplicaciones educativas aten-
diendo a los conocimientos informa´ticos del educador. Segu´n su nivel de conocimientos
de informa´tica cabe distinguir tres tipos de usuarios educadores: el usuario ba´sico, el
usuario intermedio y el usuario avanzado. El usuario ba´sico podra´ conectar el tangible
y podra´ realizar algunas configuraciones ba´sicas de las aplicaciones educativas ya exis-
tentes. El usuario intermedio, que posee ma´s conocimientos informa´ticos, adema´s de
conectar y configurar las interfaces tangibles podra´ realizar cambios en algunos scripts
que permitan la interconexio´n del tangible con el mundo virtual y en general modifi-
car las aplicaciones educativas ya existentes para crear nuevas aplicaciones. El usuario
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avanzado, que tiene elevados conocimientos de informa´tica y programacio´n, podra´ crear
sus propios scripts y adema´s an˜adir, programar e integrar nuevas interfaces tangibles
para otro tipo de dispositivos o tecnolog´ıas, permitiendo as´ı la creacio´n de aplicaciones
educativas completamente novedosas.
El segundo objetivo consiste en mejorar y enriquecer los procesos de ensen˜anza-
aprendizaje mediante el uso de entornos virtuales y mediante la interaccio´n a trave´s de
las interfaces tangibles. Los mundos virtuales proporcionan un entorno tridimensional
que permite la obtencio´n de un aprendizaje significativo: el estudiante podra´ sumer-
girse en un entorno que favorece la simulacio´n de contextos realistas. Por ejemplo, el
estudiante podr´ıa aprender la Antigua Grecia desde un entorno virtual tridimensional
en el que a trave´s de su avatar (su propia representacio´n en el mundo virtual) puede
interactuar con otros habitantes y puede explorar la cultura, las costumbres, los tem-
plos y las construcciones griegas ma´s destacables. Los mundos virtuales son entornos
excelentes para favorecer el aprendizaje significativo, combinando diferentes metodo-
log´ıas de trabajo en un contexto ’gamificado’.
Finalmente, el tercer y u´ltimo objetivo consiste en probar las aplicaciones educativas
as´ı creadas en diferentes centros educativos reales, con el fin de evaluar la usabilidad,
la efectividad y los beneficios obtenidos en el aprendizaje.
1.2. Hipo´tesis de investigacio´n
Como consecuencia de los objetivos anteriormente planteados, el trabajo realizado
en esta tesis doctoral se ha centrado en responder las siguientes hipo´tesis de investiga-
cio´n:
H1: Las tecnolog´ıas de mundos virtuales pueden ser complementadas por tecno-
log´ıas de interfaces tangibles para conseguir sistemas de realidad mixta.
H2: Es posible definir una arquitectura que permita desarrollar aplicaciones edu-
cativas mediante realidad mixta, y que se adapte al nivel de conocimientos in-
forma´ticos del educador responsable.
H3: Las aplicaciones educativas realizadas mediante realidad mixta consiguen un
aprendizaje ma´s significativo.
1.3. Contribuciones de la tesis
Para responder a las anteriores hipo´tesis de investigacio´n, y as´ı alcanzar los objetivos
planteados, se han realizado una serie de contribuciones cient´ıfico-te´cnicas que se listan
a continuacio´n:
Se ha revisado el estado del arte en las tres a´reas tecnolo´gicas que tienen relacio´n
con esta tesis: mundos virtuales, interfaces tangibles y realidad mixta.
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1.4. LISTADO DE PUBLICACIONES
Se ha desarrollado e implementado una arquitectura que facilita la creacio´n de
actividades educativas combinando mundos virtuales e interfaces tangibles en un
entorno de realidad mixta.
Se han realizado experiencias educativas en las que se han analizado y evaluado los
prototipos creados. Los centros educativos que han participado en las experiencias
son:
 Instituto de Educacio´n Secundaria Joan Coromines (Benicarlo´, Castello´n).
 Florida Secundaria (Catarroja, Valencia).
 Instituto de Educacio´n Secundaria Ernest Lluch (Cunit, Tarragona)
 Instituto de Educacio´n Secundaria Narc´ıs Oller (Valls, Tarragona)
Se ha elaborado un listado de las necesidades y problema´ticas a tener en cuenta
durante el desarrollo de aplicaciones educativas que empleen realidad mixta, en
base al estado del arte y a las experiencias llevadas a cabo. Adema´s se han extra´ıdo
conclusiones con respecto a los beneficios educativos que supone la realizacio´n
de actividades de ensen˜anza-aprendizaje haciendo uso de los mundos virtuales
combinados con las interfaces tangibles.
Se ha participado en el proyecto de investigacio´n eIntegra (financiado por el
Plan Nacional de Investigacio´n con la referencia TIN2013-44586) siendo el autor
miembro del equipo de trabajo.
1.4. Listado de publicaciones
La investigacio´n realizada forma parte del proyecto de Investigacio´n eIntegra: e-
Training y e-Coaching para la integracio´n socio-laboral (TIN2013-44586-R del Minis-
terio de Economı´a y Competitividad de Espan˜a) con las siguientes entidades partici-
pantes: Universidad Auto´noma de Madrid, Universidad de Granada y Universidad Rey
Juan Carlos. El proyecto TIN2013-44586-R se realizo´ entre el an˜o 2014 y el an˜o 2017
siendo Xavier Alama´n Rolda´n el investigador responsable y siendo el autor de la tesis
un miembro del equipo de trabajo.
A continuacio´n se muestra un listado de publicaciones generadas a partir del trabajo
de la tesis, ordenadas cronolo´gicamente.
1.4.1. Art´ıculos con factor de impacto JCR
Guerrero, G., Ayala, A., Mateu, J., Casades, L. & Alama´n, X. (2016). Integrating
Virtual Worlds with Tangible User Interfaces for Teaching Mathematics: A Pilot
Study. Sensors, 16(11), 1775. I´ndice JCR: 2.677, Q1 (10 de 58), ha recibido
4 citas (excluyendo autocitas).
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Mateu, J., Lasala, M.J., & Alama´n, X. (2015). Developing Mixed Reality Edu-
cational Applications: The Virtual Touch Toolkit. Sensors, 15(9), 21760-21784.
I´ndice JCR: 2.033, Q1 (12 de 56), ha recibido 5 citas (excluyendo au-
tocitas).
Mateu, J., Lasala, M.J. & Alama´n, X. (2014) VirtualTouch: A tool for develo-
ping mixed reality educational applications and an example of use for inclusive
education. International Journal of Human-Computer Interaction, 30, 815-828.
I´ndice JCR: 0.850, Q3 (16 de 24), ha recibido 19 citas (excluyendo
autocitas).
Mateu, J. & Alama´n, X.(2013). CUBICA: An Example of Mixed Reality. Journal
of Universal Computer Science (J.UCS) 19(17), 2598-2616. I´ndice JCR: 0.401,
Q4 (89 de 102), ha recibido 4 citas (excluyendo autocitas).
1.4.2. Art´ıculos publicados en actas de congreso
Alama´n, X., Mateu, J., & Lasala, M.J.(2016). Designing virtual world educational
applications. En 2016 IEEE Global Engineering Education Conference, EDUCON
2016, Abu Dhabi, United Arab Emirates, 10-13 Abril, 2016, IEEE, 1134-1137. Ha
recibido 2 citas (excluyendo autocitas).
Ayala, A., Guerrero, G., Mateu, J., Casades, L., & Alama´n, X.(2015). Virtual
Touch FlyStick and PrimBox: Two Case Studies of Mixed Reality for Teaching
Geometry. En 9th International Conference on Ubiquitous Computing & Ambient
Intelligence (UCAmI 2015), Puerto Varas, Chile, 1-4 Diciembre 2015, Lecture
Notes in Computer Science (LNCS). Springer International Publishing, vol 9454,
309-320. Ha recibido 2 citas (excluyendo autocitas).
Mateu, J., Lasala, M.J. & Alama´n, X. (2014). Virtual Touch Book: A Mixed-
Reality Book for Inclusive Education. En 8th International Conference on Ubi-
quitous Computing and Ambient Intelligence (UCAmI 2014), Belfast, Northern
Ireland, 2-5 Diciembre 2014, Lecture Notes in Computer Science (LNCS), Sprin-
ger International Publishing, vol 8867, 124-127. Ha recibido 4 citas (exclu-
yendo autocitas).
Mateu J. & Alama´n, X. (2013). Tangible Interfaces and Virtual Worlds: A New
Environment for Inclusive Education. En 7th International Conference on Ubi-
quitious Computing and Ambient Intelligence (UCAmI 2013), Guanacaste, Costa
Rica, 2-6 Diciembre 2013, Lecture Notes in Computer Science (LNCS), Springer
International Publishing, vol 8276, 119-126. Ha recibido 8 citas (excluyendo
autocitas).
Mateu J. & Alama´n, X. (2012). An Experience of Using Virtual Worlds and Tan-
gible Interfaces for Teaching Computer Science. En 6th International Conferen-
ce on Ubiquitious Computing and Ambient Intelligence (UCAmI 2012), Vitoria-
Gasteiz, Spain, 3-5 Diciembre 2012, Lecture Notes in Computer Science (LNCS),
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Springer International Publishing, vol 7656, 478-485. Ha recibido 1 cita (ex-
cluyendo autocitas).
1.4.3. Cap´ıtulos de libro
Mateu J., Lasala, M.J., Alama´n X. (2012). Education for the inclusion using Vir-
tual Worlds: an experience using OpenSim. Technologies for Inclusive Education,
David Griol et al. (Eds.), Information Science Reference, Hershey, Pennsylvania
(USA), 122-146. Ha recibido 1 cita (excluyendo autocitas).
1.5. Estructura de la tesis
La tesis esta´ estructurada de la siguiente manera:
Cap´ıtulo 1. Introduccio´n. Este primer cap´ıtulo es de cara´cter introductorio y
muestra la motivacio´n para la realizacio´n de esta tesis junto con las contribuciones
ma´s relevantes y el listado de las principales publicaciones realizadas a partir del
trabajo de investigacio´n realizado.
Cap´ıtulo 2. Estado del arte. El segundo cap´ıtulo muestra una revisio´n del
estado del arte relativo a los mundos virtuales, a las interfaces tangibles y a
la realidad mixta como combinacio´n de los mundos virtuales y las interfaces
tangibles. En la revisio´n del estado del arte de estas tres a´reas principales de la
tesis se muestran tanto las definiciones, como las caracter´ısticas principales y se
citan los proyectos educativos ma´s relevantes.
Cap´ıtulo 3. Aspectos metodolo´gicos. El tercer cap´ıtulo muestra la metodo-
log´ıa de investigacio´n que se ha seguido para desarrollar esta tesis, que esta´ basada
en fases secuenciales en las que, partiendo de la identificacio´n del problema, se
acomete la definicio´n de los objetivos, la realizacio´n del disen˜o y el desarrollo
de un prototipo. Posteriormente, se realiza la demostracio´n y la evaluacio´n del
prototipo para finalizar con la comunicacio´n de los resultados a la comunidad
cient´ıfica.
Cap´ıtulo 4. Arquitectura. El cuarto cap´ıtulo se centra en el disen˜o y la im-
plementacio´n de la arquitectura, cuyo principal objetivo es desarrollar aplicacio-
nes educativas basadas en mundos virtuales e interfaces tangibles de una forma
sencilla y adaptada a diferentes tipos de usuarios educadores en base a sus cono-
cimientos de informa´tica y electro´nica.
Cap´ıtulo 5. Trabajo experimental. En el quinto cap´ıtulo se describe cada una
de las experiencias llevadas a cabo en diferentes centros educativos de educacio´n
secundaria y ciclos formativos. En cada experiencia se indican los principales
objetivos, educativos y te´cnicos, se describe el desarrollo de la experiencia y se
analizan los resultados obtenidos.
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Cap´ıtulo 6: Conclusiones. En el sexto y u´ltimo cap´ıtulo se muestran las con-
clusiones obtenidas en base a las experiencias realizadas. Adema´s, se plantean las
l´ıneas futuras de trabajo y de investigacio´n en el a´mbito abordado en esta tesis.
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2 Estado del arte
En esta tesis se ha desarrollado una arquitectura que permite la creacio´n de acti-
vidades educativas en un entorno virtual tridimensional y cuya interaccio´n se realiza
mediante el uso de interfaces de usuario tangibles.
Los mundos virtuales ofrecen un entorno de aprendizaje simulado que favorece
la recreacio´n virtual de escenarios, permitiendo obtener experiencias de aprendizaje
enriquecedoras. La interaccio´n con los mundos virtuales se lleva a cabo mediante la
utilizacio´n de interfaces de usuario tangibles que permiten una interaccio´n ma´s natural,
intuitiva y familiar debido a la manipulacio´n directa de los artefactos tangibles.
Como se demostrara´ ma´s adelante, la combinacio´n de los mundos virtuales junto
con las interfaces tangibles aplicadas al a´mbito educativo proporcionan multitud de
beneficios en el proceso de ensen˜anza-aprendizaje de los estudiantes.
En este cap´ıtulo se estudia el estado del arte de las tres a´reas tratadas en esta
tesis: mundos virtuales, interfaces tangibles y realidad mixta. La realidad mixta es el
resultado de la combinacio´n de los mundos virtuales, considerados como entornos de
aprendizaje tridimensionales, interactivos, multiusuario y colaborativos, junto con las
interfaces tangibles, que permiten una interaccio´n con el ordenador ma´s sencilla, natu-
ral, intuitiva y accesible. En las tres a´reas se muestran las definiciones, las principales
caracter´ısticas, y los beneficios pedago´gicos que aportan al a´mbito educativo, as´ı como
los proyectos educativos ma´s relevantes en cada una de ellas.
2.1. Mundos virtuales en la educacio´n
Los mundos virtuales son entornos virtuales multiusuario que ofrecen la posibilidad
de crear escenarios donde los avatares (representaciones de los usuarios dentro del mun-
do virtual) pueden comunicarse, interactuar y colaborar en tiempo real, permitiendo
un amplio abanico de aplicaciones dirigidas a diferentes a´mbitos.
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Los mundos virtuales pueden utilizarse como espacios de socializacio´n, de reunio´n
en l´ınea, con finalidades comerciales, como herramienta de ocio o con fines educativos.
Especialmente destacamos el a´mbito educativo debido a la gran cantidad de experien-
cias de aprendizaje que pueden producirse dentro del mundo virtual y que son dif´ıciles
de llevar a cabo en el mundo real. Entre estas experiencias de aprendizaje podemos
encontrar desde la realizacio´n de eventos, reuniones, actividades de investigacio´n y ex-
ploracio´n hasta incluso actividades de simulacio´n. Los mundos virtuales como espacios
inmersivos tridimensionales nos permiten realizar actividades educativas mediante la
simulacio´n de situaciones reales que requieran de una toma de decisiones de impor-
tante transcendencia, como por ejemplo la simulacio´n de un accidente de tra´fico o la
simulacio´n de una intervencio´n quiru´rgica. La realizacio´n de simulaciones dentro de un
entorno virtual ofrece la posibilidad de poner en pra´ctica los conocimientos adquiridos
de una forma segura, controlada y sin consecuencias en el mundo real.
En esta tesis se han aplicado los mundos virtuales al sector educativo, concretamente
a la educacio´n secundaria Obligatoria (con estudiantes de edades comprendidas entre
los 12 y los 16 an˜os), al Bachillerato (de 16 a 18 an˜os) y a los ciclos formativos de
Grado Medio (desde los 16 an˜os).
2.1.1. Antecedentes de los mundos virtuales
En este apartado se describen los antecedentes histo´ricos previos a la aparicio´n de
los mundos virtuales, en los que los juegos de rol ya dispon´ıan de algunas de las carac-
ter´ısticas que poseen hoy en d´ıa los mundos virtuales.
El primer concepto relacionado con los videojuegos fue el de MUD (Multi-User
Dungeon) [1], que esta´ asociado a los juegos multiusuario y de rol basados en inter-
faces textuales y cuyo nombre hace referencia al popular juego de mesa Dungeons
& Dragons. Durante el paso de los an˜os el te´rmino MUD evoluciono´, apareciendo el
te´rmino MMOG (Massively MultiPlayer Online Games), que se refiere a los videojue-
gos de diversos ge´neros con gran nu´mero de jugadores simulta´neos conectados a la red.
Posteriormente, como variante del te´rmino MMOG, aparecio´ el te´rmino MMORPG
(Massively Multiplayer Online Role-Playing Game) [2], que hace referencia a la con-
currencia de un nu´mero muy alto de usuarios jugando en l´ınea, como ocurre en los
videojuegos de rol Neverwinter Nights (basado en el cla´sico juego Dungeons & Dra-
gons), EverQuest o el popular World of Warcraft. E´ste u´ltimo supuso una revolucio´n
en la industria de los videojuegos debido a que el juego de rol inclu´ıa gra´ficos 3D, una
interaccio´n intensa entre los usuarios y una sensacio´n de comunidad entre ellos.
Los conceptos anteriores tienen caracter´ısticas comunes que tambie´n esta´n presen-
tes en los mundos virtuales, como por ejemplo la concurrencia e interaccio´n entre los
usuarios y, en los u´ltimos casos, los gra´ficos tridimensionales. Pero por contra, hay
una diferencia destacable en cuanto al objetivo de los videojuegos frente a los mun-
dos virtuales. En el caso de los videojuegos, el propo´sito normalmente es llevar a cabo
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una determinada misio´n: matar a los enemigos, conseguir recompensas, superar un
determinado nivel o fase; todo con el objetivo de divertir y entretener al usuario. En
cambio, en el mundo virtual no hay ningu´n tipo de misio´n espec´ıfica a priori ni exis-
ten condicionantes con relacio´n a la persistencia del usuario en el propio mundo virtual.
Como desarrollo paralelo, destacamos los entornos orientados a la educacio´n que,
a diferencia de los videojuegos, no tienen como objetivo principal el entretenimiento.
El te´rmino MMOLE (Massively Multi-student online learning environment) hace refe-
rencia a los espacios inmersivos de aprendizaje donde los estudiantes se reu´nen con el
fin de realizar actividades educativas bajo la premisa de ’aprender haciendo’. En estos
espacios de aprendizaje los estudiantes interaccionan con otros usuarios en tiempo real
y disponen de un instructor que les gu´ıa en el proceso de aprendizaje.
Finalmente, aparece el te´rmino MUVE (Multi-user Virtual Environment) [3] que
se refiere a los entornos tridimensionales virtuales multiusuario que tambie´n se llaman
metaversos y que ya corresponden a los mundos virtuales propiamente dichos, como
Second Life, Active Worlds u OpenSimulator. A diferencia de los anteriores, en estos
entornos no hay un objetivo definido a priori, consistiendo en espacios de interaccio´n,
exploracio´n y creacio´n de recursos donde se pueden llevar a cabo diferentes tipos de
actividades de ensen˜anza-aprendizaje. Los mundos virtuales son entornos adecuados
para la formacio´n semipresencial y a distancia en los que se dispone de multitud de
recursos dentro de un aula o campus virtual.
2.1.2. Definicio´n de mundo virtual
Una vez mostrada la evolucio´n de los conceptos relacionados con los videojuegos,
a continuacio´n vamos a discutir las primeras definiciones y caracter´ısticas del te´rmino
’mundo virtual’ como una evolucio´n de los conceptos citados anteriormente.
Una de las primeras definiciones sobre el te´rmino “mundo virtual” ser´ıa la propues-
ta por Castronova [4] en la que se refiere a “mundos sinte´ticos” (synthetic worlds) que
constituyen espacios virtuales similares al mundo real disen˜ados para alojar a una gran
cantidad de usuarios, y cuyo mantenimiento y representacio´n se realiza a trave´s del
ordenador.
Una definicio´n complementaria a la anterior es la propuesta por Bell [5] en la que
se considera que un mundo virtual es una red s´ıncrona y persistente de personas re-
presentadas mediante avatares y conectadas mediante un conjunto de ordenadores en
red. En esta definicio´n aparecen los conceptos “s´ıncrono”, “persistente” y “red de per-
sonas”, que especifican las caracter´ısticas que debe tener un mundo virtual. El te´rmino
“s´ıncrono” indica el tipo de comunicacio´n que tiene lugar en los mundos virtuales, ba-
sado en la interaccio´n entre los avatares, entre los que la comunicacio´n se produce en
tiempo real dentro un mismo espacio compartido. El te´rmino “persistente” se refiere
al hecho de que el mundo virtual siempre existe independientemente de que los ava-
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tares este´n disponibles o no en un momento determinado. Dentro de una comunidad
dina´mica que esta´ en constante evolucio´n, cada miembro es un elemento ma´s sin que
ningu´n avatar sea el centro de atencio´n ni tenga ma´s privilegios que el resto de avatares.
Los mundos virtuales, a diferencia de los juegos en l´ınea, son espacios de interaccio´n
que disponen de avatares que pueden estar siempre presentes y disponibles, y que no
cuentan con unos objetivos espec´ıficos definidos por el creador del mundo virtual. El
u´ltimo te´rmino, “red de personas”, hace referencia a una comunidad activa y dina´mica
que se comunica e interactu´a dentro del mundo virtual. Respecto a esta caracter´ıstica
cabe destacar que ser´ıa similar a la de los juegos de rol en l´ınea en cuanto a la cantidad
de usuarios que pueden interactuar en el mundo virtual en un mismo instante.
De acuerdo con Schroeder [6], los mundos virtuales son entornos virtuales persis-
tentes donde las personas experimentan e interactu´an entre ellas con una sensacio´n de
presencia dentro de dicho entorno. En esta definicio´n se puede destacar la caracter´ısti-
ca de sensacio´n de presencia, que corresponder´ıa con la capacidad de inmersio´n o de
“telepresencia” dentro de un mundo virtual.
Siguiendo con las definiciones, otra destacable ser´ıa la propuesta por de Freitas [7],
que define un mundo virtual como un entorno interactivo representado en tres dimen-
siones o mediante gra´ficos animados y que puede ser usado por muchos usuarios al
mismo tiempo.
Una vez vistas las principales definiciones de mundo virtual, a continuacio´n vamos
a describir las principales caracter´ısticas que debe tener un mundo virtual.
Dickey [8] destaca tres caracter´ısticas que deber´ıan tener los mundos virtuales: la
ilusio´n del espacio tridimensional, los avatares como representaciones de los usuarios y
un chat interactivo para que los usuarios se puedan comunicar.
En un enfoque ma´s amplio, Atkins [9] sugiere que un mundo virtual tiene las si-
guientes caracter´ısticas:
Inmersivo. Los mundos virtuales deben ofrecer una sensacio´n de presencia lo ma´s
realista posible. Para ello, se cuenta con objetos, texturas, sonidos ambientales,
etc., que crean un entorno simulado muy realista que favorece que el usuario
tenga la sensacio´n de “estar realmente all´ı”.
Interactivo. Los mundos virtuales deben permitir la comunicacio´n en tiempo
real. Para ello, los mundos virtuales disponen de chats de texto y de voz, como
tambie´n la posibilidad de ver y escuchar diferentes elementos multimedia (ima´ge-
nes, sonidos y v´ıdeos).
Personalizable. El mundo virtual debe ser un espacio creativo, diverso y perso-
nalizable. Para ello debe ofrecer la posibilidad de construir y transformar objetos
y terrenos. Adema´s, debe permitir la opcio´n de protegerlos a trave´s de licencias y
posiblemente permitir realizar compraventa de objetos mediante el intercambio
de monedas virtuales.
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Accesible. El mundo virtual debe ser accesible a todas las personas, indepen-
dientemente de sus caracter´ısticas. A pesar de ello, los mundos virtuales pueden
tener ciertas restricciones. Por ejemplo, Second Life no permite el acceso a usua-
rios menores de edad. Por un lado, existen instituciones (por ejemplo, algunas
universidades) que disponen de a´reas abiertas a todos los usuarios y que permiten
el acceso a todas las instalaciones y recursos virtuales, y por otro lado tambie´n
existen entornos virtuales educativos con gestio´n privada, y que por tanto no
esta´n accesibles a todos los usuarios.
Programable. Los mundos virtuales deben permitir an˜adir comportamiento a
los objetos haciendo uso de lenguajes de programacio´n espec´ıficos. Por ejemplo,
Second Life y OpenSim disponen del lenguaje de programacio´n Linden Scrip-
ting Language que permite an˜adir funcionalidad y comportamiento a los objetos
presentes en el mundo virtual.
Otra perspectiva diferente ser´ıa centrarse en las caracter´ısticas que se deber´ıan tener
en cuenta a la hora de evaluar un entorno virtual. Segu´n de Luc´ıa [10], la evaluacio´n de
la eficacia de un entorno virtual multiusuario se basa principalmente en los siguientes
factores: presencia, consciencia, comunicacio´n y sentido de pertenencia a una comuni-
dad.
Analizando los cuatro factores anteriores, respecto a la “presencia” es muy evidente
el realismo que proporciona un entorno tridimensional: la interaccio´n de los avatares
con el entorno hace que la sensacio´n de inmersio´n sea total.
Por otro lado, el factor de “consciencia” esta´ relacionado con el hecho de que el
mundo virtual permite saber que´ esta´ haciendo cada avatar, simplemente observa´ndo-
lo. En el factor de “consciencia” un aspecto clave es la comunicacio´n no verbal basada
en la situacio´n, postura, movimientos e incluso gestos del avatar. Los usuarios pueden
personalizar su avatar y pueden crear un fuerte v´ınculo entre su representacio´n virtual
en forma de avatar y ellos mismos en la realidad.
El factor de “comunicacio´n” es un aspecto importante en los mundos virtuales: re-
sulta importante la combinacio´n de la comunicacio´n verbal junto con la comunicacio´n
no verbal para dar una mayor informacio´n del avatar, como por ejemplo su estado
afectivo o emocional. El avatar puede expresarse no solo con el chat de texto y de voz
sino tambie´n puede expresarse mediante gestos, posturas y emociones que le dotan de
un mayor realismo, mejorando la experiencia y facilitando la inmersio´n del usuario en
el mundo virtual.
Por u´ltimo, el factor de “pertenencia a una comunidad de aprendizaje” esta´ rela-
cionado con una tendencia natural de todas las personas a necesitar sentirse “parte del
grupo”. As´ı, en los entornos educativos multiusuario las personas esta´n interesadas en
adquirir conocimientos, pero tambie´n les interesa sentirse involucradas y apoyadas por
una comunidad en la que puedan expresarse, aportando y compartiendo informacio´n
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u´til para el grupo.
Por otro lado, los mundos virtuales pueden clasificarse atendiendo al uso que se
les va a dar. Pueden tener principalmente tres tipos de usos: espacio comunicativo,
simulacio´n del espacio y espacio experimental [8].
El uso como espacio comunicativo se refiere al hecho de explotar las diferentes he-
rramientas para la comunicacio´n tanto verbal como no verbal que ocurren dentro de
un mundo virtual. La comunicacio´n verbal se lleva a cabo a trave´s del chat mientras
que la comunicacio´n no verbal se realiza mediante la apariencia del avatar, los gestos
y las posturas del avatar (Robbins [11]). Los avatares son las representaciones de los
usuarios dentro del mundo virtual y sus interacciones pueden facilitar las habilidades
de comunicacio´n social, verbal y no verbal (Babu et al. [12]).
En segundo lugar, encontramos el uso basado en la simulacio´n del espacio, donde
se utiliza el mundo virtual como lugar de encuentro, con la simulacio´n de contextos o
lugares reales como puede ser un campus universitario, un teatro, una biblioteca, un
hotel, una discoteca o un hospital.
El tercer tipo de uso ser´ıa como espacio experimental. Si nos centramos, por ejem-
plo, en el a´mbito educativo, este uso lo que permite es que el alumno experimente y
realice diferentes pra´cticas y proyectos pertenecientes a una determinada formacio´n
espec´ıfica. En este caso los estudiantes pueden realizar actividades de aprendizaje ba-
sadas en metodolog´ıas como la PBL (Problem Based Learning), en la que se resuelven
ciertas cuestiones o problemas mediante un proceso de indagacio´n en el que el estu-
diante es el protagonista de su propio aprendizaje.
Una clasificacio´n alternativa de los mundos virtuales atendiendo al uso que se hace
de ellos es la propuesta por Warburton [13]:
Narrativa flexible. Se refiere a mundos virtuales donde el usuario es un per-
sonaje con un rol definido y tiene un objetivo concreto. El disen˜ador establece
las restricciones, las reglas y los objetivos a alcanzar. Por ejemplo, se destaca el
proyecto the River City. En este caso el mundo virtual esta´ muy cerca de ser un
videojuego.
Mundo virtual social. Se refiere a mundos virtuales como lugares para la in-
teraccio´n social. Por ejemplo, destacan Second Life, Habbo Hotel y Sims Online.
Simulacio´n. Se refiere a mundos virtuales cuya representacio´n es exactamente la
del mundo real, siguiendo sus mismas normas. Como ejemplo, podemos destacar
NetworkGoogle Earth.
Espacio de trabajo. Se refiere a los mundos virtuales que proporcionan un
espacio de trabajo con el objetivo de realizar actividades colaborativas. Son des-
tacables Project Wonderland, Olive y Open Croquet.
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Dentro del a´mbito educativo, los mundos virtuales se pueden clasificar segu´n el
tipo de actividades educativas que se desarrollan en ellos. De una manera destacada
cabe mencionar las actividades educativas dirigidas a la ensen˜anza y aprendizaje de
idiomas dentro de un mundo virtual. Cada vez hay un mayor nu´mero de docentes que
aprovechan el potencial que tiene el mundo virtual para la ensen˜anza de idiomas y
de segundas lenguas. Los docentes pueden sacar provecho de las herramientas de chat
(texto y de voz), de la interactividad con otros avatares y del entorno tridimensional,
que resulta ido´neo para realizar simulaciones y actividades de juego de roles. Hay
muchos proyectos europeos en esta a´rea en los que participan centros educativos junto
con universidades y entidades colaboradoras.
2.1.3. Desarrollo de los mundos virtuales
A partir del an˜o 1970, los mundos virtuales empezaron a tener una mayor popu-
laridad y cada vez se dedicaban ma´s esfuerzos en su investigacio´n, uso e implantacio´n
en ambientes educativos. Entre otros, cabe mencionar mundos virtuales como Active
Worlds, Project Wonderland, AppEdTech o Second Life. Especialmente destaco´ Se-
cond Life, siendo en el an˜o 2011 el mundo virtual ma´s popular y con mayor grado de
madurez dentro del entorno educativo (Dickey [14]).
Actualmente ha descendido el uso de Second Life en los a´mbitos acade´micos debido
principalmente a la aparicio´n de opciones alternativas de co´digo abierto como Open-
Simulator, que adema´s son aptas para alumnado de educacio´n secundaria cuya edad
esta´ por debajo de los 18 an˜os. OpenSimulator permite la creacio´n de un servidor de
mundos virtuales propio y que este´ accesible u´nicamente a los usuarios que se desea
que se conecten. Por otro lado, han irrumpido otras plataformas interesantes como son
Minecraft [15] y Unity 3D [16].
Minecraft [15] es un videojuego muy popular que dispone de una versio´n educati-
va en la que el acceso esta´ controlado y ofrece una amplia gama de recursos para los
docentes, como son pizarras interactivas, personajes personalizables, ca´mara, portfolio
para recoger evidencias en el aprendizaje, etc. Minecraft permite realizar actividades
colaborativas bajo un aprendizaje inmersivo y significativo. Al igual que ocurre en
OpenSim, Minecraft permite aplicar diferentes metodolog´ıas pedago´gicas, como por
ejemplo el aprendizaje basado en proyectos. Las principales diferencias entre Minecraft
y OpenSim residen en la representacio´n del entorno, debido a que todas las construc-
ciones de Minecraft esta´n realizadas con bloques, ofreciendo una representacio´n menos
realista que la que brinda OpenSim. Por otro lado, otra desventaja de Minecraft en la
versio´n educativa es que cada estudiante debe pagar una cantidad para obtener una
licencia anual, mientras que OpenSim es totalmente gratuito y de co´digo abierto. Cabe
destacar que Minecraft, en su versio´n educativa, esta´ preparado para recoger eviden-
cias del aprendizaje y del progreso de los estudiantes. Aunque OpenSim no ofrece de
entrada estos recursos, se pueden crear de una forma relativamente sencilla mediante
la programacio´n de los objetos adecuados.
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Unity [16] es un motor de videojuegos multiplataforma que permite la creacio´n de
juegos interactivos en dos y tres dimensiones. Unity permite la programacio´n de las
reglas y las dina´micas del juego y tiene un enorme potencial que puede ser aplicado
en el sector educativo mediante la realizacio´n de actividades basadas en juegos serios
(serious games), que permiten un aprendizaje lu´dico. Sin embargo, Unity esta´ orienta-
do a programadores, y no permite que usuarios de nivel ba´sico o intermedio creen de
manera sencilla sus propios mundos virtuales educativos. Como se vera´ posteriormente,
OpenSim s´ı cubre esa necesidad.
Con el auge de la realidad virtual han aparecido multitud de proyectos interesantes
como el proyecto Sansar [17], creado por Linden Labs, que adapta Second Life a la
realidad virtual inmersiva utilizando las gafas Oculus Rift [18]. Sin embargo, el pro-
yecto Sansar no incluye tecnolog´ıas multimodales que permitan capturar y representar
las expresiones faciales para mejorar la inmersio´n en este tipo de entornos de realidad
virtual, como s´ı hace su competidor High Fidelity.
High Fidelity [19] es una plataforma de u´ltima generacio´n para la creacio´n de mun-
dos virtuales que permite, entre otras cosas, reproducir las expresiones faciales del
usuario en su avatar, adema´s de reflejar el movimiento del cuerpo y la cabeza del
usuario. Tambie´n permite la interaccio´n con multitud de dispositivos como Oculus Rift
[18], Leap Motion [20] y Microsoft Kinect [21]. High Fidelity dota a los avatares de se-
guimiento ocular de una forma muy realista permitiendo mantener el contacto visual.
Aunque High Fidelity esta´ todav´ıa en sus comienzos, es una plataforma para mundos
virtuales muy prometedora, a la que habra´ que seguir con atencio´n en el futuro.
2.1.4. Enfoque pedago´gico de los mundos virtuales
Esta tesis esta´ enfocada principalmente en el uso de los mundos virtuales desde la
perspectiva educativa. Para ello se deben evaluar los beneficios pedago´gicos que tienen
los mundos virtuales en la ensen˜anza.
Los mundos virtuales son una excelente herramienta para facilitar el proceso de en-
sen˜anza y aprendizaje mediante un enfoque constructivista [22], debido a que permiten
al estudiante desarrollar su propio conocimiento y trabajar colaborativamente con el
resto de estudiantes, consiguiendo un aprendizaje aute´ntico y significativo.
La metodolog´ıa constructivista propone que el estudiante construya su propio cono-
cimiento y entendimiento del contenido aprovechando el conocimiento previo. Vygotsky
[23] discute la necesidad del juego en el proceso de ensen˜anza y aprendizaje para asegu-
rar la participacio´n activa del usuario y la motivacio´n, de forma que el aprendizaje llegue
a producirse. El aprendizaje ocurre primero en el nivel social mediante las comunica-
ciones y colaboraciones con otras personas y luego en el nivel individual (Vygotsky[23]).
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Segu´n Warburton y Pe´rez Garc´ıa [24] los mundos virtuales permiten la innovacio´n
pedago´gica mediante:
Interacciones ricas y extendidas. Los mundos virtuales son espacios adecua-
dos para la comunicacio´n y la interaccio´n. En los mundos virtuales se pueden
producir las siguientes interacciones:
 Interacciones sociales entre individuos y comunidades.
 Interacciones entre los avatares y los objetos presentes.
 Interacciones inteligentes entre los propios objetos presentes en el mundo
virtual.
Visualizacio´n y contextualizacio´n. Los mundos virtuales permiten la crea-
cio´n y reproduccio´n de contenido que ser´ıa inaccesible de otras formas, debido
a la distancia, a su deterioro, a su elevado coste, a su cara´cter futurista o a su
naturaleza que le hace imposible de ser percibido por el ojo humano.
Exposicio´n cultural y contenido aute´ntico. Los mundos virtuales facilitan
la exposicio´n de contenido aute´ntico y realista. Los avatares pueden visitar de
forma remota exposiciones, ferias, museos y cualquier evento cultural con una
reproduccio´n fiel a la realidad.
Identidad. Los mundos virtuales permiten que los avatares dispongan de una
identidad propia y colectiva que puede ser condicionada a factores sociales, cul-
turales o a simulaciones mediante juego de roles.
Inmersio´n. Los mundos virtuales son entornos tridimensionales que permiten
tener un sentido de la presencia mediante los avatares. Los avatares disponen de
diferentes modos de comunicacio´n que tienen un impacto en la motivacio´n, en
la empat´ıa y en la afectividad. La comunicacio´n realizada por los avatares en
los mundos virtuales tiene un impacto emocional y afectivo sobre el individuo
que, debido al realismo del entorno y a su inmersio´n, facilita la expresio´n de
sentimientos de los usuarios.
Simulacio´n. Los mundos virtuales permiten reproducir contextos que son cos-
tosos de representar en la vida real, con la ventaja de no tener las restricciones y
las barreras f´ısicas presentes en la realidad.
Presencia de comunidades. Los mundos virtuales facilitan un sentido de per-
tenencia y compromiso dentro de una gran variedad de grupos, subculturas y
situaciones geogra´ficas.
Produccio´n de contenido. Los mundos virtuales ofrecen oportunidades para la
creacio´n y propiedad del entorno de aprendizaje y de los objetos presentes en e´l.
Los avatares pueden crear sus propios recursos durante el proceso de ensen˜anza-
aprendizaje.
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Los mundos virtuales son una herramienta que proporciona la posibilidad de obtener
un alto grado de compromiso de los estudiantes, ofreciendo la capacidad de explorar,
construir y manipular objetos virtuales, as´ı como de crear representaciones de situa-
ciones complejas (Dalgarno y Lee [25]). Estos autores indican los siguientes beneficios
para el aprendizaje que pueden tener los entornos virtuales tridimensionales:
Facilitar las tareas de aprendizaje que conducen al desarrollo de la representacio´n
mejorada del conocimiento espacial del dominio explorado. De esta manera, el
estudiante puede construir su propio conocimiento mediante la experimentacio´n y
exploracio´n, como se propone en las teor´ıas de aprendizaje propuestas por Piaget
[22] y Jonassen [26].
Facilitar las tareas de aprendizaje basadas en experiencias dif´ıciles de llevar a ca-
bo en la realidad. Muchos de los conceptos objeto de aprendizaje son abstractos
y son dif´ıciles de representar en la realidad. En muchas ocasiones es ma´s fa´cil
representar y simular dichos conceptos abstractos en un mundo virtual tridimen-
sional.
Favorecer las tareas de aprendizaje relacionadas con el compromiso y la motiva-
cio´n.
Facilitar las tareas de aprendizaje que permiten mejorar la transferencia de co-
nocimientos y habilidades a situaciones reales mediante la contextualizacio´n del
aprendizaje. Los mundos virtuales permiten participar simulta´neamente en dife-
rentes tareas compartidas y posibilitan la realizacio´n de experiencias colaborati-
vas con una interdependencia positiva dentro de un grupo de aprendizaje.
Facilitar la realizacio´n de actividades colaborativas de una forma ma´s efectiva
con respecto a alternativas en dos dimensiones.
En la figura 2.1 vemos una adaptacio´n del modelo de aprendizaje elaborado por
Dalgarno y Lee [25] en la que aparece la representacio´n del avatar junto con sus per-
cepciones y las interacciones con el entorno. Los entornos virtuales tridimensionales
presentan una serie de ventajas en el aprendizaje con respecto a los recursos informa´ti-
cos en dos dimensiones. Los beneficios que ofrecen los entornos virtuales tridimensio-
nales tienen que ver con que una representacio´n ma´s realista facilitara´ la inmersio´n
del estudiante: de esta forma el aprendizaje sera´ ma´s significativo. Por ejemplo, cuanta
mayor objetividad y fidelidad tenga el entorno virtual tridimensional habra´ una mayor
sensacio´n de presencia y esto conllevara´ a una mayor transferencia del conocimiento.
La interactividad que ofrecen dichos entornos virtuales da como resultado un mayor
aprendizaje espacial que otros entornos o recursos no ofrecen (una imagen o un v´ıdeo).
La fidelidad de la representacio´n de un entorno virtual y las acciones corporales facili-
tan la construccio´n de una identidad ma´s rica y con mayor sentido de copresencia, que
a su vez genera un aprendizaje colaborativo ma´s efectivo.
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Figura 2.1. Modelo aprendizaje en entornos virtuales 3D
Adaptacio´n de la imagen original de [25].
Segu´n Dede [27] los entornos virtuales tridimensionales proporcionan entornos segu-
ros en los que los estudiantes pueden realizar actividades pra´cticas mediante la premisa
de ’aprender haciendo’ (learning by doing). Cualquier tipo de accio´n que ocurra den-
tro de un entorno virtual tiene una consecuencia segura, controlada y sin ningu´n tipo
de peligro real, siendo apta para cualquier alumno que necesite poner en pra´ctica su
aprendizaje sin arriesgarse a consecuencias reales. Los mundos virtuales, mediante la
socializacio´n, la visualizacio´n y la imitacio´n, son entornos adecuados que facilitan la
realizacio´n de estrategias basadas en el aprendizaje situado (situated learning).
Los mundos virtuales son entornos ideales para realizar actividades comunicativas
y sociales que pueden proporcionar a los nin˜os una oportunidad para probar interaccio-
nes sociales alternativas y reflexionar sobre sus sentimientos y pensamientos (Sheehy y
Fergurson [28]).
De esta manera, los mundos virtuales son entornos de aprendizaje ido´neos para
atender a los alumnos con necesidades educativas especiales mediante la educacio´n in-
clusiva, debido a que la interaccio´n mediante avatares en un entorno simulado hace que
en cierta medida desaparezcan las etiquetas sociales que impiden una correcta socia-
lizacio´n con el resto de estudiantes. Por ejemplo, el proyecto ’Accessibility in Virtual
Worlds’ es un proyecto que utiliza el mundo virtual Active Worlds y esta´ dirigido a
estudiantes invidentes para que puedan interactuar con el resto de compan˜eros. Para
ello, se indicaban las posiciones mediante sonidos y de esta forma se facilitaba la nave-
gacio´n a los estudiantes invidentes (Sheehy [29]). Otro ejemplo, ser´ıa la isla virtual de
Brigadoon creada en Second Life y dirigida a estudiantes con autismo. Segu´n Biever
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[30], los mundos virtuales son un tipo de medio que proporciona caracter´ısticas bene-
ficiosas para las personas con autismo. Estos estudiantes suelen presentar problemas
de socializacio´n y de contacto visual que en un mundo virtual desaparecen, de manera
que pueden sentirse ma´s co´modos.
Se puede realizar una clasificacio´n de los mundos virtuales aplicados a la educacio´n
en base a seis dimensiones:
Tipo de poblacio´n. A quie´n va dirigido y que´ tipo de usuarios interactuara´n en
el mundo virtual. Por ejemplo, pueden ser estudiantes de Medicina, de Historia
o estudiantes de educacio´n secundaria.
Actividades educativas. Los mundos virtuales se pueden diferenciar segu´n el
tipo de actividad que se va a desarrollar dentro del mundo virtual. Por ejem-
plo, realizar la simulacio´n de una excavacio´n arqueolo´gica para ver los procesos
involucrados, simular una intervencio´n quiru´rgica en una sala de operaciones,etc.
Teor´ıas de aprendizaje. Dependiendo de la teor´ıa del aprendizaje en que se
base el mundo virtual, como puede ser el aprendizaje constructivista o el apren-
dizaje colaborativo.
Entorno de aprendizaje. Esta dimensio´n corresponde al lugar simulado donde
se lleva a cabo el aprendizaje. Por ejemplo, dentro de un templo o dentro de una
poblacio´n del siglo pasado.
Tecnolog´ıas utilizadas. Los mundos virtuales se podr´ıan clasificar atendiendo
a las tecnolog´ıas utilizadas, por ejemplo si se utiliza audio para la comunicacio´n
entre avatares o si se usan dispositivos ta´ctiles.
A´reas de investigacio´n. Esta dimensio´n se aplica a los mundos virtuales desa-
rrollados en el a´mbito de la investigacio´n acade´mica. El e´nfasis puede estar en
aspectos tecnolo´gicos, en aspectos pedago´gicos, o en ambos.
Se puede realizar otra clasificacio´n en base a los tipos de actividades que se pueden
llevar a cabo dentro de los mundos virtuales educativos (Livingston y Kemp [31]):
Simulaciones de situaciones de la vida real (juego de roles o simulacio´n).
Trabajo colaborativo en equipo y construcciones grupales.
Presentaciones y eventos.
Actividades de construccio´n y disen˜o de objetos 3D.
Duncan et al. [32] muestran los tipos de actividades educativas que se pueden llevar
a cabo dentro de los mundos virtuales especificando algunos me´todos de ensen˜anza-
aprendizaje usados hoy en d´ıa.
Aprendizaje basado en problemas (PBL: Problem Based Learning).
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Aprendizaje basado en cuestiones y preguntas (Enquiry Based Learning).
Aprendizaje basado en juegos (GBL: Game Based Learning).
Aprendizaje basado en roles (juego de roles) (Role Playing).
Bu´squeda o investigacio´n virtual o misiones virtuales (Virtual Quest).
Simulaciones colaborativas (aprender por simulacio´n).
Construccio´n colaborativa (actividades de construccio´n).
Cursos espec´ıficos (disen˜o, moda, arquitectura, etc.).
Ensen˜anza y aprendizaje de idiomas.
Laboratorios virtuales.
Trabajo virtuales de campo.
Asistencia a clases o conferencias.
Respecto a los distintos tipos de actividades educativas citadas anteriormente, cabe
destacar el aprendizaje de idiomas, donde un mundo virtual proporciona un entorno
tridimensional adecuado para simular pa´ıses y culturas extranjeras e interaccionar con
hablantes nativos mediante sus avatares. Se reduce la ansiedad en los estudiantes ma´s
t´ımidos, debido a que se reduce el contacto visual directo, consiguie´ndose una partici-
pacio´n ma´s activa. Se porciona una experiencia ma´s significativa, en la que se pueden
realizar tareas basadas en situaciones del mundo real que en el futuro tendra´n que
afrontar.
Una te´cnica utilizada en algunos de los me´todos de ensen˜anza-aprendizaje ante-
riores es el machinima. El machinima es una te´cnica de produccio´n audiovisual que
permite la grabacio´n de interacciones y experiencias producidas en los mundos virtua-
les. Con esta te´cnica, adema´s de idiomas, se pueden aprender otras competencias, como
por ejemplo la narrativa de historias mediante el juego de roles.
Como se puede observar, una de las grandes ventajas que tienen los mundos vir-
tuales radica en la cantidad de aplicaciones dida´cticas que se pueden llevar a cabo en
ellos. En general, fomentan el aprendizaje activo, donde el alumno es una parte im-
portante del proceso de ensen˜anza y aprendizaje y no solo un mero receptor pasivo
de informacio´n. El estudiante lleva el control de su propio aprendizaje y el profesor
so´lo le va guiando en el proceso. Los mundos virtuales fomentan la creatividad, la
imaginacio´n, facilitan la reflexio´n y el esp´ıritu cr´ıtico, fomentan las habilidades socia-
les mediante las interacciones dentro del mundo virtual y aumentan la motivacio´n y el
intere´s por aprender, debido a que el estudiante se encuentra en un entorno ma´s ameno.
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En la imagen 2.2 vemos un resumen de las principales caracter´ısticas de los mundos
virtuales: los tipos de aprendizaje, el enfoque pedago´gico y las actividades de ensen˜anza
y aprendizaje que se pueden llevar a cabo dentro de ellos. Como podemos comprobar
en la figura 2.2, con respecto al enfoque pedago´gico se puede ver que esta´ basado en
el constructivismo. Se pueden encontrar en autores como Vygostky [23], Papert [33] o
Piaget [34] la base pedago´gica de la que parten las aplicaciones educativas que emplean
mundos virtuales. Los entornos de aprendizaje constructivistas con uso de medios tec-
nolo´gicos se centran en co´mo las representaciones pueden mediar las interacciones entre
los estudiantes y los feno´menos naturales o sociales (Dede [27]).
Los mundos virtuales tienen unas caracter´ısticas comunes: son multiusuario, s´ıncro-
nos, persistentes, interactivos, inmersivos, simulados y tridimensionales. Segu´n Livings-
tone y Kemp [35] la interfaz tridimensional de los mundos virtuales hace el entorno ma´s
vivido para los estudiantes, con respecto a plataformas de aprendizaje que solo ofrecen
contenidos en dos dimensiones. Los mundos virtuales permiten implementar estrategias
de aprendizaje aute´ntico y significativo mediante la realizacio´n de actividades basadas
en roles, casos de estudio y actividades basadas en problemas. Los mundos virtuales
proporcionan a los educadores un entorno que les permite preparar a los estudiantes
para una sociedad global ma´s compleja e interconectada, como es aquella en la que vi-
vimos y trabajamos (Moore et al. [36]). En un mundo virtual, el protagonista principal
del proceso de aprendizaje es el propio estudiante, que aprende haciendo (learning by
doing), explorando e investigando dentro de un entorno tridimensional, en un ambiente
lu´dico que favorece el aprendizaje aute´ntico y significativo.
Figura 2.2. Esquema sobre los mundos virtuales
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Finalmente, cabe destacar la presencia de comunidades de aprendizaje y conferen-
cias educativas sobre los mundos virtuales. Por ejemplo, la conferencia sobre buenas
pra´cticas en la educacio´n “Virtual Worlds Best Practices in Education” [37].
2.1.5. Proyectos sobre mundos virtuales en la educacio´n
Los mundos virtuales son entornos adecuados para la realizacio´n de diferentes tipos
de actividades y proyectos educativos multidisciplinares. Los mundos virtuales permi-
ten mejorar las habilidades comunicativas y sociales usando las herramientas de chat
(chat de texto y de voz); mejorar las habilidades matema´ticas y geome´tricas aprove-
chando que el entorno es tridimensional; mejorar las habilidades relacionadas con el
pensamiento computacional programando los diferentes objetos virtuales; mejorar las
habilidades de exploracio´n e investigacio´n aprovechando la posibilidad de simular espa-
cios o contextos espec´ıficos; y mejorar las habilidades sociales mediante la realizacio´n
de proyectos colaborativos en los cuales colaboren alumnos de centros educativos de
diferentes pa´ıses.
En la tabla 2.1 se puede observar algunos ejemplos de proyectos educativos que
hacen uso de los mundos virtuales.
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Zora es un entorno virtual multiusuario que permi-
te a los estudiantes disen˜ar una ciudad virtual con







Los estudiantes dise an un mundo virtual usando






Proyecto colaborativo entre estudiantes de Italia y
Holanda donde dentro de un mundo virtual cons-








Los estudiantes agrupados en equipos investigan so-
bre una villa donde los habitantes esta´n enfermos.







EcoMUVE ayuda a los estudiantes a entender los
ecosistemas y los patrones casuales. Los estudiantes
exploran el mundo virtual para recoger y analizar











Actividades dirigidas a estudiantes de educacio´n se-
cundaria con el objetivo de potenciar las competen-





Es un museo inmersivo 3D en el que alumnos con





El proyecto europeo CAMELOT (2013-2015) esta´
dirigido a profesores de idiomas y tiene como ob-







TeCoLa (2016-2019) es un proyecto dentro del pro-
grama Erasmus+ en el que pretende promover la
integracio´n y el aprendizaje de lenguas extranjeras
usando los mundos virtuales y la gamificacio´n.
OpenSim 12-18
Tabla 2.1. Proyectos sobre mundos virtuales aplicados a la educacio´n.
En la tabla 2.1 se muestran una serie de proyectos que hacen uso de los mundos
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virtuales como entorno de aprendizaje y cuyas actividades esta´n enfocadas en:
Ensen˜anza de la programacio´n. Se usa la herramienta con el objetivo de
aprender a programar, dotando de comportamiento a los objetos presentes en
el mundo virtual. Por ejemplo, en el proyecto V-LeaF el principal objetivo es
introducir al alumnado en la programacio´n.
Ensen˜anza de idiomas. La ensen˜anza de idiomas es el uso ma´s extendido y
en el que se pueden encontrar ma´s proyectos en educacio´n secundaria. El mundo
virtual es un entorno muy adecuado para hacer simulaciones de acciones del d´ıa
a d´ıa (ir al comprar el pan, sacar dinero del banco, etc.), y de esta forma emplea
las interacciones entre avatares mediante el chat de texto y el chat de voz para
practicar el idioma que se este´ aprendiendo. Algunos proyectos como TeCoLa [48]
y sus proyectos antecesores NIFLAR [49] y TILA [50] o el proyecto Espurna [45],
adema´s de fomentar el aprendizaje de otras competencias y aspectos culturales,
tienen un claro objetivo de fomentar el aprendizaje del idioma haciendo uso
de las herramientas que ofrecen los mundos virtuales. Adema´s de los proyectos
citados en la tabla anterior, destacan los proyectos europeos como AVALON
[51] y AVATAR (Added Value of teAching in a virTuAl world) [52] que forman
parte del programa europeo de aprendizaje continuo (LLP: LifeLong Learning
Programme). Por otro lado, cabe destacar CAMELOT [47] “Creating Machinima
Empowers Live Online Language Teaching and Learning”, que es un proyecto
europeo dirigido a profesores de idiomas y cuyo objetivo principal es ensen˜ar a
crear v´ıdeos (machinima) en los mundos virtuales. En este proyecto se destaca la
utilizacio´n del machinima como modo de produccio´n audiovisual que tiene lugar
en un entorno virtual multiusuario y en tiempo real, mediante la grabacio´n de
las interacciones de los avatares y de las experiencias virtuales.
Ensen˜anza inclusiva. Cabe destacar el proyecto Espurna [45] que, adema´s de
la ensen˜anza de idiomas, hace uso de los mundos virtuales en aulas de diversifica-
cio´n curricular a las que asisten alumnos en situacio´n de exclusio´n social o fracaso
escolar. Espurna es un proyecto multidisciplinar con ma´s de 10.000 participantes
entre profesores y estudiantes que esta´ dirigido a docentes de educacio´n infantil,
primaria y secundaria. Esta´ orientado a integrar y construir un marco de convi-
vencia entre toda la comunidad educativa, teniendo en cuenta el alto nu´mero de
alumnos inmigrantes que tienen algunos centros y que supone serias dificultades
de adaptacio´n por el desconocimiento del idioma y de la cultura.
Espurna cuenta, como parte del proyecto, con un mundo virtual que se llama
Espurnik [45], basado en OpenSim. Una experiencia interesante es la realizada
en el instituto IES Narc´ıs Oller (Valls, Tarragona) [53] donde los propios estu-
diantes desarrollan contenidos educativos en el mundo virtual para que lo puedan
utilizar otros estudiantes. Los estudiantes del grupo de refuerzo(estudiantes con
problemas en el aprendizaje como el Transtorno de De´ficit de Atencio´n o TDA, hi-
peractividad, etc.) crean paisajes, granjas, bosques, y otros recursos relacionados
con el sector econo´mico primario, el sistema agr´ıcola, la deforestacio´n, la tipolog´ıa
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pesquera, etc., aprendiendo as´ı conceptos del temario de geograf´ıa humana. De
esta forma, alumnos con problemas de aprendizaje pueden trabajar de una forma
ma´s pra´ctica mediante la construccio´n de estructuras tridimensionales que ejem-
plifican los conceptos abstractos estudiados. Estas estructuras creadas por dichos
alumnos con necesidades educativas especiales son posteriormente aprovechadas
por todo el grupo de estudiantes del mismo curso, fomentando as´ı la inclusio´n.
Otro ejemplo reciente de empleo de los mundos virtuales para la inclusio´n es
Museogrades [46, 54]. En este proyecto se emplean los mundos virtuales para
crear un museo inmersivo 3D en el cual estudiantes con discapacidades cognitivas
pueden exponer sus obras art´ısticas, de manera que otras personas puedan visitar
de forma virtual el museo y contemplar las obras. El proyecto ha sido realizado
en conjuncio´n con Asprogrades, organizacio´n sin a´nimo de lucro para el apoyo a
personas con discapacidad intelectual, y han participado alumnos del colegio de
Educacio´n Especial Santa Teresa, en Granada.
Ensen˜anzas espec´ıficas. Los mundos virtuales ofrecen la posibilidad de tener
un entorno simulado, donde el alumnado puede investigar y extraer conclusiones.
Por ejemplo, el proyecto The River City [42] permite al alumno investigar el
motivo de por que´ toda una poblacio´n ha enfermado, explorando la ciudad en
busca de pruebas y realizando un ana´lisis exhaustivo de las posibles causas.
Ensen˜anza de competencias transversales. Pra´cticamente en todos los pro-
yectos se desarrollan objetivos generales de aprendizaje, como puede ser el desa-
rrollo de la competencia social e intercultural mediante actividades colaborativas,
de la competencia lingu¨´ıstica, de la competencia digital, etc.
2.2. Interfaces tangibles en la educacio´n
Las interfaces tangibles ofrecen muchos beneficios en el a´mbito educativo, propor-
cionando la posibilidad de manipular objetos f´ısicos como mecanismo de interaccio´n
entre persona y ordenador, consiguiendo una interaccio´n ma´s directa, familiar, accesi-
ble e intuitiva.
Desde edades tempranas, la psicomotricidad es la base de formativa de los nin˜os,
que aprenden mediante la manipulacio´n e interaccio´n f´ısica y natural con diferentes
objetos a los que en esta tesis se denominara´n tangibles. La manipulacio´n f´ısica es la
base del desarrollo cognitivo y psicomotriz del nin˜o y por tanto es importante realizar
actividades educativas que requieran la manipulacio´n y la interaccio´n directa con ob-
jetos del entorno.
En este apartado se define el concepto de interfaz tangible de usuario, se muestran
los beneficios que conlleva el uso de las interfaces tangibles en la educacio´n, se realiza
una clasificacio´n de los diferentes tipos de interfaces tangibles y finalmente se citan
algunos de los proyectos educativos que hacen uso de las interfaces tangibles.
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2.2.1. Definicio´n de interfaz tangible
El primer te´rmino formal para describir la interaccio´n con objetos electro´nicos o
virtuales mediante elementos o artefactos f´ısicos fue propuesto por Fitzmaurice et al.
[55] y le denominaron “Graspable User Interfaces”. El paradigma en que se basa este
concepto es que los elementos virtuales toman una forma f´ısica y tangible mediante
diferentes dispositivos o artefactos.
Dos an˜os ma´s tarde, Ishii y Ullmer [56] proponen una evolucio´n del concepto de
“graspable user interface” a “tangible user interface” o TUI. Las interfaces tangibles
de usuario (TUI) permiten “aumentar” (augment) el mundo f´ısico real an˜adiendo o
superponiendo informacio´n digital a objetos f´ısicos cotidianos. De esta manera, las in-
terfaces tangibles de usuario permiten la manipulacio´n de la informacio´n digital.
Resnick [57] extendio´ el concepto de interfaz tangible para el dominio educativo
usando el te´rmino “manipulativos digitales”, que son elementos f´ısicos familiares con
poder computacional y disen˜ados para mejorar el aprendizaje de los nin˜os.
De acuerdo con Fishkin [58] las interfaces tangibles de usuario (TUI) emplean el
siguiente proceso:
Evento de entrada. Ocurre un evento de entrada en base a una interaccio´n o
manipulacio´n f´ısica del usuario con algu´n objeto f´ısico cotidiano.
Procesamiento. Un sistema informa´tico detecta el evento de entrada y modifica
su estado.
Evento de salida. El sistema proporciona una retroalimentacio´n como evento
de salida (altera la superficie de visualizacio´n, emite un sonido, etc.)
2.2.2. Enfoque pedago´gico de las interfaces tangibles
Las interfaces tangibles proporcionan multitud de beneficios pedago´gicos apoyados
en teor´ıas del aprendizaje, como es el caso de la teor´ıa del desarrollo cognitivo de Jean
Piaget. Piaget [34] incide en la importancia de la interaccio´n f´ısica desde edades tem-
pranas: la experiencia sensomotora o sensomotriz es el primer foco de conocimientos de
los nin˜os. Papert [33] afirma que los nin˜os aprenden de manera efectiva construyendo
literalmente su propio conocimiento a trave´s de la manipulacio´n f´ısica.
Las interfaces tangibles facilitan la realizacio´n de un mayor nu´mero de tareas en
un menor tiempo ofreciendo la posibilidad de obtener un aprendizaje ma´s eficaz, natu-
ral, familiar, inclusivo, lu´dico y placentero. La interaccio´n con las interfaces tangibles
permite al alumno tener una participacio´n ma´s activa en el proceso de ensen˜anza apren-
dizaje y adema´s resulta ma´s accesible a los nin˜os y a las personas con problemas en el
aprendizaje (Marshall et al. [59]).
Marshall [59] propone seis perspectivas que se deben de tener en cuenta a la hora de
investigar y de desarrollar interfaces tangibles en el proceso de aprendizaje (ver figura
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2.3):
Dominios de aprendizaje. Las interfaces tangibles son muy versa´tiles y se pue-
den aplicar en diferentes dominios de aprendizaje, como por ejemplo el aprendi-
zaje de la programacio´n, el aprendizaje de sistemas dina´micos o el aprendizaje
de la narrativa y reto´rica, entre otros.
Actividades de aprendizaje. Se pueden realizar multitud de actividades de
aprendizaje, que se pueden dividir en dos tipos: de exploracio´n y de expresio´n. El
primero permite al estudiante explorar una representacio´n ya existente mediante
la manipulacio´n de los artefactos tangibles, la experimentacio´n y la observacio´n
de resultados. En cambio, en el caso del aprendizaje expresivo son los propios
estudiantes los que crean la representacio´n del dominio en cuestio´n en base a sus
propias ideas, externalizando sus pensamientos.
Integracio´n de las representaciones. A la hora de disen˜ar una interfaz tan-
gible se debe tener en cuenta la integracio´n de las representaciones f´ısicas y de
las representaciones digitales, estableciendo una relacio´n espacio-temporal entre
ambas representaciones.
Concrecio´n y manipulacio´n directa y sensorial. Los efectos producidos por
la interaccio´n con los elementos tangibles se pueden clasificar en dos dimensiones:
 Concreto/abstracto. Los materiales concretos pueden conducir a un mejor
rendimiento en la tarea que se este´ realizando, mientras que los materiales
abstractos pueden conducir a una mejor transferencia del conocimiento. La
abstraccio´n de los materiales conduce a una mejor reflexio´n y planificacio´n. A
la hora de disen˜ar un tangible se tendra´ que tener en cuenta la combinacio´n
de materiales concretos y abstractos. Por ejemplo, los tangibles se pueden
presentar como construcciones concretas tipo a LEGO, o Topobo [60]; o
alternativamente como bloques de construcciones ma´s abstractos que per-
mitan representar estructuras conceptuales, como por ejemplo FlowBlocks
[61].
 “Ready-to-hand”/“Present-at-hand”. La interaccio´n con el tangible
“Ready-to-hand” significa que el tangible se usa como medio de interaccio´n
para realizar la actividad propuesta. En esta opcio´n el tangible se trata
como si fuera invisible y el usuario se centra en la actividad. En cambio, la
interaccio´n “Present-at-hand” se refiere al hecho de que el tangible en s´ı es
objeto de estudio, de reflexio´n y de exploracio´n, por lo que requiere de la
total atencio´n sobre el mismo. El tangible es la representacio´n externa de la
actividad.
Efectos f´ısicos. La manipulacio´n de interfaces tangibles reporta multitud de
beneficios f´ısicos en los estudiantes. Muchos estudios observan una relacio´n directa
entre la actividad f´ısica y la cognicio´n, por lo que el pensamiento puede que este´
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construido sobre el sistema sensomotor, aunque no todos los estudios emp´ıricos
corroboran dicha afirmacio´n.
Beneficios en el aprendizaje. Los principales beneficios que ofrecen las inter-
faces tangibles en el aprendizaje son:
 Beneficios f´ısicos y cognitivos. La interaccio´n f´ısica con los artefactos tangi-
bles produce beneficios cognitivos.
 Colaboracio´n. Las interfaces tangibles permiten compartir espacios y hace
que las acciones sean ma´s visibles a todas las personas involucradas.
 Accesibilidad. Las interfaces tangibles son ma´s intuitivas y fa´ciles de usar,
especialmente en los nin˜os.
 Efecto novedad. La novedad de realizar actividades distintas a las ordinarias,
al acoplar la actividad f´ısica junto con los efectos digitales, puede conllevar
mejoras en la reflexio´n y el intere´s del nin˜os.
 Aprendizaje lu´dico. La interaccio´n con interfaces tangibles hace que el apren-
dizaje sea ma´s lu´dico, entretenido y ameno.
Figura 2.3. Interfaces tangibles en el aprendizaje
Adaptacio´n de la imagen original de [59].
En un estudio comparativo realizado por Horn et al. [62] se comparan las interfaces
tangibles con respecto a la interaccio´n gra´fica mediante el uso del rato´n. Se demuestran
los beneficios que tienen las interfaces tangibles: resultan ma´s atractivas, se fomenta la
interaccio´n colaborativa, y se anima a los estudiantes a tomar un papel ma´s activo en
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la exploracio´n y en el aprendizaje.
Otro estudio comparativo es el realizado por Xie et al. [63] en el que se investiga la
relacio´n entre el grado de diversio´n y el compromiso que tienen los estudiantes haciendo
uso de diferentes tipos de interfaces. En este estudio, se realizaron juegos de rompe-
cabezas en base a tres tipos de interfaces: interfaz f´ısica tradicional (PUI), interfaz
gra´fica de usuario (GUI) e interfaz tangible de usuario (TUI). Se detecto´ que los nin˜os
tardaron ma´s tiempo y tuvieron ma´s problemas completando los acertijos usando la
interfaz gra´fica de usuario (GUI), posiblemente debido a que el acceso era de un solo
usuario simulta´neo y al modo de interaccio´n indirecta que proporciona un espacio en
dos dimensiones. En este estudio tambie´n se detectaron beneficios en la interfaz tangi-
ble debido a que fomenta las actividades colaborativas para la resolucio´n de problemas.
De hecho, se observaron diferentes estrategias colaborativas: usando las interfaces PUI
y TUI los estudiantes resolv´ıan los puzzles paralelamente, cada uno centrado en una
parte del problema. La interaccio´n directa con las piezas tangibles tambie´n resulto´ me-
nos frustrante con respecto a la interaccio´n indirecta usando el rato´n. Segu´n McNerney
[64] las interfaces tangibles, en comparacio´n a las interfaces gra´ficas bidimensionales,
hacen ma´s accesibles e inmediatos los ca´lculos siendo ma´s apropiadas para que los nin˜os
aprendan programacio´n y realicen exploracio´n cient´ıfica.
Las interfaces tangibles favorecen el aprendizaje colaborativo, accesible e inclusivo:
muestra de ello son los mu´ltiples beneficios que tienen las interfaces tangibles en el
aprendizaje dirigido a estudiantes con necesidades educativas especiales o con diversi-
dad funcional. Dentro de la educacio´n inclusiva cabe sen˜alar estudios experimentales
como el propuesto por Haro et al. [65] dirigido a nin˜os con s´ındrome de Down hacien-
do uso de interfaces tangibles con el objetivo de mejorar el proceso de aprendizaje de
la lectura y la escritura. Los resultados de las experiencias iniciales son positivos, ya
que los nin˜os con s´ındrome de Down mostraron mucho intere´s y entusiasmo, adema´s
de ganas de participar y aprender cuando emplearon un sistema basado en una mesa
interactiva. Otro estudio similar es el realizado por Jada´n-Guerrero et al. [66], dirigido
tambie´n a nin˜os con s´ındrome de Down, donde se integraron etiquetas RFID dentro
de objetos impresos en 3D y de juguetes de bajo coste. En este estudio se demuestra
que las interfaces tangibles proporcionan una experiencia sensorial f´ısica que permite
desarrollar habilidades de lectoescritura en nin˜os con s´ındrome de Down. El sistema
ayuda a mejorar la interaccio´n entre los maestros y los nin˜os y enfatiza la conexio´n
entre el cuerpo y la cognicio´n, facilitando el pensamiento a trave´s de acciones f´ısicas.
Far et al. [67] hicieron un estudio comparando entre el uso de Topobo [60] (cons-
truccio´n con memoria cine´tica) con respecto a los bloques de construccio´n LEGO. Se
observo´ que los nin˜os con autismo tuvieron una participacio´n ma´s cooperativa y social
usando Topobo, mientras que hubo un juego ma´s solitario con los bloques de cons-
truccio´n en LEGO. A pesar de las diferencias observadas, tanto con LEGO como con
Topobo aparecen multitud de beneficios en el caso de nin˜os con autismo. LeGoff [68]
realizo´ un estudio dirigido a alumnos con el espectro autista donde se observaron me-
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joras en las habilidades sociales de los nin˜os.
Otro ejemplo de uso de interfaces tangibles para la educacio´n inclusiva es el propor-
cionado por Starcic et al. [69], donde se realiza un estudio de la ensen˜anza de geometr´ıa
en el cual, gracias a los artefactos tangibles, se facilita la utilizacio´n de elementos como
la bru´jula, las reglas, el tria´ngulo o el rato´n a personas con habilidades motoras redu-
cidas. Adema´s, las interfaces tangibles permiten mejorar la inteligencia matema´tica y
la orientacio´n espacial a estudiantes con dificultades en el aprendizaje.
Dentro de los trabajos realizados en esta tesis doctoral se ha llevado a cabo un caso
de estudio (Mateu et al. [70]) aplicado a la educacio´n inclusiva dirigido a alumnos in-
migrantes que llegaban a Catalun˜a (Espan˜a) y no sab´ıan hablar el catala´n. Con este fin
existen unas Aulas de Acogida donde los estudiantes aprenden el idioma durante varias
horas al d´ıa, adema´s de aprender aspectos culturales y otras habilidades transversales
para facilitar su adaptacio´n. Los estudiantes de las Aulas de Acogida realizaron dife-
rentes actividades utilizando tanto los mundos virtuales como las interfaces tangibles.
En los resultados se observaron mejoras en la motivacio´n de los estudiantes logrando
un aprendizaje ma´s efectivo y auto´nomo en el que cada alumno pod´ıa avanzar a su
ritmo atendiendo a su nivel de conocimientos.
2.2.3. Clasificacio´n de las interfaces tangibles
Ishii [71] propone una clasificacio´n de las interfaces tangibles de usuario en base a
los dominios de aplicacio´n de los mismos. En esta clasificacio´n encontramos 8 tipos de
aplicaciones que comentamos a continuacio´n:
Tangibles mediante telepresencia. Este tipo de tangible permite que diferen-
tes usuarios remotos puedan manipular un objeto distribuido. De esta forma, las
manipulaciones ha´pticas realizadas mediante movimiento o vibracio´n se sincro-
nizan y generan un efecto de telepresencia, permitiendo trabajar con interfaces
tangibles distribuidas. Este dominio puede ser u´til aplicado al a´mbito de la edu-
cacio´n con el objetivo realizar trabajos colaborativos desde casa. Cada estudiante
podr´ıa realizar acciones con sus artefactos tangibles y su efecto se reflejar´ıa en
las interfaces tangibles de los dema´s estudiantes remotos.
Tangibles con memoria cine´tica. Este tipo de tangible hace uso de la memoria
cine´tica: se permite el almacenamiento y posterior reproduccio´n de movimientos
y gestos sobre los propios elementos tangibles. En estos tangibles se utilizan y se
registran las acciones mediante memoria cine´tica con el propo´sito de ensen˜ar a los
estudiantes conceptos de programacio´n, geometr´ıa, f´ısica o para la narracio´n de
historias. Ejemplos de tangibles con memoria cine´tica son Topobo [60] y Curlybot
[72].
Tangibles con montaje constructivo. Este tipo de tangible se basa en las
construcciones mediante bloques, como ser´ıan las construcciones con LEGO. Cabe
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destacar algunos ejemplos como AlgoBlock [73], ActiveCube [74], System Blocks
[61] y Topobo [60]. Dentro de este dominio es interesante destacar la clasificacio´n
de los tangibles para la educacio´n proporcionada por Zuckerman et al. [75], donde
por un lado se encuentran los tangibles inspirados por el pedagogo Froebel (FiMs)
y por otro lado los tangibles inspirados en la educadora Maria Montessori (MiMs).
Los tangibles inspirados en Froebel (FiMs) permiten disen˜ar objetos y estructuras
f´ısicas del mundo real, como por ejemplo la construccio´n de un castillo mediante
bloques de madera. Dentro de los tangibles FiMs se puede destacar ActiveCube
[74], Block Jam[76] y Topobo[60].
Los tangibles inspirados por Montessori (MiMs) hacen uso de un conjunto de
bloques de construccio´n, pero poniendo el centro en modelar estructuras con-
ceptuales ma´s abstractas. Los tangibles MiMs fomentan las analog´ıas mediante
la representacio´n basada en estructuras gene´ricas simuladas en lugar de simular
un ejemplo concreto del mundo real. Zuckerman et al. [75] presenta dos proto-
tipos MiMs que son SystemBlocks y FlowBlocks. Dichos prototipos se basan en
simular el comportamiento dina´mico, as´ı como conceptos matema´ticos como la
probabilidad, o conceptos informa´ticos como las variables o los bucles.
Tangibles usando figuras y restricciones. Este tipo de tangible usa el con-
cepto de token para representar un objeto f´ısico que materializa informacio´n y
operaciones. Por otro lado, esta´ el concepto de restriccio´n (constraint) que repre-
senta zonas o regiones restringidas donde se pueden colocar las figuras o tokens.
Como ejemplo se puede destacar mediaBlocks [77] y Tangible Query Interface
[78].
Mesas interactivas. Este tipo de tangible es manipulado sobre una determinada
superficie que detecta sus movimientos, obtenie´ndose una retroalimentacio´n vi-
sual. Dos ejemplos de mesas o superficies interactivas son The reacTable [79], que
es una mesa interactiva utilizada para el aprendizaje de la mu´sica, y Metadesk
[80].
Tangibles con plasticidad o material maleable. Son aquellos tangibles que
no tienen una forma fija determinada y que se pueden modificar. Habitualmente
se usan materiales como la arena y la arcilla, que permiten esculpir ra´pidamente
formas para el disen˜o de, entre otras cosas, objetos y paisajes.
Tangibles con objetos cotidianos aumentados. Se trata de objetos cotidia-
nos a los que se an˜ade capacidades de interaccio´n, mediante sensores y actuadores.
Tangibles en espacios f´ısicos. E´ste no es en propiedad un tipo concreto de
tangible, debido a que no hay una interaccio´n directa con un elemento f´ısico. Se
trata de un espacio dotado de sensores y pantallas, donde se puede interactuar
mediante gestos.
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2.2.4. Proyectos sobre las interfaces tangibles en la educacio´n
En este apartado se muestran diferentes proyectos educativos que hacen uso de las
interfaces tangibles de usuario (TUI). La mayor´ıa de los proyectos citados tienen como
principal objetivo el aprendizaje de conceptos abstractos como son las matema´ticas o
la programacio´n, que mediante las interfaces tangibles resultan ma´s fa´ciles de entender
(ver la tabla 2.2). Adema´s, el uso de las interfaces tangibles favorece el trabajo cola-
borativo, permite el aprendizaje de competencias transversales y mejora la motivacio´n
de los estudiantes.
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Tangibles Descripcio´n Objetivos Edades
Ely the ex-
plorer [81]
Exploracio´n de diferentes culturas








En este proyecto se ensen˜a a
programar usando dos lengua-
jes de programacio´n tangibles:
Quetzal(lenguaje para controlar
robots con LEGO Mindstorms y
Tern (lenguaje para controlar ro-






Topobo [60] Topobo es un conjunto de herra-
mientas reconfigurables con me-
moria cine´tica. Los estudiantes
pueden crear diferentes construc-
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Tangicons es utilizado por los es-
tudiantes para el aprendizaje de la
programacio´n mediante un juego
f´ısico.
Aprender las bases de
la programacio´n.
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Turtan [84] Turtan es un lenguaje de progra-
macio´n tangible.
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AlgoBlock es un videojuego tangi-
ble que permite manejar un sub-
marino en el ordenador.
Mejorar sus habilida-
des de planificacio´n y
aprender a trabajar co-
laborativamente.
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WebKit [87] WebKit permite ensen˜ar la reto´ri-






SystemBlocks permite la simula-







Permite trabajar aspectos ma-





Tabla 2.2. Proyectos sobre interfaces tangibles en la educacio´n
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O’Malley y Stanton [88] presentan una serie de casos de estudio sobre aplicaciones
educativas que hacen uso de las tecnolog´ıas tangibles empleando objetos cotidianos.
Los casos de estudio esta´n clasificados atendiendo a la naturaleza del objeto tangible:
Papel, libros y pantallas aumentadas digitalmente. KidPad [89] es una
herramienta colaborativa que permite a los nin˜os dibujar, editar y escribir histo-
rias usando enlaces que conectan elementos de su historia. MagicBook [90] es un
ejemplo de libro que emplea te´cnicas de realidad aumentada para generar escenas
virtuales.
Objetos f´ısicos como iconos digitales. Este tipo de tangible consiste en ob-
jetos f´ısicos en forma de juguetes interactivos, bloques o etiquetas que producen
efectos digitales. Un ejemplo es el proyecto CACHET [91], en el que los juguetes
contienen sensores y esta´n vinculados a un ordenador con el que interactu´an.
Objetos f´ısicos con propiedades computacionales integradas. Son desta-
cables algunos proyectos como construcciones LEGO programadas con el lenguaje
de programacio´n LOGO [92], Programmable Bricks (P-Bricks) [93], Curlybot [72]
o Topobo [60].
Tangibles basados en sensores e Inteligencia Ambiental. Los tangibles
pueden disponer de sensores que capten aspectos del entorno, como son la luz,
el color y la humedad. Green et al. [94] proponen el Storytent en el que se usan
linternas para manipular objetos en una carpa en la que se visualiza un mundo
virtual tridimensional. Otro ejemplo es el sistema llamado “I/O Brush”, que es
una herramienta de dibujo en forma de pincel que posee varios sensores que
permiten recoger las propiedades de un determinado objeto (por ejemplo el color
o la textura). El sistema “I/O Brush” se ve como un pincel f´ısico que dispone de
una pequen˜a ca´mara de v´ıdeo en su interior y sensores ta´ctiles integrados.
Para finalizar esta seccio´n comentaremos brevemente la evolucio´n que esta´n te-
niendo las interfaces tangibles en el mundo educativo. Las interfaces tangibles son
herramientas que permiten mejorar la creatividad y la colaboracio´n de los estudiantes.
Adema´s, la importancia que esta´ adquiriendo el aprendizaje de la programacio´n desde
edades tempranas hace que sea cada vez ma´s importante su uso en la educacio´n. La
problema´tica que hay es el elevado precio que tienen los kits de herramientas tangibles,
lo que hace dif´ıcil su implementacio´n en los centros educativos. La solucio´n consiste
en crear herramientas de bajo coste (low-cost) que no supongan un esfuerzo econo´mi-
co para los centros educativos. Por ejemplo, Code Notes [95] es una herramienta de
programacio´n que hace uso de interfaces tangibles y que esta´ compuesta por una apli-
cacio´n Android junto con unas cartulinas que contienen co´digo de programacio´n. La
combinacio´n de las cartulinas permite la creacio´n de diferentes tipos de algoritmos. Por
otro lado, ha habido un auge muy destacable de la aplicacio´n de la realidad aumentada
en el sector educativo. Jin et al. [96] proponen una herramienta de programacio´n tan-
gible denominada AR-Maze que tambie´n ser´ıa una herramienta de bajo coste y que,
mediante la realidad aumentada, permite superponer una retroalimentacio´n constante
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segu´n el estudiante vaya colocando los bloques de programacio´n. En definitiva, vemos
el potencial de las interfaces tangibles, especialmente en el campo de la programacio´n y
en el de la inclusio´n en las aulas, mediante kits de bajo coste que no supongan un gran
esfuerzo econo´mico, complementados con aplicaciones que hagan uso de la realidad
aumentada.
2.3. Realidad mixta en la educacio´n
En esta tesis se combinan los mundos virtuales y las interfaces tangibles para obtener
un entorno de realidad mixta. La interaccio´n con los objetos del mundo real tiene su
representacio´n en el mundo virtual y por tanto cualquier accio´n sobre objetos del mundo
real tiene su consecuencia en el mundo virtual. El concepto de realidad mixta no tiene
todav´ıa una definicio´n consensuada en la literatura, pero en los siguientes apartados se
muestran algunas de las propuestas realizadas hasta el momento.
2.3.1. Definicio´n de realidad mixta
La primera aproximacio´n al te´rmino de realidad mixta es la realizada por Milgram
y Kishino [97] en la que, a trave´s del llamado continuo de la virtualidad, se considera
una l´ınea donde en el extremo izquierdo se representa el mundo real y en el extremo
derecho se representa el mundo virtual (ver figura 2.4). Segu´n nos aproximamos al
extremo de la derecha conseguimos una realidad ma´s virtual y si nos aproximamos al
extremo de la izquierda entramos en la realidad aumentada, alcanzando en el l´ımite la
realidad tal cual la conocemos. La zona que permite mezclar ambas realidades (real y
virtual) se la conoce como realidad mixta.
Figura 2.4. Continuo de la Virtualidad
Adaptacio´n de la imagen de [97].
Por lo tanto, segu´n este modelo, observamos que la realidad mixta se encuentra en-
tre los dos extremos del continuo de la virtualidad. Sin embargo, e´sto implica un cierto
grado de ambigu¨edad, ya que podemos usar dicho te´rmino tanto para hablar de reali-
dad mixta desde una perspectiva de realidad aumentada, como desde una perspectiva
en la cual las acciones reales tienen un impacto en entornos virtuales. Por lo tanto, al
concepto de realidad mixta quiza´ le falte madurez y pueda generar cierta ambigu¨edad:
se pueden encontrar aplicaciones de realidad mixta que tengan diferentes perspectivas
del mundo real y del mundo virtual.
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En la literatura se emplean tres te´rminos relacionados: realidad virtual, realidad
mixta y realidad aumentada. El concepto de realidad virtual implica que el usuario
consigue una completa inmersio´n en un mundo virtual perdiendo las percepciones del
mundo real. El entorno presente en la realidad virtual es totalmente digital y por tanto
el usuario se sumerge dentro de un mundo virtual en el que se simula una experiencia
sensorial pero en un ambiente artificial. Por otro lado, la realidad aumentada permite
complementar el entorno real con el entorno virtual, por ejemplo visionando el en-
torno f´ısico a trave´s de un dispositivo (mo´vil, gafas, etc.). El entorno real se enriquece
mediante la combinacio´n de elementos virtuales, permitiendo perfeccionar la realidad
superponiendo objetos virtuales. Finalmente, la realidad mixta es una combinacio´n
entre la realidad virtual y la realidad aumentada, donde se permite la interaccio´n con
objetos reales dentro de un mundo virtual.
En la figura 2.5, basada en el documento de Serbatini et al. [98] sobre el Internet
de las cosas, se vislumbran tres escenarios posibles. En el primero de ellos (izquier-
da) vemos que el mundo real y el mundo virtual son totalmente independientes. En
el escenario central vemos que los mundos reales y los mundos virtuales pueden inter-
actuar: una accio´n en el mundo real puede tener consecuencias en el mundo virtual y
una accio´n en el mundo virtual puede tener reaccio´n en el mundo real. Finalmente, en
el tercer escenario (derecha) tenemos el mundo aumentado donde los dos mundos se
fusionan. Aqu´ı la definicio´n de mundo aumentado se hace coincidir con lo que otros
autores denominan realidad mixta. En esta tesis el concepto de realidad mixta se aplica
a aquellos sistemas donde los eventos que suceden en el mundo real afectan al mundo
virtual y viceversa.
Figura 2.5. Mundo real y mundo virtual
Adaptacio´n de la imagen original de [98].
2.3.2. Proyectos sobre realidad mixta en la educacio´n
A continuacio´n, se citan algunos de los proyectos aplicados a la educacio´n que hacen
uso de la realidad mixta en diferentes etapas o niveles educativos (educacio´n secunda-
ria, ciclos formativos y educacio´n superior).
SMALLab [99] es un entorno de realidad mixta dirigida a estudiantes de qu´ımica
de educacio´n secundaria. Tras la realizacio´n de una experiencia, los resultados mostra-
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ron evidencias de que usando el sistema de realidad mixta se mejoraba el aprendizaje
colaborativo, el aprendizaje de los contenidos y la capacidad de razonamiento espa-
cial. Adema´s, los estudiantes se mostraron mucho ma´s participativos y motivados por
aprender de una forma distinta. SMALLab es un espacio abierto en forma de cubo que
cuenta con un sistema de deteccio´n y retroalimentacio´n compuesto por un proyector
situado en la parte superior, altavoces para proporcionar una retroalimentacio´n de so-
nido y un conjunto de objetos tangibles en forma de esfera que representan mole´culas
y que se pueden utilizar para realizar reacciones qu´ımicas.
Nikolakis et al. [100] presenta un sistema de realidad mixta dirigido a la ensen˜anza
de geometr´ıa. El usuario, mediante un guante ha´ptico, puede realizar distintas accio-
nes e insertar objetos geome´tricos en un escenario tridimensional. El usuario puede
modificar ciertas propiedades de los objetos geome´tricos, como puede ser cambiar el
taman˜o del objeto, cambiar la altura o cambiar el radio de la figura seleccionada. Para
aumentar la inmersio´n del usuario se utilizo´ un dispositivo de visualizacio´n de realidad
virtual HMD (Head-Mounted Display). El sistema se probo´ en un centro de educacio´n
secundaria en Grecia con resultados satisfactorios, proporcionando un aprendizaje ma´s
eficiente de cara a solucionar problemas de geometr´ıa.
El proyecto europeo MARVEL [101] esta´ dirigido a estudiantes de Formacio´n Pro-
fesional de Mecatro´nica. En este proyecto se permite el acceso ubicuo a talleres y
laboratorios f´ısicos desde lugares remotos en tiempo real. El proyecto MARVEL com-
bina las sesiones virtuales de aprendizaje (laboratorios remotos y simulaciones) con
experimentos pra´cticos en los laboratorios locales o en el lugar de trabajo.
El proyecto MiRTLE (A Mixed Reality Teaching and Learning Environment) [102]
ofrece un entorno de realidad mixta que permite la interaccio´n entre profesores y es-
tudiantes que esta´n presentes tanto f´ısicamente como remotamente en una especie de
campus virtual. De esta forma, dicho entorno de aprendizaje permite realizar clases
online enlazando el mundo f´ısico real con el mundo virtual mediante el sentido de te-
lepresencia y sin importar la ubicacio´n geogra´fica del alumno.
MagicBook [90] es un ejemplo de interfaz con realidad mixta que hace uso de un
libro f´ısico real al cual se le superponen modelos virtuales para crear una escena de
realidad aumentada (AR) y que permite la realizacio´n de actividades colaborativas
adecuadas a diferentes niveles.
Actualmente hay un auge de proyectos y aplicaciones que hacen uso de la realidad
aumentada aplicadas la ensen˜anza. Mar´ıa Carmen Juan [103] presenta una experien-
cia en la que se utiliza un juego de realidad aumentada junto con elementos tangibles
(cubos magne´ticos) para el aprendizaje de diferentes tipos de animales exo´ticos que
no son muy conocidos. El juego utiliza realidad aumentada, ima´genes y v´ıdeos expli-
cativos sobre los animales exo´ticos que aparecen en los laterales de los cubos. En esta
experiencia se han valorado los siguientes aspectos: el aspecto de entretenimiento y di-
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versio´n; el valor percibido; la usabilidad; y el sentido de presencia. En esta experiencia
participaron 20 adultos, y cabe destacar que la interaccio´n con los elementos tangibles
(los cubos magne´ticos) les parecio´ ma´s u´til que la interaccio´n mediante teclado y rato´n.
Finalmente, cabe mencionar los dispositivos Nintendo Wii[104] y Microsoft Kinect[21]
que, adema´s de tener un fuerte impacto en el sector del ocio, tambie´n se han utilizado
en el sector educativo.
Es importante remarcar que hay muy pocos proyectos en los que se utilice la reali-
dad mixta desde la perspectiva de que acciones del mundo real tengan impacto en un
mundo virtual y viceversa. Tras la revisio´n del estado del arte, no se han encontra-
do experiencias significativas que hagan uso de elementos tangibles y que utilicen un
mundo virtual como entorno de aprendizaje interactivo, inmersivo y multiusuario. En
un mundo virtual se dispone de un entorno donde cada avatar puede construir, puede
programar el comportamiento de los diferentes objetos y puede interactuar con el resto
de avatares en un entorno multiusuario, s´ıncrono y en tiempo real. Permite trabajar
las competencias del alumnado mediante diferentes tipos de actividades y metodo-
log´ıas. En la mayor parte de las experiencias encontradas en la literatura, las interfaces
tangibles de usuario se emplean en un entorno monousuario, en un entorno creado es-
pec´ıficamente para dicha experiencia, o en un juego fuera de l´ınea. En estos casos no se
consigue la reutilizacio´n, la interaccio´n entre todos los alumnos y la convivencia den-
tro de un entorno simulado tridimensional, que son caracter´ısticos de nuestra propuesta.
En la figura 2.6, realizada por la consultora Gartner [105], se muestra un ana´lisis de
la madurez de las tecnolog´ıas emergentes para los pro´ximos an˜os. Como se puede apre-
ciar, la realidad aumentada y la realidad virtual son tecnolog´ıas que esta´n alcanzando
un nivel alto de madurez y por ello cada vez se esta´n utilizando ma´s tanto en las aulas
como en diferentes a´mbitos de la vida real. Como ejemplo, es destacable el impacto que
tuvo la combinacio´n de realidad aumentada y geolocalizacio´n de la aplicacio´n Pokemon
Go en el an˜o 2016. La tecnolog´ıa subyacente podr´ıa ser aplicable a entornos educativos.
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Figura 2.6. Hype Cicle de Gartner 2017.
Actualmente las principales compan˜ias tecnolo´gicas esta´n invirtiendo grandes es-
fuerzos en el mercado de los dispositivos llamados ’wearables’ y especialmente en las
gafas inteligentes. Cabe mencionar las Google Glass [106], las HTC Vive [107], Oculus
Rift [18] y Microsoft HoloLens [108]. Se puede esperar que en los pro´ximos an˜os, y a
medida que los precios sean ma´s asequibles, las gafas inteligentes sera´n utilizadas de
forma habitual en ambientes educativos.
Las instituciones educativas necesitara´n redisen˜ar los espacios de aprendizaje tanto
formales como informales y seguir apostando por el aprendizaje ubicuo y conectado.
Adema´s, las nuevas metodolog´ıas como el “flipped classroom” o “clase invertida’ tam-
bie´n implican la necesidad de disponer de dichas tecnolog´ıas tanto en las aulas como




En esta tesis se han llevado a cabo principalmente las siguientes tareas:
Estudio del estado del arte en relacio´n a las tres a´reas de investigacio´n de esta
tesis: los mundos virtuales, las interfaces tangibles y la realidad mixta.
Disen˜o e implementacio´n de una arquitectura que permite crear aplicaciones edu-
cativas en un entorno de realidad mixta en el que se combinan los mundos vir-
tuales con las interfaces tangibles de usuario como mecanismo de interaccio´n.
Disen˜o e implementacio´n de prototipos funcionales que interconectan los mundos
virtuales a trave´s de las interfaces tangibles para crear aplicaciones educativas.
Experimentacio´n con los prototipos desarrollados en diferentes centros educativos
mediante casos de estudio y pruebas piloto.
Ana´lisis de los datos obtenidos en las experiencias llevadas a cabo en los centros
educativos y extraccio´n de conclusiones.
3.2. Consideraciones metodolo´gicas
La metodolog´ıa de investigacio´n utilizada para esta tesis doctoral esta´ basada en
la propuesta por Peffers et al. [109] denominada Design Science Research Metho-
dology (DSRM), en la que se siguen una serie de pasos: se analiza el problema, se
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disen˜a una solucio´n y finalmente se realiza una validacio´n de la solucio´n desarrollada.
En esta tesis se han llevado a cabo diferentes casos de estudio y pruebas piloto en
centros educativos de Educacio´n Secundaria. Los resultados obtenidos en las experien-
cias realizadas han sido publicados en revistas y congresos relevantes a las a´reas de la
investigacio´n tratadas en esta tesis.
La metodolog´ıa de investigacio´n DSRM [109] consta de seis fases secuenciales: ini-
cialmente se identifica el problema, con ello se definen los objetivos, y a partir de los
objetivos se realiza el disen˜o y posteriormente el desarrollo del prototipo de la aplica-
cio´n. Las fases finales corresponden a la demostracio´n y evaluacio´n de los prototipos
desarrollados, y se termina con la fase correspondiente a la comunicacio´n de los resulta-
dos a la comunidad cient´ıfica (ver figura 3.1). Si se encuentran problemas en la fase de
evaluacio´n, se vuelve a la fase de disen˜o y desarrollo para solucionar dichos problemas.
Una vez finalizado con e´xito el ciclo, y despue´s de comunicar los resultados mediante
publicaciones, se identifican nuevos problemas para as´ı ir ampliando la funcionalidad
y el a´mbito de investigacio´n de forma incremental.
Figura 3.1. Metodolog´ıa de investigacio´n DSRM.
Siguiendo la metodolog´ıa propuesta por Peffers et al. [109], el trabajo de investiga-
cio´n realizado en esta tesis se ha dividido en dos fases.
En la primera fase se ha trabajado con los prototipos Cu´bica y Virtual Touch Eye
(ver figura 3.2). Esta fase inicial ha supuesto el inicio de la arquitectura Virtual Touch:
40
3.2. CONSIDERACIONES METODOLO´GICAS
se han empezado a integrar diferentes tecnolog´ıas que permiten la combinacio´n de los
mundos virtuales con las interfaces tangibles. Cu´bica fue el primer prototipo, creado
con el objetivo pedago´gico de facilitar el aprendizaje de los diferentes algoritmos de
ordenacio´n a trave´s de la interaccio´n con las interfaces tangibles y la realizacio´n de
actividades de ensen˜anza-aprendizaje dentro del mundo virtual. El objetivo cient´ıfico-
te´cnico fue el disen˜o e implementacio´n de la primera versio´n de la arquitectura que
se presenta en esta tesis. De esta manera el prototipo de Cu´bica utilizo´ la tecnolog´ıa
Phidgets [110] para el desarrollo de una interfaz tangible que interactuaba con un mun-
do virtual creado con OpenSim. El middleware desarrollado con tal fin constituyo´ la
primera versio´n de la arquitectura de Virtual Touch. Se realizo´ una experiencia con el
prototipo Cu´bica en el centro educativo IES Joan Coromines (Castello´n), involucrando
alumnado de Educacio´n Secundaria Obligatoria, Bachillerato y ciclos formativos de
Grado Medio. Los resultados obtenidos en la experiencia fueron analizados y se extra-
jeron conclusiones. Los resultados obtenidos fueron publicados en congresos y revistas
relevantes [111, 112, 113], y fueron empleados como punto de partida de los siguientes
disen˜os.
En un segundo ciclo de la metodolog´ıa DSRM, se disen˜o´ el prototipo Virtual Touch
Eye, en el que se integro´ una nueva tecnolog´ıa de interfaces tangibles que hace uso
del dispositivo Microsoft Kinect, y que se evaluo´ en el a´mbito de la ensen˜anza del
catala´n dirigida a estudiantes inmigrantes y con escasa integracio´n social. Atendiendo
al problema escogido y a los objetivos pedago´gicos decididos en conjuncio´n con los
responsables educativos, se disen˜o´ un sistema de realidad mixta con el propo´sito de
realizar ejercicios que permit´ıan a los estudiantes aprender e identificar las partes de la
oracio´n y cada elemento que compone una oracio´n. Los resultados obtenidos tambie´n
se publicaron en art´ıculos del a´mbito de la tesis [114, 70, 113], y fueron el punto de
partida de los siguientes disen˜os. Como resultado cient´ıfico-te´cnico de este ciclo de
investigacio´n y desarrollo, la arquitectura Virtual Touch alcanzo´ un mayor nivel de
generalidad y abstraccio´n, incluyendo la posibilidad de realizar interfaces tangibles con
una nueva tecnolog´ıa: Microsoft Kinect.
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Figura 3.2. Metodolog´ıa de investigacio´n DSRM parte 1.
La segunda fase de la investigacio´n ha seguido un proceso similar, pero hacien-
do cada vez ma´s e´nfasis en el ana´lisis de los resultados pedago´gicos (ver figura 3.3).
Virtual Touch Book fue el siguiente prototipo desarrollado, empleando la tecnolog´ıa
del microcontrolador Arduino para realizar el interfaz tangible. El prototipo Virtual
Touch Book consiste en un libro tangible que permite enlazar y combinar el contenido
presente en el libro tangible con el contenido en tres dimensiones presente en el mundo
virtual. El principal objetivo pedago´gico de este prototipo consist´ıa en ayudar al alum-
nado con necesidades educativas especiales en el aprendizaje de la Grecia cla´sica de
una forma ma´s amena y lu´dica, consiguiendo un aprendizaje ma´s significativo. El pro-
totipo fue probado y mejorado siguiendo un ciclo de desarrollo iterativo e incremental.
En la primera versio´n del libro tangible se encontraron problemas te´cnicos que fueron
solucionados en las siguientes versiones. Los resultados se publicaron en congresos y
revistas relevantes [115, 113]. Como resultado cient´ıfico-te´cnico de este ciclo de inves-
tigacio´n y desarrollo, la arquitectura Virtual Touch incluyo´ la posibilidad de realizar
interfaces tangibles con una nueva tecnolog´ıa: Arduino.
Los dos u´ltimos prototipos fueron disen˜ados por Graciela Guerrero y Andre´s Ayala
como sendos Trabajos fin de Ma´ster, en base a la arquitectura de Virtual Touch y con
la tecnolog´ıa Phidgets. Los dos prototipos desarrollados se denominaron Virtual Touch
PrimBox y Virtual Touch FlyStick y fueron probados en el centro educativo Florida Se-
cundaria (Catarroja, Valencia). Los resultados obtenidos en ambas experiencias fueron
publicados en congresos y revistas relevantes [116, 117]. Estos dos prototipos son una
muestra de que la arquitectura Virtual Touch permite a otros programadores incorpo-
rar sus interfaces tangibles de una forma ra´pida y sencilla, que era una de las hipo´tesis
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de la tesis. En efecto, dos personas con conocimientos altos de informa´tica, pero sin
ningu´n conocimiento previo en las a´reas de los mundos virtuales o de las interfaces
tangibles, fueron capaces de desarrollar en unos meses dos nuevos interfaces tangibles,
as´ı como desarrollar dos aplicaciones educativas de realidad mixta que los usaran, y
probarlas con estudiantes de un centro de educacio´n secundaria.
Figura 3.3. Metodolog´ıa de investigacio´n DSRM parte 2.
La experimentacio´n realizada en los diferentes centros educativos se hizo con una
sistema´tica de trabajo similar en todos los casos, que principalmente se compone de:
Observacio´n directa durante el desarrollo de las actividades realizadas por el
alumno.
Realizacio´n de entrevistas tanto a los alumnos como a los profesores participantes.
Realizacio´n de pruebas para evaluar el aprendizaje obtenido por los estudiantes.
Ana´lisis de resultados y propuestas de mejora.
Extraccio´n de conclusiones.
Algunas de las experiencias fueron llevadas a cabo con dos grupos de alumnos con
el objetivo de comparar los resultados obtenidos en cada grupo (ver figura 3.4). Por
un lado un grupo experimental en el que se trabaja con los prototipos desarrollados y
por otro lado un grupo de control en el que se trabaja de forma tradicional. El grupo
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de control utiliza las metodolog´ıas y recursos tradicionales, que consisten en realizar
las explicaciones oportunas en la pizarra y la posterior la realizacio´n de actividades
complementarias y evaluaciones en papel. De esta forma, al finalizar las experiencias se
pueden comparar los resultados obtenidos en ambos grupos y concluir si las tecnolog´ıas
desarrolladas en esta tesis realmente proporcionan beneficios educativos.
Figura 3.4. Experimentacio´n mediante grupo experimental y grupo
de control.
Una vez divido el grupo de estudiantes en dos subgrupos de forma aleatoria, se rea-
liza un pretest inicial para valorar los conocimientos con los que parten los estudiantes
antes de realizar la experiencia (que llamaremos intervencio´n, ver figura 3.5). Este pre-
test se realiza tanto al grupo de control como al grupo experimental. Posteriormente, al
finalizar las experiencias se realiza un postest que valora los conocimientos adquiridos
por los estudiantes. En base a los resultados obtenidos en los postests de ambos grupos
(grupo de control y grupo experimental) se realiza una comparativa para valorar las
diferencias obtenidas entre ambos.
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Figura 3.5. Realizacio´n de pretest y postest a ambos grupos.
En las experiencias llevadas a cabo, el pretest no proporciono´ informacio´n desta-
cable debido a que los alumnos empezaron las experiencias sobre tema´ticas en las que
part´ıan sin apenas conocimientos previos. Por este motivo el ana´lisis de resultados se
centro´ fundamentalmente en comparar los postests realizados. Tambie´n en algunas ex-
periencias se realizo´ un segundo postest unas semanas despue´s de la experiencia inicial,
para valorar la retencio´n de los conocimientos estudiados a lo largo del tiempo, es decir,
para comprobar si el aprendizaje fue significativo.
La metodolog´ıa utilizada en los casos de estudio se ha desarrollado en base a cuatro
etapas principales (ver figura 3.6), donde se empezo´ con una primera fase de evaluacio´n
de conocimientos previos, seguido de una segunda fase en la que se presentan los mundos
virtuales y las interfaces tangibles para que los alumnos se familiaricen con el sistema.
Posteriormente se lleva a cabo la experiencia mediante la realizacio´n de actividades
pra´cticas, para finalizar con la evaluacio´n de las actividades mediante la realizacio´n de
unos tests que permiten valorar el aprendizaje que han obtenido los alumnos.
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Figura 3.6. Metodolog´ıa de experimentacio´n.
La usabilidad del tangible es un aspecto importante a tener en cuenta a la hora de
evaluar los prototipos desarrollados. La experiencia de usuario de los estudiantes se ha
evaluado mediante la observacio´n directa, junto con la realizacio´n de un cuestionario de
valoracio´n de la usabilidad. La informacio´n as´ı obtenida ha sido realmente valiosa y ha
permitido mejorar los disen˜os de los prototipos. Los test de usabilidad evalu´an, entre
otros aspectos, la facilidad de uso del tangible, la utilidad para mejorar el aprendizaje
y la sensacio´n de satisfaccio´n al utilizarlo. Los test de usabilidad realizados por los
alumnos esta´n basados en los propuestos por Lund [118], en los que se consideran
los siguientes ı´tems que son valorados en una escala que va desde “completamente en








En esta tesis se presenta una arquitectura denominada Virtual Touch que permite
la creacio´n de actividades educativas bajo un entorno de realidad mixta en el que se
combinan los mundos virtuales junto con las interfaces tangibles. Los objetivos cient´ıfi-
cos de esta arquitectura, consecuencia de las hipo´tesis de investigacio´n expresadas en
el Cap´ıtulo 1 de esta tesis, pueden desglosarse en objetivos pedago´gicos y objetivos
te´cnicos.
4.1.1. Objetivos pedago´gicos
La arquitectura Virtual Touch tiene como objetivo pedago´gico principal aprovechar
las posibilidades educativas que ofrecen los mundos virtuales y las interfaces tangibles
para enriquecer el proceso de aprendizaje de los estudiantes. Los mundos virtuales pro-
porcionan un entorno tridimensional, interactivo y multiusuario en el que los estudian-
tes aprenden de una forma segura, controlada y con gran heterogeneidad de recursos
a su alcance. Las interfaces tangibles facilitan la interaccio´n con los mundos virtua-
les y ayudan a mejorar el proceso de ensen˜anza-aprendizaje mediante la manipulacio´n
natural y directa de elementos tangibles.
En la figura 4.1 se muestra un desglose de los objetivos pedago´gicos que se quie-
ren conseguir mediante los mundos virtuales y las interfaces tangibles de usuario, que
combinadas conforman un entorno de realidad mixta. Como se puede observar, la com-
binacio´n de los mundos virtuales con las interfaces tangibles de usuario puede ofrecer
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diversidad de estrategias metodolo´gicas adecuadas al contexto educativo y permitir
lograr un aprendizaje significativo.
Figura 4.1. Objetivos pedago´gicos de la arquitectura Virtual Touch.
4.1.2. Objetivos te´cnicos
La arquitectura Virtual Touch tiene el propo´sito de proporcionar un entorno que
facilite la creacio´n de actividades educativas por parte de educadores con distintos
niveles de conocimientos de informa´tica y electro´nica. La arquitectura esta´ adaptada
a cada tipo de usuario educador segu´n su nivel de conocimientos. Un usuario con
pocos conocimientos podra´ realizar la configuracio´n ba´sica del sistema mientras que
un usuario con conocimientos avanzados de informa´tica sera´ capaz de crear e integrar
sus propios elementos tangibles a la arquitectura Virtual Touch de una forma ra´pida y
sencilla.
Desde un punto de vista cientifico-te´cnico, la arquitectura Virtual Touch debera´
conseguir los siguientes objetivos:
Modularidad. La arquitectura estara´ formada en base a pequen˜os mo´dulos in-
dependientes que interactu´en entre s´ı con interfaces claras. Se podra´n cambiar o
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an˜adir mo´dulos de manera transparente al resto de la arquitectura, si se respetan
las interfaces existentes.
Escalabilidad. La arquitectura permitira´ el crecimiento y la adaptabilidad ante
cambios de configuracio´n o la incorporacio´n de nuevas tecnolog´ıas o sensores.
Heterogeneidad. La arquitectura sera´ heteroge´nea: convivira´n diferentes tipos
de tecnolog´ıas que, a pesar de sus particularidades te´cnicas, podra´n integrarse e
interactuar conjuntamente.
Interoperabilidad. La arquitectura sera´ interoperable: permitira´ transferir e
intercambiar informacio´n entre los distintos servicios integrados.
4.2. Requisitos y ana´lisis funcional de la arquitectura
Los objetivos pedago´gicos y te´cnicos anteriormente expuestos se concretan en una
serie de requisitos formales que se desglosara´n a continuacio´n. Los requerimientos de
un sistema describen los servicios que ha de ofrecer y nos muestran una perspectiva de
las propiedades o restricciones que deben satisfacerse.
4.2.1. Requisitos no funcionales
Se han encontrado una serie de requisitos no funcionales que indican las principales
cualidades que debe tener el sistema desarrollado y que detallamos a continuacio´n:
4.2.1.1. Requisitos de la arquitectura
A continuacio´n se muestra la especificacio´n de requisitos gene´ricos no funcionales re-
lativos a la arquitectura implementada. Los requisitos no funcionales de la arquitectura
son:
RNFA1. Modularidad. La arquitectura tendra´ una estructura modular que
permitira´ incluir mo´dulos (o retirarlos) de una forma ra´pida y sencilla.
RNFA2. Configurabilidad. La arquitectura debera´ ser fa´cil de configurar, de
manera que usuarios educadores con distintos niveles de conocimientos informa´ti-




RNFA3. Interoperabilidad. La arquitectura permitira´ la incorporacio´n de nue-
vas tecnolog´ıas hardware para la implementacio´n de interfaces tangibles, que se
integrara´n al sistema sin interferir en el funcionamiento del resto de los compo-
nentes de la arquitectura.
RNFA4. Modificabilidad. La arquitectura permitira´ realizar modificaciones
en los mo´dulos sin interferir en el funcionamiento del resto de componentes del
sistema.
RNFA5. Abstraccio´n. La arquitectura tendra´ un disen˜o estructurado en capas
que permitan definir distintos niveles de abstraccio´n, con interfaces claras. El
sistema permitira´ modificar una determinada capa sin afectar al resto de las
capas de la arquitectura.
RNFA6. Escalabilidad. La arquitectura debera´ ser escalable, es decir, se adap-
tara´ correctamente frente a incrementos en el volumen de usuarios conectados o
frente a la incorporacio´n de mayor nu´mero de recursos y aplicaciones educativas
al sistema.
RNFA7. Comunicacio´n. La arquitectura tendra´ una API que describira´ la
forma de conexio´n e intercambio de datos entre los componentes integrados al
sistema.
RNFA8. Persistencia. La arquitectura dispondra´ de mecanismos de persisten-
cia para almacenar las configuraciones realizadas en el sistema.
RNFA9. Conectividad. Los usuarios podra´n conectar las interfaces tangibles
al sistema de una forma sencilla.
4.2.1.2. Requisitos generales de las aplicaciones
A continuacio´n mostramos los requisitos generales no funcionales relativos a las
aplicaciones desarrolladas:
RNFAP1. Usabilidad. El sistema debera´ disponer de interfaces de usuario
claras, sencillas, amigables y correctamente estructuradas.
RNFAP2. Apariencia. El sistema debera´ disponer de interfaces tangibles de
usuario con un aspecto agradable y con estilos coherentes.
RNFAP3. Disponibilidad. El sistema debera´ estar en funcionamiento las 24
horas del d´ıa, 7 d´ıas de la semana, 365 d´ıas al an˜o.
RNFAP4. Seguridad. La arquitectura debera´ definir mecanismos de autenti-
cacio´n que controlen que´ usuarios pueden conectarse al sistema.
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RNFAP5. Requisitos software. El servidor de mundos virtuales funcionara´
bajo el sistema operativo Windows. Los clientes podra´n ejecutarse en sistemas
Windows, Linux y Mac OS.
RNFAP6. Interfaces de comunicacio´n. El sistema dispondra´ de interfaces
de comunicacio´n basadas en el protocolo HTTP.
RNFAP7. Servidor de mundos virtuales. El sistema, en caso de aparecer
problemas en la red, permitira´ que se habilite un servidor de mundos virtuales
en modo local.
RNFAP8. Conexio´n al servidor de mundos virtuales. Los clientes de los
mundos virtuales se conectara´n a trave´s de una direccio´n IP con un rango de
puertos TCP y UDP.
RNFAP9. Utilizacio´n de recursos. El sistema contara´ con un conjunto de
recursos y actividades educativas predefinidas para el uso por los usuarios del
sistema.
4.2.2. Requisitos funcionales espec´ıficas de las aplicaciones
Los requisitos funcionales del sistema se refieren a la funcionalidad que perciben los
usuarios finales, en este caso los alumnos. Para cada una de las aplicaciones educativas
desarrolladas (ver cap´ıtulo 5) se estudiaron los requisitos espec´ıficos, en colaboracio´n
con el educador responsable de la experiencia.
4.2.2.1. Aplicacio´n Virtual Touch Cu´bica
RFVTC1. Interfaz tangible. El sistema debera´ contar con un artefacto tan-
gible que represente el concepto de array.
RFVTC2. Tecnolog´ıa hardware de interfaces tangibles. La arquitectura
sera´ capaz de incorporar la tecnolog´ıa Phidgets para implementar las interfaces
tangibles.
4.2.2.2. Aplicacio´n Virtual Touch Eye
RFVTE1. Interfaz tangible. El sistema sera´ capaz de reconocer gestos y figu-
ras (al menos figuras geome´tricas).
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RFVTE2. Tecnolog´ıa hardware de interfaces tangibles. La arquitectura
sera´ capaz de integrar la tecnolog´ıa Microsoft Kinect para el reconocimiento de
gestos y figuras.
4.2.2.3. Aplicacio´n Virtual Touch Book
RFVTB1. Interfaz tangible. El sistema debera´ contar con un libro f´ısico como
interfaz tangible, de manera que se muestren unas determinadas actividades en
el mundo virtual segu´n la pa´gina que se encuentre abierta en ese instante.
RFVTB2. Tecnolog´ıa hardware de interfaces tangibles. La arquitectura
sera´ capaz de integrar la tecnolog´ıa de Arduino para la implementacio´n de las
interfaces tangibles.
4.2.2.4. Aplicacio´n Virtual Touch PrimBox
RFVTP1. Interfaz tangible. El sistema tendra´ una interfaz tangible que per-
mitira´ manipular figuras geome´tricas reales, cuya representacio´n se visualizara´ en
el mundo virtual tridimensional.
RFVTP2. Tecnolog´ıa hardware de interfaces tangibles. La arquitectura
sera´ capaz de incorporar la tecnolog´ıa Phidgets para implementar las interfaces
tangibles.
4.2.2.5. Aplicacio´n Virtual Touch FlyStick
RFVTF1. Interfaz tangible. El sistema tendra´ un tangible que permitira´ la
captura de movimientos de los tres ejes de coordenadas (X,Y,Z) que sera´n repre-
sentados en el mundo virtual.
RFVTF2. Tecnolog´ıa hardware de interfaces tangibles. La arquitectura
sera´ capaz de incorporar la tecnolog´ıa Phidgets para implementar las interfaces
tangibles.
4.2.3. Ana´lisis funcional
El empleo de aplicaciones de realidad mixta en el proceso de ensen˜anza-aprendizaje
presenta multitud de beneficios en el aprendizaje de los estudiantes pero requiere de
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ciertos conocimientos informa´ticos del educador, que debe configurar y administrar
todos los dispositivos y las tecnolog´ıas que desea utilizar en su pra´ctica docente. La
configuracio´n y la conexio´n de los elementos tangibles con los mundos virtuales es una
tarea compleja que requiere de un esfuerzo destacable por parte del educador.
La arquitectura Virtual Touch debe disen˜arse para ser usada en centros educativos
por diferentes tipos de usuarios educadores. Los centros educativos disponen de un
profesorado heteroge´neo con gran variabilidad en cuanto conocimientos de informa´tica
y electro´nica. Por ejemplo, el profesor de Informa´tica tendra´ conocimientos avanzados y
por tanto encontrara´ ma´s sencillo configurar el sistema o incluso programar una nueva
funcionalidad que se integrara´ en la arquitectura desarrollada. En cambio, un profesor
de Historia puede que disponga de pocos conocimientos de informa´tica y le suponga un
esfuerzo significativo incluso el mero hecho de tener que configurar cualquier dispositivo
o tecnolog´ıa.
Partiendo de la heterogeneidad del profesorado, la arquitectura Virtual Touch se
dirije a tres tipos de usuarios educadores en base a sus conocimientos de informa´tica y
electro´nica: el usuario ba´sico, el usuario intermedio y el usuario avanzado.
La arquitectura tiene como elemento central un software intermediario (middlewa-
re), que es el que se encarga de gestionar la comunicacio´n entre los mundos virtuales
y las interfaces tangibles. Cada usuario educador tendra´ a su disposicio´n una serie de
opciones para la configuracio´n tanto del mundo virtual como de las interfaces tangi-
bles que desee conectar. Los tres tipos de educadores podra´n conectar un determinado
sensor y el middleware se encargara´ de comunicar el sensor con el mundo virtual. De
esta forma, cualquier accio´n que ocurra en el mundo real tendra´ su efecto en el mundo
virtual y viceversa.
A continuacio´n, vamos a detallar las acciones que podra´n realizar los tres tipos de
usuarios educadores en base a sus conocimientos de informa´tica:
Usuario ba´sico. El usuario ba´sico es aquel usuario que apenas tiene conoci-
mientos de informa´tica y u´nicamente podra´ conectar el sensor que desea utilizar
(sensor de presio´n, sensor de luz, sensor de temperatura, etc.) al middleware. El
usuario ba´sico solamente podra´ realizar configuraciones muy ba´sicas del middle-
ware y cambiar la configuracio´n de aplicaciones ya existentes.
Usuario intermedio. El usuario intermedio es aquel tipo de usuario que posee
algunos conocimientos de informa´tica aunque no muy avanzados. El usuario inter-
medio podra´ realizar las acciones propias de un usuario ba´sico y adema´s tendra´
la opcio´n de configurar algunos para´metros de los sensores e incluso modificar
algunos scripts de programacio´n que permiten cambiar las acciones que ocurren
dentro del mundo virtual. Por ejemplo, el usuario intermedio podra´ modificar el
co´digo para que al presionar un determinado elemento tangible (por ejemplo un
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pulsador), en vez de mostrarse una luz de color rojo en el mundo virtual, se mues-
tre una luz de color azul, o se presente un texto determinado al estudiante. En
general podra´ cambiar el comportamiento de aplicaciones ya existentes, creando
as´ı nuevas aplicaciones similares.
Usuario avanzado. El usuario avanzado es considerado un experto en informa´ti-
ca y podra´, por ejemplo, an˜adir un nuevo sensor que no estaba registrado pre-
viamente e incluso podra´ incorporar un nuevo dispositivo o tecnolog´ıa para que
forme parte de la arquitectura Virtual Touch. Tambie´n sera´ capaz de modificar
los scripts e incluso crear sus propios scripts. En resumen, el usuario avanzado
sera´ capaz de an˜adir e integrar cualquier tipo de tecnolog´ıa y elemento tangible
a la arquitectura Virtual Touch en un periodo de tiempo breve y de una forma
sencilla.
En la imagen 4.2 se pueden apreciar los tres tipos de usuarios educadores que confor-
man la arquitectura Virtual Touch. Los usuarios del sistema podra´n desde simplemente
configurar de forma ba´sica el programa intermediario (middleware) hasta an˜adir nuevos
elementos tangibles al sistema. Las tecnolog´ıas que se han utilizado en esta arquitec-
tura para la conexio´n de los elementos tangibles son Phidgets, Arduino y Microsoft
Kinect.
Figura 4.2. Usuarios Virtual Touch.
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En el diagrama de casos de uso 4.3 se visualizan las acciones asociadas a cada tipo
de usuario. Como se puede observar, existe una herencia entre los actores que hace
que el usuario con mayor nivel de conocimientos de informa´tica pueda hacer lo mismo
que el usuario con menor nivel pero teniendo acceso, adema´s, a otras funcionalidades
adicionales.
Figura 4.3. Diagrama de casos de uso de Virtual Touch.
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En el diagrama de secuencia 4.4 se puede visualizar una perspectiva gene´rica de la
interaccio´n que puede hacer un usuario ba´sico dentro del sistema, donde podra´ conec-
tar alguno de los sensores que este´n presentes dentro de la arquitectura Virtual Touch.
Figura 4.4. Diagrama de secuencia usuario ba´sico.
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En el diagrama de secuencia 4.5 se visualiza la interaccio´n que tendra´ un usuario
intermedio, que ya dispone de mayor flexibilidad para configurar el sistema y los sen-
sores que se conecten al middleware.
Figura 4.5. Diagrama de secuencia usuario intermedio.
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En el diagrama de secuencia 4.6 se muestran las posibles acciones que podra´ realizar
un usuario avanzado. El usuario avanzado posee conocimientos avanzados de informa´ti-
ca y electro´nica y por lo tanto, adema´s de poder realizar las mismas acciones que el resto
de usuarios, tambie´n podra´ an˜adir nuevos sensores o nuevas tecnolog´ıas al sistema. La
arquitectura Virtual Touch es escalable y modular, permitiendo la integracio´n de nue-
vos componentes a la arquitectura sin modificar el resto de funcionalidades del sistema.
Figura 4.6. Diagrama de secuencia usuario avanzado.
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En la figura 4.7 se puede observar un diagrama de flujo del proceso que permitira´ al
usuario avanzado registrar un nuevo dispositivo y adema´s configurar los pines o puertos
que desee conectar con el propo´sito de comunicar las interfaces tangibles a los mundos
virtuales de una forma sencilla y ra´pida.
Figura 4.7. Diagrama flujo del registro de un nuevo dispositivo.
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En la figura 4.8 vemos un diagrama de secuencia que muestra de forma ba´sica la
comunicacio´n e interaccio´n existente entre los sensores que hacen uso de la tecnolog´ıa
de radiofrecuencia RFID respecto al middleware que debera´ comprobar si existe el tag
o etiqueta mostrado al lector de RFID. En caso de que este´ registrado el tag RFID en
el sistema, se realizara´ una determinada accio´n en el mundo virtual que puede ser la
aparicio´n de un objeto virtual o la configuracio´n espec´ıfica de un objeto. Por ejemplo,
en el caso de la experiencia Cu´bica (ver cap´ıtulo 5), el hecho de detectar un tag con-
creto lo que hace es cambiar el nu´mero del cubo virtual correspondiente en el mundo
virtual. Otro ejemplo puede verse en la experiencia Virtual Touch PrimBox, donde lo
que se mostrar´ıa ser´ıa la representacio´n del objeto en cuestio´n, es decir, si se detecta
el tag correspondiente a un penta´gono se crear´ıa una representacio´n del penta´gono en
el mundo virtual.
Figura 4.8. Diagrama de secuencia sobre lectura de tags RFID en el
sistema.
4.3. Disen˜o e implementacio´n de la arquitectura
En esta seccio´n se describen todos los componentes que forman parte la arquitectura
desarrollada. La arquitectura esta´ compuesta de un mundo virtual que se ha utilizado
para la creacio´n de las actividades educativas; de los elementos tangibles que permiten
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la conexio´n con los mundos virtuales; y del middleware para comunicar los mundos
virtuales y las interfaces tangibles. En esta seccio´n se introducira´n algunos aspectos
clave en cuanto a los elementos hardware y software utilizados en el desarrollo del
sistema.
La arquitectura dispone de los siguientes cuatro componentes (ver figura 4.9):
Un cliente de mundos virtuales. La conexio´n a un servidor de mundos vir-
tuales se realiza mediante una aplicacio´n cliente: un visor de mundos virtuales.
Un servidor de mundos virtuales. El servidor permitira´ la creacio´n y confi-
guracio´n de los mundos virtuales.
Un software middleware. El middleware es un software de conectividad que se
encarga de comunicar y conectar los mundos virtuales con las interfaces tangibles.
Un conjunto de interfaces tangibles. Los elementos tangibles permiten la
interaccio´n entre el mundo real y el mundo virtual. Las acciones llevadas a cabo
en el mundo real son representadas en el mundo virtual. Tambie´n puede ocurrir
el caso inverso en el que una accio´n llevada a cabo en el mundo virtual tiene su
representacio´n f´ısica en el mundo real.
Figura 4.9. Arquitectura cliente-servidor.
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Esos cuatro componentes forman una arquitectura que esta´ estructurada en cinco
niveles, que permiten la modularidad de las diferentes funcionalidades necesarias para
comunicar los mundos virtuales con las interfaces tangibles (ver figura 4.10). La distri-
bucio´n en capas permite asignar diferentes tareas a cada capa, facilita el mantenimiento
del sistema y adema´s permite su modularidad y escalabilidad.
Figura 4.10. Arquitectura Virtual Touch.
Las capas de Gestio´n y de Servicios conforman lo que hemos denominado “middle-
ware”, y contienen el conjunto de procesos y librer´ıas que permiten conectar, de forma
sencilla y transparente, por un lado sensores y actuadores, y por otro lado el mundo
virtual.
Los sensores y actuadores vendra´n proporcionados por tecnolog´ıas esta´ndar, como
pueden ser Arduino, Phidgets y Microsoft Kinect, que son las tres empleadas en los
prototipos desarrollados. Sin embargo, la idea es que la modularizacio´n del hardware
permite an˜adir nuevas tecnolog´ıas (como podr´ıan ser Lego Mindstorms o KNX) de una
manera sencilla. Simplemente implementando un mo´dulo interfaz para dichas tecno-
log´ıas, quedar´ıan incluidas en la Arquitectura Virtual Touch y podr´ıan ser empleadas
de manera transparente para interaccionar con el mundo virtual.
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La capa de presentacio´n es donde esta´n implementados los prototipos de mundos
virtuales para la educacio´n. En esta tesis se han desarrollado varios prototipos de tales
aplicaciones, tanto para probar la arquitectura desarrollada, como para disponer de
datos experimentales acerca de su utilidad para la educacio´n. El desarrollador de los
mundos virtuales no tiene que preocuparse de los aspectos te´cnicos del empleo de inter-
faces tangibles. U´nicamente, y de una manera sencilla, tiene que asociar determinadas
propiedades de objetos del mundo virtual a propiedades de los objetos tangibles, y el
middleware se encarga de mantener sincronizados ambos mundos en las dos direcciones.
Cambios en el mundo real originan cambios en el mundo virtual y viceversa.
A continuacio´n se detallada el cometido de cada una de las capas.
Capa Hardware: Aqu´ı esta´n los dispositivos tangibles y las distintas tecnolog´ıas
que los soportan. La capa de Hardware, junto con la de comunicaciones, forman
el componente de Interfaces Tangibles.
Capa de Comunicacio´n: Se encarga de establecer la comunicacio´n de los sen-
sores y actuadores con el middleware en base a su tecnolog´ıa de conexio´n (WIFI,
puerto serie, Ethernet, etc).
Capa de Gestio´n. Es una capa que permite gestionar y administrar las tecno-
log´ıas de sensores y actuadores que se quieran emplear. En los prototipos realiza-
dos en esta tesis se han empleado tres: Arduino, Phidgets y Microsoft Kinect. La
capa de Gestio´n, junto con el servicio de realidad mixta de la capa de Servicios,
forman el nu´cleo de la arquitectura, encarga´ndose de gestionar y comunicar cada
elemento tangible con el mundo virtual. La capa de Gestio´n, junto con la capa
de Servicios, forman el componente de Middleware.
Capa de Servicios. Esta capa contiene un serie de servicios heteroge´neos que a
continuacio´n se detallan:
 Servicio de reconocimiento de gestos y objetos: Este servicio es el
responsable del reconocimiento de gestos, reconocimiento de voz y reconoci-
miento de formas. Para el reconocimiento de formas se hace uso de la librer´ıa
OpenCV.
 Servicio de Realidad Mixta: Este servicio es responsable de enviar y
recibir mensajes al servidor de mundos virtuales en OpenSim. Este servicio,
junto con la capa de Gestio´n, se encarga de la sincronizacio´n entre el mundo
virtual y las interfaces tangibles. Cuando un determinado sensor de una in-
terfaz tangible cambia su valor, este servicio se encarga de que la propiedad
correspondiente de determinado objeto en el mundo virtual cambie en con-
cordancia. De igual manera, cuando determinadas propiedades de objetos
espec´ıficos en el mundo virtual cambian, este servicio se encarga de que los
actuadores asociados en los interfaces tangibles realicen las acciones acorda-
das. De esta manera, este servicio es el responsable de que el mundo real y el
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mundo virtual “se mezclen” formando un entorno de realidad mixta, donde
eventos en uno de los mundos tienen impacto inmediato en el otro mundo.
 Servicio de gestio´n de datos: Este servicio es el responsable del almace-
namiento y gestio´n de datos. Concretamente, algunos de los para´metros de
las aplicaciones educativas esta´n almacenados en una base de datos MySQL.
Por ejemplo, los cuestionarios de algunas aplicaciones educativas, tanto las
preguntas como las respuestas, necesitan de persistencia y emplean este ser-
vicio.
 Servicio de configuracio´n: Este servicio es el responsable de la configu-
racio´n del sistema de realidad mixta (por ejemplo para especificar la IP y el
puerto del servidor de mundos virtuales). En el caso de usar sensores de las
tecnolog´ıas Arduino o Phidgets, este servicio se encarga de la configuracio´n
de los puertos y de la funcionalidad que tiene dicho sensor dentro del mundo
virtual.
Capa de Presentacio´n. La capa de Presentacio´n contiene las aplicaciones edu-
cativas que, haciendo uso de las capas inferiores de la arquitectura, integran
mundos virtuales e interfaces tangibles. Esta capa se implementa en forma de
dos componentes: el Servidor de Mundos Virtuales y el Cliente de Mundos vir-
tuales.
A continuacio´n se detalla el disen˜o e implementacio´n de las capas de la figura 4.10
en forma de los componentes software de la figura 4.9.
4.3.1. Componente de Interfaces Tangibles
El componente de interfaces tangibles implementa las capas de Hardware y de
Comunicaciones de la arquitectura Virtual Touch (ver figura 4.10).
La arquitectura Virtual Touch facilita la creacio´n de aplicaciones educativas utili-
zando las tecnolog´ıas Phidgets, Microsoft Kinect y Arduino. De esta forma, un usuario
educador es capaz de crear aplicaciones educativas que hagan uso de las tecnolog´ıas
anteriores y cuyas actividades de ensen˜anza-aprendizaje se desenvuelvan en un mundo
virtual trimedimensional. De la misma forma, un usuario educador con elevados co-
nocimientos de informa´tica puede crear una nueva aplicacio´n, bien utilizando las tec-
nolog´ıas anteriores, o incluso incorporando, de una forma sencilla, nuevas tecnolog´ıas
a la arquitectura. La arquitectura Virtual Touch facilita el arduo proceso de creacio´n
de actividades educativas dirigidas a los mundos virtuales y las interfaces tangibles,
siendo transparente, modular, interoperable y escalable.
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4.3.1.1. Capa de Hardware
Como se puede ver en la figura 4.11, la capa de hardware ha integrado por el mo-
mento tres tecnolog´ıas para el desarrollo de interfaces tangibles: Microsoft Kinect [119],
Arduino [120] y Phidgets [110]. Estas tres tecnolog´ıas han sido empleadas dentro de
los prototipos desarrollados y evaluados en experiencias reales. La arquitectura pro-
porciona un kit ba´sico que permite a los usuarios educadores con menos conocimientos
de informa´tica y electro´nica hacer uso de diferentes sensores, necesitando u´nicamente
conectar el dispositivo y realizar unas configuraciones ba´sicas.
Figura 4.11. Tecnolog´ıas y sensores utilizados en Virtual Touch.
Tecnolog´ıa Phidgets
La tecnolog´ıa Phidgets [110] corresponde a una serie de microcontroladores que
se conectan al ordenador por medio del puerto USB. La tecnolog´ıa Phidgets es una
tecnolog´ıa barata, sencilla de utilizar, y que se puede programar con varios lenguajes
de programacio´n, disponiendo de un conjunto de funciones y procedimientos (API)
para cada lenguaje de programacio´n.
La mayor´ıa de los prototipos desarrollados en esta tesis han sido creados usan-
do la tecnolog´ıa Phidgets. Entre los lenguajes de programacio´n disponibles para esta
tecnolog´ıa esta´n C#, Java, Python y JavaScript, entre otros. En esta tesis, como el
middleware esta´ programado con el lenguaje C#, hemos utilizado tambie´n dicho len-
guaje para la programacio´n de los phidgets.
En la tabla 4.12 se pueden visualizar tanto los controladores como los sensores Phid-
gets usados en los diferentes prototipos creados y una descripcio´n de su funcionalidad.
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Figura 4.12. Controladores y sensores Phidgets.
Phidgets dispone de diferentes tipos de controladores y actuadores, tales como ser-
vomotores, rele´s o sensores RFID. Adema´s dispone de multitud de sensores, tales como
sensores de temperatura, sensores de distancia, sensores de luz, sensores de proximidad
o sensores de presio´n, entre otros.
Algunos sensores con salida digital pueden ir conectados directamente por el puerto
USB mientras que otros sensores se conectan mediante una placa de Entrada/Salida
que permite recibir datos de sensores analo´gicos. De este modo se pueden controlar las
entradas y salidas tanto analo´gicas como digitales. En la figura 4.13 puede verse un
esquema de ambos tipos de conexio´n. La arquitectura Virtual Touch hace transparente
esta complejidad de cara al usuario educador.
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Figura 4.13. Conexio´n usando sensores Phidgets.
Tecnolog´ıa Arduino
La experiencia Virtual Touch Book ha sido desarrollada utilizando la plataforma
de hardware libre Arduino [120]. A partir de esta experiencia, se integro´ la tecnolog´ıa
Arduino a la arquitectura Virtual Touch.
Arduino es una plataforma de hardware libre que esta´ compuesta por un microcon-
trolador que dispone de puertos de entrada, puertos de salida y puertos de comunica-
cio´n. Arduino posee una amplia comunidad de usuarios y un lenguaje de programacio´n
relativamente sencillo. La comunicacio´n de los sensores Arduino con el ordenador se
realiza mediante el puerto serie.
Las principales ventajas de utilizar el microcontrolador Arduino son:
Precio asequible: Arduino es una tecnolog´ıa muy econo´mica comparada con otras
plataformas de microcontroladores.
Multiplataforma: Arduino se puede ejecutar en diferentes sistemas como son Win-
dows, Linux y Mac OS.
Co´digo abierto y hardware libre: Arduino dispone de herramientas de co´digo
abierto y de extensiones para programadores ma´s experimentados.
Multitud de ejemplos y proyectos: Arduino se ha utilizado en multitud de pro-




En los prototipos desarrollados con Arduino se ha tenido que utilizar el lenguaje
Processing para programar la microcontroladora, lenguaje que es espec´ıfico de dicha
tecnolog´ıa. Se ha comunicado el microcontrolador Arduino con el middleware desarro-
llado a trave´s del puerto serie. Como ya se ha comentado antes, toda esta complejidad
es transparente para el usuario educador.
Como se puede apreciar en la imagen 4.14, se ha utilizado una protoboard para
conectar los diferentes sensores utilizados con Arduino, implementando una caja negra
en la que el usuario u´nicamente tiene que conectar la microcontroladora al dispositivo
USB, evitando as´ı que tenga que realizar conexiones o programacio´n, ya que no todo
el profesorado tiene conocimientos en electro´nica y esto dificultar´ıa la utilizacio´n de
diferentes sensores y tecnolog´ıas.
Figura 4.14. Conexio´n usando sensores Arduino.
Tecnolog´ıa Microsoft Kinect
Se ha incorporado la tecnolog´ıa Kinect para Windows [21] a la arquitectura Virtual
Touch para permitir el desarrollo de aplicaciones educativas que requieran el recono-
cimiento de gestos y el reconocimiento de figuras geome´tricas. En esta arquitectura se
ha utilizado el SDK (Software Development Kit) 2.0 de esta plataforma, que permi-
te a los desarrolladores la creacio´n de aplicaciones con soporte al reconocimiento de
texto y de voz. Desafortunadamente, recientemente Microsoft ha suspendido la fabri-
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cacio´n del dispositivo Kinect, aunque dicha tecnolog´ıa sigue existiendo en productos
como HoloLens[108], el asistente de voz Cortana y el sistema de identificacio´n facial
biome´trico de Windows Hello.
4.3.1.2. Capa de Comunicaciones
Esta capa encapsula todos los protocolos y peculiaridades espec´ıficas que presenta
cada tecnolog´ıa de la capa de Hardware.
La arquitectura Virtual Touch permite la comunicacio´n a trave´s del puerto serie
(Arduino), a trave´s del puerto USB (Phidgets y Microsoft Kinect), a trave´s del puerto
Ethernet (Arduino), y a trave´s de comunicacio´n inala´mbrica WIFI.
Se han desarrollado una serie de librer´ıas que hacen transparentes los detalles te´cni-
cos de la comunicacio´n con los sensores y actuadores de cara al resto de la arquitectura.
Si se an˜ade una nueva tecnolog´ıa, basta con desarrollar un nuevo mo´dulo en esta capa
que por un lado sea capaz de comunicarse con la nueva tecnolog´ıa, y por el otro se
comunique con la capa de servicios (el middleware) de la arquitectura. Una vez hecho
esto, el resto de los mo´dulos (incluidos los mundos virtuales) pueden acceder a los datos
del sensor o actuador de forma transparente.
En cuanto a la comunicacio´n dentro de la capa de presentacio´n, entre los compo-
nentes de Cliente y Servidor de Mundos Virtuales, se utilizan los siguientes protocolos:
Protocolo HTTP. El protocolo HTTP se utiliza a nivel de aplicacio´n. OpenSim
lo utiliza para informar sobre las regiones y servicios de back-end que ofrece, como
por ejemplo el servicio de inventario(acceso a texturas, notas, partes del avatar,
etc.) Los teleports (teletransportacio´n de objetos o avatares) tambie´n se llevan a
cabo mediante el protocolo HTTP.
Protocolo UDP. El protocolo UDP se utiliza, entre otras cosas, para actualizar
los objetos primitivos del mundo virtual y para actualizar las posiciones de los
avatares.
Otros protocolos. Los mundos virtuales utilizan otros protocolos adicionales.
Por ejemplo, el protocolo MPEG-V incluye un mecanismo de interaccio´n para
contenidos multimedia y multi-sensoriales, proporcionando interoperabilidad en-
tre los mundos virtuales. Entre otras cosas permite comunicar el mundo real y los
mundos virtuales y adema´s permite controlar los avatares mediante la expresio´n
facial o controlar objetos desde el mundo real al mundo virtual.
En la figura 4.15 se puede observar la organizacio´n de OpenSim. Como se pue-
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de apreciar, el visor de los mundos virtuales interactu´a con el simulador de mundos
virtuales a trave´s de mensajes TCP y UDP. Las regiones y los mo´dulos de regiones
se registran para eventos con mensajes UDP (por ejemplo, para la manipulacio´n del
inventario). Los eventos se invocan cuando la pila del cliente LLUDP recibe las peticio-
nes desde el visor de mundos virtuales. Del mismo modo, las regiones y los mo´dulos de
regiones enviara´n mensajes a LLUDP (por ejemplo movimiento de avatares y objetos)
al visor de mundos virtuales.
Las capacidades LL se refieren al mecanismo de paso de mensajes que usa el pro-
tocolo HTTP. Las capacidades LL se usan para mensajes que no son cr´ıticos y que
utilizan gran cantidad de datos (por ejemplo peticio´n de texturas al inventario). Las
regiones y los mo´dulos de regiones se comunican con los servicios de red para buscar
los datos necesarios relativos a los activos del avatar (scripts, texturas, etc.).
Figura 4.15. Protocolos de comunicacio´n en OpenSim.
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4.3.2. Componente de Middleware
El componente de middleware implementa la capa de Gestio´n y la capa de Servicios.
El componente middleware se encarga de gestionar y configurar los sensores y actuado-
res de las tecnolog´ıas incorporadas a la arquitectura. Adema´s, mediante los diferentes
servicios que ofrece, permite la gestio´n y la configuracio´n de todos los para´metros que
se integran en la arquitectura desarrollada. El componente middleware es una pieza
clave dentro de la arquitectura Virtual Touch, siendo el mecanismo que permite la
creacio´n de aplicaciones educativas de una forma ra´pida, sencilla y transparente.
4.3.2.1. Capa de Gestio´n
La capa de Gestio´n es la siguiente capa dentro de la arquitectura Virtual Touch,
estando situada encima de las capas de Hardware y de Comunicaciones, y encarga´ndose
de gestionar y configurar los sensores presentes en las tecnolog´ıas de Arduino, Phidgets
y Microsoft Kinect. La capa de Gestio´n dispone de una serie de manejadores asociados
a las tecnolog´ıas que permiten responder a los posibles eventos que pueden ocurrir. Por
ejemplo, si se acerca una etiqueta RFID a un lector de RFID, el sistema detecta el
evento y capta la informacio´n presente en la etiqueta RFID.
La capa de Gestio´n dispone de un conjunto de funciones y rutinas esta´ndar en for-
ma de API (Application Programming Interface) que permite al usuario programador
acceder a los servicios de una determinada tecnolog´ıa. Por ejemplo, si se necesita ges-
tionar el dispositivo Phidget RFID, aprovechando las funciones implementadas junto
con el API propio que dispone Phidgets, se puede utilizar la propiedad para habilitar la
antena para que pueda detectar y leer etiquetas RFID o usar el me´todo obtenerTag()
que permite leer el valor de la u´ltima etiqueta RFID que se ha acercado al lector de
Phidgets RFID. De esta manera, disponemos de una serie de propiedades, me´todos y
eventos que permiten gestionar los diferentes controladores y sensores.
En la imagen 4.16 vemos un fragmento de uno de los me´todos manejadores de even-
tos usados en la tecnolog´ıa Phidgets para la lectura de RFIDs, que permite gestionar
las acciones oportunas segu´n si ha detectado alguna etiqueta RFID o si se acaba de
quitar adema´s del manejo de excepciones en caso de errores.
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Figura 4.16. Ejemplo de manejador de eventos con Phidgets RFID.
La capa de gestio´n es una capa de abstraccio´n que ofrece de manera modular y
transparente una gran variedad de propiedades, me´todos y eventos. Adema´s, la arqui-
tectura permite an˜adir nuevos me´todos o eventos de una forma sencilla, sin necesidad
de modificar la estructura del middleware. Estas modificaciones de la capa de gestio´n
esta´n reservadas al usuario educador avanzado, segu´n se definio´ en anteriores cap´ıtulos.
Este tipo de usuario podr´ıa incluso an˜adir una nueva tecnolog´ıa de sensores y actua-
dores a la arquitectura Virtual Touch, gracias a la modularidad que ofrece el sistema.
La arquitectura Virtual Touch ha integrado la tecnolog´ıa Microsoft Kinect con el
objetivo de utilizar el reconocimiento de gestos para actividades NUI (Natural User
Interface) y el reconocimiento de figuras geome´tricas para actividades TUI (Tangi-
ble User Interface). La arquitectura Virtual Touch ha aprovechado los componentes
que conforman la arquitectura de Kinect para Windows, incorporando los me´todos y
manejadores necesarios para su gestio´n.
En la figura 4.17 vemos la arquitectura de Kinect para Windows, que se ha tenido en
cuenta a la hora de integrar Kinect al middleware. La arquitectura de Kinect dispone del
componente hardware, de los sensores Kinect y del controlador USB que se conectara´
al ordenador. La capa correspondiente a los controladores incluye parte de los drivers
que se usan para instalar los sensores que forman parte de Kinect (micro´fonos, audio,
v´ıdeo y sensor de infrarrojos). Posteriormente, se encuentra el Kinect Runtime para
ofrecer todos los controladores y el entorno de ejecucio´n necesario para el desarrollo de
aplicaciones usando el sensor Kinect. En la parte superior encontramos las diferentes
APIs utilizadas en aplicaciones nativas o para diferentes sistemas auxiliares, como
la KinectAudio DirectX Media Object (DMO), que permite ampliar el soporte de
micro´fonos de Windows, y el API de Windows 7, mejorando el soporte del sonido y el
reconocimiento de voz, entre otros.
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Figura 4.17. Arquitectura Kinect para Windows.
El dispositivo Kinect dispone de mu´ltiples sensores; la NUI API permite enumerar
y modificar su configuracio´n. De esta forma, la NUI (Natural User Interface) API
interactu´a con la ca´mara, los sensores y los motores y permite al desarrollador utilizar
el seguimiento del esqueleto, la medicio´n de la profundidad, etc. La NUI API permite
el acceso a los siguientes datos de imagen que proporciona el sensor Kinect:
Color: Permite captar el flujo de v´ıdeo de la imagen.
Profundidad: Permite captar la profundidad del flujo de v´ıdeo.
I´ndice de jugador: Permite asignar un ı´ndice a cada jugador (usuario) identificado.
Seguimiento del esqueleto: Permite utilizar los datos de posicio´n y seguimiento del
esqueleto. Los datos obtenidos son denominados joints y corresponden a puntos
concretos que definen un cuerpo humano. En total se dispone de 20 joints, con-
tando las partes del cuerpo y sus articulaciones (cabeza, hombros, codos, rodillas,
etc.)[121].
La Kinect SDK dispone de una serie de herramientas y bibliotecas que permiten a
los programadores crear una aplicacio´n que reacciona a los eventos captados del exterior
de una forma fa´cil.
En la imagen 4.18 se visualiza como la API NUI es capaz de capturar los datos
(imagen, profundidad y audio) que capta a trave´s de los sensores Kinect.
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Figura 4.18. API NUI para Kinect.
En la figura 4.19) se pueden ver las joints y articulaciones que proporciona la Kinect
y que permiten el reconocimiento de gestos.
Figura 4.19. Articulaciones Kinect.
Las tres tecnolog´ıas que hemos discutido se han incorporado, respetando la singula-
ridad de cada una, a la arquitectura Virtual Touch. Dicha incorporacio´n se ha realizado
definiendo propiedades esta´ndar para cada una de las funcionalidades ofrecidas (por
ejemplo una propiedad de encendido/apagado para los sensores tipo interruptor), y pro-
gramando los mo´dulos necesarios para incorporar dichas propiedades desde los datos
obtenidos de sensores de las tres tecnolog´ıas. Dichos mo´dulos son el lugar donde, mayo-
ritariamente, se encuentra todo el co´digo que es espec´ıfico de cada tecnolog´ıa. An˜adir
una nueva (por ejemplo Lego Mindstorms o KNX) implicar´ıa, fundamentalmente, crear
un nuevo mo´dulo en esta capa.
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4.3.2.2. Capa de Servicios
La capa de Servicios es la capa que esta´ a continuacio´n de la capa de Gestio´n y ofrece
una serie de servicios para la configuracio´n y la conexio´n con los mundos virtuales.
La capa de Servicios dispone de cuatro tipos de servicios que se han integrado en la
arquitectura: servicio de reconocimiento de gestos y objetos, servicio de realidad mixta,
servicio de gestio´n de datos y servicio de configuracio´n.
El servicio de reconocimiento de gestos y de objetos integra la API de Kinect para
que las aplicaciones educativas puedan interaccionar con los mundos virtuales a trave´s
de gestos o de la voz. En esta capa se an˜aden los manejadores oportunos para facilitar
la tarea de creacio´n de nuevos gestos, que podra´n ser utilizados en las aplicaciones
educativas.
El servicio de realidad mixta se encarga de comunicar y sincronizar la conexio´n
entre los mundos virtuales y las interfaces tangibles.
Los servicios de gestio´n de datos y de configuracio´n se encargan de almacenar y
configurar todos los para´metros necesarios para el desarrollo de las aplicaciones edu-
cativas con el objetivo de integrar de manera transparente la heterogeneidad de las
tecnolog´ıas incorporadas en la arquitectura presentada en esta tesis.
La arquitectura permite an˜adir cualquier nueva tecnolog´ıa de sensores que se quiera
integrar al sistema sin modificar absolutamente nada de la capa de servicios. Por lo
tanto, aunque se an˜ada una nueva tecnolog´ıa o se modifique una tecnolog´ıa ya presente
en el sistema, el resto del sistema funcionara´ sin ningu´n tipo de cambios, debido a que
los componentes sofware esta´n modularizados y aislados dentro de una arquitectura
multicapa.
4.3.3. Componentes de Mundos Virtuales: Cliente y Servidor
Los componentes Cliente y Servidor de Mundos Virtuales implementan la capa de
presentacio´n. Las capas inferiores independizan los aspectos te´cnicos de las interfaces
tangibles de su empleo en el mundo virtual, consiguiendo as´ı una total transparencia
en la implementacio´n de la realidad mixta.
Tras un estudio comparativo de las diferentes plataformas de mundos virtuales uti-
lizadas especialmente en ambientes educativos, se ha visto que Active Worlds [122],
Open Wonderland (continuacio´n de Project Wonderland en co´digo abierto) [123], Se-
cond Life [124] y OpenSimulator [125] son las ma´s populares y extendidas. En esta
75
CAPI´TULO 4. ARQUITECTURA
tesis se ha decidido utilizar OpenSimulator debido a que es un servidor tridimensional
multiplataforma basado en los protocolos de Second Life, pero con co´digo abierto (bajo
la licencia BSD), y que adema´s permite la creacio´n de un servidor propio, posee una
comunidad activa de desarrolladores y es ma´s versa´til a la hora de crear el middleware
que permite la comunicacio´n entre mundos virtuales e interfaces tangibles. A pesar de
que Second Life es ma´s popular que otras plataformas de mundos virtuales, cabe des-
tacar que Second Life no es apto para menores de 18 an˜os, por lo que no es adecuado
para su empleo en Educacio´n Secundaria. Por otro lado, Second Life no es gratuito:
para crear islas y objetos es necesario pagar licencias. Ambos aspectos ocasionaron que
se descartara Second Life como plataforma de mundos virtuales para la arquitectura
Virtual Touch.
Por otro lado, OpenSim es una plataforma de co´digo abierto que, evitando cos-
tes de licencias de software, nos proporciona la posibilidad de crear nuestros propios
servidores privados. De esta forma se pueden controlar exactamente los usuarios que
esta´n conectados al mundo virtual, sin que haya ninguna posibilidad de que se conecten
usuarios indeseados. Adema´s, OpenSim dispone de una activa comunidad de usuarios
que comparten todas las problema´ticas que se van encontrando, y ofrecen respuesta y
soluciones pra´cticas a dichas problema´ticas.
OpenSim ofrece la opcio´n de emplear un sistema de gestio´n del aprendizaje (LMS:
Learning Management System). Sloodle [126] es un proyecto de co´digo abierto que
permite unir las funciones del LMS Moodle [127] a las de OpenSim. Sin embargo en esta
tesis se ha decidido no usar esta opcio´n, ya que al modificar el tipo de interaccio´n con el
mundo virtual mediante el middleware desarrollado, hubiera sido necesario modificar
sustancialmente el propio co´digo de Sloodle, lo que quedar´ıa fuera del a´mbito de la
tesis.
En la tabla 4.1 se hace una comparativa entre las principales caracter´ısticas de
Second Life y OpenSim.
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Caracter´ısticas OpenSim Second Life
Web http://opensimulator.org/ https://secondlife.com/
Licencia Licencia BSD Co´digo Propietario de pa-
go. (Linden Lab)
Simulacio´n f´ısica Varios motores, f´ısica en
tiempo real incluido ODE.
Motor de f´ısica Havoc
Lenguajes de programa-
cio´n
LSL, OSSL, C# y
VB.NET
LSL
Desarrollo y modularidad Permite desarrollo, perso-
nalizacio´n de mo´dulos.
No









Sistemas de voz FreeSwitch, Whisper/-
Mumble.
Vivox
Moneda virtual Linden y Open Metaverse
Currency (OMC).
Linden Dollar
Tabla 4.1. Comparativa Opensim vs Second Life.
Segu´n Vosinakis et al. [128] las tres principales razones para escoger OpenSim frente
a Second Life son:
Visualizacio´n y funcionalidad. No hay diferencias significativas entre Open-
Sim y Second Life. OpenSim soporta la mayor´ıa de las funciones de Second Life.
Coste econo´mico. En Second Life se paga por tener un terreno privado y tam-
bie´n por las diferentes ima´genes cargadas. En OpenSim se dispone de terreno
ilimitado, as´ı como de un nu´mero ilimitado de ima´genes y texturas sin ningu´n
coste an˜adido.
Grabacio´n de datos. En OpenSim, se puede grabar la voz de todas las sesio-
nes directamente desde el servidor mientras que con Second Life solo podr´ıamos
grabar conversaciones pu´blicas a corta distancia.
OpenSim es un servidor para la creacio´n de mundos virtual tridimensionales mucho
ma´s realista que otros entornos, como por ejemplo Minecraft. Entre otras cosas, Open-
Sim permite la importacio´n de modelos y estructuras tridimensionales en esta´ndares
abiertos mediante formatos como “collada”(.dae) o XML, producidas por herramientas
de modelado 3D, como SketchUp [129] o Blender [130]. De esta forma, se puede expor-
tar desde dichas herramientas un modelo tridimensional de una casa, una ciudad o un
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objeto con todas sus propiedades y texturas e importarlo al mundo virtual, facilitando
as´ı la creacio´n de modelos reales. Por otro lado se puede emplear cualquiera de los
modelos 3D gratuitos que hay en la Web, representando edificios conocidos, animales,
casas, paisajes, etc.
Por ejemplo, la figura 4.20 muestra un modelo del Parteno´n encontrado dentro
de la galer´ıa de SketchUp, que posteriormente se importo´ para su uso en el mundo
virtual. Este objeto se empleo´ dentro del proyecto de Virtual Touch Book (ver cap´ıtulo
5), en el que se llevo´ a cabo una experiencia donde los alumnos aprendieron la Grecia
Cla´sica. El aprendizaje de la Grecia Cla´sica mediante las construcciones arquitecto´nicas
de la e´poca visualizadas en tres dimensiones favorecio´ la obtencio´n de un aprendizaje
significativo.
Figura 4.20. Modelo tridimensional del Parteno´n en SketchUp.
Otras de las ventajas que tiene OpenSim es la posibilidad de crear scripts de pro-
gramacio´n mediante el lenguaje LSL (Linden Scripting Language). El lenguaje LSL es
un lenguaje de programacio´n orientado a eventos similar a C o Java. El lenguaje de
programacio´n LSL permite programar respuestas a cualquier tipo de evento, por ejem-
plo, que al tocar un determinado objeto cambie de color, o que haya un determinado
tipo de comunicacio´n entre dos objetos. De esta forma, OpenSim permite desarrollar
cualquier tipo de actividad y para cualquier tipo de nivel y materia, ya que se puede
dotar de comportamiento arbitrario a todos los objetos.
En la figura 4.21 se puede observar un fragmento de co´digo escrito con el lenguaje
LSL en el que se cambia el color de un objeto cuando un avatar lo toca, visualizando
adema´s un mensaje informativo.
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Figura 4.21. Ejemplo de programacio´n de scripts con LSL.
La comunicacio´n de OpenSim con un servidor web se realiza mediante funciones
propias del protocolo HTTP, disponibles en el lenguaje de programacio´n LSL. De esta
forma, se pueden consultar datos de ficheros o de bases de datos desde el mundo virtual
o se pueden consultar las propiedades de un determinado objeto desde el servidor web.
En la imagen 4.22 se muestra la comunicacio´n que se produce desde el mundo virtual
a un servidor web. En este caso, desde el mundo virtual se realiza una determinada
peticio´n que el servidor web atiende y env´ıa la respuesta. Por ejemplo, si se ha cambiado
una propiedad de un determinado objeto y se desea almacenar el valor correspondiente
de la propiedad en una base de datos, se realiza la peticio´n al servidor web usando la
funcio´n ’llHTTPRequest’.




En la figura 4.23 se visualiza la comunicacio´n en el caso en que el servidor web env´ıa
una peticio´n y que el mundo virtual, por medio de un determinado objeto, responde a
la peticio´n solicitada. En esta opcio´n se permite leer un determinado valor presente en
el mundo virtual desde el servidor web.
Figura 4.23. Comunicacio´n HTTP desde el servidor a los mundos
virtuales.
En el esquema 4.24 se puede apreciar que dentro de OpenSim se pueden crear scripts
que utilicen las funciones HTTP para as´ı poder hacer uso de programas escritos en el
lenguaje PHP, presentes en un servidor web como Apache, y que al mismo tiempo estos
ficheros PHP pueden almacenar datos en un fichero de texto o en una base de datos.
En la experiencia de Virtual Touch Book hab´ıa una parte de evaluacio´n de contenidos
y para ello, tanto las preguntas como las respuestas se recuperaban de una base de
datos creada con el sistema gestor MySQL.
Figura 4.24. Comunicacio´n HTTP mediante scripts en OpenSim.
Otra funcionalidad interesante que ofrece OpenSim es la posibilidad de crear bots
conversacionales en forma de personajes que responden automa´ticamente a las cues-
tiones que les preguntemos o que realizan una serie de acciones programadas y au-
tomatizadas. De esta forma, los bots conversacionales facilitan la interaccio´n con los
avatares presentes en el mundo virtual. Por ejemplo, se puede disponer de un bot con-
versacional dentro de una universidad virtual que se encargue de ofrecer informacio´n
sobre horarios, ubicaciones dentro de la propia universidad (biblioteca, aulas, etc.) e
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informaciones diversas. Por otro lado, se puede usar un bot conversacional para simular
un habitante de la Grecia Cla´sica que explique aspectos culturales de la e´poca a los
alumnos, o implementar un determinado personaje que ofrezca pistas que sean u´tiles
para resolver un determinado enigma.
OpenSim esta´ programado con el lenguaje C#, que tambie´n se puede utilizar dentro
del mundo virtual para la programacio´n de scripts, para programar los bots conversa-
cionales, y para programar las clases necesarias para conectar con bases de datos o con
diferentes APIs.
En esta tesis se ha utilizado la librer´ıa LibOpenMetaverse [131] para comunicar los
mundos virtuales con las interfaces tangibles. LibOpenMetaverse es una librer´ıa .NET
que contiene una serie de funciones que permiten el acceso y la creacio´n de mundos
virtuales y que ha sido integrada en la arquitectura desarrollada.
La conexio´n a un servidor de mundos virtuales se realiza a trave´s de un cliente, que
en este caso ser´ıa un visor para mundos virtuales. Hay una gran variedad de visores para
mundos virtuales, como por ejemplo Hippo Viewer, Firestorm, Imprudence Viewer y
Singularity Viewer [132]. En las experiencias llevadas a cabo en esta tesis se ha utilizado
Singularity Viewer.
A continuacio´n se muestran a modo resumen las principales caracter´ısticas que
posee OpenSim:
Es de co´digo abierto y con licencia BSD.
Posee una amplia comunidad de desarrolladores.
Protege la privacidad siendo un entorno privado y restringido.
Permite el desarrollo y la integracio´n de nuevas funcionalidades.
Permite la importacio´n de modelos 3D mediante herramientas de modelado y
creacio´n de objetos 3D (por ejemplo Blender y SketchUp).
Posee un lenguaje de programacio´n de scripts propio y adema´s permite la pogra-
macio´n con otros lenguajes, como C#.
Permite la creacio´n de bots conversacionales.
Permite la utilizacio´n de librer´ıas externas.
Permite la utilizacio´n de versiones portables (dispositivos usb o pendrive o ver-
siones modificadas de OpenSim).
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Permite la vinculacio´n de cursos y plataformas e-learning (por ejemplo la plata-
forma Sloodle conecta el entorno virtual de aprendizaje Moodle con los mundos
virtuales).
OpenSim dispone de algunas opciones interesantes que citamos a continuacio´n:
Versiones portables y distribuciones paralelas. Por ejemplo, la plataforma Si-
monastick [133] permite instalar Opensim en un dispositivo USB. Tambie´n hay
distribuciones paralelas con regiones preconfiguradas o preparadas para utilizar
WIFI como ofrece el sitio web Metaverse Ink. [134].
Congresos, conferencias. OpenSim posee una comunidad bastante activa y cabe
destacar la existencia de conferencias gene´ricas anuales, como la conferencia on-
line OpenSim [135], o conferencias orientadas a aplicaciones, como la Eurocall
[136], que esta´ orientada al aprendizaje de idiomas empleando mundos virtuales.
Creacio´n de animaciones. Se pueden utilizar algunos programas como Qavimator
[137] para crear animaciones y movimientos predefinidos que usan el formato
BVH de Second Life. De esta forma se pueden utilizar ciertos movimientos o
gestos a trave´s de los avatares.
Tiendas y hosting de mundos virtuales (marketplace). Hay ciertas aplicaciones o
sitios web como Kitely [138] que permiten comprar objetos para nuestros mundos
virtuales o alquilar regiones para crear nuestros propios mundos virtuales.
A pesar de que OpenSim es uno de los entornos ma´s adecuados para su aplicacio´n
en contextos educativos, tambie´n presenta una serie de problemas que hay que tener
en cuenta.
En primer lugar, OpenSim necesita de una infraestructura que incluya una ma´quina
que haga de servidor de mundos virtuales donde se almacenara´n todas las regiones,
avatares, objetos, etc. y que por este motivo debera´ ser bastante potente. Adema´s se
requieren conocimientos espec´ıficos para crear y configurar los mundos virtuales.
En segundo lugar, esta´ la problema´tica relativa a las conexiones y a la apertura de
los puertos. En los centros educativos (especialmente en los centros pu´blicos) es muy
habitual encontrar un firewall de seguridad para las redes del centro que impide la
utilizacio´n de puertos distintos de los esta´ndar dentro del protocolo TCP/IP. Como
OpenSim utiliza algunos puertos no esta´ndar, se tiene que pedir autorizacio´n para su
apertura, y este proceso administrativo puede ser largo y tedioso. Desde el momento
que se solicita la apertura de puertos hasta que realmente se realiza pueden pasar varios
meses y esto puede acarrear problemas de organizacio´n para empezar a trabajar con
los mundos virtuales.
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En tercer lugar, cabe destacar la velocidad de conexio´n que hay en los centros
educativos, donde la gran mayor´ıa tienen un ancho de banda bastante limitado y que
al tener demasiadas conexiones simulta´neas, todav´ıa hace que la conexio´n a la red
sea ma´s lenta. Debido a esta problema´tica, es muy complicado tener un aula con
decenas de ordenadores y que todo el alumnado este´ conectado al mismo tiempo sin
tener problemas de conexio´n o pequen˜os ’lags’. Adema´s del problema de la conexio´n,
tambie´n se debe tener en cuenta que los equipos informa´ticos suelen contar con tarjetas
gra´ficas de gama baja que pueden dificultar el correcto desempen˜o de los visores de
mundos virtuales.
La problema´tica de las restricciones de edad que tiene Second Life no aparece si se
emplea OpenSim, ya que los servidores son propios y el entorno es cerrado y restringido
para el alumnado. Pero s´ı que hay que asegurarse de que el equipo de profesorado que
va a utilizar los mundos virtuales en sus clases (sea como proyecto, como un taller o
como una actividad alternativa) tenga los conocimientos adecuados, y para ello hay
que hacer un esfuerzo de formacio´n en este a´rea. Por ejemplo, segu´n hemos visto antes,
un profesor deber´ıa saber exportar un modelo de SketchUp a OpenSim, o saber crear
diferentes objetos y, aunque sea de forma muy ba´sica, saber dotarlos de comportamiento
mediante la programacio´n de scripts.
Otro detalle, y no menos importante, es la necesidad de realizacio´n de copias de
seguridad por parte del encargado del proyecto o de quie´n disponga de mayor co-
nocimiento de informa´tica y de los mundos virtuales. El hecho de realizar copias de
seguridad perio´dicas evitara´ la pe´rdida accidental de objetos y otros problemas no
deseados en la isla virtual. Hay que tener en cuenta que es muy dif´ıcil controlar todas
las acciones realizadas por los alumnos dentro de los mundos virtuales.
Coban et al. [139] recopilan algunos de los problemas que con mayor frecuencia
pueden suceder al usar OpenSim:
Pueden existir problemas te´cnicos durante la ejecucio´n del servidor.
Las caracter´ısticas de los equipos pueden ser ineficientes y pueden dar problemas
de congelado o freezing.
Puede no resultar posible recuperar los objetos eliminados en el mundo virtual.
Pueden encontrarse problemas con la descarga de objetos desde el servidor o
requerir un tiempo excesivo.
No resulta sencillo activar los complementos multimedia.
La interfaz software para acceder a los mundos virtuales no permite el disen˜o de
objetos de forma sencilla.
No hay suficientes fuentes apropiadas a todas las lenguas.
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El proceso de disen˜o requiere mucho tiempo y esfuerzo.
Las coordenadas de los objetos pueden ser confusas y por consecuencia dificulta
el disen˜o de los objetos.
Puede ser complicado encontrar suficiente informacio´n te´cnica o recibir ayuda.
Los archivos de audio no deben superar los 10 segundos.
Resulta complicado desarrollar interacciones entre los objetos 3D o realizar si-
mulaciones f´ısicas.
Los usuarios se quejan de la complejidad de las interfaces utilizadas para ac-
ceder a los mundos virtuales y esto deriva en problemas de motivacio´n por las
expectativas de los usuarios.
A modo de resumen, a continuacio´n se indican los principales aspectos que se deben
tener en cuenta para utilizar mundos virtuales en un centro educativo.
1. Disponer de un servidor para mundos virtuales que sea potente.
2. Comprobar el ancho de banda del centro educativo.
3. Gestionar permisos, apertura de puertos, listado de IPs, etc.
4. Comprobar las caracter´ısticas de los equipos informa´ticos (tarjeta gra´fica, memo-
ria RAM, etc).
5. Limitar el nu´mero de accesos simulta´neos para evitar retardos.
6. Establecer un plan de formacio´n al profesorado para que sepan interactuar en los
mundos virtuales.
7. Participacio´n en proyectos educativos y vinculacio´n con comunidades educativas.
8. Establecer una serie de normas de comportamiento dentro del mundo virtual, ya
que es dif´ıcil controlar los avatares y las acciones que realizan.
9. Realizar copias de seguridad perio´dicas de nuestras islas virtuales.
Para atender al menos los primeros cuatro puntos ser´ıa importante disponer de un
te´cnico informa´tico que gestionara´ y configurara´ tanto los equipos como el servidor de
mundos virtuales, ya que estas tareas son bastante complicadas para el profesorado
que no tenga suficientes conocimientos en informa´tica. El te´cnico informa´tico tambie´n
se encargar´ıa de gestionar las copias de seguridad.
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Por otro lado, se necesitar´ıa un profesor con conocimientos de informa´tica y de
mundos virtuales que facilitara´ y coordinara´ la formacio´n al resto del profesorado y les
acompan˜ara´ en el proceso de aprendizaje.
Adema´s de un profesor que coordine dicha formacio´n del profesorado, ser´ıa muy
interesante participar en proyectos educativos que integren el uso de mundos virtuales
con el fin de aprender y compartir conocimientos y recursos. Por ejemplo, el proyecto
Avatar [140] es un proyecto europeo en el que participan cinco universidades europeas
(adema´s de otras dos entidades) y permite el desarrollo de las competencias metodolo´gi-
cas y pedago´gicas para el uso dida´ctico de los mundos virtuales entre los docentes. Este
tipo de proyectos facilitan la adquisio´n de las herramientas pedago´gicas y te´cnicas a los
docentes para impartir docencia en un entorno tridimensional. Tambie´n son destaca-
bles otros proyectos como NIFLAR [49], TILA [50], o el ma´s reciente proyecto TeCoLa
[48] que se integra dentro del marco de Erasmus+ y que utiliza herramientas de tele-
colaboracio´n gamificadas con el objetivo de favorecer la ensen˜anza y el aprendizaje de
las lenguas extranjeras. En este proyecto se implementan interacciones en un mundo
virtual, v´ıdeo comunicacio´n y juegos online que sirven de apoyo en los intercambios
pedago´gicos entre alumnos de escuelas de Secundaria de Europa.
4.3.4. Arquitectura y configuracio´n de OpenSim
En esta seccio´n se comenta brevemente la configuracio´n que necesita OpenSim para
su funcionamiento, y que se puede consultar desde la propia pa´gina de OpenSimula-
tor [125]. OpenSimulator necesita una base de datos para poder almacenar toda la
informacio´n necesaria: datos de los usuarios, scripts y objetos. OpenSim utiliza por
defecto el sistema de gestor de bases de datos SQLite para aplicaciones simples, aun-
que se recomienda emplear el gestor de bases de datos MySQL para aplicaciones ma´s
complejas.
La configuracio´n de OpenSim consta de un conjunto de regiones (ejecuta un simu-
lador de regiones) y una parte de servicios de datos (usuarios, activos y gestio´n de
inventario). Por otro lado, OpenSim permite ejecutarse en base a dos tipos de con-
figuracio´n una en modo individual o auto´nomo (standalone) y otra en modo de red
(grid).
En el caso del modo auto´nomo, un u´nico proceso contiene tanto el simulador de
la regio´n como los datos de los servicios de datos. De este modo, se pueden ejecutar
las regiones que se desee, pero en una u´nica ma´quina. La ventaja del modo auto´nomo
es la facilidad que conlleva su configuracio´n, pero con la gran desventaja de que no




Figura 4.25. Configuracio´n OpenSim modo auto´nomo.
En el modo en red (grid) los servicios de datos no forman parte del proceso del
servidor de regiones. En el modo de red, el servicio de los datos se ejecuta en un
proceso diferente: Robust.exe. De este modo, se puede repartir el trabajo entre varias
ma´quinas, y el proceso OpenSim.exe simplemente actu´a como el servidor de regiones y
sirve a una o ma´s regiones que se comunican con los servicios de los datos por separado.
En definitiva, el modo grid permite a mu´ltiples instancias de OpenSim ejecutarse desde
diferentes ma´quinas pero usando el mismo conjunto de servicios (login, inventario, etc.).
La gran ventaja del modo grid es la escalabilidad, ya que permite incrementar tanto el
nu´mero de usuarios como el nu´mero de regiones sin problemas, incrementando cuando
sea necesario el nu´mero de ma´quinas empleado.
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Figura 4.26. Configuracio´n OpenSim modo red.
Los servicios de los que dispone OpenSim son:
Servicio de login: maneja el inicio de sesio´n del usuario.
Servicio de activos: permite almacenar los datos relativos a las texturas, objetos,
scripts, etc.
Servicio de Grid: almacena informacio´n de la regio´n para un grid.
Servicio de Cuentas de Usuario: almacena informacio´n de las cuentas de cada
usuario (nombre del avatar, URL del servicio, el nivel del usuario, etc.).
Servicio de Inventario: permite almacenar el inventario del usuario (objetos, tex-
turas, scripts, etc.)
Otros servicios. OpenSim dispone de otros servicios como el servicio de voz (Frees-
witch), el servicio de Avatar, o el servicio de presencia (que registra las sesiones
del usuario y su localizacio´n concreta en una regio´n).
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Finalmente, dentro de la capa de presentacio´n se ha implementado otro componente
que solo se emplea durante las tareas de pruebas de la arquitectura. Este componen-
te consiste en una pantalla de configuracio´n con la que se pueden gestionar tanto los
mundos virtuales como las interfaces tangibles. La aplicacio´n permite configurar todos
los dispositivos y sensores para que se comuniquen con el mundo virtual de una forma
ra´pida y sencilla (ver figura 4.27).
Figura 4.27. Pantalla de configuracio´n de Virtual Touch.
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Por ejemplo, en la imagen 4.28 se visualiza la pantalla de configuracio´n que per-
mite probar la conexio´n entre Arduino y los mundos virtuales, interfaz que se utilizo´
en la experiencia realizada con el prototipo de libro tangible Virtual Touch Book (ver
cap´ıtulo 5).





En este cap´ıtulo se describen las experiencias educativas realizadas usando los pro-
totipos funcionales desarrollados, que conectan los mundos virtuales con las interfaces
tangibles. Las experiencias se han realizado en centros educativos de Educacio´n Secun-
daria, Bachillerato y ciclos formativos de grado medio y contando con la participacio´n
de usuarios educadores con diferentes niveles de conocimientos de informa´tica.
En cada experiencia, atendiendo a una problema´tica espec´ıfica, se ha empleado
un prototipo funcional de interfaz tangible (ver tabla 5.1), con el objetivo de probar
los desarrollos te´cnicos realizados y evaluar los beneficios educativos que aporta el
sistema de realidad mixta desarrollado. Los prototipos funcionales, dentro de un proceso
iterativo e incremental, han permitido incorporar tres tecnolog´ıas a la arquitectura
Virtual Touch: Phidgets, Microsoft Kinect y Arduino. Los prototipos funcionales esta´n
dirigidos a los usuarios educadores que quieren incorporar la realidad mixta al proceso
de ensen˜anza-aprendizaje de los estudiantes para obtener un aprendizaje significativo.
En el cap´ıtulo 4 (Arquitectura Virtual Touch) se han descrito los tres tipos de
usuarios educadores que pueden utilizar el sistema Virtual Touch, que atendiendo a su
nivel de conocimientos informa´ticos son: el usuario ba´sico, el usuario medio y el usua-
rio avanzado. En general, el usuario ba´sico corresponde a un profesor/a con escasos
conocimientos de informa´tica (profesor de Matema´ticas, profesor de Historia, etc.), el
usuario intermedio corresponde a un docente con conocimientos ba´sicos de informa´tica
y alguna experiencia en la creacio´n e interaccio´n con mundos virtuales, y finalmente
el usuario avanzado corresponde a un desarrollador que es capaz de programar sus
propios mo´dulos y an˜adir otro tipo de dispositivos o sensores a la arquitectura desarro-
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llada. Adema´s, contamos con el usuario alumno que es el que realiza las experiencias e
interactu´a con los tangibles y los mundos virtuales.
En las cinco experiencias realizadas han participado un total de 247 estudiantes de
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Tabla 5.1. Casos de estudio realizados.
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5.2. Experiencia 1: Virtual Touch Cu´bica
Cu´bica es el primer prototipo de sistema educativo empleando realidad mixta que
se implemento´ como parte de la investigacio´n realizada en esta tesis doctoral. Tam-
bie´n supuso la primera versio´n de la arquitectura Virtual Touch, descrita en anteriores
cap´ıtulos. El principal objetivo pedago´gico de Cu´bica es ayudar al aprendizaje de los
algoritmos de ordenacio´n: burbuja, insercio´n y seleccio´n directa. Para ello, se ha uti-
lizado un entorno de realidad mixta, que permite al estudiante interactuar de forma
directa con las interfaces tangibles y con el entorno tridimensional que proporciona el
mundo virtual OpenSim.
El prototipo Cu´bica ha sido probado en el centro educativo IES Joan Coromines
(Benicarlo´, Castello´n). En este apartado se detalla la experiencia realizada, junto con
los resultados obtenidos.
5.2.1. Objetivo educativo
La experiencia se llevo´ a cabo en el Instituto de Educacio´n Secundaria IES Joan
Coromines de Benicarlo´ (Castello´n). Participaron un total de 42 estudiantes con una
edad entre 15 y 17 an˜os, perteneciendo a distintos niveles educativos.
El objetivo educativo de esta experiencia consiste en facilitar el aprendizaje de los
algoritmos de ordenacio´n, concretamente el algoritmo de insercio´n, el algoritmo de
seleccio´n directa y el algoritmo de la burbuja. La dificultad de la ensen˜anza de con-
ceptos abstractos, que resultan dif´ıciles de explicar y de representar en la pizarra, hace
atractiva la opcio´n de utilizar un mundo virtual que represente una isla virtual tridi-
mensional con diversas actividades de ensen˜anza-aprendizaje, junto con una interfaz
tangible que permita al alumno interactuar de una forma ma´s sencilla y natural con
el mundo virtual. En esta experiencia se evalu´an los beneficios que pueden tener las
interfaces tangibles a la hora de aprender los algoritmos de ordenacio´n y co´mo puede
facilitar el seguimiento de las diferentes iteraciones que tienen los algoritmos citados.
En esta experiencia, en segunda instancia tambie´n se ensen˜a a los estudiantes conceptos
ba´sicos de la programacio´n, como son las variables, los bucles y las iteraciones.
El sistema Cu´bica esta´ formado por una isla virtual llamada ’Algoritmia Island’
junto con una interfaz tangible que esta´ formada por una estructura de madera, que
representa un array, y unos cubos de gomaespuma, que representan los elementos del
array. Dentro de la clasificacio´n de tangibles que se discutio´ en el Cap´ıtulo 2 de esta
memoria, la maqueta de madera forma parte de los tangibles inspirados por Montessori
y propuestos por Zuckerman et al. [75]. El tangible se considera “present-at-hand”
debido a que el tangible requiere la atencio´n para la realizacio´n de la actividad.
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Cu´bica
Fundamentos pedago´gicos Se basa en el constructivismo propuesto por
Piaget. El tangibles es del tipo “present-at-
hand”, debido a su importancia en la realiza-
cio´n de la actividad.
Objetivos educativos El principal objetivo es la ensen˜anza de los
algoritmos de ordenacio´n (burbuja, insercio´n
y seleccio´n). En segunda instancia se ensen˜an
otros conceptos ba´sicos de programacio´n.
Aportaciones Mundo virtual La isla “Algoritmia Island” tiene diferentes
“casas tema´ticas” donde en cada casa se ex-
plica un algoritmo de ordenacio´n. La isla vir-
tual dispone de diferentes actividades de en-




La maqueta de madera como analog´ıa del
array ha facilitado la comprensio´n de los con-
ceptos relativos a la programacio´n. Los tan-
gibles permiten llevar un mejor seguimiento
de las iteraciones de cada algoritmo de orde-
nacio´n.
Tabla 5.2. Objetivos Educativos de Cu´bica.
5.2.2. Objetivo te´cnico
El objetivo te´cnico de esta experiencia fue crear una primera versio´n de la Arqui-
tectura Virtual Touch, integrando la tecnolog´ıa Phidgets dentro de la misma. Cu´bica
es el primer prototipo funcional que se ha disen˜ado, implementado y probado de la
arquitectura Virtual Touch.
El sistema Cu´bica esta´ formado por una parte tangible, que es la estructura de
madera que simula el concepto de vector o array, y por una parte virtual que es la isla de
Algoritmia, donde los estudiantes pueden desarrollar diferentes actividades educativas
mediante la interaccio´n con los elementos tangibles. Cualquier accio´n llevada a cabo
en el mundo real (movimiento de los cubos) tiene su consecuencia en el mundo virtual,
lo cual facilita el seguimiento de las diferentes acciones y de los algoritmos estudiados.
El mundo virtual ofrece una retroalimentacio´n en cada una de las iteraciones que se
siguen en cada algoritmo de ordenacio´n. De esta forma, en todo momento el estudiante
sabe si realmente esta´ siguiendo el proceso correctamente.
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En la tabla 5.3 se muestran todos los componentes que forman parte del sistema
Cu´bica. En esta primera experiencia, el usuario educador participante, a pesar de tener
conocimientos de informa´tica, carec´ıa de conocimientos relativos a los mundos virtuales
y a las interfaces tangibles, por lo que solamente realizo´ las configuraciones ba´sicas del
sistema.
Cu´bica
Molde de madera Simula el concepto de array o vector.
Cubos con tags RFID Simulan los elementos o valores a introducir
en el array.
Lectores Phidgets RFID Se situ´an debajo de cada agujero del molde
de madera y permiten la lectura de los valores
de cada cubo.
Pantalla Phidgets LCD La pantalla muestra una retroalimentacio´n
sobre la actividad realizada.
Middleware Permite la configuracio´n del servidor de mun-
dos virtuales y gestiona la comunicacio´n de
los mundos virtuales con las inferfaces tangi-
bles.
Mundo virtual Se ha creado un isla virtual llamada ’Algo-
ritmia Island’ que contiene “casas tema´ticas”
donde se encuentran diferentes recursos edu-
cativos: v´ıdeos, paneles explicativos y ejerci-
cios pra´cticos sobre los algoritmos de orde-
nacio´n.
Tipo de usuario educador En esta experiencia ha participado un usua-
rio ba´sico que.
Tabla 5.3. Componentes de Cu´bica.
La interfaz tangible de Cu´bica esta´ formada por una maqueta de madera que simula
el concepto de array o vector. La maqueta de madera cuenta con espacios que permiten
la insercio´n de los cubos que simulan los elementos a insertar en el array (ver figura
5.1). Adicionalmente, el sistema dispone de una pantalla LCD que permite mostrar un
feedback sobre la correcta realizacio´n del algoritmo de ordenacio´n.
95
CAPI´TULO 5. TRABAJO EXPERIMENTAL
Figura 5.1. Maqueta de madera Cu´bica.
A nivel te´cnico, el principal objetivo era combinar la parte tangible, que estaba for-
mada por la tecnolog´ıa Phidgets, con el mundo virtual creado con OpenSimulator. La
estructura de madera dispon´ıa de lectores Phidgets RFID en cada uno de los huecos,
mientras que las etiquetas RFID se incorporaron dentro de los diferentes cubos de go-
maespuma. De esta forma, al colocar un cubo en uno de los agujeros, automa´ticamente
se le´ıa su valor (ver figura 5.5).
Figura 5.2. Phidgets RFID.
El Phidget RFID es un lector de etiquetas por radiofrecuencia (RFID) que devuelve
el valor nume´rico que tiene cada una de las etiquetas insertadas dentro de los cubos
de gomaespuma. De esta forma, atendiendo al identificador de cada etiqueta, se puede
saber en todo momento el cubo que se esta´ leyendo. Para esta experiencia se han
tenido en cuenta varios aspectos relacionados con los sistemas RFID (identificacio´n de
frecuencia de radio), como por ejemplo la distancia de los cubos con respecto al lector
RFID, ya que es necesario que este´n en una a´rea cercana para poder leer el valor de
cada etiqueta. Tambie´n hay que tener en cuenta que, al utilizar varios lectores RFID,
es importante considerar la separacio´n entre ellos para evitar la problema´tica de tener
un cubo (con su etiqueta RFID) que sea le´ıdo por varios lectores al mismo tiempo.
Guardando la separacio´n adecuada, se evitara´n conflictos de lectura de etiquetas que
realmente se encuentran en otras posiciones.
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Una vez que el lector de RFID esta´ en funcionamiento, se debe asociar al mundo
virtual para que de esta forma cualquier cambio en el mundo real tenga su efecto
en el mundo virtual. Para ello se implemento´ una primera versio´n del middleware
Virtual Touch, en la que se han combinado las librer´ıas oportunas para trabajar con la
tecnolog´ıa Phidgets junto con la librer´ıa LibOpenMetaverse [131]. E´sta u´ltima es una
coleccio´n de librer´ıas de la plataforma .NET escritas en el lenguaje de programacio´n
C# y que permite interactuar con mundos virtuales.
Para la creacio´n del mundo virtual se necesita de un servidor de mundos virtuales y
de un visor tridimensional que permita conectarse al servidor. En esta primera versio´n,
se implemento´ el servidor de mundos virtuales en la propia aula de informa´tica, para
trabajar en modo local. Esta decisio´n vino motivada por los problemas que se encon-
traron en cuanto a la apertura de puertos para conectarse al servidor, problema que
es comu´n a muchos centros educativos. En estos casos se debe realizar una peticio´n al
servicio de Soporte y Asistencia Informa´tica, cuyo proceso puede ser bastante largo. A
pesar de implementar el servidor de mundos virtuales en local, la velocidad de cone-
xio´n resulto´ ser bastante limitada, debido al escaso ancho de banda de que disponen
los centros educativos pu´blicos. Se realizaron diferentes pruebas de rendimiento, de las
que se dedujo que no se pod´ıan conectar ma´s de 12 usuarios simulta´neos, o de otra
manera empezaba a aparecer “lag” (retrasos) en el comportamiento del mundo virtual.
El sistema Cu´bica cuenta con una isla virtual donde se realizan las diferentes acti-
vidades de ensen˜anza/aprendizaje. La isla virtual, que permite la realizacio´n de activi-
dades relativas a los algoritmos de ordenacio´n, se llama ’Algoritmia Island’ (ver figura
5.3). La isla virtual cuenta con diferentes casas tema´ticas (ver figura 5.4) donde los
alumnos pueden encontrar diversos paneles explicativos y actividades relativas a los
algoritmos de ordenacio´n (burbuja, insercio´n y seleccio´n directa). Los alumnos pueden
navegar por la isla virtual visitando cada casa tema´tica. De esta forma pueden trabajar
de forma auto´noma y a su propio ritmo.
En la figura 5.3 se observa un avatar que esta´ explorando la isla virtual de ’Algorit-
mia Island’ y que se acerca a las casas tema´ticas que contienen actividades educativas
para el aprendizaje de los algoritmos de ordenacio´n. Como se puede apreciar, la isla
virtual tiene una casa tema´tica asociada a cada algoritmo de ordenacio´n y una casa
gene´rica que explica los conceptos ba´sicos para el aprendizaje de la programacio´n.
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Figura 5.3. Algoritmia Island.
En la figura 5.4 vemos el avatar (representacio´n del estudiante en el mundo virtual)
dentro de la casa tema´tica del algoritmo de ordenacio´n de intercambio directo o burbu-
ja. Entre los diferentes recursos, el estudiante puede encontrar ejemplos de iteraciones
resueltas sobre dicho algoritmo, paneles explicativos, e incluso v´ıdeos con el seguimien-
to de todo el proceso de ordenacio´n. Por otra parte, cada casa tema´tica dispone de la
reproduccio´n exacta de la estructura de madera tangible, para que el alumno pueda
realizar ejercicios pra´cticos usando los cubos tangibles.
Figura 5.4. Casas tema´ticas en la isla virtual de Algor´ıtmia.
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En la imagen 5.5 se observa el prototipo de la maqueta de madera que representa
el concepto de vector o array y los cubos que representan el concepto de elementos del
array. En el mundo virtual se puede observar la reproduccio´n exacta del mundo real
donde cualquier cambio que realicemos en el mundo real se llevara´ a cabo en el mundo
virtual.
Figura 5.5. Sistema Cu´bica.
5.2.3. Desarrollo de la experiencia
La experiencia se ha desarrollado en un centro Educacio´n Secundaria (IES Joan
Coromines) de Benicarlo´ (Castello´n). Esta experiencia se llevo´ a cabo en diferentes
niveles educativos; concretamente se realizo´ con alumnos de primero, segundo y cuarto
curso de la ESO (Educacio´n Secundaria Obligatoria), en segundo curso de Bachillerato
y adema´s en dos cursos de Grado Medio de Informa´tica (ciclo formativo en Sistemas
Microinforma´ticos y Redes).
La experiencia se dividio´ en tres sesiones de una hora. La primera sesio´n se dedico´
a la familiarizacio´n con los mundos virtuales. En esta sesio´n, los estudiantes cambiaron
el aspecto de su propio avatar, exploraron la isla virtual y aprendieron a utilizar las
diferentes herramientas disponibles en el mundo virtual, como es el caso del chat de
texto y de voz, la realizacio´n de gestos, etc. Tambie´n aprendieron a volar y a moverse
por la isla virtual. En esta primera sesio´n, los estudiantes aprendieron a crear objetos,
a cambiar las texturas de los objetos, a mover dichos objetos, a utilizar los tres ejes de
coordenadas (X,Y,Z) y finalmente aprendieron a programar el comportamiento de un
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objeto utilizando los scripts, aunque de una forma muy ba´sica.
La segunda sesio´n tuvo como objetivo el aprendizaje de los algoritmos de ordenacio´n
(burbuja, insercio´n y seleccio´n directa), aunque previamente se explicaron conceptos
claves para el aprendizaje de la programacio´n: que´ es un algoritmo, que´ es un array, que´
es una iteracio´n, etc. Una vez explicados estos conceptos, los estudiantes empezaron
a explorar las casas tema´ticas y realizaron las actividades propuestas. Concretamente
hay cuatro casas tema´ticas: una de introduccio´n a los conceptos de programacio´n y las
otras tres dedicadas a los algoritmos de ordenacio´n. En cada casa tema´tica hay dife-
rentes tipos de recursos, como por ejemplo co´digos QR, paneles explicativos, v´ıdeos de
Youtube o animaciones relativas a los algoritmos de ordenacio´n. En esta segunda sesio´n
se realizaron actividades colaborativas en las que los alumnos, por parejas, intentaban
ordenar un vector situando cada elemento del array en su posicio´n, siguiendo los pasos
del algoritmo de ordenacio´n estudiado.
En la tercera sesio´n, los estudiantes siguieron realizando ejercicios dentro del mundo
virtual y practicando los algoritmos de ordenacio´n. Cada estudiante realizo´ dos tests
utilizando el tangible (estructura de madera que simula el array) con dos algoritmos de
ordenacio´n diferentes. El alumno deb´ıa de seguir todas las iteraciones y adema´s deb´ıa
de comprobar si lo estaba realizando bien, segu´n la pantalla LCD auxiliar y el color
que se visualizaba debajo de cada elemento en el mundo virtual. Los resultados de los
tests fueron publicados en la cuenta de Twitter del profesor, aunque en todo momento
estaban visualizando el proceso que segu´ıan los estudiantes.
Una vez finalizadas las tres sesiones previstas, se realizo´ una sesio´n adicional co-
rrespondiente a la evaluacio´n del aprendizaje mediante una serie de tests. Para ello, se
realizaron una serie de ejercicios similares a los realizados en la tercera sesio´n y que el
alumno ten´ıa que resolver utilizando los mundos virtuales y las interfaces tangibles.
Los alumnos practicaron los diferentes algoritmos de ordenacio´n usando la interfaz
tangible que representa la analog´ıa del concepto de vector o array. Se comprobo´ que la
interaccio´n con interfaces tangibles facilito´ el entendimiento de conceptos abstractos,
especialmente en los alumnos ma´s jo´venes. El sistema permitio´ a los estudiantes llevar
un seguimiento ma´s intuitivo sobre los diferentes elementos y su colocacio´n en cada
una de las iteraciones que tiene el algoritmo de ordenacio´n en cuestio´n. En la figura
5.6 podemos apreciar la manipulacio´n directa de la interfaz tangible en el momento
de intercambiar valores en el proceso de ordenacio´n de un determinado algoritmo.
Las interfaces tangibles facilitaron la interaccio´n con los mundos virtuales y adema´s
permitieron centrarse en la propia actividad que se estaba llevando a cabo.
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Figura 5.6. Estudiante interactuando con Cu´bica.
Una vez los alumnos ya hab´ıan practicado tanto en el mundo virtual como con la
interfaz tangible, se paso´ a realizar los tests para evaluar el aprendizaje. Como puede
apreciarse en la figura 5.7, los estudiantes realizaron una serie de tests de evaluacio´n
similares a los ejercicios realizados previamente en las sesiones anteriores.
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Figura 5.7. Estudiante realizando evaluacio´n con Cu´bica.
5.2.4. Ana´lisis de resultados
Tras la realizacio´n del prototipo Cu´bica y su evaluacio´n en el centro educativo IES
Joan Coromines (Benicarlo´, Castello´n), se realizo´ un ana´lisis y una valoracio´n de los
resultados obtenidos en base a los resultados acade´micos y educativos de los estudiantes.
Por otro lado, se analizaron los resultados te´cnicos valorando la implementacio´n del
primer prototipo y del disen˜o e implementacio´n de la arquitectura Virtual Touch.
5.2.4.1. Resultados educativos
En la tabla 5.4 se pueden observar los resultados obtenidos en los tests de evaluacio´n
realizados tras la finalizacio´n de las sesiones pra´cticas. En los tests se valoro´ tanto la
usabilidad del sistema (parte tangible y mundo virtual) como si realmente el sistema
les hab´ıa sido u´til y les hab´ıa ayudado a resolver correctamente los algoritmos de
ordenacio´n.
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Preguntas S´ı No
¿Has jugado alguna vez con mundos virtuales (World of
Warcraft, Sims, etc.)?
36(86 %) 6(14 %)
¿El sistema ha sido fa´cil de utilizar? 42(100 %) 0(0 %)
¿Crees que el sistema te ha sido de ayuda para entender
el concepto de array?
40(95 %) 2(5 %)
¿Has entendido mejor los algoritmos de ordenacio´n uti-
lizando los mundos virtuales con respecto a las explica-
ciones en la pizarra?
35(83 %) 7(17 %)
¿El sistema Cu´bica te ha ayudado a responder los ejer-
cicios?
33(79 %) 9(21 %)
¿El sistema Cu´bica te ha ayudado a distinguir los dife-
rentes algoritmos de ordenacio´n?
37(88 %) 5(12 %)
¿La interfaz tangible te ha ayudado a entender como
funcionan los algoritmos de ordenacio´n?
41(97.6 %) 1(2.4 %)
¿Crees que el uso de los mundos virtuales te ha motivado
a trabajar ma´s duro en clase?
38(90.5 %) 4(9.5 %)
¿Te han parecido interesantes las sesiones interactuando
con mundos virtuales?
42(100 %) 0(0 %)
¿Dedicar´ıas ma´s tiempo a estudiar en casa si pudieras
usar los mundos virtuales?
35(83 %) 7(17 %)
¿Te gustar´ıa participar en futuras sesiones? 42(100 %) 0(0 %)
Tabla 5.4. Cu´bica: Resultados de la encuesta a 42 estudiantes.
Analizando los resultados obtenidos en la tabla 5.4 se deducen las siguientes con-
clusiones:
Motivacio´n y experiencia previa: Vemos que el 86 % de los alumnos han ju-
gado alguna vez a juegos como el World of Warcraft, Sims, Minecraft, etc. Esto
significa que la gran mayor´ıa de estudiantes dedican bastantes horas en casa a
jugar a videojuegos similares, y por lo tanto el hecho de integrar este tipo de
juegos con fines educativos les hace aumentar significativamente su motivacio´n y
su intere´s por la actividad que esta´n realizando. Este resultado confirma que no
les importa dedicar ma´s tiempo a realizar cualquier tarea dentro de un mundo
virtual, a diferencia de las actividades tradicionales que intentan terminar cuanto
antes. En el cuestionario hay otra cuestio´n relacionada con la anterior en la cual
el 90.5 % de los estudiantes piensan que el uso de los mundos virtuales les ha
motivado a trabajar ma´s duro, por lo que se puede deducir que la motivacio´n y
el intere´s aumentaron significativamente. La cuestio´n sobre si les ha parecido in-
teresante la sesio´n es muy contundente: al 100 % de los estudiantes les ha gustado
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la experiencia y el 100 % volver´ıa a participar en otras sesiones similares.
Usabilidad del sistema: En la encuesta realizada se observa que al 100 % de
los alumnos les parece sencillo el sistema, tanto en la parte de los mundos vir-
tuales como cuando hacen uso de las interfaces tangibles. En esta experiencia
la observacio´n fue un factor a tener en cuenta y se comprobo´ que los alumnos
aprendieron a utilizar el mundo virtual muy ra´pidamente (en pocos minutos) y
sin apenas explicaciones. Los alumnos son nativos digitales y cualquier tecno-
log´ıa no les parece dif´ıcil de utilizar, por lo que tienen una ra´pida adaptacio´n al
entorno.
Tangible como analog´ıa de array. En este cuestionario se evalu´a si realmente
el hecho de utilizar una maqueta de madera que simula el concepto de array
o vector les facilita el entendimiento de conceptos abstractos. El 95 % de los
estudiantes piensan que el sistema les ha ayudado a entender el concepto de vector
o array, por lo que se puede deducir que la interaccio´n con las interfaces tangibles
ha sido sumamente u´til para comprender el proceso seguido en la ordenacio´n de los
elementos usando los algoritmos citados. Mediante la manipulacio´n de los dados y
su colocacio´n en el array simulado, les resulto´ ma´s fa´cil a los estudiantes entender
el concepto de array, comparado con la alternativa de visualizarlo en papel o en
la pizarra. En el cuestionario se aprecia que el 97.6 % de los estudiantes piensan
que la maqueta de madera les ha sido u´til para entender co´mo funcionan los
algoritmos de ordenacio´n. E´sto es debido a que las interfaces tangibles permiten
llevar un mejor seguimiento de cada iteracio´n.
Los resultados de los tests realizados segu´n los diferentes cursos y niveles educativos
se presentan en la tabla 5.5.
Curso Test perfecto Test con 1 fa-
llo
Test ma´s de 1
fallo
Ciclo formativo grado medio
(grupo man˜ana)
6(54.5 %) 3(27.3 %) 2(18.2 %)
Ciclo formativo grado medio
(grupo tarde)
2(20 %) 0(0 %) 8(80 %)
Segundo Bachillerato (17
an˜os)
1(25 %) 3(75 %) 0(0 %)
4º curso ESO (15 an˜os) 7(53.8 %) 3(23.1 %) 3(23.1 %)
Tabla 5.5. Cu´bica: Resultado de los tests por cursos.
En la tabla 5.5, donde se visualizan los resultados de los tests por cursos, podemos
observar que el 69.23 % de los estudiantes de cuarto curso de la ESO han realizado
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correctamente el test o han tenido un error menor en la prueba final. El 100 % de los
estudiantes de segundo curso de Bachillerato han resuelto correctamente el test o con
un error mı´nimo. El 60 % de los estudiantes de ciclo formativo de grado medio han
resuelto correctamente la prueba o han tenido un error menor en dicha prueba. Los
resultados obtenidos son bastante buenos, aunque mejorables. Especialmente hay un
grupo de ciclos formativos en el que los estudiantes tuvieron bastantes fallos, llegando
al 80 % de tests con ma´s de un fallo. El resto de grupos esta´n en torno al 75 % de
ninguno o un u´nico fallo, por lo que en general los resultados son buenos.
Dentro del ana´lisis se ha detectado que han habido pocas sesiones con respecto a la
cantidad de actividades que se han realizado. E´sto ha podido influir en los resultados,
ya que al alumnado le ha podido faltar tiempo suficiente para practicar y asimilar todos
los conceptos estudiados. Por otro lado, hemos detectado que el empleo de mundos vir-
tuales en algunos alumnos ha sido un factor de despiste ma´s que de ayuda, ya que han
dedicado bastante tiempo a personalizar su avatar y a visitar otras partes de la isla que
no tienen relacio´n con la experiencia realizada. Se deduce que pueden aparecer proble-
mas asociados al hecho de que actualmente no contamos con un mecanismo de control
de los avatares para observar y controlar que no acuden a zonas que no forman parte
de la actividad o que no realizan acciones inapropiadas. Habr´ıa que implementar algu´n
tipo de sancio´n o penalizacio´n en caso de no realizar las actividades correspondien-
tes, estar en lugares inapropiados o realizar acciones inadecuadas (construir paredes
invisibles, eliminar otras construcciones, etc.).
En la tabla 5.6 se muestra un resumen de los principales puntos a favor y en contra
de la experiencia realizada. La motivacio´n ser´ıa uno de los puntos ma´s importantes a
favor, aunque por contra podemos sen˜alar que hay grupo de alumnos que se despistan
fa´cilmente dentro de los mundos virtuales y por lo tanto pierden la concentracio´n en
la actividad indicada. Respecto a los tangibles, se ha demostrado que han sido u´tiles
para entender mejor los conceptos abstractos estudiados. Por u´ltimo observamos que,
aunque al profesorado participante le ha encantado la experiencia, al mismo tiempo
consideran que es muy trabajoso preparar las actividades adaptadas a los mundos
virtuales y a las interfaces tangibles.
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Puntos a favor Puntos en contra
Mejora la motivacio´n del estudiante Puede causar distracciones
Baja curva de aprendizaje Falta de formacio´n del profesorado en
mundos virtuales
Mejora el entendimiento de conceptos abs-
tractos
Infraestructura deficiente en la mayor´ıa de
centros educativos (red, ordenadores, tar-
jetas gra´ficas, etc.)
Las interfaces tangibles representan una
excelente analog´ıa del concepto de array
Problemas para la conexio´n de muchos es-
tudiantes al mismo tiempo
La interaccio´n con los dados ayuda a no
perderse en la siguiente iteracio´n del algo-
ritmo
Esfuerzo muy grande para preparar acti-
vidades en los mundos virtuales
Mejora otras habilidades como compe-
tencia digital, competencia comunicativa,
trabajo en grupo. . .
Necesidad de un servidor para mundos vir-
tuales muy potente
El sistema Cu´bica ayuda a distinguir los
algoritmos de ordenacio´n
Problemas con la comunicacio´n de los
puertos en los centros educativos pu´blicos
El dado tangible ayuda a resolver dudas
mientras se realizan los ejercicios
El sistema facilita la atencio´n y la concen-
tracio´n del estudiante
El estudiante recibe un feedback inmedia-
to
Mejora el ambiente de trabajo en el aula
Excelente aceptacio´n por la comunidad
educativa
Tabla 5.6. Cu´bica: Pros y contras.
5.2.4.2. Resultados te´cnicos
En esta experiencia se desarrollo´ el primer prototipo de la arquitectura Virtual
Touch, en el que se integro´ la tecnolog´ıa Phidgets para enlazar el mundo real con el
mundo virtual.
Como se puede observar en la figura 5.8, por un lado esta´ el mundo virtual, formado
por un servidor de mundos virtuales al que se accede por medio de un cliente de mundos
virtuales (en este caso el visor es Singularity), y por otro lado esta´ la infraestructura de
las interfaces tangibles, implementada mediante sensores y actuadores de la tecnolog´ıa
Phidgets. En esta experiencia se emplearon tags y lectores RFID para identificar la
posicio´n de los cubos en el array.
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Figura 5.8. Arquitectura Cu´bica.
A continuacio´n, se describen los problemas te´cnicos encontrados durante la imple-
mentacio´n de la experiencia.
En primer lugar esta´ la problema´tica relativa a los ordenadores del centro educa-
tivo. Dichos ordenadores contaban con el sistema operativo LliureX (una distribucio´n
educativa de Ubuntu para la Comunidad Valenciana), y no es que sea directamente un
problema utilizar dicho sistema operativo, pero conlleva ma´s dificultades para instalar
y configurar el servidor OpenSimulator, as´ı como el visor de mundos virtuales. Por
otro lado el parque de ordenadores de este centro pu´blico era relativamente obsoleto:
los ordenadores contaban con muy poca memoria y dispon´ıan de tarjetas gra´ficas poco
potentes, lo que provoco´ que en algunos equipos fuera imposible utilizar un visor de
3D para mundos virtuales, por no cumplir unos mı´nimos requerimientos gra´ficos.
Otro factor importante fue el ancho de banda, que resulto´ ser muy limitado, impi-
diendo que hubiera ma´s de 12 estudiantes conectados simulta´neamente. Un aspecto a
tener en cuenta es que si el servidor de mundos virtuales esta´ fuera del centro educati-
vo, se deben abrir una serie de puertos TCP y UDP. Este problema hace que se tenga
que pedir la apertura de puertos al servicio de asistencia informa´tica de la Conseller´ıa
de Educacio´n y esto puede conllevar varios meses o incluso se puede recibir la negativa
por parte de dicho servicio.
A nivel organizativo, en esta experiencia han participado algunos profesores de
manera desinteresada y les ha encantado la experiencia, aunque ven serias dificultades
para crear actividades educativas dentro del mundo virtual, debido a que no disponen
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de conocimientos necesarios para configurar los mundos virtuales, crear objetos, scripts,
importar modelos de otras herramientas de modelado 3D, etc.
El profesorado que ha participado corresponde al usuario ba´sico dentro de los tres
tipos de usuarios citados en la arquitectura de Virtual Touch. En este caso, el profeso-
rado ser´ıa capaz de utilizar el kit desarrollado de una forma sencilla e incluso modificar
alguna opcio´n ba´sica de configuracio´n pero, como se ha comentado anteriormente, han
observado que es complicado el crear nuevas actividades en el mundo virtual.
En resumen, se han encontrado dos tipos de problemas durante la implementacio´n
de este primer prototipo. Por una parte la problema´tica relativa a la infraestructura
(ordenadores, ancho de banda, etc.) y por otra parte la problema´tica relativa a los
conocimientos y a la formacio´n del profesorado, que en general no han trabajado pre-
viamente con mundos virtuales, y les supone un gran esfuerzo tener que crear mundos
virtuales y preparar actividades educativas dentro de dichos mundos virtuales.
Esta experiencia corresponde a la primera implementacio´n e integracio´n de la tec-
nolog´ıa de Phidgets a la arquitectura Virtual Touch donde se han an˜adido los sensores
Phidgets RFID y la pantalla LCD.
5.3. Experiencia 2: Virtual Touch Eye
El segundo prototipo funcional desarrollado es Virtual Touch Eye, que ha sido
probado en el centro educativo IES Ernest Lluch (Cunit, Tarragona) y que han parti-
cipado un total de 10 alumnos. En esta experiencia se han podido ver, por un lado, los
resultados pedago´gicos obtenidos utilizando el tangible con alumnos con necesidades
educativas especiales, y por otro lado, los resultados a nivel te´cnico que han supuesto
la incorporacio´n de la tecnolog´ıa Microsoft Kinect a la arquitectura Virtual Touch.
5.3.1. Objetivo educativo
El centro IES Ernest Lluch cuenta con un alto ratio de alumnos inmigrantes proce-
dentes de otros pa´ıses como Ucrania, Inglaterra, China, Marruecos y de otras regiones
de Espan˜a, que no hablan la lengua propia de Catalun˜a que es el catala´n. El hecho de
no hablar el catala´n impide a los alumnos recie´n llegados de otros pa´ıses o regiones el
correcto seguimiento de las clases ordinarias y en algunos casos la correcta integracio´n
a una nueva cultura y, en algunos casos, a un nuevo pa´ıs.
Con el objetivo de integrar al nuevo alumnado, el Sistema Educativo Catala´n creo´
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las llamadas ’Aulas de Acogida’, donde los alumnos reciben una formacio´n espec´ıfica
durante varias horas al d´ıa para aprender el idioma catala´n y tambie´n para aprender
aspectos culturales del pa´ıs y otras habilidades ba´sicas y necesarias para el correcto se-
guimiento del curso y la integracio´n con el resto de compan˜eros. Las ’Aulas de Acogida’
esta´n dirigidas a estudiantes de secundaria con edades comprendidas entre los 12 y los
16 an˜os. A cada estudiante se le asigna un plan individualizado con las adaptaciones
curriculares correspondientes.
Los estudiantes se pueden clasificar en tres tipos dependiendo del nivel de catala´n
y de integracio´n socio-cultural:
Estudiantes recie´n llegados a Catalun˜a y que no conocen el alfabeto latino (no
hablan castellano ni catala´n). Suelen ser inmigrantes del norte de A´frica, aunque
tambie´n algu´n alumno asia´tico.
Estudiantes llegados de otras partes de Espan˜a o de Latinoame´rica, que no hablan
catala´n pero s´ı hablan castellano.
Estudiantes inmigrantes que llevan un tiempo viviendo en Catalun˜a y hablan un
poco de catala´n, pero todav´ıa no es suficiente para un correcto seguimiento de
las clases y del curso lectivo.
El objetivo pedago´gico principal en este caso de estudio era ayudar a los estudian-
tes a aprender la lengua catalana y facilitar su integracio´n en el centro. Para ello, el
sistema desarrollado se centra en la educacio´n inclusiva, es decir, la educacio´n centrada
en integrar estudiantes con todo tipo de necesidades especiales: inmigrantes, estudian-
tes con problemas en el aprendizaje, estudiantes con riesgo de discriminacio´n social,
estudiantes con problemas cognitivos, etc.
Virtual Touch Eye
Fundamentos pedago´gicos Se basa en el constructivismo propuesto por
Piaget. El tangible es de tipo “ready-to-
hand”, ya que se usa u´nicamente como medio
de interaccio´n al mundo virtual.
Objetivos educativos Aprendizaje de la lengua catalana.
Aportaciones Mundo virtual El mundo virtual dispone de actividades pa-
ra el aprendizaje de las partes de la oracio´n,
los tiempos verbales y la identificacio´n de los




Las interfaces tangibles facilitan la interac-
cio´n con el mundo virtual.
Tabla 5.7. Objetivos Educativos Virtual Touch Eye.
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Los tangibles utilizados en esta experiencia se consideran “ready-to-hand” debido
a que todas las acciones ocurren en el mundo virtual y el tangible u´nicamente es el
medio de interaccio´n.
5.3.2. Objetivo te´cnico
El principal objetivo te´cnico de esta experiencia fue la integracio´n de la tecnolog´ıa
Microsoft Kinect dentro de la arquitectura de Virtual Touch, as´ı como seguir desarro-
llando el middleware que es la parte fundamental de dicha arquitectura.
En la tabla 5.8 se visualizan todos los componentes del prototipo funcional deno-
minado Virtual Touch Eye.
Virtual Touch Eye
Microsoft Kinect Se ha utilizado para el reconocimiento de ges-
tos, de voz y de las figuras geome´tricas.
Figuras geome´tricas de ma-
dera
Se han utilizado como interfaces tangibles di-
ferentes figuras geome´tricas de madera.
Middleware Permite la configuracio´n del servidor de mun-
dos virtuales y gestiona la comunicacio´n de
los mundos virtuales con las inferfaces tangi-
bles.
Mundo virtual Se ha creado un isla virtual para el apren-
dizaje del catala´n, donde se pueden realizar
ejercicios pra´cticos sobre las partes de la ora-
cio´n, el reconocimiento de los elementos de la
oracio´n, los tiempos verbales etc.
Tipo de usuario educador En esta experiencia ha participado un usua-
rio con nivel de conocimientos informa´ticos
intermedio. El educador ha sabido crear y
modificar recursos en el mundo virtual, as´ı
como utilizar el middleware para configurar
aspectos ba´sicos del mismo.
Tabla 5.8. Componentes Virtual Touch Eye.
La tecnolog´ıa Microsoft Kinect para Windows proporciona diferentes sensores que
permiten la creacio´n de aplicaciones utilizando las Interfaces Naturales de Usuario
(NUI). De esta forma, al integrar Microsoft Kinect a la arquitectura se incorpora la
posibilidad de interactuar con los mundos virtuales mediante los gestos y la voz.
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Para realizar esta integracio´n se empleo´ el kit de desarrollo de Microsoft Kinect
(Software Development Kit). Una primera prueba consistio´ en manejar el avatar me-
diante movimientos y gestos en el mundo real. Con tal fin Microsoft Kinect posee
diferentes sensores: un emisor de infrarrojos, una ca´mara de color RGB (Red Green
Blue), un sensor de infrarrojo de profundidad y un conjunto de micro´fonos.
Figura 5.9. Microsoft Kinect para Windows.
En la imagen 5.10 se pueden observar las figuras geome´tricas utilizadas como inter-
faces tangibles en el transcurso de las diferentes actividades educativas. El dispositivo
Microsoft Kinect debe reconocer la figura geome´trica que se muestra y en que´ posicio´n
se encuentra, por ejemplo, si el tria´ngulo esta´ a la izquierda del cubo o viceversa.
Figura 5.10. Interfaces tangibles usadas con el dispositivo Kinect.
Para ello se utilizo´ OpenCV, que es una librer´ıa de visio´n artificial de co´digo abierto
y que incorpora varias funciones y algoritmos para el reconocimiento de objetos o figuras
geome´tricas. Para el desarrollo del middleware se utilizo´ el lenguaje de programacio´n
C#, por lo que se decidio´ usar la plataforma EmguCV, que es una envoltura de OpenCV
para las plataformas .NET, que se integra fa´cilmente con el co´digo en el lenguaje C#.
En la imagen 5.11 se puede observar un ejemplo de reconocimiento de figuras usando
Microsoft Kinect y OpenCV en el que se reconoce un cuadrado y un tria´ngulo.
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Figura 5.11. Reconocimiento de figuras con Microsoft Kinect y
OpenCV.
Por otro lado, como se puede visualizar en la figura 5.12, tambie´n se probo´ si
el sistema era capaz de saber la posicio´n de cada figura, es decir, si por ejemplo el
tria´ngulo se encuentraba a la derecha o a la izquierda del cubo. De esta forma, teniendo
el reconocimiento de las figuras y sus posiciones, ya se pudieron plantear diferentes
actividades.
Figura 5.12. Captura de posiciones de las figuras geome´tricas.
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5.3.3. Desarrollo de la experiencia
En esta experiencia ha participado una profesora de Historia del instituto de Edu-
cacio´n Secundaria IES Ernest Lluch (Cunit, Tarragona), que tutoriza a los alumnos de
las ’Aulas de Acogida’. Cabe destacar con respecto a los usuarios contemplados dentro
de la arquitectura de Virtual Touch, que esta profesora corresponder´ıa a un usuario de
nivel intermedio debido a que, a pesar de no ser profesora de Informa´tica, ha estado
muchos an˜os dirigiendo y participando en los proyectos de Espurna y Espurnik [45] y
por lo tanto conoce bien los mundos virtuales, as´ı como la creacio´n y modificacio´n de
scripts ba´sicos.
Se crearon diferentes actividades educativas dirigidas a los alumnos con necesidades
educativas especiales que apenas conocen el idioma catala´n. En el mundo virtual se
prepararon una serie de actividades de ensen˜anza/aprendizaje y adema´s se crearon
algunas actividades espec´ıficas que se realizaron usando el dispositivo Microsoft Kinect
junto con las interfaces tangibles en forma de figuras geome´tricas.
Las actividades llevadas a cabo en esta experiencia se clasifican en dos tipos de ac-
tividades: actividades NUI (Natural User Interface) y actividades TUI (Tangible User
Interface). En las actividades de tipo NUI hay una interaccio´n sin ningu´n tipo de dis-
positivo, joystick, rato´n, etc., por lo que la interaccio´n se realiza mediante gestos y voz.
Los alumnos pueden interactuar con objetos presentes en el mundo virtual mediante
una serie de movimientos o gestos: por ejemplo los estudiantes pueden cambiar el color
de un objeto u´nicamente levantando la mano. Otro ejemplo de interaccio´n mediante
gestos es una actividad en la que los alumnos ten´ıan que cambiar los d´ıgitos de un
reloj presente en el mundo virtual atendiendo a las instrucciones dadas en catala´n.
Cuando el estudiante finalizaba la actividad, recib´ıa un feedback en el mundo virtual
para indicarle si la actividad se resolvio´ correctamente.
En la imagen 5.13 podemos observar co´mo un estudiante debe de colocar una de-
terminada hora que se le ha indicado en catala´n y para ello el estudiante mediante
gestos va cambiando los d´ıgitos hasta dejar los d´ıgitos correspondientes a las horas y
los minutos correctamente.
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Figura 5.13. Alumno interactuando mediante gestos usando Microsoft
Kinect.
Por otro lado, las actividades TUI (Tangible User Interface) son las que se han
utilizado ma´s a menudo, tanto en esta experiencia como en el resto de experiencias
presentadas en esta tesis.
En la figura 5.14 se puede observar un conjunto de tangibles empleados en esta
experiencia, que son figuras de madera que representan figuras geome´tricas. Tambie´n
puede verse su representacio´n virtual. La gran ventaja que presenta este sistema, res-
pecto a la tecnolog´ıa Phidgets empleada en la anterior experiencia, es la ausencia de
cables y conexiones adicionales, lo que facilita su uso en el aula. Por el contrario, como
se comentara´ ma´s adelante, puede haber problemas relacionados con el reconocimiento
de las figuras geome´tricas, segu´n la distancia a la que este´ situada la ca´mara y las
condiciones de luminosidad en la escena.
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Figura 5.14. Mundo virtual e interfaces tangibles.
Las actividades que hacen uso de las interfaces tangibles de usuario (TUI) permiten
una interaccio´n ma´s directa, intuitiva y natural con el mundo virtual y facilitan la
asociacio´n de un elemento tangible a un determinado concepto. En esta experiencia se
han utilizado las interfaces tangibles con el objetivo de aprender conceptos gramaticales
de la lengua catalana. Para ello, en cada actividad las figuras geome´tricas representaban
una categor´ıa gramatical que el estudiante deb´ıa de asociar desde el comienzo de la
actividad.
Por ejemplo, un cubo (figura de madera en forma de cubo) representaba el concepto
de nombre, una pira´mide representaba el concepto de verbo y una esfera representaba el
concepto de adjetivo. Una de las actividades consist´ıa en deducir la categor´ıa gramatical
de la palabra que faltaba dentro de diferentes frases que iban apareciendo en el mundo
virtual (ver figura 5.15).
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Figura 5.15. Actividad en el mundo virtual.
Otra actividad consistio´ en deducir el tiempo verbal correspondiente a una deter-
minada frase. Para ello, el cubo tangible representaba el tiempo verbal de presente,
la pira´mide representaba el tiempo verbal de pasado y el penta´gono representaba el
tiempo verbal de futuro. En el mundo virtual se mostraba una frase y se ten´ıa que
mostrar la figura correspondiente al tiempo verbal de la frase.
Otra actividad consistio´ en ordenar frases que estaban fragmentadas en tres partes.
Se ten´ıa que identificar el sujeto, el predicado y el verbo (ver figura 5.16) y ponerlos en
el orden adecuado. El estudiante usaba los tangibles para indicar la categor´ıa de cada
parte de la oracio´n, ordenando as´ı los componentes de la frase.
Figura 5.16. Ejemplo de actividad con Kinect y OpenSim.
Para terminar, se realizo´ otra actividad en la cual se deb´ıa asociar una palabra
en catala´n a una forma geome´trica concreta, por ejemplo, si aparec´ıa la palabra ’sol’
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el alumno deb´ıa de mostrar la figura tangible de la esfera, debido a la forma circular
que tiene el sol. De esta forma, el estudiante practicaba vocabulario, observa´ndose si
realmente entend´ıa el significado de dicha palabra y era capaz de asociarle su forma
geome´trica correspondiente.
En la imagen 5.17 se puede observar un alumno interactuando con las figuras
geome´tricas tangibles. Segu´n la actividad propuesta dentro del mundo virtual, el alumno
ten´ıa como objetivo organizar las figuras en el orden adecuado.
Figura 5.17. Alumno interactuando con los tangibles.
Al acabar la experiencia se realizo´ una entrevista semi-estructurada con la profesora
de las ’Aulas de Acogida’ para obtener una valoracio´n de la utilidad percibida por ella
del empleo de los mundos virtuales con las interfaces tangibles.
5.3.4. Ana´lisis de resultados
Tras la realizacio´n de la experiencia, se analizaron los resultados obtenidos para
determinar si la interfaz tangible realmente tiene beneficios en el aprendizaje de los
estudiantes, as´ı como para analizar las problema´ticas a nivel te´cnico que se hubieran
encontrado.
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5.3.4.1. Resultados educativos
En cuanto a la motivacio´n, los estudiantes han mostrado un aumento del intere´s en
el momento de participar y llevar a cabo las actividades propuestas, gracias al empleo
de los mundos virtuales y las interfaces tangibles. En la experiencia se ha observado
que los estudiantes se han sentido co´modos y han realizado las actividades como si de
un juego se tratase, por lo que les parece ma´s entretenido el aprendizaje utilizando el
sistema Virtual Touch. La gamificacio´n es una estrategia de aprendizaje que permite
aprender de una forma ma´s lu´dica, desarrollando un mayor compromiso e incentivando
el esp´ıritu de superacio´n de los estudiantes. Tambie´n se evaluo´ el factor de la mejora
personal, donde se observo´ que los alumnos intentaban desempen˜ar las actividades
lo mejor posible intentando sobresalir y mejorar sus propios resultados. Este tipo de
experiencias resultan un reto para el estudiante: se tiene que adaptar el nivel de las
actividades para evitar la frustracio´n del estudiante.
En cuanto a la accesibilidad y la usabilidad del sistema Virtual Touch, tanto a
los alumnos como a la profesora les ha parecido fa´cil de utilizar: en pocos minutos ya
interactuaban con los mundos virtuales mediante las figuras geome´tricas tangibles y la
realizacio´n de gestos.
La efectividad es el siguiente factor que se evaluo´ en base al nivel de cada estudiante
y el tipo de actividad realizada. Se observo´ que los elementos tangibles ayudaron a me-
jorar la comprensio´n de las diferentes partes de la oracio´n especialmente a los alumnos
que no ten´ıan familiaridad con el alfabeto latino, lo que les conllevaba ma´s problemas
en la ensen˜anza con me´todos tradicionales. En la experiencia realizada destaca el caso
de una estudiante procedente de Marruecos que apenas entend´ıa las estructuras de la
oracio´n y con las instrucciones de la profesora empezo´ a practicar con los tangibles.
Poco a poco iba entendiendo mejor las diferentes partes de la oracio´n, al mismo tiempo
que se reduc´ıa la tasa de error en las actividades. En general, se observo´ que usando las
interfaces tangibles, y con la metodolog´ıa de ’prueba y error’, los alumnos mejoraban
y aprend´ıan de una forma ma´s efectiva.
El factor de progresio´n tambie´n se ha tenido en cuenta en la evaluacio´n. Cabe
comentar que los estudiantes realizaban actividades con diferentes niveles de dificultad
en base a su conocimiento previo del idioma. Hab´ıan tres tipos de niveles: ba´sico,
intermedio y avanzado. La profesora ajustaba el nivel adecuado para evitar que el
alumno se aburriera en caso de ser demasiada sencilla la actividad o por contra que se
frustrara por tener un nivel demasiado elevado en base a sus conocimientos previos.
Otro factor evaluado fue la metodolog´ıa que, como se ha comentado previamente, se
ha basado en el sistema de ’prueba y error’, en base a una metodolog´ıa constructivista
y con una participacio´n activa del alumno, siendo ellos mismos los protagonistas de su
aprendizaje. En este caso, la profesora u´nicamente daba alguna instruccio´n y efectuaba
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alguna correccio´n, pero todas las actividades las realizaban los alumnos por su cuenta.
El sistema Virtual Touch permitio´ realizar diferentes tipos de evaluacio´n, tales co-
mo evaluacio´n inicial, autoevaluacio´n, co-evaluacio´n, evaluacio´n formativa y evaluacio´n
final. La autoevaluacio´n fue´ la ma´s utilizada por los estudiantes, debido a que el alum-
nado obten´ıa una retroalimentacio´n en cada actividad realizada, y as´ı los alumnos
pod´ıan ir aprendiendo en base a sus resultados.
Tambie´n se encontraron algunos inconvenientes y dificultades en la experiencia. Ca-
be destacar que se detecto´ que hubiera sido necesario haber preparado ma´s ejemplos
de cada actividad, ya que se corr´ıa el peligro de que empleara por parte del alumno
una estrategia de memorizacio´n de casos, ma´s que de aprendizaje de los conceptos
mostrados. La preparacio´n de actividades en el mundo virtual y con interaccio´n con
interfaces tangibles supone un gran esfuerzo. Siendo una primera experiencia del do-
cente responsable, se preparo´ una seleccio´n limitada de actividades, que en el futuro se
espera ampliar. Tambie´n podr´ıa ser interesante crear un banco de recursos y activida-
des para facilitar la tarea al profesor/a, ya que resulta bastante trabajoso crear desde
cero material especifico para sistemas de realidad mixta No obstante, se comprobo´ que
el sistema Virtual Touch facilita este proceso. Tambie´n se observo´ cierta distraccio´n
en algunos alumnos y finalmente se observo´ que los alumnos ma´s t´ımidos e introverti-
dos no estuvieron demasiado co´modos realizando las actividades mediante los gestos y
movimientos.
En esta experiencia tambie´n aparecieron las problema´ticas habituales de los centros
educativos, especialmente en temas de conectividad y ancho de banda. Respecto a la
formacio´n del profesorado, en este caso de estudio la profesora participante ten´ıa expe-
riencia y formacio´n previa en mundos virtuales, siendo capaz de generar construcciones,
objetos y diferentes actividades de forma auto´noma, sin ningu´n tipo de ayuda. Adema´s
dispon´ıa de un banco de recursos u´tiles, tales como construcciones ya creadas, scripts
preparados para dotar de comportamiento a los objetos y actividades educativas ya
realizadas previamente que se pod´ıan reutilizar. La profesora hab´ıa participado previa-
mente en el proyecto Espurna (en el que hay una gran cantidad de docentes implicados)
y en el proyecto V-LEAF (plataforma OpenSim cedida por la Universidad Auto´noma
de Madrid), lo que ha conllevado una serie de ventajas respecto a su conocimiento de
los mundos virtuales y al grado de implicacio´n en dichas actividades y proyectos.
5.3.4.2. Resultados te´cnicos
En esta experiencia se ha integrado la tecnolog´ıa Microsoft Kinect, junto con las
librer´ıas de visio´n artificial, al middleware Virtual Touch.
A nivel te´cnico, el principal problema ha sido a la hora de crear las actividades
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usando el reconocimiento de formas con la tecnolog´ıa Microsoft Kinect. Con respecto a
la programacio´n de dicha parte, se hizo uso de la librer´ıa EmguCV que es un envoltorio
(wrapper) .NET (escrita en C#) que permite hacer uso de la librer´ıa OpenCV para la
deteccio´n y reconocimiento de objetos.
El hecho de programar con este tipo de librer´ıas, donde algunas de las funciones son
de bastante complejidad, hace dif´ıcil la integracio´n dentro de la arquitectura, que tiene
que mantenerse simple y transparente para que su empleo dentro del mundo virtual
no necesite de conocimientos avanzados informa´ticos. Respecto a la visio´n artificial
tambie´n se ha de tener en cuenta la luz que hay presente, que no haya reflejos en
la mesa y que los objetos tangibles este´n a cierta distancia del dispositivo Microsoft
Kinect. Estas problema´ticas se han resuelto parcialmente, pero en las experiencias se
han encontrado algunas dificultades de reconocimiento de algunas formas debido a los
factores citados anteriormente (posicio´n del objeto, luz y necesidad de mejorar algunos
aspectos de la programacio´n y del algoritmo para el reconocimiento de las figuras).
El dispositivo Microsoft Kinect se ha integrado adecuadamente a la arquitectura
Virtual Touch, que de esta forma permite la realizacio´n de actividades basadas en gestos
y en el reconocimiento de formas ba´sicas. Posteriormente, se han planteado posibles
mejoras para evitar los problemas citados anteriormente. Una opcio´n probada es la
utilizacio´n de fiduciales junto con el framework de visio´n por ordenador denominado
reacTIVision [142] que, aunque esta´ desarrollado para mesas y superficies interactivas,
se puede utilizar para el reconocimiento y rastreo de objetos usando u´nicamente una
webcam y los fiduciales.
En esta experiencia la profesora participante correspond´ıa al usuario de nivel in-
termedio dentro de la arquitectura Virtual Touch. La profesora participante ten´ıa sufi-
cientes conocimientos y experiencia en cuanto a la creacio´n de recursos en los mundos
virtuales, y por lo tanto supuso un menor esfuerzo preparar actividades educativas
dentro del mundo virtual. En cuanto a la interfaz tangible y su configuracio´n, temas
acerca de los que no dispon´ıa conocimientos previos, no tuvo mayor problema en su
interaccio´n con las actividades que creo´, llegando incluso a realizar alguna pequen˜a
modificacio´n en la programacio´n de los scripts.
5.4. Experiencia 3: Virtual Touch Book
El tercer prototipo funcional desarrollado es Virtual Touch Book, que ha sido proba-
do en el centro educativo IES Ernest Lluch (Cunit, Tarragona). En esta experiencia han
participado alumnos con necesidades educativas especiales, que necesitan una atencio´n
individualizada, y que adema´s de aprender los contenidos curriculares, deben mejorar
el aprendizaje del idioma. Por otro lado, a nivel te´cnico esta experiencia ha supuesto
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la integracio´n de la tecnolog´ıa Arduino a la arquitectura Virtual Touch.
5.4.1. Objetivo educativo
Virtual Touch Book es un libro de realidad mixta que se ha utilizado en un contexto
de educacio´n inclusiva en el que los estudiantes tienen dificultades en el aprendizaje.
En esta experiencia se uso´ Virtual Touch Book como libro “tangible” en el que se
enlazan los contenidos que aparecen en el propio libro f´ısico con un mundo virtual
tridimensional. Los estudiantes pueden poner en pra´ctica los conocimientos adquiridos
con las diferentes actividades propuestas dentro de los mundos virtuales.
Esta experiencia se ha realizado en el instituto IES Ernest Lluch (Cunit, Tarragona).
Han participado un total de 20 alumnos pertenecientes a:
Aula de acogida. El Aula de Acogida corresponde a estudiantes recie´n llegados a
Catalun˜a y que desconocen la lengua vehicular de la ensen˜anza, que es el catala´n.
Este alumnado no asiste a todas las clases ordinarias, y para ello disponen de
clases en el Aula de Acogida que ayudan a reforzar el aprendizaje de la lengua.
Atencio´n a la diversidad. Son alumnos que tienen dificultades en el aprendizaje
y/o esta´n en riesgo de exclusio´n social.
Aulas Abiertas. Las aulas abiertas son programas de diversificacio´n curricular,
que atienden a alumnos con dificultades significativas en el aprendizaje, bajo nivel
de autoestima y/o desmotivacio´n por la actividad escolar. Para estos alumnos
se requiere hacer uso de una metodolog´ıa ma´s funcional y con actividades ma´s
pra´cticas, que ayuden a mejorar la motivacio´n del estudiante. El objetivo de
estos estudiantes es alcanzar las competencias ba´sicas y obtener el graduado en
Educacio´n Secundaria Obligatoria (ESO).
Los alumnos participantes en la experiencia son de diferentes niveles dentro de la
Educacio´n Secundaria Obligatoria (ESO). Adema´s cuentan con un plan individualizado
en su curr´ıculo y destaca la importancia de trabajar con ellos la cohesio´n social. Los
alumnos de Aula de Acogida abarcan todos los cursos de la ESO, mientras que los
alumnos de Aula Abierta que participaron en la experiencia cursaban el segundo curso
de la ESO adaptado.
En esta experiencia se ha trabajado el apartado de “Religio´n y mitolog´ıa griega” de
la Unidad Dida´ctica “La Grecia Cla´sica” dentro de la materia de Ciencias Sociales. El
objetivo dida´ctico consist´ıa en el aprendizaje de la mitolog´ıa griega, aunque en segunda
instancia se trabajaron las competencias necesarias para el aprendizaje de la lengua
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catalana. En esta experiencia se ha realizado un aprendizaje situado (situated learning)
donde se representa un lugar y un contexto histo´rico, en este caso la Grecia cla´sica.
El tangible utilizado en esta experiencia es de tipo “present-to-hand” debido a que
la actividad enfoca su uso en el propio tangible.
Virtual Touch Book
Fundamentos pedago´gicos Aprendizaje situado. Gamificacio´n. El tangi-
ble es de tipo “present-to-hand” debido a que
el libro forma parte de la actividad educativa
a realizar.
Objetivos educativos Aprendizaje de la Grecia cla´sica. Aprendiza-
je y refuerzo del idioma.
Aportaciones Mundo virtual El mundo virtual dispone de una representa-
cio´n de la Grecia cla´sica con modelos tridi-




El libro tangible permite relacionar los con-
ceptos teo´ricos que aparecen en el libro con
las actividades a desarrollar en el mundo vir-
tual.
Tabla 5.9. Objetivos Educativos Virtual Touch Book.
5.4.2. Objetivo te´cnico
El objetivo te´cnico de esta experiencia fue la creacio´n de un primer prototipo de
libro tangible que permitiera enlazar los contenidos del mundo real (textos e ima´genes
del libro f´ısico) con el mundo virtual (representaciones y recreaciones tridimensionales
de la Antigua Grecia).
Para la creacio´n del libro tangible se utilizo´ la tecnolog´ıa Arduino. Arduino es una
tecnolog´ıa de co´digo abierto, que resulta econo´mica y tiene un uso creciente en el
sector educativo. Actualmente, Arduino se utiliza en multitud de proyectos educativos
de Robo´tica y en asignaturas como Tecnolog´ıa o Informa´tica.
Para crear el libro se uso´ una base de madera como soporte para las pa´ginas, junto
con unas pa´ginas de carto´n. En cada pa´gina de carto´n se an˜adieron sensores, conectados
mediante cables de conexio´n a la placa Arduino. De esta manera, se puede reconocer
por que´ pa´gina esta´ abierto el libro en un momento determinado. De hecho, el principal
problema fue encontrar la forma ma´s adecuada de identificar cua´l es la pa´gina que se
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encuentra abierta en un momento dado. La primera solucio´n probada se basaba en
conexiones ele´ctricas: las pa´ginas abiertas son las u´nicas en las que no esta´ cerrada la
conexio´n ele´ctrica. Una parte de la conexio´n se realiza a un pin de la placa Arduino con
una tensio´n de 5 voltios y otra conexio´n se realiza al pin GND o toma tierra (ground
con 0 voltios). De esta forma, conseguimos dos posibles estados (0 y 1) en cada par
de pa´ginas, segu´n si esta´n haciendo contacto o no (como si de un pulsador se tratara).
Con el objetivo de aumentar y mejorar la superficie de contacto, se an˜adieron unas
tiras de papel de aluminio en la parte inferior de cada pa´gina. El prototipo funciono´
bastante bien, aunque en determinadas ocasiones no hac´ıa el contacto correctamente
debido al poco peso de las la´minas de carto´n.
Una vez abierta la pa´gina, se env´ıa un mensaje al mundo virtual para indicar en
que´ pa´gina se encuentra y cua´l es el contenido que debe mostrar en el mundo virtual.
Adema´s, el sistema cuenta con una serie de botones creados mediante sensores de fuerza
resistivos (FSR). De esta forma, se puede escoger una opcio´n en concreto pulsando uno
de los botones que se an˜adieron al libro tangible y cuya accio´n esta´ reflejada en el
mundo virtual.
En la imagen 5.18 se puede observar el primer prototipo donde se uso´ papel de
aluminio en la parte inferior de cada pa´gina. As´ı se aumento´ la superficie de contacto
entre ambas hojas y se facilito´ la identificacio´n de la pa´gina que se encuentraba abierta.
Figura 5.18. Primer prototipo Virtual Touch Book.
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Virtual Touch Book
Arduino Se ha utilizado para conectar todas las pa´gi-
nas y reconocer la que se encuentra abierta.
Libro tangible de madera Se ha utilizado un libro tangible con un so-
porte de madera y con las hojas de carto´n.
Middleware Permite la configuracio´n del servidor de mun-
dos virtuales y gestiona la comunicacio´n de
los mundos virtuales con las inferfaces tangi-
bles.
Mundo virtual Se ha creado una representacio´n de la An-
tigua Grecia en la que los estudiantes de-
ben emplear las caracter´ısticas de cada Dios
estudiadas en el libro para investigar do´nde
se encuentra en el mundo virtual. El mundo
virtual ofrece un entorno situado y “gami-
ficado”, ya que el alumnado debera´ superar
pruebas y obtendra´ recompensas. El mundo
virtual cuenta con bots conversacionales que
interactu´an con los estudiantes.
Tipo de usuario educador En esta experiencia ha participado una edu-
cadora con nivel de conocimientos informa´ti-
cos intermedio. La educadora ha sabido crear
y modificar recursos en el mundo virtual, as´ı
como utilizar el middleware para configurar
aspectos ba´sicos del mismo.
Tabla 5.10. Componentes Virtual Touch Book.
5.4.3. Desarrollo de la experiencia
En esta experiencia han participado 20 alumnos que forman parte del Aula de
Acogida y del Aula Abierta. Los alumnos participantes en la experiencia dispon´ıan
de planes individualizados, presentando problemas en el aprendizaje y en la cohesio´n
social.
La experiencia se ha centrado en el aprendizaje del apartado de ’Religio´n y mitolog´ıa
griega’, dentro de la unidad dida´ctica ’La Grecia Cla´sica’ de la asignatura de Ciencias
Sociales.
Los estudiantes se dividieron en dos grupos para la realizacio´n de la experiencia: un
grupo de control y un grupo experimental. El grupo de control recibio´ las explicaciones
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de forma tradicional por parte de la profesora, es decir, se mostraron los contenidos
teo´ricos a trave´s de textos en formato papel y pa´ginas web. Despue´s se evaluaron
los conocimientos adquiridos mediante la resolucio´n de actividades en la libreta y su
posterior correccio´n por parte de la profesora.
El grupo experimental utilizo´ el prototipo de libro tangible para aprender los con-
ceptos teo´ricos y el mundo virtual para la realizacio´n de actividades pra´cticas. Cada
pa´gina del libro mostraba una informacio´n espec´ıfica sobre un dios griego. El alumno,
tras leer la informacio´n, ten´ıa que realizar una serie de actividades en el mundo virtual.
Entre otras cosas, el estudiante ten´ıa que buscar a los dioses griegos dentro de la simu-
lacio´n tridimensional de Grecia, empleando para ello las caracter´ısticas aprendidas en
el libro (por ejemplo, a Poseido´n hab´ıa que buscarlo donde hubiera mar y a Afrodita
en un jard´ın).
El libro tangible mostraba informacio´n de la cultura griega, los aspectos religiosos y
los dioses de la mitolog´ıa griega. El libro tangible constaba de 6 pa´ginas, donde cada una
de las cuales hac´ıa referencia a un Dios griego en concreto. Los estudiantes primero
leyeron y siguieron las instrucciones del libro tangible, para posteriormente realizar
las actividades correspondientes a dicha pa´gina dentro del mundo virtual. Dentro del
mundo virtual se utilizaron diferentes modelos tridimensionales para representar de
forma realista la Grecia Cla´sica. El estudiante, empleando la informacio´n del libro
tangible, deb´ıa averiguar la localizacio´n del dios griego correspondiente y para ello
deb´ıa explorar toda la ciudad virtual que representaba la Antigua Grecia. Una vez
encontrado el dios que indicaba el libro tangible, gracias a las pistas suministradas, el
alumno ten´ıa que responder a una serie de preguntas sobre el tema. Si se superaba este
test, el alumno recib´ıa una letra de la contrasen˜a que, una vez completada, le permit´ıa
acceder al a´rea del Olimpo, objetivo final de la actividad. De esta forma, el mundo
virtual permitio´ la aplicacio´n de la gamificacio´n como estrategia de aprendizaje.
En las ima´genes 5.19 y 5.20 se observa a diferentes estudiantes interactuando con
el libro tangible. Los estudiantes, despue´s de leer las instrucciones, realizan una serie
de actividades dentro del mundo virtual.
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Figura 5.19. Alumna interactuando con Virtual Touch Book.
Figura 5.20. Alumno interactuando con Virtual Touch Book.
En la imagen 5.21 se observa una representacio´n en tres dimensiones de la Antigua
Grecia en la que se recrean todos los elementos y estilos arquitecto´nicos de la e´poca.
Los estudiantes pueden observar los templos desde diferentes perspectivas, los teatros,
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las a´goras y los estilos arquitecto´nicos jo´nico, do´rico y corintio. Los mundos virtuales
son un entorno que permite una inmersio´n muy aute´ntica y realista en la Antigua Gre-
cia, logrando obtener un aprendizaje significativo. Adema´s, los estudiantes, mediante
sus avatares, pueden interactuar entre s´ı y con otros avatares para obtener pistas e
informacio´n sobre la cultura griega.
Figura 5.21. Simulacio´n Antigua Grecia en el mundo virtual.
Dentro del mundo virtual el alumno debe realizar un test de evaluacio´n y de esta
forma puede obtener la puntuacio´n necesaria para ir a la regio´n final. Desde el mundo
virtual se recuperan las preguntas y respuestas de la base de datos MySQL, empleando
el middleware. De igual manera se almacena la respuesta elegida por el usuario, permi-
tiendo llevar el control de cada usuario desde la base de datos. Segu´n se ha comentado
previamente, cada test superado correctamente permite al estudiante recibir una letra
de una palabra secreta. En caso de completar la palabra, el alumno accedera´ al monte
Olimpo, objetivo final de la actividad. En definitiva, esta actividad se basa en la gami-
ficacio´n donde el alumno investiga, realiza pruebas y recibe premios como recompensa
hasta llegar a la zona del Dios Olimpo. El aprendizaje que obtiene el estudiante que
realiza esta experiencia es significativo, ya que retiene mejor todo lo que visualiza en
la recreacio´n tridimensional de la Antigua Grecia, y adema´s es un aprendizaje situado,
debido a la simulacio´n del contexto histo´rico que se ha representado.
En la imagen 5.22 se observa un avatar realizando el cuestionario tipo test, en el
que tiene una pregunta y debe elegir una de las tres respuestas que aparecen en los
cubos. La respuesta que elije el estudiante se suma o se resta y el resultado final se
almacena en la base de datos con el nombre del avatar que ha realizado la actividad y
el resultado obtenido.
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Figura 5.22. Cuestionario de evaluacio´n en el mundo virtual.
5.4.4. Ana´lisis de resultados
Una vez creado y evaluado el prototipo funcional Virtual Touch Book, en este
apartado se realiza un ana´lisis de los resultados obtenidos a nivel pedago´gico y a nivel
te´cnico.
5.4.4.1. Resultados educativos
La valoracio´n de los alumnos del grupo experimental (que han usado el libro tangible
y los mundos virtuales) ha sido muy positiva. Se comprobo´ que los alumnos del grupo
experimental han estado mucho ma´s motivados que los alumnos del grupo de control.
El principal motivo es la novedad del recurso (libro tangible) y la interaccio´n con
los mundos virtuales que se asemeja a los videojuegos. A pesar de que la mayor´ıa
de estudiantes no hab´ıan interactuado en un mundo virtual como OpenSim, les ha
parecido sencillo manejar el avatar, moverse por la Grecia virtual y realizar diferentes
tipos de acciones (utilizacio´n del chat, creacio´n de objetos, volar con el avatar, etc.)
Los estudiantes del grupo experimental han entendido ra´pidamente las instrucciones
y han contestado a las preguntas propuestas sin apenas dificultades. A cada respuesta
correcta se les incrementa un punto y a cada respuesta incorrecta se les resta un punto,
hasta alcanzar los 5 puntos necesarios para cada ejercicio.
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Tras finalizar todo el proceso, se consiguio´ que todos los estudiantes aprendieran el
contenido de la Unidad dida´ctica. Se valoraron tanto los contenidos como los procedi-
mientos mediante evaluacio´n objetiva y autoevaluacio´n.
Los resultados obtenidos en la experiencia fueron significativamente mejores en el
grupo experimental, ya que obtuvieron un 80 % de respuestas correctas frente al 60 %
en el grupo de control (tradicional).
La interaccio´n de los estudiantes con los otros avatares presentes en el mundo vir-
tual ha permitido trabajar las habilidades comunicativas de los estudiantes, ya que la
mayor´ıa de los estudiantes presentaban problemas en el aprendizaje del idioma.
La experiencia ha resultado muy positiva y gratificante debido a que el estudiante se
encuentra en un entorno novedoso y en el que esta´ aprendiendo mientras esta´ jugando
(aprendizaje situado y gamificado). El estudiante obtiene recompensas dentro del mun-
do virtual cada vez que acierta cualquier pregunta y por lo tanto se encuentra en un
entorno totalmente “gamificado” que resulta ido´neo para estudiantes con necesidades
educativas especiales y que adolecen de falta de motivacio´n.
5.4.4.2. Resultados te´cnicos
La principal problema´tica encontrada en esta experiencia ha sido el gran esfuerzo
que ha supuesto la creacio´n y la simulacio´n de la Antigua Grecia. Para ello, se han
tenido que recrear todas las construcciones de la e´poca e incluso reproducir algunas
vestimentas habituales de la Antigua Grecia. Para ello, se ha utilizado la herramienta
SketchUp para poder descargar modelos 3D y poder importarlos al mundo virtual, ya
que ser´ıa muy dif´ıcil de recrear desde cero cualquier construccio´n de la arquitectura
griega. Para que el alumno contara con una experiencia significativa y se sumergiera
en la Antigua Grecia, hab´ıa que hacer una recreacio´n lo ma´s parecida a la real y
eso conllevo´ mucho esfuerzo buscando modelos disponibles para uso pu´blico. Por otro
lado, se tuvieron que programar bots conversacionales (avatares autoprogramados)
con el objetivo de mejorar la interaccio´n con el alumnado. A trave´s de estos bots
los estudiantes obten´ıan informacio´n y pistas para completar las actividades, obtener
la palabra secreta y llegar al Olimpo. Tambie´n ha supuesto un gran esfuerzo tener que
programar todas las preguntas y respuestas que se almacenaron en una base de datos
(MySQL). El sistema luego registraba los intentos de cada alumno, y as´ı iba sumando
los puntos obtenidos. Los resultados estaban almacenados en una base de datos: cada
vez que el alumno realizaba alguna prueba o test, los resultados se volcaban a la base
de datos. De esta forma, aunque la profesora no estuviera visualizando el trabajo del
estudiante en ese instante, s´ı ten´ıa registrada su puntuacio´n final.
Por otro lado, aunque el primer prototipo de libro tangible funciono´ bastante bien,
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siendo la primera implementacio´n con la tecnolog´ıa Arduino, se encontraron algunos
problemas con los contactos ele´ctricos de las hojas.
Para un segundo prototipo, se decidio´ abandonar el disen˜o inicial y se opto´ por
colocar en cada hoja una fotoresistencia LDR (sensor que se conecta al microcontro-
lador Arduino) que permita captar la luz. De esta forma, la hoja actual es la que ma´s
luz recibe, mientras que el resto de hojas, al estar unas encima de otras, captan bas-
tante menos luz. Este disen˜o mejoro´ mucho el sistema eliminando las problema´ticas
encontradas en el primer prototipo.
En esta experiencia ha participado una profesora que puede ser considerada como
un usuario con nivel intermedio dentro de la arquitectura de Virtual Touch. Al igual
que en la experiencia Virtual Touch Eye, la profesora fue capaz de crear mundos vir-
tuales e implementar actividades educativas dentro del mismo. Adema´s, pudo realizar
modificaciones ba´sicas con respecto a la configuracio´n de los mundos virtuales y de la
conexio´n con las interfaces tangibles.
5.5. Experiencia 4: Virtual Touch PrimBox
Primbox es el siguiente prototipo funcional dentro de la arquitectura de Virtual
Touch. Virtual Touch Primbox ha sido creado por Graciela Guerrero, una estudiante
de ma´ster que, empleando la arquitectura implementada en esta tesis, ha sido capaz de
desarrollar una interfaz tangible en un periodo de tiempo breve y de una forma sencilla.
Virtual Touch PrimBox, a diferencia de los prototipos anteriores, ha sido desarrollado
por un usuario avanzado, corroborando la segunda hipo´tesis de investigacio´n, segu´n
la cual la arquitectura puede adaptarse a los diferentes niveles de conocimientos de
los usuarios educadores. Esta experiencia se ha llevado a cabo en el centro educativo
Florida Secundaria (Catarroja, Valencia), contando con la participacio´n de un total de
62 estudiantes.
5.5.1. Objetivo educativo
El principal objetivo pedago´gico en este caso de estudio era desarrollar el lenguaje
geome´trico y mejorar la percepcio´n espacial. Para realizar la experiencia, se agrupo´ a
los estudiantes por parejas: en las actividades llevadas a cabo cada alumno ten´ıa un
rol. A uno de los estudiantes se le entregaba una composicio´n de figuras geome´tricas
y, mediante el lenguaje geome´trico, ten´ıa que dar las instrucciones oportunas para que
el otro estudiante representara la misma composicio´n sin haberla visto previamente.
Posteriormente, se intercambiaron los roles para que ambos estudiantes practicaran el
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lenguaje geome´trico.
El tangible es de tipo “ready-to-hand” debido a que su principal uso es para in-
teraccionar con el mundo virtual y todas las modificaciones de las figuras geome´tricas
ocurren en el mundo virtual.
En la tabla 5.11 se resumen los objetivos y beneficios pedago´gicos de Virtual Touch
PrimBox.
Virtual Touch PrimBox
Fundamentos pedago´gicos Se basa en el constructivismo propuesto por
Piaget. El tangible es de tipo “ready-to-
hand” debido a que la actividad transcurre
en el mundo virtual y el tangible su usa co-
mo medio de interaccio´n.
Objetivos educativos Mejorar el lenguaje geome´trico y la percep-
cio´n espacial.
Aportaciones Mundo virtual El mundo virtual facilita la creacio´n de com-
posiciones formadas por figuras geome´tricas.
Adema´s, el mundo virtual facilita la modi-
ficacio´n de las propiedades de cada figura
geome´trica (taman˜o, orientacio´n y posicio´n).
Aportaciones interfaces tan-
gibles
Las interfaces tangibles facilitan la interac-
cio´n con el mundo virtual. El tangible facilita
la creacio´n de objetos virtuales y la modifi-
cacio´n de sus propiedades.
Tabla 5.11. Objetivos Educativos Virtual Touch PrimBox.
5.5.2. Objetivo te´cnico
PrimBox es el cuarto prototipo funcional implementado que se ha integrado dentro
de la arquitectura Virtual Touch. Virtual Touch PrimBox es una interfaz tangible que
ha sido disen˜ada por Graciela Guerrero [143] (estudiante de ma´ster) en base a la arqui-
tectura de Virtual Touch. Dentro de los tres tipos de usuarios educadores explicados
en el cap´ıtulo 4, Graciela corresponde a un usuario educador avanzado con el perfil de
desarrollador. De esta forma, en base a Virtual Touch, Graciela ha sido capaz de disen˜ar
un tangible en un periodo de tiempo muy breve (2-3 meses). Por lo tanto, se confir-
ma que la arquitectura Virtual Touch facilita la incorporacio´n y la implementacio´n de
nuevas interfaces tangibles de una forma ra´pida y sencilla.
El objetivo te´cnico consiste en integrar tecnolog´ıas que usan el microcontrolador
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Phidgets a la arquitectura Virtual Touch, pero desde la perspectiva de un usuario
avanzado que es capaz de construir e integrar sus propios tangibles. El tangible desa-
rrollado esta´ compuesto de tres elementos: un contenedor de objetos (con un lector
Phidgets RFID), figuras geome´tricas y finalmente un tablero que tambie´n integra un
lector RFID. En la tabla 5.12 se pueden observar todos los componentes utilizados en
la experiencia.
Virtual Touch PrimBox
PhidgetSlider Se han utilizado dos potencio´metros lineales
que permiten la modificacio´n de los objetos
virtuales (cambiar las dimensiones, el color,
la posicio´n y la rotacio´n).
InterfaceKit 8/8/8 Este kit de interfaz 8/8/8 permite la cone-
xio´n del ordenador con el exterior y para ello
cuenta con ocho entradas analo´gicas, ocho
entradas digitales y ocho salidas digitales.
Phidget RFID En este caso se dispone de dos lectores de ra-
diofrecuencia. Los elementos tangibles cuen-
tan con etiquetas RFID para su identifica-
cio´n.
PhidgetTextLCD El tangible dispone de una pantalla LCD que
muestra todas propiedades de los objetos o
prims que se esta´n modificando.
Middleware Permite la configuracio´n del servidor de mun-
dos virtuales y gestiona la comunicacio´n de
los mundos virtuales con las inferfaces tangi-
bles.
Mundo virtual Se ha creado un isla virtual para realizar las
actividades de percepcio´n espacial y apren-
dizaje de lenguaje geome´trico. Se ha apro-
vechado el entorno tridimensional para el
aprendizaje de la geometr´ıa.
Tipo de usuario educador En esta experiencia ha participado un edu-
cador con nivel de conocimientos informa´ti-
cos avanzados. En este caso, la educadora ha
creado el tangible, que ha sido integrado a la
arquitectura Virtual Touch.
Tabla 5.12. Componentes Virtual Touch PrimBox.
En imagen 5.23 se pueden apreciar los tres elementos que conforman el tangible
PrimBox: un contenedor de figuras geome´tricas (caja azul), un lector de los atributos
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que tienen los diferentes objetos y una pantalla LCD informativa (que esta´ integrada
en un tablero de madera). Los componentes tangibles se clasifican en dos tipos: figuras
geome´tricas y tarjetas de atributos que permiten modificar ciertas propiedades de los
objetos presentes en el mundo virtual. Este tangible facilita la interaccio´n y modifi-
cacio´n de los objetos (desplazamiento, cambio de taman˜o, rotacio´n, cambio de color,
etc.), que de entrada no son tan intuitivas y dependen del visor de mundos virtuales que
se utilice (en este caso Singularity Viewer [132]). El usuario puede insertar una figura
geome´trica dentro del contenedor de figuras y esta figura aparece en el mundo virtual.
Posteriormente, mediante las tarjetas, se pueden modificar de una forma sencilla las
propiedades de la figura seleccionada.
El contenedor de figuras geome´tricas dispone de dos potencio´metros lineales que
permiten modificar atributos de las figuras. Los atributos que se pueden modificar son
la dimensio´n, la posicio´n, la rotacio´n y el color. Como se ha comentado anteriormente,
se escoge la propiedad a cambiar mediante tarjetas que cuentan con una etiqueta RFID
y que se colocan en el otro lector RFID que contiene la tabla.
Figura 5.23. Elementos tangibles de PrimBox.
5.5.3. Desarrollo de la experiencia
La experiencia se realizo´ en el centro de Educacio´n Secundaria Florida Secundaria
(Catarroja, Valencia). Han participado un total de 62 estudiantes. El objetivo pedago´gi-
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co consistio´ en practicar el lenguaje geome´trico y la percepcio´n espacial. La actividad
se realizo´ en parejas de estudiantes, con el objetivo de practicar la transmisio´n de
informacio´n geome´trica entre ellos de forma oral.
Los estudiantes se dividieron en dos grupos: un grupo de control y un grupo expe-
rimental. Los estudiantes del grupo de control emplearon la metodolog´ıa cla´sica, con
la´piz y papel. En cambio, los estudiantes del grupo experimental emplearon los mundos
virtuales y las interfaces tangibles.
El grupo experimental conto´ con un total de 32 estudiantes de segundo y tercero
de Educacio´n Secundaria Obligatoria (ESO), mientras que el grupo de control conto´
con 30 estudiantes de tercero de Educacio´n Secundaria Obligatoria (ESO) .
En el grupo experimental, la experiencia se organizo´ en dos sesiones. La prime-
ra sesio´n se dedico´ a conocer el funcionamiento de los mundos virtuales. Para ello,
aprendieron a personalizar el avatar, a explorar la isla virtual y a familiarizarse con las
principales herramientas y acciones a realizar dentro del mundo virtual (usar el chat
de texto, creacio´n de objetos, rotacio´n y traslacio´n de objetos, etc.)
En la imagen 5.24 se puede observar a una estudiante personalizando el avatar en
la primera sesio´n de trabajo, durante la cual el principal objetivo era tener un primer
contacto con los mundos virtuales.
Figura 5.24. Estudiante personalizando su avatar.
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La segunda sesio´n estuvo planificada para realizarla en cuatro grupos de ocho es-
tudiantes en cada grupo. En el transcurso de la sesio´n, con la presencia de la profesora
de Matema´ticas, se observo´ la comunicacio´n entre los estudiantes empleando lenguaje
geome´trico y la percepcio´n espacial de los objetos en tres dimensiones.
En la imagen 5.25 se pueden observar a dos estudiantes del grupo experimental rea-
lizando la actividad. El primer estudiante dispone de una hoja de papel donde aparece
un conjunto de figuras geome´tricas con unas posiciones y orientaciones determinadas,
y debe de explicarle de manera exclusivamente oral a su compan˜era co´mo tiene que
replicar la misma composicio´n tridimensional en el mundo virtual. En esta actividad
se tuvieron en cuenta tanto el tiempo como las instrucciones que se dieron entre ellos
utilizando el lenguaje geome´trico.
Figura 5.25. Alumnos realizando las actividades usando PrimBox.
En la imagen 5.26 se observa un ejemplo de las composiciones geome´tricas que
ten´ıan que realizar los alumnos en el mundo virtual.
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Figura 5.26. Avatar realizando actividad usando el tangible PrimBox.
Para finalizar la actividad, se realizaron dos tests en el grupo experimental que
permitieron evaluar la experiencia realizada y la usabilidad y efectividad del tangible
PrimBox.
El grupo de control realizo´ la misma actividad relativa a la composicio´n de figu-
ras geome´tricas usando el lenguaje geome´trico. Como se puede ver en la imagen 5.27,
los estudiantes realizaban la actividad en el aula tradicional con la´piz y papel. Los
estudiantes del grupo de control no realizaron las mismas sesiones que el grupo ex-
perimental, debido a que no necesitaban familiarizarse con los mundos virtuales y las
interfaces tangibles.
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Figura 5.27. Alumnos realizando la actividad de forma tradicional.
En el grupo de control participaron 30 estudiantes de tercero de Educacio´n Secunda-
ria Obligatoria (ESO), realizando tambie´n la actividad por parejas. Tambie´n se aplico´
la observacio´n directa para ver si los estudiantes utilizaban el lenguaje geome´trico de
forma correcta. Al finalizar la actividad la profesora, en base a la observacio´n directa
y el resultado de la figura obtenida, puntuaba la actividad realizada.
5.5.4. Ana´lisis de resultados
En este apartado se analizan los resultados obtenidos en la experiencia usando el
tangible PrimBox.
5.5.4.1. Resultados educativos
La experiencia se evaluo´ en base a variables como la atencio´n prestada, la satis-
faccio´n, la motivacio´n y la calificacio´n obtenida en el resultado de la actividad. Los
datos han sido recogidos mediante observacio´n directa y mediante un cuestionario de
usabilidad que se paso´ a los estudiantes al finalizar la actividad. La calidad de la co-
municacio´n geome´trica entre los estudiantes, evaluada mediante observacio´n directa,
se clasifico´ en tres niveles:
Nivel 1: el estudiante no realizo´ la actividad.
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Nivel 2: el estudiante realizo´ la actividad pero sin llegar a una solucio´n completa.
Nivel 3: el estudiante completo´ la actividad satisfactoriamente.
Los estudiantes realizaron dos tests: un test de conocimientos previos y un test
de usabilidad del sistema. Los tests permitieron a los estudiantes valorar su grado de
satisfaccio´n en la experiencia y evaluar la efectividad del tangible PrimBox. Por otro
lado, se realizo´ una entrevista semiestructurada a la profesora para saber su opinio´n
de la experiencia, en base a la observacio´n directa de las actividades realizadas por los
estudiantes.
En la tabla 5.13 se muestran los resultados de la encuesta realizada con el objetivo
de conocer los conocimientos previos y valorar la experiencia utilizando Virtual Touch
PrimBox. En este caso, destaca que la gran mayor´ıa de estudiantes conoc´ıa previamente
los mundos virtuales (65.4 %), como tambie´n a la mayor parte de los estudiantes les
parec´ıa fa´cil usar e interactuar en los mundos virtuales (96.2 %). Los estudiantes, sin
necesitar apenas instrucciones, eran capaces en poco tiempo de utilizar perfectamente
los mundos virtuales. Una dimensio´n interesante es la relativa al aprendizaje de las
matema´ticas y la geometr´ıa, en la que se puede observar que los propios estudiantes eran
conscientes del potencial que tiene un entorno tridimensional para la interaccio´n con
figuras geome´tricas. Los resultados obtenidos son muy claros en cuanto a la motivacio´n
y al intere´s que mostraron los estudiantes al interactuar en un entorno similar a un
juego. Destacamos que el 96.2 % de los estudiantes les gusto´ la experiencia y volver´ıa
a participar en experiencias similares.
Los resultados obtenidos son bastante similares al resto de experiencias: los estu-
diantes se sienten co´modos usando los mundos virtuales e interactuando con interfaces
tangibles. Los estudiantes aumentan significativamente su motivacio´n y su intere´s por
aprender, gracias a un entorno que favorece la aplicacio´n de estrategias de aprendizaje
como la gamificacio´n.
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Dimensio´n Preguntas S´ı No
Conocimiento previo
¿Conoc´ıas los mundos virtuales? 17 (65.4 %) 9 (34.6 %)
¿Has jugado en mundos virtuales? 15(57.7 %) 11(42.3 %)
Facilidad de uso
¿Te ha parecido fa´cil usar e inter-
actuar en los mundos virtuales?
25 (96.2 %) 1(3.8 %)
¿Ves dif´ıcil cambiar las propieda-
des de un objeto virtual?
10(38.5 %) 16(61.5 %)
¿Has encontrado dificultad en
realizar tareas colaborativas en el
mundo virtual?




¿Crees que los mundos virtuales
facilitan el entendimiento de los
ejes de coordenadas X,Y,Z?
19(73.1 %) 7(26.9 %)
¿ Crees que los mundos virtuales
te facilitara´n la ensen˜anza de Ma-
tema´ticas?
22(84.6 %) 4(15.4 %)
Motivacio´n
¿Te ha gustado la sesio´n sobre
mundos virtuales?
25(96.2 %) 1(3.8 %)
¿Te gustar´ıa realizar actividades
usando los mundos virtuales en
clase?
25(96.2 %) 1(3.8 %)
¿Te gustar´ıa realizar actividades
usando los mundos virtuales des-
de casa?
18(69.2 %) 8(30.8 %)
Tabla 5.13. Resultados de la encuesta sobre mundos virtuales para
experiencias PrimBox y FlyStick.
En la tabla 5.14 se muestra el test de usabilidad de los tangibles PrimBox y el tan-
gible FlyStick (ver siguiente apartado). Respecto a las respuestas, en general son muy
positivas, ya que les parecio´ muy fa´cil a los estudiantes interactuar con las interfaces
tangibles. Los estudiantes apenas han necesitado las instrucciones del profesor (solo el
15.4 %), ni consideran que el esfuerzo realizado para realizar las actividades sea alto
(92.4 %).
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Cuestiones S´ı No
¿Has encontrado fa´cil de utilizar los elemen-
tos tangibles?
8(61.5 %) 5(38.5 %)
¿Has encontrado fa´cil de utilizar el sistema
Virtual Touch?
9(69.2 %) 5(30.8 %)
¿Has aprendido ra´pido a utilizar el sistema? 11(84.6 %) 5(15.4 %)
¿Te has sentido co´modo utilizando Virtual
Touch?
10(76.9 %) 3(23.1 %)
¿ Crees que Virtual Touch facilita el trabajo
en equipo?
11(84.6 %) 2(15.4 %)
¿Has necesitado ayuda del profesor? 2(15.4 %) 11(84.6 %)
¿Te han parecido complejas las simulaciones
de las actividades en el mundo virtual?
5(38.5 %) 8(61.5 %)
¿ Ha sido muy alto el esfuerzo realizado para
resolver las actividades?
1(7.7 %) 12(92.4 %)
Tabla 5.14. Cuestiones sobre usabilidad y experiencia de usuario de
los estudiantes.
En la tabla 5.15 se muestran las conclusiones de la entrevista semiestructurada
que se realizo´ a la profesora que ha participado en las experiencias con los tangibles
PrimBox y FlyStick. En la entrevista semiestructurada la profesora destaco´ que, a pesar
del potencial que tienen los mundos virtuales junto con las interfaces tangibles para
la ensen˜anza de las matema´ticas y la geometr´ıa, hoy en d´ıa el claustro de profesores
no esta´ suficientemente formado ni preparado para su uso e implantacio´n en aula.
Adema´s, tampoco se dispone de un banco de recursos que les permita crear actividades
educativas sin que les requiera de un excesivo esfuerzo. La profesora tambie´n destaco´
los problemas de infraestructura que tienen la mayor´ıa de centros educativos (ancho de
banda, ordenadores con tarjetas gra´ficas antiguas, etc.). La profesora comento´ respecto
a las actividades y a su evaluacio´n el que los avatares (representacio´n virtual de los
alumnos) no tienen un control ni un seguimiento para observar su comportamiento en
el transcurso y evaluacio´n de las actividades. En actividades con muchos estudiantes
resultaba dif´ıcil controlar el comportamiento dentro del mundo virtual. OpenSim no
tiene, de entrada, la posibilidad de registrar todas las acciones que ha realizado cada
avatar, aunque se pueden programar objetos para que as´ı sea.
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Pregunta Respuesta




¿Te ha parecido intere-




te´cnico para el uso de
Virtual Touch?
S´ı
¿Crees que los mundos
virtuales pueden ayudar
a la ensen˜anza de Ma-
tema´ticas?
Los mundos virtuales ayudan a visualizar escenarios so-
bre los cuales se pueden aplicar procesos matema´ticos. Los
mundos virtuales ayudan al desarrollo de la visio´n espacial
y permiten desarrollar la creatividad aumentando la moti-
vacio´n del alumnado.Permite la realizacio´n de actividades
colaborativas en tiempo real y sin importar el lugar donde
se encuentre el usuario.








¿Cua´les son las mayores
ventajas de usar Virtual
Touch (PrimBox y FlyS-
tick)?
Las interfaces tangibles han permitido recrear movimien-
tos que no requieren de una alta precisio´n y resulta muy
co´moda de usar para el estudiante.
¿Cu´ales son las mayo-
res desventajas Virtual
Touch?
Los profesores necesitan de entrenamiento sobre la reali-
dad mixta, ya que resulta dif´ıcil disen˜ar actividades que
se ajusten al curr´ıculum. Se necesitar´ıa tener un banco de
recursos que facilitara al docente la creacio´n de actividades
dida´cticas. La complejidad te´cnica en base a la infraestruc-
tura necesaria para trabajar con el sistema.
¿El sistema puede causar
distracciones?
S´ı
Valoracio´n de las expe-
riencias
Los estudiantes estaban motivados. En algunas activida-
des, los estudiantes con NEE tuvieron el mismo rendimien-
to que el resto de estudiantes. Deber´ıa existir un mecanismo
para realizar un seguimiento de la actividad de cada avatar
y poder controlar el comportamiento.
Valora Virtual Touch
PrimBox
Ventajas: Fa´cil de instalar y utilizar. Desventajas: Habr´ıa
que valorar si se puede reducir el taman˜o del tangible.
Valora Virtual Touch
FlyStick
Ventajas: Ergonomı´a del tangible, ligero, fa´cil de instalar y
utilizar. Desventajas: El contacto del boto´n para cortar el
plano es demasiado duro.
Tabla 5.15. Resumen de algunos aspectos de la entrevista semiestruc-
turada realizada a la profesora de Matema´ticas.
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En la tabla 5.16 se visualizan los resultados estad´ısticos que comparan los dos gru-
pos que han participado en la experiencia. El grupo de control se refiere al grupo de
estudiantes que no han usado el tangible PrimBox, en el que han participado un total
de 32 estudiantes, y el grupo experimental son los estudiantes que s´ı han hecho uso
del tangible PrimBox, habiendo participado 30 estudiantes. A ambos grupos no se les
paso´ ningu´n test previo y por tanto todos parten de la misma base. A los dos grupos
(control y experimental) se les pidio´ realizar la misma actividad sobre la percepcio´n
espacial y descripcio´n de las figuras geome´tricas usando el lenguaje te´cnico pertinente.
La evaluacio´n se realizo´ en base al grado de similitud de la composicio´n de figuras
geome´tricas y a la comunicacio´n adecuada usando el lenguaje geome´trico. En los resul-
tados de la tabla 5.16 se puede observar que la media aritme´tica es mucho mejor en el
grupo experimental que en el grupo de control. Se obtuvieron unos mejores resultados
utilizando el tangible, aunque a nivel estad´ıstico se necesitar´ıa realizar ma´s estudios
para poder afirmar que los tangibles mejoran el rendimiento de los estudiantes. En la
experiencia, adema´s de analizar los resultados obtenidos, se han evaluado las evidencias
tomadas tanto en la observacio´n directa con los alumnos junto con los tests realizados.
Resultado Grupo de control Grupo experimental
Taman˜o de muestra n=29 m=30
Media aritme´tica de los resultados X=74.5 Y=100
Varianza S1 = 5403,07 S2 = 1708,7
Desviacio´n esta´ndar SD1 = 73,50 SD2 = 41,33
Tabla 5.16. Resultados estad´ısticos del tangible PrimBox.
5.5.4.2. Resultados te´cnicos
Esta experiencia ratifica la segunda hipo´tesis de investigacio´n de esta tesis (ver
cap´ıtulo 1): se ha comprobado que la arquitectura Virtual Touch permite desarrollar
aplicaciones educativas mediante realidad mixta, y que se adaptan al nivel de cono-
cimientos del educador. Esta experiencia ha contado con un usuario avanzado que ha
sido capaz de crear su propio tangible e integrarlo a la arquitectura en un periodo de
tiempo breve.
La principal limitacio´n encontrada en esta experiencia ha sido el hecho de disponer
de un u´nico tangible, que ha causado que no se hayan podido realizar ma´s experiencias
de manera simulta´nea, aunque se aprovecho´ el tiempo para que el resto de alumnos
interactuaran en el mundo virtual y realizaran diferentes actividades dentro del mismo.
El centro donde se ha llevado a cabo la experiencia, al ser concertado y disponer de
un servicio propio de Informa´tica, ha sido mucho ma´s a´gil a la hora de abrir puertos y
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de hacer configuraciones de los mundos virtuales.
En esta experiencia, la arquitectura Virtual Touch ha sido adecuada para un edu-
cador de nivel avanzado con elevados conocimientos en informa´tica y electro´nica. De
este modo, Graciela Guerrero ha sido capaz de crear, en un periodo de tiempo muy
breve, una nueva interfaz tangible que se integra con el sistema Virtual Touch. Se ha
validado, por tanto, la transparencia y modularidad de la arquitectura Virtual Touch,
comproba´ndose que permite incorporar nuevos sensores y tecnolog´ıas de manera sen-
cilla.
5.6. Experiencia 5: Virtual Touch FlyStick
FlyStick es el quinto prototipo funcional que se ha integrado dentro de la arquitec-
tura Virtual Touch. Virtual Touch FlyStick es una interfaz tangible desarrollada por
Andre´s Ayala [116] (estudiante de ma´ster), que aprovechando la modularidad del sis-
tema, ha sido capaz de integrar su propio tangible a la arquitectura de Virtual Touch,
de una forma ra´pida y sencilla.
El objetivo pedago´gico era el aprendizaje de las secciones co´nicas. Para ello, el
tangible permite una interaccio´n ma´s sencilla y natural, mientras que el mundo virtual
proporciona un espacio tridimensional que facilita la visualizacio´n de las secciones
co´nicas desde diferentes perspectivas.
5.6.1. Objetivo educativo
El objetivo pedago´gico en este caso de estudio era el aprendizaje de las diferentes
secciones co´nicas. Las secciones co´nicas, atendiendo al corte en el plano, pueden generar
una de las siguientes cuatro figuras: una para´bola, una elipse, una circunferencia o una
hipe´rbola. El alumno ten´ıa que ser capaz de reconocer los distintos tipos de co´nicas
que se formaban al cortar una superficie co´nica de revolucio´n por un plano.
La experiencia se llevo´ a cabo en el centro educativo Florida Secundaria (Catarroja,
Valencia). En esta experiencia han participado un total de 58 estudiantes de segundo
y tercero de Educacio´n Secundaria Obligatoria (ESO).
El tangible utilizado es de tipo “ready-to-hand” debido que se usa de forma invisible
y toda la actividad transcurre en el mundo virtual siendo el tangible el medio de
interaccio´n.
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Virtual Touch FlyStick
Fundamentos pedago´gicos Se basa en el constructivismo propuesto
por Piaget. El tangible utilizado es de tipo
“ready-to-hand” debido a que la actividad del
aprendizaje de co´nicas transcurre en el mun-
do virtual.
Objetivos educativos Aprender las diferentes secciones co´nicas re-
sultantes de la intereseccio´n entre un cono y
un plano (para´bola, hipe´rbola, elipse y cir-
cunferencia).
Aportaciones Mundo virtual El mundo virtual facilita la visualizacio´n de




La interfaz tangible facilita la interaccio´n con
el mundo virtual, permitiendo la manipula-
cio´n de la posicio´n y orientacio´n del plano de
corte.
Tabla 5.17. Objetivos Educativos Virtual Touch FlyStick.
5.6.2. Objetivo te´cnico
El objetivo te´cnico es la construccio´n e integracio´n de la interfaz tangible FlyStick,
desarrollada por un usuario avanzado (Andre´s Ayala [144]), a la arquitectura Virtual
Touch. Las interfaces tangibles PrimBox y FlyStick han sido desarrolladas en pocos
meses, por lo que se corrobora la modularidad y transparencia que presenta el sistema
Virtual Touch para poder incorporar nuevos tangibles, de una forma relativamente
sencilla y en un tiempo razonable.
En la tabla 5.18 se visualizan todos los componentes que se han utilizado en este
caso de estudio.
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Virtual Touch FlyStick
PhidgetSpatial 3/3/3 Se ha utilizado un PhidgetSpatial que dispo-
ne de giroscopio, acelero´metro y magneto´me-
tro.
Phidget Force Sensor El tangible dispone de un sensor de fuerza
que se ha usado como un boto´n incorporado
al tangible en forma de joystick.
Prototipo de joystick Se ha creado un tangible con la forma similar
a un joystick inala´mbrico para la manipula-
cio´n de las secciones co´nicas generadas en el
mundo virtual.
Middleware Permite la configuracio´n del servidor de mun-
dos virtuales y gestiona la comunicacio´n de
los mundos virtuales con las inferfaces tangi-
bles.
Mundo virtual Se ha creado una isla virtual para el apren-
dizaje de las secciones co´nicas.
Tipo de usuario educador En esta experiencia ha participado un usua-
rio avanzado que ha sido capaz de desarrollar
su propio interfaz tangible e integrarlo al sis-
tema Virtual Touch.
Tabla 5.18. Componentes Virtual Touch FlyStick.
En la imagen 5.28 se observa el tangible Virtual Touch FlyStick, que ha sido creado
con impresora 3D y utilizando componentes pertenecientes a la tecnolog´ıa Phidgets.
Figura 5.28. Virtual Touch FlyStick.
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5.6.3. Desarrollo de la experiencia
Para esta experiencia los estudiantes se dividieron en dos grupos: un grupo de
control y un grupo experimental. En el grupo experimental han participado 27 estu-
diantes, mientras que en el grupo de control han participado 31 estudiantes, todos ellos
de segundo y tercero de la ESO.
Los estudiantes del grupo experimental realizaron la experiencia usando Virtual
Touch FlyStick. Los alumnos pod´ıan aprender los diferentes conceptos sobre las sec-
ciones co´nicas dentro del mundo virtual, interactuando con el tangible FlyStick. En
cambio, los estudiantes del grupo de control realizaron la experiencia usando los re-
cursos y metodolog´ıas tradicionales (explicacio´n en la pizarra y ejercicios en papel).
Se comprobo´ la ventaja de usar los mundos virtuales, ya que proporcionan un entorno
virtual que permite al alumno ver de forma ma´s clara las diferentes secciones co´nicas
en tres dimensiones, mientras que en la pizarra no se posee la misma perspectiva ni
tampoco se pod´ıa interactuar en tiempo real con el plano.
La experiencia del grupo experimental se estructuro´ en tres sesiones:
1. Sesio´n de introduccio´n a los mundos virtuales.
2. Sesio´n de aprendizaje de las co´nicas y evaluacio´n.
3. Sesio´n de postevaluacio´n.
La primera sesio´n corresponde a la sesio´n introductoria en la que se ten´ıa como
objetivo familiarizar al estudiante en los mundos virtuales. Al igual que en experiencias
anteriores, el estudiante aprendio´ a navegar por el mundo virtual, a crear sus propios
objetos y a interactuar con el entorno.
La segunda sesio´n estuvo destinada al aprendizaje de las secciones co´nicas mediante
el entorno de realidad mixta generado por Virtual Touch FlyStick. Para ello, mediante
la interaccio´n con el tangible, el estudiante realizo´ diferentes ejercicios pra´cticos gene-
rando las secciones co´nicas. Posteriormente, se evaluaron los conocimientos adquiridos
por medio de un test, en el que el estudiante deb´ıa de identificar las diferentes secciones
co´nicas que se generaban. Adema´s, se contaba con la evaluacio´n mediante la observa-
cio´n directa de los profesores participantes en la experiencia. Tambie´n se realizaron dos
tests adicionales para valorar la experiencia y la usabilidad del tangible.
La tercera sesio´n consistio´ en realizar el mismo test unas semanas ma´s tarde de rea-
lizar la segunda sesio´n. Los resultados obtenidos mostraron que el estudiante reten´ıa
mejor los resultados obteniendo un aprendizaje significativo. Se observo´ que algunos
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estudiantes trataban de memorizar las respuestas para realizar el test de forma satis-
factoria y esto repercutio´ en el aprendizaje a largo plazo.
En la imagen 5.29 se observa un estudiante del grupo experimental haciendo uso
del tangible FlyStick, en el que puede mover el plano y as´ı observar co´mo se generan
las diferentes secciones co´nicas (para´bola, circunferencia, elipse o hipe´rbola) dentro del
mundo virtual. El entorno de realidad mixta que se emplea facilita un aprendizaje
activo, enriquecedor y significativo.
Figura 5.29. Alumno interactuando con FlyStick.
La experiencia realizada por el grupo de control se estructuro´ en una u´nica sesio´n
en la que se explicaron los conceptos relativos a las secciones co´nicas, se resolvieron
las dudas en la pizarra y finalmente se realizo´ la evaluacio´n mediante la realizacio´n
del mismo test que el grupo experimental. De igual forma que el grupo experimental,
algunos alumnos repetieron el test dos semanas ma´s tardes para evaluar la retencio´n
del aprendizaje.
5.6.4. Ana´lisis de resultados
Tras la realizacio´n de la experiencia, se han analizado los resultados obtenidos con el
objetivo de valorar los beneficios que tienen los mundos virtuales e interfaces tangibles
en la educacio´n.
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5.6.4.1. Resultados educativos
Los estudiantes realizaron la evaluacio´n por medio de un test en el que se evaluaba
si eran capaces de reconocer y distinguir las secciones co´nicas estudiadas. De esta
forma, con los resultados obtenidos en ambos grupos (virtual y tradicional) se realizo´
una comparativa para comprobar si hab´ıa diferencias significativas en los resultados
obtenidos.
Figura 5.30. Comparativa FlyStick vs Tradicional.
La muestra poblacional estaba formada por alumnos de segundo y tercer curso de
la Educacio´n Secundaria Obligatoria (ESO), que se divid´ıan en dos grupos:
Grupo de control: formado por 31 estudiantes que recib´ıan explicaciones teo´ri-
cas en un aula tradicional usando la pizarra para explicar las co´nicas que se
pueden obtener como interseccio´n de una superficie co´nica con un plano.
Grupo experimental: formado por 27 estudiantes que recib´ıan las explicaciones
sobre las co´nicas y las curvas generadas directamente desde el mundo virtual y
haciendo uso del tangible FlyStick.
Despue´s de la experiencia se les aplico´ un mismo test a ambos grupos para valorar
el aprendizaje obtenido.
En este estudio, se utilizo´ la herramienta XLSTAT, con la que se realizo´ un contraste
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de hipo´tesis. La hipo´tesis nula H0 expresaba que no exist´ıan diferencias significativas
entre el uso del tangible en la mejora de la comprensio´n de las co´nicas.
En la tabla 5.19 se muestran los valores estad´ısticos obtenidos para los dos grupos:
grupo de control y el grupo experimental.
Resultado Grupo de control Grupo experimental
Taman˜o de muestra n=31 m=27
Media aritme´tica X=85,753 Y=77,160
Varianza S1 = 445, 286 S2 = 761, 713
Desviacio´n esta´ndar SD1 = 21, 102 SD2 = 27, 6
Tabla 5.19. Resultados estad´ısticos del tangible FlyStick.
En el proceso de realizacio´n de los estudios estad´ısticos se ha aplicado la distribucio´n
t de Student unilateral positiva de una cola, donde se establecio´ un nivel de confianza
del 95 % y por tanto el nivel de significacio´n es α = 0,05. Se obtuvo que el valor
temp´ırico es 0.053 y el tcr´ıtico es de 1.6725 (para 56 grados de libertad). Al ser el
valor emp´ırico menor que el cr´ıtico, se cumple la hipo´tesis nula, y por tanto no se
puede afirmar que el entendimiento de las co´nicas y las curvas generadas dependan
directamente del tangible FlyStick.
En resumen, se comprobo´ que ser´ıa necesario disponer de una mayor cantidad de
estudiantes para poder realizar una afirmacio´n sobre si el tangible realmente mejora o
no el aprendizaje del estudiante.
Una vez finalizado el primer estudio, y no habiendo obtenido una evidencia clara
sobre las posibles mejoras en el aprendizaje usando tangibles y mundos virtuales res-
pecto a las metodolog´ıas cla´sicas, se decidio´ repetir la evaluacio´n de conocimientos en
un grupo de alumnos dos semanas ma´s tarde, para as´ı poder valorar la retencio´n de
los conceptos al cabo de un tiempo.
Al repetir el test dos semanas despue´s de la primera evaluacio´n, se observo´ que los
resultados eran mejores en el grupo virtual que en el grupo de control. Se comprobo´ que
hubo un aprendizaje ma´s significativo (los alumnos retuvieron mejor los contenidos)
en el grupo que empleo´ el interfaz tangible, con respecto al grupo tradicional. La evi-
dencia parece indicar que los estudiantes del grupo de control se limitaron u´nicamente
a recordar los conceptos ba´sicos para poder realizar el test satisfactoriamente, mien-
tras que los estudiantes del grupo virtual comprendieron mejor el fondo de la materia
estudiada, lo que les permitio´ tener un mayor grado de retencio´n.
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Figura 5.31. Comparativa FlyStick vs Tradicional a posteriori.
Las actividades se realizaron con grupos heteroge´neos, en el que participaron estu-
diantes con necesidades educativas especiales y que eran motivo de observacio´n, debido
a sus problemas de comprensio´n de las actividades. En este caso, se observo´ que los
alumnos con necesidades educativas especiales mejoraron sus resultados en un 86 %
con respecto a las calificaciones previas en la asignatura de Matema´ticas. Por lo tanto,
deducimos que, adema´s de la motivacio´n que conlleva el interactuar con mundos vir-
tuales e interfaces tangibles dentro del aula, el sistema utilizado les permitio´ mejorar
la competencia matema´tica siendo especialmente efectiva con alumnos con problemas
en el aprendizaje.
Para analizar los resultados obtenidos mediante un estudio estad´ıstico, se aplico´ la
prueba t de Student para dos muestras apareadas (t-Test: Paired Two Sample for
Means). Este tipo de prueba para muestras apareadas se aplica a grupos de unidades
que han sido evaluadas en dos ocasiones diferentes. En efecto, en esta experiencia, se
ha pasado el test durante la experiencia y luego se ha vuelto a pasar dos semanas ma´s
tarde, tanto al grupo de control como con el grupo de estudiantes que emplearon el
sistema Virtual Touch.
De esta forma, se pueden comparar los resultados en el momento de realizar la
experiencia y ver lo que han retenido al repetir el mismo test dos semanas ma´s tar-
de. Respecto a los resultados, en el grupo de control el ana´lisis estad´ıstico rechaza la
hipo´tesis nula con un nivel de significancia del 5 %. Por tanto se acepta la hipo´tesis
alternativa, es decir, hay diferencias significativas en los resultados del grupo de con-
trol entre los dos test realizados. En concreto, las calificaciones obtenidas dos semanas
despue´s empeoran los resultados en un 84.6 % de los casos. De la misma forma, apli-
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cando el t-Test Paire Two Samples for Means en el grupo experimental, el resultado
obtenido es la hipo´tesis nula con un nivel de significancia del 5 %. Es decir, que no
hay diferencias significativas entre los resultados de los dos tests de los alumnos en
el grupo experimental. A pesar de no haber diferencias significativas, se ha detectado
que en un 50 % de los casos, los alumnos mejoraron ligeramente su calificacio´n, por
lo que en conclusio´n se observa que los alumnos que han utilizado los tangibles tienen
mejores resultados y han retenido mejor los conceptos estudiados con respecto al grupo
de control.
En el an˜o 2017 se repitio´ la experiencia, y en este caso los resultados fueron sig-
nificativamente mejores en los alumnos del grupo experimental que hicieron uso de
los mundos virtuales y las interfaces tangibles. En la tabla 5.20 se observan los datos
estad´ısticos correspondientes a esta experiencia. Se aprecia que la media aritme´tica del
grupo de control esta´ en 56,85 %, mientras que en el grupo experimental (que hace uso
del tangible FlyStick) la media aritme´tica esta´ en el 80,9 %, por lo que deducimos que
la media de resultados son significativamente mejores en el grupo experimental.
Resultado Grupo de control Grupo experimental
Taman˜o de muestra n=28 m=27
Media aritme´tica X=56,8452 Y=80,86419753
Varianza S1 = 787, 31 S2 = 276, 789
Desviacio´n esta´ndar SD1 = 28, 059 SD2 = 16, 637
Tabla 5.20. Resultados estad´ısticos del tangible FlyStick experiencia
2017.
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En la imagen 5.32 se observa la comparativa de cada pregunta respecto al grupo
experimental que utilizan los mundos virtuales y las interfaces tangibles respecto al
grupo de control (tradicional).
Figura 5.32. Comparativa FlyStick vs Tradicional.
En la tabla 5.21 se aprecian los puntos fuertes y de´biles detectados durante la
experiencia realizada tanto para el tangible FlyStick como para el tangible PrimBox.
A pesar de aparecer algunos aspectos a mejorar, se observa que el sistema mejora el
intere´s del estudiante y el aprendizaje es ma´s significativo teniendo una mejor retencio´n
de los contenidos desarrollados. La realizacio´n de este tipo de experiencias hace que
el estudiante aprenda los conceptos mediante la pra´ctica y la exploracio´n. En cambio,
en otros contextos el estudiante aprende los contenidos de memoria con el objetivo de
mostrarlos u´nicamente en el examen y en pocos d´ıas los ha olvidado.
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Distraccio´n en algunos alumnos
Necesidad de equipamiento (equi-
pos con buena tarjeta gra´fica,
configuracio´n de puertos, ancho
de banda adecuado...)
Es conveniente evaluar el factor
’novedad’ en un periodo de tiem-
po ma´s largo.
Necesidad de crear y adaptar to-
das las actividades y los materia-
les a impartir al mundo virtual.
Necesidad de formacio´n por parte
de los profesores.
Dificultad de controlar el compor-
tamiento de los avatares.
Tabla 5.21. Puntos fuertes y de´biles Virtual Touch: PrimBox y FlyS-
tick
5.6.4.2. Resultados te´cnicos
En esta experiencia, el tangible ha sido desarrollado por Andre´s Ayala que corres-
ponde a un usuario educador de nivel avanzado dentro de la clasificacio´n de usuarios de
la arquitectura Virtual Touch. El usuario avanzado ha sido capaz de crear una nueva
interfaz tangible en un periodo de tiempo muy breve, con lo que se demuestra que la
arquitectura facilita la creacio´n e integracio´n de nuevos tangibles y su conexio´n con los
mundos virtuales.
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5.7. Experiencias complementarias
La siguiente experiencia fue una prueba de integracio´n sobre ReacTIVision [145],
que es un framework muy utilizado en mesas interactivas. Este framework permite
comunicar objetos f´ısicos con los mundos virtuales mediante el uso de fiduciales utili-
zando el protocolo TUIO [146]. Usando ReacTIVision se evita la necesidad de an˜adir
electro´nica a las interfaces tangibles: simplemente pegando el marcador impreso al ob-
jeto tangible se puede identificar su posicio´n haciendo uso del framework ReacTIVision
[145]. Adema´s, el algoritmo de deteccio´n visual con fiduciales es muy robusto, gracias
a la redundancia visual que e´stos aportan. En las pruebas de concepto realizadas con
una webcam ba´sica apenas se han encontrado problemas, incluso con gran variabilidad
de las condiciones de iluminacio´n.
La experiencia consistio´ en realizar diferentes actividades educativas combinando los
mundos virtuales y el framework ReacTIVision, con el objetivo pedago´gico de practicar
los conceptos de geometr´ıa tales como los desplegables, las caras, las aristas, los ve´rtices
y los a´ngulos de diversas figuras geome´tricas.
En la imagen 5.33 se observa una estudiante realizando un ejercicio que consist´ıa
en mostrar a la webcam la figura geome´trica que correspond´ıa a la figura desplegada
que aparece en el mundo virtual. Si la figura mostrada correspond´ıa al desplegable
presente en el mundo virtual, se mostraba un feedback indicando si se hab´ıa realizado
correctamente o no la actividad.
Figura 5.33. Alumna interactuando con tangibles y fiduciales.
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En la imagen 5.34 se visualiza otra actividad realizada en el que el estudiante deb´ıa
ordenar las figuras geome´tricas atendiendo a una determinada propiedad, como puede
ser el nu´mero de ve´rtices, el nu´mero de aristas o el nu´mero de a´ngulos.
Figura 5.34. Alumno seleccionando las figuras geome´tricas para acti-
vidad con OpenSim.
En la imagen 5.35 se observa un estudiante realizando un ejercicio, en el que deb´ıa
mostrar a la webcam las figuras cuyo nu´mero de ve´rtices sume un determinado nu´mero.
De esta forma, el estudiante deb´ıa saber cuantos ve´rtices dispone cada figura geome´tri-
ca.
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Figura 5.35. Alumno contando ve´rtices y aristas para una actividad
de geometr´ıa con OpenSim.
En las tres actividades, los estudiantes pudieron manipular las figuras geome´tricas
y as´ı pudieron contar las caras, las aristas, los ve´rtices o los a´ngulos.
Como se ha comentado previamente, la experiencia ha aportado por una parte otra
forma de ver los beneficios que tienen las interfaces tangibles en la ensen˜anza (en este
caso de las matema´ticas y la geometr´ıa) y por otro lado, la incorporacio´n de otros
frameworks a la arquitectura de Virtual Touch.
Esta experiencia confirma la versatilidad y la modularidad de la arquitectura Virtual
Touch. La arquitectura ha permitido integrar el framework de ReacTIVision de una
forma sencilla, con poco esfuerzo y en poco tiempo. En el transcurso de esta tesis, la
arquitectura Virtual Touch ha permitido integrar una gran variedad de tecnolog´ıas,
que pueden ser u´tiles para los docentes, en el proceso de creacio´n de actividades de




El objetivo de esta tesis ha sido el disen˜o, la implementacio´n y la validacio´n de una
arquitectura que permite la creacio´n de actividades educativas mediante la combinacio´n
de mundos virtuales e interfaces tangibles, generando un entorno de realidad mixta.
Como parte del trabajo desarrollado en esta tesis se han disen˜ado cinco prototipos
funcionales en base a la arquitectura implementada, que han sido probados en diferentes
centros educativos.
La arquitectura implementada en esta tesis esta´ estructurada en capas (como se
puede ver en el cap´ıtulo 4) cumpliendo as´ı el requisito formal RNFA5 (en el cap´ıtulo
4 puede encontrarse una descripcio´n completa de los requisitos formales que se fija-
ron para la arquitectura). Como puede observarse en el cap´ıtulo 5, a lo largo de las
experiencias realizadas ha habido un incremento considerable del volumen de usuarios
participantes, que la arquitectura ha absorbido sin mayor problema. Esto demuestra
que la arquitectura satisface el requisito RNFA6: el sistema implementado es escalable
y permite aumentar el volumen de usuarios y recursos utilizados. La arquitectura ha si-
do disen˜ada para estar en continuo funcionamiento, y en el transcurso de las pruebas y
experiencias as´ı lo ha hecho, satisfaciendo el requisito RNFAP3 sobre la disponibilidad
y continuidad del sistema.
En las experiencias realizadas se empleo´ el sistema operativo Windows para la
ma´quina que actuaba de servidor, y los sistemas operativos Windows, Linux y Mac OS
en los clientes, satisfaciendo as´ı el requisito RNFAP5. La conexio´n a trave´s del cliente
se realizo´ mediante una direccio´n IP y un rango de puertos satisfaciendo as´ı el requisito
RNFAP8. En la experiencia Cu´bica, debido a problemas en la red del centro educativo,
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se decidio´ usar un servidor local, demostrando as´ı que se satisface el requisito RNFAP7.
La arquitectura contempla tres tipos de usuarios educadores en base a su nivel
de conocimientos de informa´tica: el usuario ba´sico, el usuario intermedio y el usuario
avanzado, adema´s del usuario tipo estudiante. Para la conexio´n de todos ellos la ar-
quitectura proporciona un mecanismo de autenticacio´n, satisfaciendo as´ı el requisito
de seguridad RNFAP4. En las cinco experiencias llevadas a cabo en centros educati-
vos han participado profesores pertenecientes a los tres tipos de usuarios educadores.
Segu´n puede comprobarse en el cap´ıtulo 5, todos ellos han sido capaces de conectar y
usar las interfaces tangibles de una forma sencilla satisfaciendo el requisito de conecti-
vidad RNFA9. Las interfaces tangibles desarrolladas, segu´n desprende las encuestas de
usabilidad realizadas, resultaron intuitivas y fa´ciles de usar, por lo tambie´n se satisfa-
cieron as´ı los requisitos de RNFAP1 y RNFAP2, relativos a la usabilidad y apariencia
respectivamente.
En la experiencia Cu´bica participo´ un usuario con nivel ba´sico que fue capaz de
conectar los tangibles y usar el sistema de forma ba´sica. En las experiencias Virtual
Touch Eye y Virtual Touch Book participo´ un usuario con nivel intermedio que fue ca-
paz de realizar modificaciones ba´sicas en el sistema. En las experiencias Virtual Touch
Primbox y Virtual Touch FlyStick participaron dos usuarios de nivel avanzado que
fueron capaces de desarrollar sus propias interfaces tangibles en un tiempo breve. Se
comprueba as´ı que el requerimiento RNFA2 sobre la configurabilidad del sistema se
satisface. Las configuraciones que realizan los usuarios son almacenadas para su poste-
rior uso, satisfaciendo as´ı el requisito de persistencia RNFA8. Adema´s, los educadores
contaron con recursos y actividades predefinidas para uso y reutilizacio´n satisfaciendo
el requisito RNFAP9.
Durante las experiencias, se han integrado diferentes tecnolog´ıas hardware para la
implementacio´n de interfaces tangibles. Cu´bica fue el primer prototipo funcional en
el que se uso´ la tecnolog´ıa Phidgets para la conexio´n de las interfaces tangibles con
los mundos virtuales satisfaciendo el requisito RFVTC2. En la segunda experiencia,
Virtual Touch Eye uso´ la tecnolog´ıa Microsoft Kinect para el reconocimiento de gestos
y figuras geome´tricas satisfaciendo el requisito RFVTE2. En la tercera experiencia,
Virtual Touch Book esta´ compuesto de un libro f´ısico usando la tecnolog´ıa Arduino sa-
tisfaciendo el requerimiento RFVTB2. En las dos u´ltimas experiencias, Virtual Touch
PrimBox y Virtual Touch FlyStick usaron otros sensores dentro de la tecnolog´ıa Phid-
gets, satisfaciendo los requisitos RFVTP2 y RFVTF2 respectivamente.
Por lo tanto, la arquitectura implementada en esta tesis ha permitido integrar tres
tipos de tecnolog´ıas heteroge´neas, demostrando su interoperabilidad, y satisfaciendo as´ı
el requisito RNFA3. Los usuarios avanzados, que construyeron los prototipos funciona-
les Virtual Touch PrimBox y Virtual Touch FlyStick, usaron la API que proporciona
la arquitectura, demostrando que la arquitectura satisface el requisito formal RNFA7:
la arquitectura proporciona una API que describe la forma de conexio´n e intercambio
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de datos entre los componentes del sistema. Adema´s se uso´ entre otros el protocolo
HTTP indicado en el requisito RNFAP6.
Finalmente, durante los desarrollos de las distintas experiencias (ver cap´ıtulo 5) fue
necesario ir incluyendo nuevos mo´dulos (por ejemplo, los mo´dulos que manejaban las
nuevas tecnolog´ıas de interfaces tangibles que se inclu´ıan en cada experiencia), y mo-
dificando otros. Se comprobo´ que dichas adiciones de mo´dulos nuevos o modificaciones
de mo´dulos ya existentes fueron realizadas sin problemas por los usuarios involucrados,
alcanza´ndose as´ı los requisitos RFNFA1 y RNFA4.
Atendiendo a todos estos requisitos que se han satisfecho, se corrobora la hipo´tesis
de investigacio´n H2: ha sido posible definir una arquitectura que permite desa-
rrollar aplicaciones educativas mediante realidad mixta, y que se adapta al
nivel de conocimientos informa´ticos del educador responsable.
Segu´n se describe en el cap´ıtulo 5, en cada experiencia se desarrollo´ un interfaz
tangible adecuado a los objetivos pedago´gicos deseados, satisfaciendo los requerimientos
sobre las interfaces tangibles indicadas en el cap´ıtulo 4.
En la experiencia Cu´bica se uso´ una maqueta de madera que representaba el con-
cepto de array y unos cubos para interactuar con el sistema, cuya representacio´n se
reproduc´ıa en el mundo virtual, satisfaciendo as´ı el requisito RFVTC1.
En la experiencia Virtual Touch Eye se implementaron unas figuras geome´tricas
que eran reconocidas por el dispositivo Microsoft Kinect mediante las que se realiza-
ban diferentes actividades en el mundo virtual para el aprendizaje del idioma catala´n,
satisfaciendo as´ı el requerimiento RFVTE1. La experiencia Virtual Touch Book utilizo´
un libro f´ısico como artefacto tangible que se conectaba al mundo virtual, donde se rea-
lizaban actividades segu´n la pa´gina en que se encontrara abierta el libro, satisfaciendo
de este modo el requisito RFVTB1.
En la experiencia Virtual Touch PrimBox se usaron las interfaces tangibles para
mostrar y modificar las propiedades de las figuras geome´tricas, satisfaciendo as´ı el
requisito RFVTP1.
Finalmente, en la experiencia FlyStick se uso´ un tangible en forma de joystick que
permit´ıa capturar movimientos en los tres ejes de coordenadas, satisfaciendo el requisito
RFVTF1.
Atendiendo a todos estos requisitos que se han satisfecho, se corrobora la hipo´tesis
de investigacio´n H1: Las experiencias realizadas muestran que las tecnolog´ıas de
mundos virtuales pueden ser complementadas por tecnolog´ıas de interfaces
tangibles para conseguir sistemas de realidad mixta.
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Segu´n se describe en el cap´ıtulo 5, los resultados pedago´gicos fueron, en general,
muy satisfactorios.
En la experiencia Cu´bica se demostro´ que el sistema de realidad mixta mejoraba
la motivacio´n de los estudiantes y que el 95 % de estudiantes indicaron que el tangible
les ayudo´ a entender mejor el concepto de vector o array.
En la experiencia Virtual Touch Eye se observo´ que los elementos tangibles ayuda-
ron a mejorar la comprensio´n de la grama´tica catalana, especialmente a los alumnos
que no ten´ıan familiaridad con el alfabeto latino, lo que les conllevaba ma´s problemas
en la ensen˜anza con me´todos tradicionales.
En la experiencia Virtual Touch Book se utilizo´ la gamificacio´n como estrategia
de aprendizaje: los estudiantes aprendieron la cultura griega haciendo uso de un libro
tangible y los mundos virtuales. En esta experiencia, los alumnos fueron estructurados
en varios grupos: grupo de control y grupo experimental. Se observo´ que en el grupo
experimental los resultados fueron mejores con respecto al grupo de control (80 % del
grupo experimental frente al 60 % del grupo de control).
En la experiencia Virtual Touch PrimBox se observaron mejores resultados en el
grupo de estudiantes que emplearon el sistema de realidad mixta. Los resultados ob-
tenidos fueron muy claros en cuanto a la motivacio´n y al intere´s que mostraron los
estudiantes al interactuar en un entorno similar a un juego: el 96.2 % de los estudiantes
les gusto´ la experiencia y volver´ıa a participar en experiencias similares.
En la experiencia Virtual Touch FlyStick tambie´n se dividio´ a los estudiantes en dos
grupos. Aunque en el primer momento el resultado de las pruebas no mostro´ mejoras
significativas en el grupo de estudiantes que utilizo´ la realidad mixta, sin embargo,
tras repetir la evaluacio´n dos semanas despue´s s´ı que se observaron mejores resultados
en el dicho grupo, lo cual puede interpretarse como que se ha conseguido una mejor
retencio´n de los conocimientos.
Por tanto, en base a los resultados cualitativos y cuantitativos de las experiencias,
en las que han participado un total de 247 estudiantes, se corrobora la hipo´tesis de in-
vestigacio´n H3: las aplicaciones educativas mediante realidad mixta consiguen
un aprendizaje ma´s significativo.
En resumen, la arquitectura Virtual Touch ha satisfecho todos los requisitos pre-
vistos, corroborando as´ı las hipo´tesis de investigacio´n de esta tesis, y alcanzando por
tanto los tres objetivos generales fijados inicialmente (ver cap´ıtulo 1):
Se ha desarrollado una arquitectura que combina los mundos virtuales junto con las
interfaces tangibles proporcionando un entorno de realidad mixta que permite desa-
rrollar aplicaciones educativas de una forma ra´pida y sencilla. La arquitectura permite
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la creacio´n de aplicaciones educativas atendiendo a los conocimientos informa´ticos del
educador.
Se han enriquecido los procesos de ensen˜anza-aprendizaje mediante el uso de en-
tornos virtuales y mediante la interaccio´n a trave´s de las interfaces tangibles.
Se han probado varias aplicaciones educativas en centros educativos reales, y se ha
demostrado su usabilidad, su efectividad y la consecucio´n de mejoras en el aprendizaje.
6.2. Trabajo Futuro
Aunque la arquitectura Virtual Touch en su estado actual de desarrollo e imple-
mentacio´n ha demostrado ser completamente operativa, cumpliendo todos los objetivos
previstos inicialmente, durante su evaluacio´n experimental se han identificado posibles
a´reas de mejora, que se proponen como futuras l´ıneas de investigacio´n.
Mejora de algunos aspectos te´cnicos de la arquitectura desarrollada. La arquitec-
tura dispone de algunas funcionalidades en fase de pruebas y habr´ıa que terminar
de implementar, adema´s de realizar las correspondientes pruebas.
Prueba exhaustiva y mejora de la escalabilidad del sistema a trave´s de experien-
cias en ma´s centros educativos.
Mejora del disen˜o y la funcionalidad de los prototipos funcionales desarrolla-
dos. Algunos prototipos pueden mejorar tanto la usabilidad como la efectividad.
Tambie´n ser´ıa interesante reducir el costo de los sensores evaluando posibles al-
ternativas ma´s econm´icas.
Ampliacio´n del nu´mero de tecnolog´ıas y de interfaces tangibles que forman parte
del sistema Virtual Touch. Por ejemplo, la integracio´n de la Raspberry Pi al
sistema.
Creacio´n de un banco de recursos educativos para los mundos virtuales. De esta
forma, los profesores reducir´ıan esfuerzos en la creacio´n de actividades adaptadas
a los mundos virtuales.
Realizacio´n de propuestas dida´cticas que favorezcan el trabajo cooperativo, las
inteligencias mu´ltiples y la gamificacio´n en entornos virtuales tridimensionales e
interfaces tangibles.
Realizacio´n de ma´s experiencias en centros educativos. Se an˜adir´ıan ma´s cues-
tionarios y se realizar´ıan ma´s estudios estad´ısticos. Tambie´n se repetir´ıan todas
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las experiencias al cabo de un tiempo para seguir comparando los resultados
obtenidos y viendo si realmente existen beneficios del sistema a largo plazo.
Realizacio´n de una evaluacio´n ma´s exhaustiva del sistema por los diferentes tipos
de usuarios atendiendo al nivel de conocimientos de informa´tica y programacio´n.
Realizacio´n de un estudio espec´ıfico de las interfaces tangibles dirigido a estu-
diantes con necesidades educativas especiales (alumnos con de´ficit de atencio´n,
alumnos con hiperactividad, alumnos con Asperger, etc.)
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Algoritmos de ordenación  
Nombre:	______________	Apellidos:	______________________	Grupo:	___	
1. Ordena	 el	 siguiente	 vector	 utilizando	 el	 algoritmo	 de	 la	 burbuja.	 Anota	 las	
diferentes	pasadas	que	has	realizado.		




















	 	 	 	 	 	
	
	
2. Ordena	el	 siguiente	 vector	utilizando	el	algoritmo	de	 selección	 directa.	Anota	 las	
diferentes	pasadas	que	has	realizado.	





















	 	 	 	 	 	
	
3. Ordena	el	 siguiente	 vector	utilizando	el	algoritmo	de	 inserción	 directa.	 Anota	 las	
diferentes	pasadas	que	has	realizado.	




















	 	 	 	 	 	
	
4. Ordena	el	 siguiente	 vector	utilizando	el	algoritmo	de	 selección	 directa.	Anota	 las	
diferentes	pasadas	que	has	realizado.	
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Anexo 3. Cuestionario usabilidad
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lenguaje# geométrico# (vértice,# ángulos,# puntos,# punto# medio,# posición,# rotación…)#
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lenguaje# geométrico# (vértice,# ángulos,# puntos,# punto# medio,# posición,# rotación…)#

















Nombre y Apellidos *1. 
Curso y grupo *2. 
Respecto a la figura 1, ¿cuál es el nombre de la curva generada? *








Evaluación: Actividad Cónicas https://docs.google.com/forms/d/1G1GgUfLaUTxdAU2z472roR...
1 de 7 28/1/16 6:58
Respecto a la figura 2, ¿cuál es el nombre de la curva generada? *







Evaluación: Actividad Cónicas https://docs.google.com/forms/d/1G1GgUfLaUTxdAU2z472roR...
2 de 7 28/1/16 6:58
Respecto a la figura 3, ¿cuál es el nombre de la curva generada? *






Respecto a la figura 4, ¿cuál es el nombre de la curva generada? *








Evaluación: Actividad Cónicas https://docs.google.com/forms/d/1G1GgUfLaUTxdAU2z472roR...
3 de 7 28/1/16 6:58
¿cuál es el nombre de la curva generada 1? *






La curva generada 1, ¿a qué figura corresponde? *







Evaluación: Actividad Cónicas https://docs.google.com/forms/d/1G1GgUfLaUTxdAU2z472roR...
4 de 7 28/1/16 6:58
¿cuál es el nombre de la curva generada 2? *






La curva generada 2, ¿a qué figura corresponde? *






La curva generada 3, ¿a qué figura corresponde? *







Evaluación: Actividad Cónicas https://docs.google.com/forms/d/1G1GgUfLaUTxdAU2z472roR...
5 de 7 28/1/16 6:58
¿cuál es el nombre de la curva generada 3? *






¿cuál es el nombre de la curva generada 4? *






La curva generada 4, ¿a qué figura corresponde? *







Evaluación: Actividad Cónicas https://docs.google.com/forms/d/1G1GgUfLaUTxdAU2z472roR...
6 de 7 28/1/16 6:58
Con la tecnología de
¿Te ha parecido interesante la actividad realizada? *




¿Te ha sido difícil realizar la actividad? *




Evaluación: Actividad Cónicas https://docs.google.com/forms/d/1G1GgUfLaUTxdAU2z472roR...
7 de 7 28/1/16 6:58
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Anexo 7. Esquema Virtual Touch Book
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VirtualTouch Book 
En el siguiente esquema vemos la comunicación que hay entre el microcontrolador Arduino con 
respecto el middleware y la conexión a los mundos virtuales donde se recibirá la información de 
los sensores LDR. 
 
En base a la imagen anterior, vamos a dividir el proceso en 4 pasos con el objetivo final de 
permitir la lectura de la página abierta del libro VirtualTouch Book y que desde el mundo virtual 
pueda procesarse y se puedan realizar ciertas acciones según la página que esté abierta. 
1. El primer paso consiste en crear el programa para poder volcarlo al microcontrolador 
Arduino. Para esta experiencia se usan sensores LDR (fotorresistencia) que se colocan 
en cada una de las páginas del libro para así identificar la página que está abierta según 
el LDR que más luz está recibiendo. En la siguiente imagen, vemos el código inicial para 
empezar a desarrollar el prototipo y solo aparece para un único sensor LDR.  
 
  
2. El segundo paso consistirá en compilar y volcar el programa desarrollado en el 
dispositivo Arduino y comprobar si envía señales por el puerto serie.  
 
3. El tercer paso consiste en programar desde el middleware la forma de recibir los datos 
mediante el puerto serie. Para ello, usando el lenguaje C#, programaremos un manejar 
para que cada vez que reciba un mensaje por el puerto serie lo almacene en una variable 
para posteriormente se pueda enviar al mundo virtual. En la siguiente imagen, vemos 
un fragmento de un método que permite leer los valores recibidos mediante el puerto 
serie. Podemos ver la línea de código (client.self.chat()) que lo que hace es enviar al 
mundo virtual la cadena que ha sido enviada desde el microcontrolador Arduino 
indicando la página actual del libro tangible al canal 19 del mundo virtual.  
 
 
4. El cuarto y último paso consiste en programar un script usando LSL para que cuando 
reciba un mensaje lo pueda procesar y así pueda modificar el comportamiento de 
determinados objetos o nos redirija a una zona concreta de la isla virtual. En la siguiente 
imagen vemos un ejemplo básico de cómo se lee un mensaje por el canal 19 y se cambia 
la textura de un determinado objeto.  
 
 
 
