In this study, a classification methodology of snow particle types, i.e., crystals, aggregates, rimed snow, and graupel, by using spatial variability of the equivalent radar reflectivity factor is proposed. The methodology is formulated on the basis of the analysis of vertically pointing Doppler radar, scanning dual-polarization weather radar, and supporting surface observations. It is argued that by using the proposed snow-type identification methodology, it is possible to guide the choice of the particular parameters of power law relations of equivalent radar reflectivity factor̶liquid equivalent snowfall rate. The validity of the classification results are demonstrated by comparing the classification output to Vaisala WXT observations, which can be used to detect presence of high-density particles in snow. The performance of the proposed quantitative snowfall estimation algorithm is illustrated using an example of the data collected from the C-band operational Helsinki Vantaa radar and ground instruments (Vaisala PWD-11, Pluvio).
Introduction
Weather radar-based quantitative precipitation estimation of snowfall is notoriously difficult. Radar observations of snow depend on size, orientation, and density of the snow particles. Variability of these physical properties is one of the major uncertainty sources in quantitative snowfall estimation with radar (Mitchell et al. 1990 ). The snowfall rate estimation using radar measurements has been studied for decades. Conventional radar-based snowfall estimation methods have used power law relations between 763 the equivalent radar reflectivity (Z) and liquid equivalent precipitation rate (S) (Marshall and Gunn 1952; Sekhon and Srivastava 1970; Smith 1984; Fujiyoshi et al. 1990; Rasmussen et al. 2003; Matrosov et al. 2009; Huang et al. 2010; Zhang et al. 2011) . These methods generally show wide variability owing to physical properties and behavior of snow. The variability of parameters in the Z̶S relations can cause a factor of two-order difference in snowfall estimation (Matrosov et al. 2009 ).
The classification of winter precipitation according to hydrometeor classes such as aggregates, graupel, and rimed particles can give guidance for the refinement of snowfall estimation techniques. Classification of snowfall from weather radar measurements is difficult. Despite the successful application of fuzzylogic-based hydrometeor classification algorithms (Vivekanandan et al. 1999; Liu and Chandrasekar 2000; Straka et al. 2000; Lim et al. 2005; Ryzhkov et al. 2005; Keränen et al. 2007; Park et al. 2009; Chandrasekar et al. 2013 ) to summer precipitation, limited progress has been made in winter precipitation. As shown by experience, polarimetric radar signatures are not very different for many types of ice particles, i.e., aggregates and rimed ice particles. Because of the abovementioned reasons, the ability of radar observations to improve quantitative radar estimation of snowfall has been very limited (Brandes et al. 2007) .
In this paper, a snow-type identification technique that uses two-dimensional decision function is proposed. The decision function is constructed by a combination of reflectivity value and spatial variability of reflectivity. A classification-based snowfall rate estimation that can reduce the effect of variability owing to physical properties and behavior of snow is also suggested. The proposed algorithm is evaluated using the C-band operational Helsinki Vantaa radar (VAN) and ground instruments such as Vaisala PWD-11 and Pluvio. Snowfall measurement errors from ground instruments can make it difficult to evaluate the Z̶S relations. Here the ground instrument error is not considered for evaluation.
The paper is organized as follows: Section 2 introduces the measurement setup for this study. Section 3 describes a snow-type identification method using a combination of spatial variability and reflectivity value. Section 4 presents a snowfall rate estimation technique that is guided by snowfall types, whereas the proposed snowfall estimation algorithm is evaluated in Section 5. Finally, important results are summarized in Section 6.
Measurement setup
In this study, measurements from the Helsinki Testbed (Koskinen et al. 2011) were used. These measurements include observations of the Finnish Meteorological Institute Vantaa dual-polarization Cband weather radar (Saltikoff and Nevvonen 2011) , FMI surface sensors, University of Helsinki, Kumpula, and transportable Doppler weather radars. The Kumpula radar is a C-band polarimetric weather radar located atop the Department of Physics building (60°12.26ʼ N, 24°57.78ʼ E). The radar is positioned 59 m above the mean sea level and 30 m above the ground level. The transportable Doppler C-band weather radar used in this study is stationed 32 km to the north (azimuth 11.8°) of the Kumpula radar in Järvenpää (60°29.07ʼ N, 25°4.91ʼ E). The radar is positioned 53 m above the mean sea level and approximately 3 m above the ground level. There is a clear line of sight between the radars. The layout of the instruments is shown in Fig. 1 .
The surface sensors used in this study are weighing precipitation gauges, snow depth sensors, present weather sensors (Vaisala PWD 11), and impact sensors (Vaisala WXT 510). In general, WXTs are not considered as snow measurement sensors. However, we believe that these sensors, because of their measurement principle, can provide an additional source of information on prevailing snow types. In WXT510, precipitation measurement is based on Vaisala RAINCAP sensor, which detects the acoustic impact of individual raindrops (Salmi and Ikonen 2005) . The signals resulting from the impact are proportional to the diameter, and thus the volume of the drops, and therefore the signal of each drop can be directly converted to accumulated precipitation. The sensor can also distinguish hailstones from raindrops.
During snowfall, this sensor should not produce signals since snowflakes are not sufficiently hard to cause a detectable impact. However, if a signal is detected, it can be attributed to dense snow particles, such as graupel or snow grains. It was observed, as will be shown later, that in some cases impacts are sufficiently strong to be detected by the standard WXT algorithms and identified as caused by hail. In several such cases, we could trace those observations to ground reports of large graupel particles.
Snow-type identification

Setting the classification criteria
To identify precipitation events with different snow types, measurements of snow depth and accumulated Vol. 91, No. 6 Journal of the Meteorological Society of Japanprecipitation liquid equivalent were used. Snow growth processes influence the density of freshly fallen snow: aggregates are less dense than particles grown mainly by riming. Power et al. (1964) have found that unrimed particles will have densities below 0.1 g cm −3
, while rimed particles will have larger densities. Therefore, the snow ratio, ratio of snow depth change to liquid equivalent (Jodson and Doesken 2000) , of less than 10: 1 would indicate rimed ice particles. Snowfall accumulations and snow depth changes from Finnish Meteorological Institute weather stations located within 60 km from the Järvenpää radar were used (Table 1, Fig. 1 ). The observations are conducted daily at 6 UTC and represent 24 h accumulations. The snow ratios calculated from these measurements are used to estimate a predominant snow-type, i.e., rimed or unrimed, for each snowfall event. Snow depth was mainly measured manually, but at several stations, acoustic snow depth sensors were installed before March 2009. The liquid water equivalents (LWE) were manually measured by volumetric gauges.
The measurements are presented in Table 1 and Fig.  2 . The snow ratios, slopes of lines that fit the data and pass through the origin, are calculated using iteratively reweighted least-square linear regression with a bisquare weighting function (Holland and Welsch 1977) . The method is less sensitive to outliers, and therefore is well suited for this analysis. It can be seen that observations of To further verify those observations and pinpoint the exact time of riming occurrence, the analysis of Doppler power spectra recorded by the transportable Doppler radar were used. During Doppler spectra recording, the Kumpula radar performed range̶height indicator (RHI) scans over the transportable radar. These scans were repeated every 2 min. Given the measurement geometry, the Kumpula radar beam is approximately 500 m wide at the location of the transportable radar and the lowest beam height is 350 m. The range resolution of the transportable radar is 100 m. In Fig. 3 , the Kumpula radar RHI and corresponding transportable radar observations collected on March 3 and March 9, 2009, are shown.
The aggregates of dendrites and densely rimed dendrites have fall velocities in the range of 0.7̶1.5 m s −1 (Locatelli and Hobbs 1974) . Rimed aggregates and lump graupel have velocities that exceed 1.5 m s −1 (Locatelli and Hobbs 1974) . Therefore, a transition from 1 m s −1 fall velocity to fall velocities exceeding 1.5̶2 m s −1 indicates heavy riming (Locatelli and Hobbs 1974; Mosimann 1995) . This signature can be seen in Fig. 3B3 ). From these observations, we can conclude that during observation, the prevailing particle type was rimed aggregates. Unfortunately, vertical Doppler measurements do not provide a clear distinction between aggregation and riming processes for all cases. It is difficult to separate aggregates from densely rimed crystals (small graupel) by using only the fall velocity information. For example, a comparison of Fig. 3A3 and Fig. 3C3 does not allow for the discrimination of prevailing particle types observed during those events based on Doppler velocity measurements alone. Surface observations at the radar site on 0900 UTC 3 March have shown that the prevailing precipitation type was small graupel of approximately 3 mm in size.
A casual comparison of measured reflectivity fields in Fig. 3 shows that overall equivalent reflectivity factor exhibits stronger spatial variability for the riming cases, i.e., on March 9, 2009, than for the case where riming was not detected (March 3, 2009). We argue that the observed difference in the continuity of radar reflectivity fields is related to physical processes occurring and can be used as an indicator of riming. Wüest et al. (2000) have reported a correlation between variability of ice-particle vertical velocities and degree of riming (Mosimann et al. 1994 ). They have discussed two possible explanations of the observed correlation. The first explanation is the influence of turbulence on observed vertical velocities of ice particles. Pinsky and Khain (1998) have demonstrated that turbulence increases collision probability between ice particles and water droplets, and therefore makes riming more efficient. An increase in riming efficiency would result in higher degrees of riming and the resulting superposition of turbulent motion and terminal fall velocity of ice particles would result in higher variance of the mean vertical velocity observed by radar.
The other explanation is that riming will result in increased variation in terminal fall velocities of ice particles caused by changes in density. Wüest et al. (2000) have shown that even though this effect is present, it is not sufficiently strong to explain the observations. We believe that there is a third explanation that can explain the observations of Wüest et al. (2000) and the observed variability of the reflectivity field. Particle sorting due to different fall velocities of snowflakes of different densities could result in an increased variability of the Doppler velocities observed by a vertically pointing radar. Since terminal fall velocity as well as radar reflectivity depend on particle density, these two observations are related and should exhibit a similar behavior, i.e., increased variability of fall velocity corresponds to an increased variability of reflectivity field.
To quantify the differences in the reflectivity field continuity, we have used a variogram-based analysis. Germann and Joss (2001) have used variograms to assess reflectivity field continuity and to study the impact of the extrapolation of radar derived precipitation intensity from the radar beam height to the ground. In a similar manner, we estimate a variogram, 2γ(h), of the observed reflectivity field as
where Z is the radar reflectivity factor expressed in dB, R is the horizontal distance, h is the lag distance between reflectivity measurements, and N(h) is the number of pairs used for averaging. The number of pairs depends on the lag distance.
In this study, we have calculated variograms from RHI observations presented in Fig. 3 . Prior to the calculations, the RHI measurements were converted to the Cartesian coordinate system, with vertical and horizontal spatial resolutions of 100 m. The variograms were calculated for each height for the lowest 1 km and a horizontal extent of 30 km. The resulting variograms were averaged; the final product is presented in Fig. 4 . One can see that the variograms for these cases are very distinct. The rimed snowfall events exhibit higher spatial variability, especially the small graupel event. The aggregation event on March 3, 2009, on the other hand, shows a very homogeneous reflectivity field.
Classification methodology
As shown above, the spatial variability of reflectivity factor exhibits some skill in discriminating between different snow types. Even though, aggregates and rimed snow cases have similar reflectivity values, spatial structures of reflectivity fields are rather different. The reflectivity field observed during riming exhibits more spatial variability than that observed during aggregation. In addition, graupel is also characterized by larger reflectivity values than other snow types (Straka et al. 2000) . Therefore, by using a combination of spatial variability and reflectivity value, a snow-type classification can be established. To simplify the applicability of the method, a variogram analysis is substituted by the normalized standard deviation of reflectivity. Fig. 5 demonstrates the decision boundary for the identification between various snow types and decision boundary values are listed at Table 2 . The dots and asterisks indicate data collected by the operational C-band Helsinki Vantaa radar on January 4 and 7, 2010, respectively. Note that the decision boundary of snow type can depend on the characteristics of radar system such as frequency and signal fluctuation. Therefore, the boundary may need adjustment for different radar systems. The boundary in Fig. 5 is adjusted by comparing the Helsinki Vantaa radar and ground instruments such as WXT. The normalized standard deviation of Z (NSD) is expressed as
Vol. 91, No. 6 Journal of the Meteorological Society of Japan 768 Fig. 4 . Variograms of effective radar reflectivity factor calculated for three events is shown. Based on ground and vertically pointing Doppler observations, March 3 is identified as the event where aggregation dominated the snow growth process. On March 9, rimed aggregates were observed on the ground at 10̶11 UTC and small graupel was observed at 09̶10 UTC.
where m and n indicate the azimuth and range of the gate, respectively, and M and N represent the number of gates at azimuth and range, respectively. By analyzing Figs. 3B and 3C, we can see that most core cell sizes are approximately 2̶3 km in depth. From this analysis, in this study nine gates with 500 m resolution and five azimuths are used (M = 4, N = 2). By using the normalized value, the effect of reflectivity can be reduced. For example, if the values of Z and NSD(Z) are 20 dBZ and 0.7, it is classified as aggregate. However, if the values of Z and NSD(Z) are 20 dBZ and 0.9, it is classified as rimed snow.
Snowfall rate estimation
The equivalent reflectivity factor for snowflakes can be written as (Smith 1984)
where m is the complex refractive index of water and λ is wavelength. The liquid equivalent snowfall rate, S can be expressed as
where ρw is the density of water, g(D) mass̶size relation, and vt(D) is the fall velocity̶size relation. Reflectivity and snowfall relations are expressed in terms of a power law:
where Z is the equivalent radar reflectivity factor in mm 6 m −3 and S is the snowfall rate (expressed as the liquid equivalent per unit volume) in mmh −1
. The coefficients α and β depend on environmental factors (temperature, humidity) and microphysical properties (size, fall velocity, phase, and density). Although there is significant variability of the coefficients of Z̶S relations, recent studies showed that the typical values of coefficients α and β were in the range 30̶140 and 1.2̶1.55 for X-band (Matrosov et al. 2009 ) and 100̶ 300 and 1.1̶2.0 for C-band (Huang et al. 2010) , respectively. The schematic diagram of the classification-based radar snowfall estimation system is demonstrated in Fig. 6 . First, using the NSD versus Z space, the snow types are identified. Next the parameters of Z̶S relations are selected on the basis of the classification results. To understand the variability of parameters corresponding to different snow types, theoretical simulation has been conducted (Matrosov et al. 2009 ). For aggregates, relations of Locatelli and Hobbs (1974) and Heymsfield et al. (2004) were used, whereas Brandes at al. (2007) relation was used for rimed snow and Hogan et al. (2000) for crystals, respectively. Unlike raindrops, the relation between density and size of snowflakes varies significantly. Figure 7 depicts snowflake bulk density as a function of size for different relations, whereas relation of reflectivity and liquid equivalent snowfall rate is shown in Fig. 8 . The coefficients of Z̶S relations used are shown in Table 3 . The ranges of Z̶S power law coefficients agree reasonably well with results of Matrosov et al. (2009) and Huang et al. (2010) . For high-density ice particles, the parameters were adopted from Gray and Male Vol. 91, No. 6 Journal of the Meteorological Society of Japan 770 (1981) and Rasmussen et al. (2003) . By subsequently applying the selected parameters, the snowfall rate is estimated.
Data Analysis
The proposed snowfall estimation algorithm is tested by the operational C-band Helsinki Vantaa radar and ground instruments (Vaisala PWD-11 and Pluvio, which are located at the University of Helsinki, Kumpula; WXT located at Hietaniemi cemetery). OTT-Pluvio is an all-weather precipitation gauge that uses superior weight-based technology to measure rainfall, snow or hail. PWD is the Vaisala present weather sensor that measures the intensity and accumulation of precipitation.
The proposed classification and snow estimation methodology was applied to two snowstorm events. One occurred on January 4, 2010. The event was characterized by several graupel reports, locations of which are shown in Fig. 1 , and an exceptionally high radar reflectivity of 50 dBZ that is linked to 1 cm graupel reports. Another event used in this study is a large-scale snowstorm that arrived to Helsinki from the south-easterly direction at around 0400 UTC 7 January 2010. During the day, surface winds were approximately 3 m s −1 or less, which facilitated the comparison of radar and precipitation gauge observations. Figure 9 shows the comparison between classification results by Vantaa radar observation and WXT on the January 4, 2010, case. the classification result. To evaluate the classification procedure, the classification results are compared to the WXT reports. Since snow is not sufficiently hard to cause a detectable impact, only heavily rimed particle such as graupel are registered by WXT. For this particular event, there were several ground reports of large; up to 1 cm; and small, of approximately 3 mm, graupel on the ground. These reports correspond well with the hail and rain classes of WXT. Therefore, if during winter at temperatures below 0°C, WXT reports hail, the report most probably corresponds to large graupel, while the report of rain corresponds to small graupel. By using this information and analyzing WXT observations in Fig. 9c , one can conclude that WXT reports large graupel at 1845 UTC and small graupel after that. The air temperature varyied from −4 to −1°C during this event. From the comparison of results presented in Fig. 9 , we can see that the classification results using spatial variability of radar reflectivity match well with the WXT reports, especially at high-density ice regions. It should be noted that rimed aggregates are not sufficiently hard to be detected by WXT, probably hence there were no reports before 1840 UTC and after 1910 UTC. The radar-based snowfall precipitation estimation, based on the proposed technique, has been compared with PWD-11 and Pluvio. The results are shown in Fig.  10 . The blue and olive lines in Fig. 10a represent measured Z and NSD values, respectively. Data from Finnish Meteorological Vantaa radar is used in this study. The results of snow classification are presented in Fig. 10b . Figure 10c shows the comparison of Vol. 91, No. 6 Journal of the Meteorological Society of Japan 772 snowfall rate from the PWD-11, Pluvio, and the radarbased estimate. Figures 10d and 10e show the plan position indicator (PPI) plots of radar reflectivity at 1900 UTC and 1940 UTC. Red circles indicate the location of the University of Helsinki, Kumpula where the surface observations were collected. Overall, we can conclude that radar-based snowfall estimate compares well with the surface observations. To check the performance of the method in different conditions, the method was used on the observations collected on January 7, 2010. Figure 11 is similar to Fig. 10 , except that the data is from January 7, 2010. The PPI plots presented in Figs. 11d and 11e show radar reflectivity values observed at 0810 UTC and 1030 UTC, respectively. The classification indicates that the prevailing snow type during this day was snow aggregates. The radar-based precipitation estimates compare well with the PWD values and are somewhat higher than those of OTT Pluvio gauge. It is not easy to tell which sensor reports are more accurate in this situation. However, it is not uncommon to see differences in snowfall rate observations between different precipitation sensors.
Summary
A methodology for the classification and quantification of snowfall has been presented. The proposed classification methodology divides snow types into crystals, aggregates, rimed snow, and high-density snow (graupel). Compared with other classification schemes presented in literature, the proposed method is different in that it uses the spatial continuity of radar reflectivity field as well as reflectivity observations. It is shown that the spatial continuity of reflectivity field can be linked to the presence of riming, i.e., observed reflectivity shows more spatial variability in case of riming. This variability is possibly linked to particle sorting.
The proposed method uses snow-type identification to guide the choice of the particular parameters of power law relations of equivalent radar reflectivity factor̶liquid equivalent snowfall rate. This technique can reduce the variation of quantitative snowfall estimation due to difference in physical properties of snow particles. The snow-type identification method compared favorably with WXT observations, which are sensitive to high-density particles (such as graupel). Furthermore, the proposed algorithm was applied to Cband radar measurements and resulting snowfall rates were compared to surface sensor observations. The results show that the selective choice of power law parameters corresponding to snow types can provide accurate snowfall estimation.
