ABSTRACT
1.INTRODUCTION
Machine learning is a domain of computational statistics, a specialized field of prediction making. This aims at artificial learning i.e. the construction of such algorithms which are capable of learning from data [1] . Such learning is based on the development of model from training data and hence making decisions using the model on the test data. Supervised machine learning [2] is marked by the presence of a supervisor in a way that training set comprising of a number of inputs and corresponding output i.e. associated label is provided to the machine for initial learning and model forming. Later with the help of this generated model, required output is generated on any input not present in the training set. On the other side, the unsupervised learning [2] does not contain any such supervisor. These try to find out hidden relation between the unlabelled data. Classification, regression etc. are techniques of supervised learning whereas clustering, self-organizing neural network map etc. are techniques of unsupervised learning. Other learning approaches in existence are semi supervised learning, reinforcement learning, developmental learning etc.
In classification [3] , the training data is divided into two or more classes. A model is required to be formed which can distinguish between the category and generate an ability to place new input instances in the correct class to which it belongs. The performance measure of classification is the classification accuracy. The goal of any learning lies in achieving best possible classification accuracy. Several classification algorithms are being applied onto various datasets but the scope of improvement in the performance through the use of new techniques is always there. Machine learning aims at obtaining high test accuracy. Number of popular classifiers used widely for several classification techniques are k nearest neighbour classifier, decision tree classifier, frequent pattern classifier, bayes classifier, rule based classifier, support vector machine (SVM) classifier etc. [4] Among these SVM [5] classifier is most studied and implemented classifier these days because of its high accuracy and exceptional ability to model complex non-linear decision boundaries by mapping non-linear data to higher dimensions. Hence both linear as well as non-linear data can be well classified by this classifier. Also, because of the presence of support vectors in SVM classifiers, the compactness of the classification is very high. Groups of people can often make better decisions than individuals [6] . Hence the ensemble of classification models results into improved classification accuracy than the individual classifier model.
The task of prediction can be time series where the training data for model generation is recorder over a long span of time and in such cases batch learning is done [7] . In batch learning, the model generated on individual batches till the previous time unit is ensembled to form the resultant model for testing of present batch data. Another prediction can be non-time series where the training data for model generation contains various instances at one particular time instant. Batch learning is not feasible in such classifications since all the instances are equally related to each other. Hence for obtaining the ensemble of classifiers, the techniques possible for individual model generation are bagging [6] with bootstrap subsampling, deep learning and feature subset selection etc. These techniques aim at increasing the diversity for the ensemble of classifiers. Even in the ensemble of classifier model, there occurs an ill posed problem of overfitting. This problem can be handled through regularization. The vector norms applied in the process of regularization handles overfitting by reducing the mean squared distance between the training instances. This paper deals with three prediction problems, first, the prediction of type of IRIS plant from among Iris Setosa, Iris Versicolour and Iris Virginica, second, the prediction of a good radar return or a bad radar return from the Ionosphere and third, the prediction of type of wheat kernel from among Kama, Rosa and Canadian variety. The prediction making for above is done through regularized weighted ensemble of deep support vector machine classifiers. The individual models for the ensemble learning are generated through feature subset selection and deep learning. The weights are assigned to each individual model by majority voting technique. These weights are then regularized through four variations i.e. norm 1, norm 2, tikhonov and singular value decomposition (SVD) reduced norm 2 regularization. This form of regularization reduces the curvature of each depression and convolution of the non-linear boundary plot of SVM and hence the loss function is modified to promote generalization and provide the essential curve fitting over the input feature vectors for classification. To the best of our knowledge, this technique of regularization of weights with deep learning and such ensemble learning approaches in the supervised machine learning task, for dealing with the problem of overfitting of the classifiers has yet not been applied to such prediction problems. In the stretch of paper firstly the detail about dataset and background concepts are discussed. Moving further the algorithm, framework, experiment results and comparison analysis is done.
DATA SET
Three prediction problems used in this paper are summarized in table 1. The training set and test set comprise of 70% and 30% of the whole database respectively. This ratio of 7:3 is an arbitrary ratio but is chosen because it is a good practical ratio according to most of the experiments in machine learning.
2.1.IRIS Dataset
Iris database is created by R.A. Fisher and donated by Michael Marshall in July 1988 [8] . This is a popular dataset and is being successfully used in several problems related to prediction and pattern recognition. The data set contains 3 classes specifying the type of iris plant from among Iris Setosa, Iris Versicolour and Iris Virginica. There are a total of 50 instances per class in the whole dataset. The classification problem is the prediction of category of Iris plant. The four attributes or features in record of the dataset are sepal length (cm), sepal width (cm), petal length (cm) and petal width (cm). Table 2 describes the number of instances of each class in total, training and test data of Iris data set. Table 3 describes major previous related work done on Iris data. 
2.2.Ionosphere Dataset
Ionosphere database is created at Johns Hopkins University and donated Vince Sigillito in 1989 [18] . For collection of the dataset, radar system is used. This radar contains phased array of 16 high frequency antennas with the help of which the free electrons in the ionosphere are recorded. The two classes into which the categorization has to be done are "good" and "bad" ionosphere.
Predictions are done on the basis of 34 attributes. This large number of attribute lists marks this dataset different from the other two dataset mentioned in this section. Table 4 shows the number of instances of each class in total, training and test data of Ionosphere data set. Table 5 shows previous major similar contribution on Ionosphere data set 81.00
Seed Dataset
Seed database is one of the new database and hence has a very few previous experiments in its list. Dataset mentions in it the geometrical properties of the kernel which is a characteristic to differentiate varieties of wheat i.e. Kama, Rosa and Canadian. For the collection of the dataset some X-ray techniques are used [27] . Seven parameters of wheat kernels which forms the feature set in the dataset are area (A), compactness (C = 4*pi*A/P^2), perimeter (P), length of kernel, asymmetry coefficient, width of kernel, and length of kernel groove. Table 6 shows number of instances of each class in total, training and test data set of seed data. Table 7 shows the major previous similar contribution on seed data. (To the best of our knowledge, this data has been worked upon on the similar proposals, only by its developers, till date. Hence a single previous work is reported in table 7). 
3.BACKGROUND APPROACH

3.1.SVM Classifier
Origin of SVM classifiers lies in VC dimensions. VC dimension is defined on a set of function. It is the maximum number of points that can be separated in all possible ways by that set of function. The non-linearly separable data are transformed to higher dimensions for achieving classification through SVM (figure 1). The margin between the classes can be soft margin or hard margin (figure 2). In case of soft margin classifiers, the model generated contains the compensation of the misclassified instances. However the hard margin does not allow any misclassification. Instead, it plots strict non-linear boundary to avoid misclassification. SVM classifies the data through hinge loss optimization function. Soft margin classification is more prevalent than hard margin classification since the later faces a very high rate of overfitting. 
3.2.Ensemble of classifiers
Ensemble Learning is the process of training multiple learning machines individually and thereby combining their outputs similar to a committee of decision makers. The principle behind this method of decision making is that the individual predictions combined appropriately, should have better overall accuracy, on average, than any individual committee member [29] . Prime Aggregation method applied in the ensemble learning are voting techniques such as majority voting, borda count aggregation, behaviour knowledge based aggregation, dynamic classifier selection etc. [30] . Out of these, our proposed learning technique uses majority voting [31] aggregation. The three versions of majority voting are unanimous voting, simple voting and plurality voting. Plurality voting is the most optimal form of majority voting.
Majority voting in the proposed statement of this paper aims at giving high weightage to more qualified experts in the ensemble of classifiers. The expertise is inversely proportional to the classification error. 
3.3.Feature Subset Selection
Feature selection algorithms attempt to select features which are useful and deselect the features which are not helpful or destructive to learning [32] . Feature subset selection is an important phase of pre-processing in machine learning [33] . At times in this phase some feature are removed totally. However these removed features may become important when incorporated in some combination with other features. This disadvantage of feature selection can be removed by utilizing it in ensemble learning. Here several combinations of features are selected through some algorithms to form individual models to be ensembled. Various selection algorithms are exhaustive selection (evaluation of all possible subset of features), branch and bound selection (evaluation using branch and bound algorithm), sequential forward selection (SFS) (select best single feature and then add one feature at a time in combination which maximizes decision accuracy), sequential backward selection (SBS) (select all the features and remove one feature at a time which maximizes the decision accuracy) and best individual feature selection (evaluation of all the N features individually and then taking the best set of features) etc. [34] . SFS is bottom up procedure and SBS is top down procedure. Here the exhaustive selection is most ideal approach but is feasible only when the number of attributes is few in numbers. Otherwise the possible combination can shoot exponentially in number, not possible to handle.
3.4.Deep Learning
Deep SVM is inspired from the success of deep neural networks [35] , deep belief networks [35] , and deep Boltzmann machine [36] etc. Multilayer perceptron with many hidden layers is an example of deep learning. Deep learning is a type of machine learning techniques that learns multiple levels of representations in deep architectures [37] . There are chances of the conventional classifiers to get trapped in local optima of objective function. But the deep architectures learns the feature representations through both supervised training and fine tuning at further deep phases of learning. First phase of deep SVM is the standard training process. Then in the second phase, the kernel activations of the support vectors of first phase are set as inputs for another SVM and so on till whatever level of tuning is required to be done [38] . Usually the tuning starts to repeat after 3-4 levels of deep learning. This training procedure is greedy in nature. This makes the computationally very efficient. Ensemble of each phase of learning in the deep learning further increases the precision of the model. However, there exist fine tuning learning, but the model function still over fits the data points due to non-linear kernel activation learning.
3.5.Regularization
The concept of regularization came into existence in 1990's. In the supervised machine learning problems, accurate prediction is more important than the close fit of the function onto the data. Hence generalization is appreciated or in other words overfitting of function has to be checked. In figure 3 the blue curve is a 2 degree curve, red curve is a 4 degree curve and the green curve is the 8 degree curve which is the maximum out of the three. The green curve plots the close fit boundary between the two classes, but the test accuracy decreases. However the blue curve shows minimum training accuracy but chances of betterment in test accuracy is the maximum in this case. Green curve marks overfitting. Hence it can be said that the overfitting occurs when generalization is decreased. Regularization is a measure to check this overfitting. This provides problem stability. Regularization restricts the hypothesis space to a linear function or a polynomial of a particular degree according to the scenarios and smoothness to the function is provided by putting the function in Reproducing kernel hilbert space (RKHS). A regularization parameter 'λ' associated with the regularization term of optimization function which controls the trade-off between stability and accuracy. In case of the ensemble learning, the regularization can be applied to the optimization of the loss function. By doing this the degree of the best fit polynomial is reduced and test classification accuracy is improved. On the other side, overfitting can also be dealt with by keeping the degree of the best fit function constant and regularizing the weightage associated to each individual classifiers participating in the ensemble learning. This reduces the curvature of each positive or negative depression in the curve without reducing the degree of whole curve. Hence the loss function is modified to provide the boundary fitting over the input feature vectors.
Another statistical technique is bootstrap resampling in which a new set dataset DT' is drawn out from the previous dataset DT by random sampling with replacement. Bagging is performed by applying this in several iterations and then performing ensemble learning onto this. For a large DT, the number of individual samples that are not present in any of the bootstrapped dataset is large. The probability that first training sample is not selected once is (1-1/N) and not selected at all is (1-1/N) N [1] . Since N -> ᴔ, 1/e = 0.36 .Hence only about 63% of original training samples are represented in any bootstrapped set. Since bagging reduces variance, it provides an alternative approach to regularization [6] because even if each classifier is individually overfit, they are likely to be overfit to different things.
4.PROPOSED WORK
In our work, regularized ensemble of deep SVM classifier has been used which shows a markable improvement in the classification accuracy of prediction problems. For training and optimization of our problem, we have used a popular library libSVM [40, 41] . The ensemble of deep classifiers is generated using four different frameworks shown in fig 4, fig 5, fig 6, fig 7. Fig 4 shows ensemble of classifiers based on feature subset selection framework where the individual models are formed by different training on different feature subset. Even those features which do not contribute well in isolation or total combination, may work well in some combinations. This explores all the best possible decisions using feature combinations. For SVM, the loss function optimized is the hinge loss L(f(x),y)=max(0,1-y.f(x)). It has been observed that the regularization technique that generates the best accuracy for our proposed work is the singular value decomposition (SVD) reduced weight matrix with regularization parameter ʎ 1 and square of norm 2 of weight matrix with regularization parameter ʎ 2 . Other regularization factors are norm1, norm2 and tikhonov regularization. The objective function is described in equation 1:
Here βi is achieved through regularized majority voting. Generate new data set D' with the support vectors of model generated 5: D=D' 6: end for 7: Estimate the weights {β 1……… β t } associated with each member of [Model] through regularized majority voting technique 5: Evaluate ensemble of classifier model 6: Report ensemble model, classification accuracy on Test data set and the weights {β 1……… β t }.
7: End
Regularization parameter λ associated with the regularization term is an important term to control the trade-off between stability and accuracy. There are many regularization techniques in existence and this is also a topic under further research. L1 Regularization is norm 1 regularization factor which penalizes all the factors equally. This focuses on selection of only the relevant factors. Its numerical definition is λ1.||β|| 1 . L1 penalty is linear which tends to produce many points with zero curvature. A disadvantage with this regularizer is slow convergence in case of large scale problems. Secondly, L2 regularizer minimizes curvature at all the points in the curve by applying penalty that scales square of curvature. Its numerical definition is λ1.||β|| 2. Complexity of L2 regularization is greater than L1 regularizer. Thirdly, Tikhonov regularizer is a special case of L2 Regularization numerically defined by term (λ1) 2 .(||β|| 2 ) 2 . Further the SVD reduced norm 2 regularization is represented as λ1. SVD(β) + λ2. (||β|| 2 ). SVD has multiple roles and can be viewed as a method for transforming correlated variables into a set of uncorrelated ones that better expose the various relationships among the original data items, a method for identifying and ordering the dimensions along which data points exhibit the most variation and a method for data reduction by finding the best approximation of the original data points using fewer dimensions. Regularization path varies with the experimental conditions.
5.EXPERIMENTS
In all the experiments listed below, SVM classifier is used because it evaluates dot products of vectors in the higher dimension to construct the dividing boundary. The choice of a kernel function depends on the model to plot. A polynomial kernel allows to model feature conjunctions up to the order of the polynomial. Radial basis functions (RBF) allows plotting circular boundaries in higher dimensions. Linear kernel allows putting linear boundaries in higher dimensions. Multiclass classification is best achieved through RBF. If ƴ is the kernel bandwidth parameter and (Xi , Xj) is vector to be transformed to higher dimensions, equations 2 shows RBF kernel equation. (2) Other important algorithm used is the parameter estimation algorithm of Grid search. In v-fold cross-validation, the training set is divided into v subsets of equal size. Classifiers are trained on v-1 subsets and are tested on one subset. Hence each instance is predicted once and so the cross validation accuracy is the percentage of data which are correctly classified. The kernel parameters (C, ƴ) are estimated using cross-validation. Various combination of (C, ƴ) is tried and one with best cross validation accuracy is picked. In the experiments of our proposed work, libSVM library [40, 41] , is used for training multi class SVMs with RBF kernel. The features in the training and test datasets were scaled in the range [-1, +1]. 10 fold cross validation is used for choosing the kernel bandwidth parameter ƴ and SVM C parameter through grid search. The range of (C, ƴ) are [2 -10 ,2 -9 , ….. For the feature subset selection IRIS data set uses Algorithm 1 i.e. exhaustive feature subset selection. This is most optimal selection algorithm. For Ionosphere and Seed data set, since the number of features or the attributes is very large in number, it is very lengthy and highly complex to find out all the possible combinations of attributes. Hence they both use Algorithm 2 i.e. best N feature subset selection. 
6.OBSERVATION
The results in all the above three set of experiments show the improved classification accuracy than the major reported previous results, in the case of ensemble of deep classifiers level 2 with the SVD reduced norm 2 regularizations which is nearly 99%. Time taken in this particular case for various dataset is reported in table 9. It is to be noted that time taken in case of ionosphere data is comparatively larger than other two dataset due to comparatively large number of features in it. The deep learning on the complete dataset is generating better results than the deep learning on the feature subset selection schemes. This is because the fine tuning in the presence of all the features is better in comparison to the feature subset. The penalty in Norm 1 regularization deletes many noise features by estimating their coefficients to zero since it is not differentiable at zero. Whereas the penalty in Norm 2 regularization uses all the input features in classification because it is differentiable at all points in the function. Hence Norm 2 regularization achieves higher order smoothness for curve estimation. Ionosphere Data set 123.78 3.
Seed Data set 32.78
Next, since the bagging model shows the inclusion of only about 63% of the original training samples in any bootstrapped set (as discussed in section 3.5), the regularization provided by this technique is not as smooth as the ensemble of deep classifiers. Analysis of the regularizers applied above can be done on the basis of worst case time complexity. In Norm 1 regularization, there are total of (t-1) sum operations computed at run of algorithm. Time Complexity O(t) is reported. In Norm 2 regularization, there are total of (t-1) sum operations, t operations to square all the elements, and 1 square root operation is computed. Time complexity O(3t) is reported. One degree regularization parameter is applied. In the tikhonov regularization, time complexity O(3t) is same as L2 regularization but here 2 degree regularization parameter is applied. In (SVD+Norm2), there are two expressions involved. O(t 2 ) for SVD computation summed with O(3t) for norm 2 computation. Hence time complexity O(t 2 ) is reported.
7.CONCLUSION
The deep learning approach for the improvement in the classification accuracy is very prevalent in the artificial neural network field. The deep SVM classifier is still an emerging concept. Here the experiments prove a good scope of deep learning with SVM classifiers. Regularization of deep learning has further marked an improvement in classification accuracy. Many other regularization techniques could be applied for comparison and better results. Other feature selection strategies such as SFS and SBS could also be applied for feature subset selection.
