ABSTRACT. Sets of operators which have a given set of numbers in the numerical range are studied. We prove an interesting result which characterizes the set of operators that have 0 in the convex hull of its spectrum. Along the way we give a simpler proof of the well known Hilbebrandt's theorem.
Introduction and preliminaries
Let H be a complex Hilbert space, B(H ) be the Banach algebra of all bounded linear operators on H , and I be the identity operator. Denote by S H = {x ∈ H : x = 1} the unit sphere of H . The numerical range of A ∈ B(H ) is
It is obvious that W (A) is a non-empty subset of C which is contained in the closed disk D(0, A ) = {z ∈ C : |z| ≤ A }. If dim(H ) < ∞, then W (A) is a closed set. However, if H is not finitedimensional, then the numerical range is not closed, in general. For instance, the numerical range of the backward shift on 2 is the open unit disk D(0, 1).
If A * ∈ B(H ) is the adjoint operator of A ∈ B(H ), then W (A * ) = { λ : λ ∈ W (A)}. Thus, an operator A is selfadjoint if and only if its numerical range consists of real numbers.
One among the basic properties of the numerical range is its convexity.
Ì ÓÖ Ñ 1.1º For every A ∈ B(H ), the numerical range W (A) is a convex set.
The proof of this statement, which is usually called The Toeplitz-Hausdorff Theorem, relies on the following two results. The first is The Elliptical Range Theorem which gives the complete description of the numerical range of a 2-by-2 matrix and can be stated as follows. The second result is that the numerical range of any compression of A ∈ B(H ) is included in W (A), that is, if M is a closed subspace of H and P is the orthogonal projection on M , then W (P AP ) ⊆ W (A). Note that P AP is considered as an operator on M . More information about numerical ranges can be found in [1] and [2] , for instance. An interesting application of this notion in the study of other properties of linear operators can be find in [7] .
The aim of this paper is to study sets of operators with a prescribed part of the numerical range. More precisely, we are interested in sets W E = {A ∈ B(H ) : E ⊆ W (A)}, where E ⊆ C is a given set. In Section 2, we present some basic properties of these sets. It is shown, through an example, that we cannot expect that W E carries a "usual" algebraic structure; for instance, it is not closed for addition or multiplication. However, we give an example when W E has a nice and interesting algebraic property: we are able to characterize the set of all operators A such that 0 ∈ W (P A) for every positive semidefinite operator P . In the proof of our main result, we use Hildebrandt's Theorem. This result is usually proved by The Rota Theorem, which says that every strict contraction on a Hilbert space is similar to a part of a backward shift (see [8] , for instance). In the rest of this section, we present a different and simpler proof of Hildebrant's Theorem which relies on a lemma proved by Murphy and West.
Let σ(A) be the spectrum of A ∈ B(H ) and r(A) be the spectral radius. For an arbitrary set E ⊆ C, let conv(E) be the convex hull of E. It is easily seen that every eigenvalue of A is in W (A), which in the finite-dimensional case already gives conv(σ(A)) ⊆ W (A). This inclusion, with W (A) replaced by its closure, actually holds for every operator. To prove it one has to invoke the notion of approximate eigenvalues and use the fact that each point in the boundary ∂σ(A) is an approximate eigenvalue for A. Since the spectrum is preserved by similarities one has
for every A ∈ B(H ). Hildebrandt [3] observed that (1.1) is actually an equality.
The following lemma is from [6] ; for the sake of completeness we include its proof.
Ä ÑÑ 1.1º For A ∈ B(H ) and ε > 0, there exists an invertible operator S such that SAS
n 1/n < 1, using the Gelfand-Beurling formula (see [5: Theorem I.22]). Hence, the series
It is obvious now that SAS −1 < r(A) + ε.
P r o o f. One inclusion has already been established in (1.1). To prove the other inclusion, let
Sets of operators with a given set in the numerical range
For a set E ⊆ C, let W E be the collection of all operators which contain E in the closure of the numerical range, that is,
It is obvious that W ∅ = B(H ) and that W E = ∅ if and only if E is an unbounded set. Note that
. Therefore we may assume without loss of generality that E is a bounded, closed and convex set. Let C (C) be the family of all bounded, closed and convex subsets of C. It is easily seen that C (C) is a lattice for the operations
where
Then W has a natural lattice structure, which is given by
ÈÖÓÔÓ× Ø ÓÒ 2.1º For every E ∈ C (C), the set W E is nonempty and uniformly closed.
⊆ W E be a sequence which converges to A ∈ B(H ) and let λ ∈ E. If ε > 0, then there exists an index n ε such that A − A n < ε for all n ≥ n ε . Let n 0 ≥ n ε and let x ∈ S H be such that
Since ε is arbitrary we may conclude that λ ∈ W (A) and consequently E ⊆ W (A).
Let k be a positive integer. A set S ⊆ B(H ) is said to be k-transitive if for every linearly independent vectors x 1 , . . . , x k ∈ H and for every set of k vectors {y 1 , . . . , y k } ⊆ H there exists an operator S ∈ S such that Sx i = y i (i = 1, . . . , k).
P r o o f. Let x 1 , . . . , x k ∈ H be linearly independent and let {y 1 , . . . , y k } ⊆ H be an arbitrary set of k vectors. Since dim(H ) ≥ k + 2 there exist orthogonal vectors e 1 , e 2 ∈ S H such that x i ⊥ e j (i = 1, . . . , k and j = 1, 2). Denote by H 1 the linear span of {e 1 , e 2 } and let P be the orthogonal projection onto H 1 . Let λ, µ, ω ∈ C be such that the elliptical disk E with foci at λ and µ and with semi-axes a = 
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Let F : C → C be an affine transformation which is given by 
It is easily seen that the following proposition holds.
ÈÖÓÔÓ× Ø ÓÒ 2.3º If F is an affine transformation, then W F (A) = F W (A) , for any

A ∈ B(H ).
Taking this into account, we have the following result.
. On the other hand, if A ∈ W F (E) , using Proposition 2.3 again, we have
Ä ÑÑ 2.1º Let F be an affine transformation. Then F (E) ∈ C (C), for every E ∈ C (C).
Moreover, F is a lattice isomorphism of C (C), which means that
for all E 1 , E 2 ∈ C (C).
P r o o f. Let F be given by (2.2). If E ∈ C (C) and
. The opposite inclusion is proved similarly by using the inverse of F .
ÈÖÓÔÓ× Ø ÓÒ 2.5º Every affine map F is a lattice isomorphism of W, that is, for every
P r o o f. By (2.1), Proposition 2.4 and Lemma 2.1, one has
The second equality is proved similarly. Now we are looking for an algebraic structure of W E . However it is not hard to see that W E cannot be closed for addition or multiplication. For instance, assume that E ⊆ D(0, 1). This is not a big restriction as, by Proposition 2.4, E can be replaced by λE + µ, where λ = 0, µ are arbitrary complex numbers. Let e, f ∈ S H be orthogonal vectors and let M, N ∈ B(H ) be defined by M e = 0 = N f , M f = 2e, N e = 2f , and let they be zero on the orthogonal complement of Now we will look for an algebraic structure of W E which is given in the following sense. Let P ⊆ B(H ) be a given set of operators. For E ∈ C (C), determine the largest sets Q(P, E), where PQ(P, E) is the set of all products P Q with P ∈ P and Q ∈ Q(P, E) and R(P, E)P has a similar meaning. It follows from the part (i) of the following proposition that it is enough to study only one variant of the problem. We use the following notation: for E ∈ C (C) let E * = {λ : λ ∈ E} and for A ⊆ B(H ) let A * = {A * : A ∈ A}.
ÈÖÓÔÓ× Ø ÓÒ 2.6º Let E, E 1 , E 2 ∈ C (C) and P, P 1 , P 2 ⊆ B(H ) be arbitrary. Then
E).
P r o o f. We prove only (i) as the rest is easily seen. First observe that W *
Let B + = P ∈ B(H ) : P ≥ 0 be the set of all positive semidefinite operators on H . By statements (iii) and (iv) of Proposition 2.6, the only interesting case to consider Q(B + , E) is for E = {0}.
In the proof we need the following simple lemma. If F ⊆ C is a nonempty set and w ∈ C, then let dist(w, F ) = inf{|w − z| : z ∈ F } and, for ε > 0, let F ε = {w ∈ C : dist(w, F ) ≤ ε} denote the ε-hull of F . 
Ä ÑÑ
