A factorization method is given to extract poles located on the imaginary axis for J-biexpansive meromorphic operator-valued functions acting on an infinite-dimensional Hilbert space. Decomposition of a real operator in terms of real factors, applicable to Hilbert ports, is also described, thus generalizing synthesis techniques originally developed for passive n-ports. <'
Hilbert port operators are a natural extension to infinite-dimensional Hilbert spaces of the operators that characterize electrical networks. In this general context, Hilbert ports are linear systems whose input and output signals belong to an infinite-dimensional Hilbert space [IS] . Hilbert ports appear also in scattering theory [ 10, p. 533 and in nonrelativistic quantum mechanics [13] . In classical network theory ( [2] , [12] ) scattering, chain and transfer operators corresponding to passive &ports are meromorphic matrix functions, J-expansive in the right half plane Re p > 0, which satisfy the reality condition S(p) = S(p) (where p is the complex conjugate of p and S is the matrix whose elements are the complex conjugates of the elements of S). Consequently, passive Hilbert port operators (together with their adjoints) are J-expansive operators in the right half plane, acting on an infinite-dimensional Hilbert space and satisfying the reality condition S(p) = S(p), where 3 is the operator conjugate to S in a Hilbert space where a conjugation is defined.
Synthesis of passive n-ports by product decomposition of their characteristic matrices has been developed in detail (see, for example, [ 1, 3, 4, 8, 9, 11, 141) . These methods are based on the possibility of detaching poles from a given J-expansive matrix function. In the infinite-dimensional case, factorization of a pole from a given meromorphic J-biexpansive operatorvalued function in Re p > 0 has been studied by Ju. P. Ginzburg [S] and extended by the author [6] to extract an arbitrary number of poles simultaneously (in terms of real factors if the function is real).
In the present article, conditions are given for the extension of these factorization techniques to extract poles located on the imaginary axis. The decomposition, when applied to a passive Hilbert port operator, is performed using real operators of the same class with poles of first order on the imaginary axis.
Let 2 be a Hilbert space, P + a projector in X, P = I-P + , where I denotes the identity operator and J= P + -P A linear bounded operator I/ is J-unitary iff U*JU = J and UJU* = J, where U* is the adjoint of U. A linear bounded operator Y is J-expansive iff Y*JY > J and it is J-hiexpansiue iff both Y and Y* are J-expansive. The Cartesian product Hilbert space 2 x 2 is denoted by X2. Given two element of X2, x= (x,, x2) and y= (y,, y2), their inner product in X2 is (x, Y)~ = (x,, y,) + (x2, y2), where (.;) stands for the inner product in 2.
Let S, be the class of operators S(p) holomorphic in the open right half plane (Re p > 0) except for a set of isolated points and equal to a Jbiexpansive operator at each point of holomorphism.
The class M, of meromorphic operators in the right half plane is composed of operators S(p) E S, such that S '(p) E S .,. We extend the definition of S(p) to the left half plane (Re p < 0) in the following way
The following symmetry principle is derived from the one established by Ju. P. Ginzburg for operator-valued functions that take J-unitary values on an arc of the unit circle: if the operator A(p) is holomorphic in a domain D symmetric with respect to the imaginary axis and takes J-unitary values on a segment of the imaginary axis contained in D, the operator A '(p) exists andisboundedforpEDandA~'(p)=JA*(-p)J,pED.Ifp,isapoleof order n of A(p), then A ' ( p) has a pole of the same order at -p,. This principle follows from the fact that the operators A*( -p) JA(p)-J and A(p) JA *( -p) -J are holomorphic in D, equal to zero on a segment contained in D and, therefore, equal to zero for p E D. When S(p) satisfies this principle, its extension into the left half plane coincides with the corresponding analytic continuation of the operator. Note, also, that if S(p) has a pole on the imaginary axis, S '(p) has a pole of the same order at that point.
The following theorem establishes important properties of operators belonging to the class SJ with poles on the imaginary axis. C, JB: 
Z=diag{C,, C,},
Since B, JC,* = Ck JBf, then V = TZ* = ZT*. Taking f = (f, , fi > and h= (h,, h,), then
Therefore, (Vf,f)z>O, (Wl(p)h, h),bO and
A modified version of inequality (4) is given in the next lemma. 
where a is independent of g and u.
Proof.
Use of inequality (3) taking h, =(iol -p)u, ~2, f = tg, g= (gl, g,)eS', tER, gives
Assume that pO, p& and p;j are points of holomorphism of S(p) such that p,-po=i(w2-w,)/2+a,, ( 1) and (2) satisfy the condition ker Tn cl rge Z* = 0 (where 0 is the null vector, ker T the kernel of T and cl rge Z* the closure of the range of Z*), the operator equation ZT*Q = Z has a solution Q on a subspace dense in X2 and the extension of the operator Z*Q to all of X2 is a nonnegative bounded operator.
Proof The operator Q is defined on the subspace 9 = ker Z + rge T*. If x I 9, then x E ker Tn cl rge Z*, so by hypothesis x =O. Thus, 2' is dense in 2. Taking g = Qu, u E 9, in (4), then a(~, u)2( vQ4 Qu)2 2 I (Z*Qu, ~121 2. Since VQ = Z and V> 0, 0 < (Z*Qu, u)z/(u, u)q <a.
Therefore, Z*Q is bounded and non-negative on 9 and it can be extended to all of X2. If R denotes this extension, then 0 < R <a.
Remark. When considering the extraction of a pole located in Re p # 0 (see [7] ) the condition ker Tn cl rge Z* = 0 is a consequence of inequality (5) , so that 9 is always dense in X 2. For poles located on the imaginary axis this is no longer true and so it must be imposed as an additional requirement.
The next step is to derive properties of the operator R which will be used in the construction of the factor that is to be extracted from the operator S(p). Let us define the operators in X2, J, = diag{J, J}, D=diag{iw,Z,iu,Z}, Let us define the operators Pi= J(R,,+ R,,)
(j= 1, 2).
(8)
From these definitions, taking (6) into account, we obtain the identities These results are used to establish Proof: Ifwedefinea,=(p-io,)~'(k=1,2),using(9), (10) ,and(ll), we then get E*(P) JE(P) -J = (a, + al*) R,, + (q + a:) R,, + (a, + a: + a,a,*i(q -02)) R,, + (a: + a2 + a:a,i(w, -ml)) R,,
In expression (12), (I Z)' denotes the transpose of the matrix (I I). Therefore, E*(P) JE(p)-J&O, for Rep>O, (13) = 0, for Re p=O, (14) d 0, for Rep<O.
From (9) and (10) it may be easily verified that JE*( -p) JE(p) = I.
On the other hand, the boundedness of P, and P, indicates that, for p large enough, E-'(p) exists and is equal to JE*( p)J. This implies that P, JP: = P,JP: = 0 and P, -JP:J = -Pz+ JPZJ = (P,JP: + P, JP;) J/i(w, -w2) = 0.
From these identities we see that E(P) JE*(P) = J, for Rep=O. (16) Using (15) together with the symmetry principle, we obtain the inequality J-E(p) JE*(p)<O, for Rep>O.
The J-biexpansivity of E(p) in Re p > 0 is stated in (13) and (17) and the J-unitarity on the imaginary axis in (14) and (16).
The main result is the following.
THEOREM 3. Let S(p) EM, be holomorphic and J-unitary in two segments of the imaginary axis except at the points p1 = io, and p2 = io,, interior to these segments, where it has poles. Given the operators T and Z defined in (1) and (2) 
Given u E 9, h = (h, , hi ) and f = Qu, Eq. (4) can be expressed as follows.
(Ru> uMW'(p)h, hh 2 I(& L(P) hAI*.
Since LZ' is dense in #* and the operators are bounded, the preceding inequality is valid for all u E X2. Taking u = L( p)h, then (w(pW, h),a (L*(P) PL(p)h, h),aO.
Using (12) (III) Given u E dp = rge T* + ker Z, then ZJ2 Ru = ZJzZ*Qu = 0, since Ck JC,* = 0 (k = 1,2). Therefore 
and, consequently, using (9) we get
From (7) and (8) 
In a neighborhood of p = io, S,(P)= S(P) E-'(P)
Using (7), (S), (18) and (19) we obtain
p -rruk (IV) This property is a direct consequence of the symmetry principle.
Consider, now, a conjugation operation defined in X such that J= 7 (here A denotes the operator conjugate to A). An operator S(p) is real iff S(p) = S(p). If a real operator S,(p) has a pole of order n at p. = iw,, then it has a pole of the same order at PO = -iw, since in the neighborhood of This can be readily seen noting that the operators defining the factorization are C, = C, C, = c, B, = B and B, = B, so that Rz2= RI1 and R,, = i?,,, and also Since Hilbert port operators belong to the class MR,, this decomposition is achieved in terms of operators which represent Hilbert ports with simpler structure. It can be interpreted as an extension of the classical method of synthesis of passive n-ports with poles on the boundary of the right half plane by factor decomposition (see [3, 8, 141) .
The extraction of a single pole located on the imaginary axis can be treated using a special case of Theorem 1. Taking f2 = 0 in (4),
From (20), it is straightforward to check the assertions of the next lemma. Again, in contrast with the problem of extraction of poles located in Re p # 0, inequality (20) does not guarantee that ker B, Jn cl rge C: = 0, a property which is erroneously derived in [S, Theorem 6-J.
The factorization theorem for a single pole can be stated as follows. A procedure similar to the one developed to extract two poles simultaneously can be used to derive these properties.
