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Preliminaries
In 1914, H. Bohr [13] proved that if the power series f (z) = ∞ k=0 a k z k converges in the open unit disk D := {z ∈ C : |z| < 1} and |f (z)| < 1 for all z ∈ D, then the majorant series M f (r) := ∞ k=0 |a k |r k is less than or equal to 1 for all |z| = r ≤ 1/6. The largest r ≤ 1 such that the above inequality holds is referred to as the Bohr radius for the unit disk case. The fact that the constant 1/3 is best possible was established independently by F. Wiener, M. Riesz and I. Schur. Other proofs of this result were later obtained by Sidon and Tomic. Bohr's idea naturally extends to functions of several complex variables and thus, a variety of results on Bohr's theorem in higher dimension appeared recently. In this contexts and in other respects, we suggest the reader to refer [1-7, 10-12, 17, 18] and the references there. For a detailed account of the development, we refer to the recent survey article on this topic [8] and the references therein. More recently, the present authors obtained the following result as a corollary to a general result for symmetric functions and thereby settling the recent conjecture of Ali et al. [9] .
Motivated by the work of Ali et al. [9] and Theorem A, we raise the following The case m = 1 has been handled by the authors in [16] . One of the aims of this article is to solve this problem completely and present several of its consequences. As remarked in [16] , it brings serious difficulties because if we use sharp the inequalities |a n | ≤ 1 − |a 0 | 2 (n ≥ 1) simultaneously (as in the classical case) then we will not be able to obtain sharp result due to the fact that in the extremal case |a 0 | < 1. Also it is important that in the classical case there is no extremal function while in our case there is.
The paper is organized as follows. The solution to Problem 1 is presented in Section 2 (see Theorem 1) and its proof is given in Section 3. In Section 4, we introduce the concept of p-Bohr radius for the class of bounded harmonic functions defined on the unit disk and discuss the Bohr inequality for planar harmonic functions as a special case. We expect that our approach will lead to several new investigations on the general notion of the so-called Bohr's phenomenon.
Bohr inequality for analytic functions of the form
where r p,m is the maximal positive root of the equation
The extremal function has the form z m (z p − a)/(1 − az p ), where
The case p = 2 and m = 1 has a special interest which is indeed Theorem A and it provides a solution to the conjecture of Ali, Barnard and Solynin [9] . More generally, it is a simple exercise to see that for the case p = m, 2m, 3m, the Bohr radii give
√ r 2 , and r 3m,m = 2m 7 + √ 17 16 , respectively, where r 2 is given in Theorem A. It is worth pointing out from the last case that r 3,1 gives the value ( 7 + √ 17)/4. The result for m = 0 is well known [9] which we now recall because of its independent interest. 
Consequently,
which completes the proof of Lemma 1. 
Proof. At first, suppose that m < p and let y = r p−m . Then (1) reduces to a quadratic equation −6y + y 2 + 8r 2p + 1 = 0, which has two solutions
The solution y = y 1 is impossible because all positive roots of the initial equation are less than 1. Consequently y = y 2 . Now, consider the case m = p. In this case r m,m = 1/ 2m √ 2 so that
and the proof is complete.
We now recall the following lemma from [16] .
Lemma B. Let |a| < 1 and
k is analytic and satisfies the inequality |g(z)| ≤ 1 in D, then the following sharp inequality holds:
Proof of Theorem 1. The case m = p follows from known result ( [16] ) and thus, we may assume that 0 ≤ m < p. Following the idea from [16] , we consider f (z) = ∞ k=0 a pk+m z pk+m , where |f (z)| ≤ 1 for z ∈ D. Also, let r = r p,m . At first, we remark that the function f can be represented as
In the second and the third steps above we have used the classical Cauchy-Schwarz inequality and (2) with R = ρr, respectively. Hence
We need to consider the cases a ≥ r p and a < r p separately. Case 1: a ≥ r p . In this case set ρ = 1/ p √ a and obtain
For convenience, we may let α = r p and consider
As in [16] , we find that ψ(x) attains its maximum at x = x 1 , where
and thus, ψ(x) ≤ ψ(x 1 ). Consequently, by (4), we find for the r = r p,m defined in Theorem 1 that
where we have used Lemma 2. Case 2: a < r p . In this case we set ρ = 1/r and apply the inequality (3). As a result we get
Here we omitted the critical point a = √ 1 − r 2p because it is less than or equal to r p only in the case r 2p > 1/2 which contradicts Lemma 1. The last inequality in (6) is derived in Lemma 1. Inequalities (5) and (6) finish the proof of the first part of Theorem 1. Now we have to say a few words about extremal. We set
and then calculate the Bohr radius for it. It coincides with r. Certainly, an extremal function is unique up to a rotation of a. To see this we just trace our inequalities and see that the equality holds only when |b 0 | = a.
The p-Bohr radius of bounded harmonic functions
Also, following the proof from [14] (see also [15] 
and observe that
Because |v θ (z)| < 1, it follows that
where ≺ denotes the usual subordination (cf. [1, 8, 16] ),
(1 + ξ), and therefore, by the definition of subordination, it follows that
where w is analytic in D satisfying w(0) = 0 and |w(z)| < 1 for z ∈ D. Now, we may set a 0 = 0. Then λ = 0 and hence, ξ = 1. In this case, (7) reduces to
Thus, 
Proof. The proof is almost identical to the classical proof of Bohr's theorem. Let us consider the function Φ(z) = h(z) + e iθ g(z), where θ is arbitrary. This function satisfies the inequality |Φ(z)| ≤ 1 in the unit disk D and consequently, |a n + e iθ b n | ≤ 1 − |a 0 | 2 . Hence, |a n | + |b n | ≤ 1 − |a 0 | 2 for n ≥ 1. It means that
and thus, (9) follows. A natural question is to whether the inequality (9) is true if we replace |a 0 | in (9) by |a 0 | + |b 0 |. It turns out that this proposition is false without an additional information on g or h. To prove this, we let a > 0 and consider the functions
so that h(0) = a/(2 √ 1 + a 2 ) and h(0) = −g(0). Also, we have
On the other hand, for this function, we obtain that
But,
This example shows that Proposition 1 has a precise form and that the condition g(0) = 0 cannot be ignored. Otherwise, there will be no positive Bohr radius. Thus, |a 0 | in (9) cannot be replaced by |a 0 | + |b 0 |.
However, there is a generalization of the classical Bohr theorem in which the initial condition g(0) = 0 in Proposition 1 can be omitted.
Proof. We again consider the function Φ(z) = h(z) + e iθ g(z) so that |Φ(z)| ≤ 1 for z ∈ D and consequently, the classical Wiener inequality gives
This inequality together with the inequality |a n − e iθ b n | ≤ 1 − |a 0 − e iθ b 0 | 2 gives
From here, we derive the following inequality
which is equivalent to the inequality
Now, we choose θ = π/2 + arg a n − arg b n and obtain
and the proof is completed.
We observe that if the constant term |a 0 | 2 + |b 0 | 2 in (10) 
and the arbitrariness of θ in [0, 2π) shows that
From (11), we also have
where ρ > 1 such that ρr ≤ 1. The choice ρ = 1/r gives
However, one can also obtain general results. To do this, let us recall some facts. In the paper [1] the Bohr radius for harmonic functions f = h + g was defined as the maximal r for which
However, one can give a more flexible definition of the Bohr radius in the case of harmonic functions. For p ≥ 1, we say that r p is the p-Bohr radius for the harmonic function f = h + g of the unit disk D, where g(0) = 0, if r p is the largest value such that
At first we remark that all these radii coincide in the analytic case. Moreover, essentially, they are equivalent in view of the estimates
Note that the case max(|a k |, |b k |) corresponds to p = ∞. This approach can be used to prove the following general result.
Then for any p ≥ 1 and r < 1, the following inequality holds:
Proof. We have 1 ≥ |h + g| 2 = (h + g)(h + g) = |h| 2 + |g| 2 + 2Re (hg) and thus,
so that letting r approach 1, we get
As a result of it, we obtain
1 − r 2 and the proof is complete.
In particular, Theorem 3 for p = 1 shows that for r ≤ 1/3,
It is worth pointing out that Abu Muhanna [1, Theorem 1] obtained a similar inequality with 2/π ≈ 0.63662 instead of ( 1 − |a 0 | 2 )/2. This observation shows that the above inequality is a vast improvement over the result of [1] . Note that max{2 (1/p)−1/2 , 1} equals 1 for p ≥ 2, and equals 2 (1/p)−1/2 for p ∈ [1, 2] . This observation for a 0 = 0 in Theorem 3 gives the following.
Corollary 2. Suppose that
The number 1/ √ 2 is sharp.
In the case p ≥ 2 the following inequality holds:
Proof. Clearly, for p ∈ [1, 2] and |a 0 | < 1, Theorem 3 gives that
which is less than or equal to 1 if r ≤ r p (|a 0 |). This gives the condition (12) . The case p ≥ 2 follows similarly.
For the harmonic functions, the case p = 1 of (12) gives
Also, we remark that in the case |a 0 | = 1 in Corollary 3 we have a k = b k = 0 for all k ≥ 1.
Remark 2. The example
shows that in the case p ≥ 2 and |a 0 | = 1/2 the inequality (13) is sharp for the analytic case. This fact follows from the identity
which implies that the Bohr radius for this function is 1/(1 + 2|a 0 |).
We know that in the classical case the Bohr radius is 1/3. In harmonic case, the p-Bohr radius can be also 1/3 under an additional assumption on the constant coefficient a 0 .
Corollary 4. Let
Proof. Suffices to observe that r p (|a 0 |) given in Corollary 3 shows that r p (|a 0 |) ≥ 1/3 whenever |a 0 | satisfies the inequality (14) . The desired conclusion follows. Consequently,
Thus, for the case r = 1/3, the last expression is greater than or equal to 1 whenever
which gives the condition |a 0 | = | cos µ| ≥ π 2 − 2 2/p log 2 2 π 2 + 2 2/p log 2 2 .
This observation means that
A(p) ≤ π 2 − 2 2/p log 2 2 π 2 + 2 2/p log 2 2 .
For instance, 0.6 ≤ A(1) ≤ 0.67404 and ≤ A(2) ≤ 0.82256.
Finally, as a harmonic analog of Theorem A, we have the following result in a general form and the proof of it follows from the lines of proof of Theorem 3. So we omit its detail. 
