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SAbbreviations used: EM, electron microscopy; STEM, scanning transmission EM; CTF, contrast transfer function; TMV, tobacco mosaic virus. the sizes, shapes and locations of biological molecules, they are not useful for quantitation of mass, mass per unit length or mass per unit volume, because the image intensities are dominated by scattering from stain bound to or excluded from the molecules.
Bright-field and dark-field images of unstained dehydrated molecules have been used for quantitative microscopy (e.g. see Zeitler & Bahr? 1957 , 1962 Brakenhoff, 1974; Lamvik & Langmore, 1977 (Wall & Hainfeld. 1986 ).
M'lr%hocls to pwwrvc arid image hiol0gica.l molrc.ules in thin layers of vitreous ice have created ti('w possibilit.it~s for quant,itativo ICM. Vitrificat,ion of' hiologiral specimens minimizes many of thr artifacts assoc4ated wit,h other preparative techniques ('l'a?; lor & Claeser. 1974 . 1976 : Dubochrt~ et al.. 1982 fi)r reviews. see ('hiu. 1986 : Stewart & Vigcrs. 1986 of the similarity b&ween t.he density of hiologic~al material and t,he density of vit,reouh ic*fi. 'I'hr~ images also contain a high background of inelastic scattering. To overcome the low signal and high background. cry+images are typically tx~c~ordt4 1 to 3 pm underfocus 1.0 maximize ~~hase (aontrast.. The int,roduction of phase cdontrast however. significantly complicates the quantitativrh analysis of the images.
The phase contrast in images of thin specimens cxn be predicted by t,he fir&order theory of image fi)rmation (Erickson, 1971 : Erickson & Klug, 1971 . However. the theory neglects inetast<ic scattering. which ordinarily contributes a majority of thr scattered electrons in the images of frozen-hydrated samples (Langmore & Athey. 1987 : Langmore ef nl.. 1990 Srhrijder r>t ~1.. 1990 : Langmore & Smith. 1992 . The primary effect of inelastic scattering is t)o reduce phase contrast hy reducing the coherence of t bra transmitted ~~lectrons. A4 secondarv effrlct is to increase scattering contrast by chromatic a,berration in the focusing of the energy-loss electrons. Removal of the inelastically scattered electrons by use of an energy filter reduces image background (increasing contrast and reducing statist'ical noise) and provides beneficial inelastic scat~tering contrast (I.angmore & Smith, 1992) .
The relationship between object densit>y, and phase and scattering contrast is commonly described by the microscope contrast> transfer t%nc.-t,ion (CTF). Ilnder t;he defocused conditions that impart beneficial phase contrast to t'he images. the image intensit'ies bear little resemblance to the object, due to the dependence of t,he CTF upon spatial frequency. Compensation (i.e. correction) for t.hr CTF is theoretically possible, hut implementation has been rare (Erickson & Mug, 1971 : Toyoshima & Unwin, 1988 , 1990 . Usually the image intensities are compensated for phase contrast only, not compensated at all, or taken from electron or X-ray diffraction results. The firstf t,wo approaches have been rationalized by arguments that the C'TF has little effect at low resolution. Although t'he theoretical CTF for different imaging conditions has been illustrated (e.g. see Stewart & Tigers. 1986), t.he experimental effects of the CTF upon the images have not been studied except by Lepault & Leonard (1985) , who showed that defocus had a substantial effect on the images of bacteriophagc T-t tails and Ihat for low spatial l'rc~c111~nG~ ignorin# thth ("I'F was hrttt,r than (*otnpc~nsat ing fiir phase c.otltrast alone. 'I'hc lack of t.onticl~~tlc~r in compensation of the (YTF is illust,rated I)>. t h(, hi& resolution carve-EM stud\. of t~olufc~o n1osaic' virllh (TMV) I)y .l&,p it (I/. (lk89). Thr,y c~nc~lucl~~l that "the amplitudes det,erminrd by eltlctrotl microsc~oI~> are in f'rror. hecause of the dificulties in c*orrtlcat ing accurately for thtl ('TF." Therrfor~r. t1espit The second image was recorded for 6 s at an additional underfocus of 3840 nm. and was used for the angle refinement and defocus calculations. The positions of the minima in the Fourier transform of the adjacent carbon film in the second image were used to determine the defocus of the images. Ice thickness was estimated to be 150 nm from the ratio of the ire background to the incident intensity. assuming mean free path lengths of 280 nm for elastic scattering and 180 nm for inelastic scattering (Langmore & Smith, 1992) . The efficiency of removal of inelastic scattering from the images was 1.0 (Langmore & Smith. 1992).
(b) Image recording and processing Electron micrographs were digitized as 512 x 386 pixel images using a STAR1 cooled CCD (Photometrics Ltd., Tucson, AZ, U.S.A.) equipped with a Kikon Micro-Wikor (focal length, 55 mm; aperture, f8.0). The CCD had contiguous 23 pm x 23 pm pixels. The micrographs were placed on a light box and digitized with a pixel size of 639 nm on t.he specimen. The density of the film image was calculated using the relationship
where T,(r) is the transmitted light intensity on the film image and T, is the transmitted light intensity at the same position on the light box without the image. The electron intensity was calculated using the relationship
where D, is the density of the film without any electron exposure and K is the film speed. The value of K is about @45 electrons/~m2. Magnification was calculated to be 30,300 x , from the position of the 2.3 nm third layer line of TMV. Image processing was performed using the EMPRO program package (Smith et al., 1990 ) on a Silicon Gra,phics IRIS 2500T workstation (Silicon Graphics, Inc.. Mountain View, (:A. U.S.A.). from the atomic co-ordinates at 629 nm resolution (Samba et al.? 1989) obtained from the Brookhaven National Laboratory Protein Data Bank. The C-terminal residues 155 to 158 were not included in the co-ordinate map due to very high temperature factors (Samba et a/., 1989). Solvent scattering was modeled as described by Langridge et al. (1960) , which assumes uniform solvent density and does not make any assumption about the exact boundary between solvent and biological molecule. The effective scattering from a particular amino acid or ribonucleotide was represented by the molecular scattering minus the scattering of an equal volume of solvent. The solvent density was assumed to be I.0 g/cm3 for liquid water and 0.92 g/cm3 for vitreous ice. The solvent volume excluded by each amino acid was represented by the measured molecular volumes (Zamyatnin, 1972) . The ribonucleotide volumes were calculated from the partial specific volume of REA (Cammarano et al., 1972) and the ribonucleotide molecular weight. Three-dimensional models were built by placing the amino acid and ribonucleotide effective molecular scattering at the co-ordinates of the a-carbons and phosphorus atoms, respectively. The results were the same if all non-hydrogen atom positions were used. Electron scattering amplitudes were derived from the theoretical atomic scattering amplitudes in the forward direction (from Schafer et al., 1971) . Electron scattering int,ensities were calculated from the elastic and inelastic scattering cross-sections. Elastic cross-sections were calculated from the scattering amplitudes reported by Schafer et al. (1971) , assuming a 90 pm objective aperture. Inelastic cross-sections were estimated from the data of Wall et al. (1974) , assuming a spectrometer efficiency of loo?/, as shown by Langmore & Smith (1992) . Mass densities were derived by placing the amino acid and ribonucleotide molecular weights at the co-ordinates of the u-carbon and phosphorus atoms, respectively.
Two-dimensional models of the TMV scattering amplitudes. scattering intensities and mass densities were calculated by projection of the three-dimensional amplitudes cross-sections and densities ont'o a plane. TMV projections were averaged over 6 different rotational orientations of the models. The S-dimensional representations were projected down the fiber axes to represent l-dimensional distributions perpendicular to the axis. The model projections had a pixel size of 0.1 nm.
The experimental TMV image intensities were averaged by projection of individual virus segments down the long axis. The orientation of each segment was refined by cross-correlation (Steven et al., 1984) using the highly defocused image, which was recorded with high-dose and contrast. The orientation of the same segment in the minimally defocused image could not be refined directly, due to low contrast. Instead, the minimally defocused and high'? defocused images of the same TMV segment were rotationally aligned in 2 steps. First, the films were prealigned by placing each film at the same location on the light. box using a stationary plastic template. This prealignment was reproducible to better than @lo. but only accurate to about 2.0", because of variations in the positions of the images on the film. Second, the 2 images were aligned by digital analysis of the edges of the images, which were about 65 cm inside the edge of the film, were straight and had high contrast. The edges of both images were digitized and cross-correlated to determine the relative rotation of the images. The reproducibility of the angular alignment was better than 61'. Thereafter, TMV segments from the same 2 images were digitized using the template. digitally rotated by the proper angle to achieve alignment and projected down the axis.
About 10% of the projections were discarded because of large deviations from mirror symmetry attributed to surface contamination.
All remaining projections were aligned using cross-correlation and averaged. The combined projection represented an average of 55 independent TMV segments from a single image at 780 nm defocus (a combined length of -4 pm). The resolution of the combined projection was estimated to be 1.9 nm using the differential phase residual method (Frank et al., 1981) . The resolution of the combined projection was estimated from the spatial frequency beyond which the phase error was >45".
(e) Image compensation
The electron images represent certain spatial frequencies of the specimen better than others. In order to represent correctly all spatial frequencies, it is necessary to compensate for the modulation transfer functions of the microscope, film and digitization system. The microscope contrast transfer function (CTF) was estimated using the first-order theory of Erickson & Klug (1971) .
The film transfer fun&ion was estimated from the analytical representation of Downing 8r. Grano (1982) . The recording transfer function of the CCD digitization was modeled b,y a sine function appropriat'e to the pixel dimensions (Brigham, 1973) . At f8.0. the photographic lens of the CCD system did not, affect the image. LTnder our operating conditions, the film recording and digitization effects were small, predictable and easily comprnsated (Langmore & Smith, 1992) . However, the CTF has a dominant role in imaging and varies dramatically between images. Compensation for the CTF is an unmet challenge, especially at low spatial frequencies. empirical scattering probabillt)ies of different iuragt~s ('an he compared, independent of i(se thickness and inc~idrnt electron intrnsit,y. All scatt,ering projections anti radial distributions shown represent absolute acaatttar'ing proh abilities. rxcrpt as sl)eGficbally not,ed.
In order to compensate for the CTF we needed to empirically determine the value of Q. t~ht: ratio of maximum scattering contrast to maximum phase contrast,. which is the only free parameter in determining the microscope transfer function (Erickson & Klug, 1971 In order to examine the theoretical effects of defocus. projections of TMV models were calculated at different defocus. Cylindrically averaged models were projected, Fourier transformed, multiplied by the t'heoretical C'TF and reverse-transformed.
Model resolution was reduced t,o that of the data (1.9 nm) by imposing a bell-shaped low pass filter that had a value of unity for spatial frequencies less than 056 nrn-' . and a value of 0.01 at 0.77 nrn-'.
In order to compensate the observed image intensities, Table 1 is a summary of the theoretical mass scatStering coefficients of ice and biological material in vacauum and in vitreous ice. caontaining averages over all thr atoms of each type of molecule. The molecular cross-sec:t,ions werti calculated as described above and by Langmore bi Smith (1992). The mass scattering coefficients were calculated b> dividing the molecular cross-sections t)y t.he rnolac~ufar masses.
In all csases TO t)o 8C)?,> of' the scatt,ering is inelastic. Of course thr magnitude of the scattering coefflcients in icr are substantially less than in va('uum. due to t,he exclusion of solvent from t,he molecular volumes. The mass scattering coefficients art' almost intirpendrnt of specimen c*omposition in vacuum, hut arc' specimendependent in ice owing to the differrnc*rs in molec~ular density.
In There aw 3 potential sources of experimental error in our mass measurements: measurement of magnification: fiber tilt: and electron-induced mass loss. Use of the helical repeat of TMV to determine local magnification minimizes magnificat,ion error to <3%. Foreshortening of tilted TMV molerules would have increased the scattering per unit, length. This effect would have been noticed. because tilt. would make an apparent change in the magnification.
Mass loss due to radiation damage could affect the electron scattering from TMV. At room temperature t,he mass loss from dry TMV is about 300/b after a dose of 606 rlectrons/nm' at 70 keV (Lamvik & Langmore. 1977) . At liquid nitrogen temperat'ure the mass loss from dry TMV is about 1 o/o after the same dose (Wall & Hainfeld. 1986 ). Mass loss for molecules in vitreous ire has never been carefully measured. but our preliminary results show less than a 5 % loss in scattering from frozen-hydrated TMV during a dose of 3600 electronsjnm2 (not shown).
Results (a) Validity qf thp TM V modeling
To test, the validity of the computer model, an electron density map of TMV was built and used to predict, equatorial X-ray scattering in liquid water. Figure  1 compares the equatorial Fourier transform of the model wit'h the equatorial X-ray scattering amplit,udes calculated from Caspar (1956 resolution is shown in Figure 2 . At 0.5 nm resolution, the predicted TMV radial reconstruct'ion has five dist.inct density maxima, and relatively flat solvent density at the center and edge. However, at 1.9 nm resolution, the reconstruction has only four peaks due to the merging of two high-resolution maxima. As expected from the representat,ion of the object by Bessel functions, the resolution limit most affects the center of the reconstruction, where a large spurious peak is created. Nevertheless, the low-resolution reconstruction has the major features of TMV.
Further comparisons of the theoretical radial densit,y distributions wit.h the experimental reconstructions are at 1.9 nm resolution. The effects of the CTF on the projections from model TMV images are demonstrated in Figure 3 (a) to (d) for defocus values of -100, 30, 100 (Scherzer. 1949) and 780 nm. In each case, the first zero of the CTF is outside the resolution limit of 1.9 nm, yet minimal overfocus or underfocus substantially modifies the images. The effects are much more dramatic at the defocus values of 1 to 3 ,um commonly used for eryo-EM. The significant effects of the CTF are evident in the radial reconstructions of the TMV, shown in Figure  3 (e) to (h). Even at the Scherzer (1949) defocus peak magnitudes are significantly altered. Therefore, t,o correctly obtain quantitative information from cryo-EM images, the images must be recorded very near focus, or the CTF must be compensated.
Collection of data very close to focus is impractical in cryo-EM, because the very low image contrast (and hence low signal-to-noise ratio) make image analysis problematic.
We conclude that the data must be recorded with significant defocus and compensated for the CTF. 1971). However, the fidelity of the cotnprnsated images has never been proven experimentally for biological molecules of known structure, Thus. it is important that the compensated TMV images be compared t.o the atomic st'ructure of TMV. Typical TMV images at 780 nm defocus, and a representative Fourier transform are given in Figure 4 . The strong helical transform confirms that the particles have remained well-ordered in both the equatorial and meridional directions.
The ('TF at 780 nm defocus calculated from the first)-order theory is given in Figure 5 (a). The empirical value for t,he parameter Q was determined to be 0.14 by comparing the images at 780 and 4620 nm defocus (Materials and Methods). The equatorial Four& amplitudes from the calculated and empirical rryo-EM images before and after CTF compensation were compared in order to t'est the validity of the first-order theory in predicting the CTF. ('omparison of the Fourier transform of the model with that of the image at 780 nm defocus is given in Figure 5(b) . The large differences between the relative peak heights illustrate the necessity for compensation. After compensation (Fig. 5(c) ), the agreement between the model and experimental Fourier transform is excellent, with a crystallographic K factor of 0.12. The extremely low R factor reflects the accuracy of the model and scat'tering calculations, and the adequacy of the first-order theory to compensate the images from very low spatial frequencies to the resolution limit of 1-9 nm.
Tn order to test the sensitivity of image compensation t,o the det,ails of compensation, the R factor was calculated after compensation with a range of values of Q, shown in Figure 6 . The R factor is a minimum for 0.13 <Q <O.17, with substantial degradation of the fit between model and clomperlsated image outside that range.
Proje&ed scattering probabilities of TM V before and after ('TF compensation, and t,hrL predicted projection at the same resolution are given in Figure  7 . There is little resemblance between t,he projection obtained from the defocused image data and that predicted t heoret,ically. The project,ion obtained aft,er csompensation. however, closely resembles t)he theoretical projection, confirming that the cornpensated images caorrectly represent the tnolecaular st,rucl urf'.
(tl) A hxolutr scattering probability and nmss per unit length,
The data in Figure 7 (b) can also bca ceompared to determine how well the absolute scatt,ering from TMV agrees with the predictions based on the model and t,he t,heoretical mass scattering coefficients that have been summarized in Table 1 . The integrated scattering probabilities (scattering cross-section per unit length) were 0.75 and 0.73 nm for the cryo-EM data and model, respectively. Thus, thp empirica,] mass scattering coefficient was only 2.5?;, greater than that predicted. Use of the predicted average mass scattering c0efficient.s for protein a.nd RNA given in Table I also results in an integrated scattering probability of 0.73 nm, assuming 95oi, protein, 5% RNA and a mass per unit length of 131.1 kDa/nm (2130 identical protein subunits of molecular weight 17,500; 3 ribonucleotides/subunit; 300 nm in length). Presumably, Table I could be used to determine the absolute mass, mass per unit length and mass densities of unknown biological molecules in vitreous ice. in Fig. 7 (---) , and the distribution predicted by cross-section (----) at 1.9 nm resolution.
(e) ('rye-EM density reconstructions
The empirical scattering probabilities shown in Figure 7 (h) were reconstructed into radial density distributions using the method of Steven et al. (1984) . and are shown in Figure 8(a) and (b) . The electron scattering density depends upon the sum of the phase cont'rast, elastic scattering contrast and inelastic scattering contra.&, each of which has a slightly different dependence upon atomic composit'ion (e.g. Table  1 ). Tmage compensation assumes that, both the phase and scat,tering contrast from each atom type are proportional to the elastic scattering amplit'ude of that atom. We wondered whether the relative weighting of different atoms in the image are best predicted by elastic scattering amplitude ( Fig. 8(a) ) or total (elastic plus inelastic) scattering int'ensity ( Fig. 8(b) ). At 1.9 nm resolution, both theoretical and experimental distributions have peaks at, 2.5, 4.2. 6.0, and 7.5 nm radius and havrb central holes of -2 nm radius. The The comparison of Fourier transforms of observed scattering densities and predicted mass densities gave an R factor of 0.12.
relative contributions of RNA and protein are best represented by the calculation based on scattering amplitudes, presumably due to the predominance of phase contrast.
Thus, it seems better to use scattering amplitudes (as done throughout this paper) rather than the intensity of elastic and inelastic scatt,ering to predict the images. How are t,he reconstructions of the elrct.ron scattering densities related to the mass densities of TMV! Figure 9 compares the predict,ed radial mass densities, predicted radial scattering densities, and the experimental radial scattering densities. The peaks at, 2.6, 4.2, 6.0 and 7.5 nm radius can be attributed to a series of reverse t.urns, the RNA, the LS, RS. RR. and LR helices. and the C helix (Namba et al., 1989) . The scattering densities from the compensated cryo-EM data appear to be a valid representation of the radial mass density distribution of both RNA and protein. The validity of our TMV model depends upon the accuracy of the atomic co-ordinates and the choice of solvent structure.
Because the X-ray data were good t.o 029 nm (Namba et al., 1989) , the atomic coordinates should he capable of modeling our images at 1.9 nm resolution.
However, because of extremely high temperature factors, the four (:-terminal residues were not; included in t.he published map (Namba et al.. 1989) This can be seen as failure of the "weak-phase-weak-amplitude" approximation.
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