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Abstract. The topic of people’s health has always attracted the attention of
public and private structures, the patients themselves and, therefore, researchers.
Social networks provide an immense amount of data for analysis of healthrelated issues; however it is not always the case that researchers have enough
data to build sophisticated models. In the paper, we artiﬁcially create this limitation to test performance and stability of different popular algorithms on small
samples of texts. There are two speciﬁcities in this research apart from the size
of a sample: (a) here, instead of usual 5-star classiﬁcation, we use combined
classes reflecting a more practical view on medicines and treatments; (b) we
consider both original and noisy data. The experiments were carried out using
data extracted from the popular forum AskaPatient. For tuning parameters,
GridSearchCV technique was used. The results show that in dealing with small
and noisy data samples, GMDH Shell is superior to other methods. The work
has a practical orientation.
Keywords: Classiﬁcation
Noise immunity  GMDH

 Health social networks  Unbalanced data

1 Introduction1
1.1

Motivation

Social media is a modern phenomenon that has opened new possibilities for analysis of
various aspects of the human society life in total or some group of peoples [1]. The
medical domain is presented in various forums, where users discuss both general topics
as the state of the healthcare system or the speciﬁc questions concerning medicine,
1
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treatment etc. Such information is of interest to various governmental and private
institutions. The former has an opportunity to evaluate the reaction of community on
the laws and acts concerning healthcare as well as monitor the health condition of
citizens and the latter can see a market to produce medicines [2].
On the other hand, social media has provoked new developments in the Natural
Language Processing (NLP) ﬁeld, namely new models, methods and program systems.
The medical domain presented in social media uses traditional approaches of NLP
related to (1) retrieval of given cases in data, and (2) opinion mining concerning these
cases. Speaking of cases, we mean speciﬁc medicines or treatments.
First, we should mention here adverse drug reactions (ADRs) which are proved to
be the reason of serious injury and death of more than 700,000 people in the USA [3].
So, most of the methods developed for the analysis of health social networks are related
to these ADRs. Other topics are utilizing smoking cessation patterns on Facebook [4]
as well as organizing different anti-smoking and other campaigns revealing drug abuse
[5] and monitoring malpractice on Twitter [6].
1.2

Problem Setting

The motivation behind this research is the consideration of limitation and noisiness of
information, in this case regarding drug use. Indeed, there are often just certain users
who write about problems with their health and often provide irrelevant information,
pointing out their initial condition or possible the side effects of drugs, rather than their
own experience. By adding noise to their reports, we reflect this issue.
In this paper we consider possibilities of GMDH-based algorithms to build useful
noise-immunity classiﬁers for processing texts from health social networks. It is our
contribution to the problem of analysis of health social media. By the term “useful
classiﬁers”, we mean classiﬁers which allow detecting negative or extreme cases in
social media. As we mentioned above, the traditional 5-star classiﬁcation includes
classes = {very negative, negative, satisfactory, positive, very positive}. We denote
them as {1*, 2*, 3*, 4*, 5*} respectively. Our 2-class scale includes the negative
class = (1*, 2*) and the class ‘others’ = (3*, 4*, 5*). The 3-class scale includes the
very negative class = (1*), the satisfactory class = (2*, 3*, 4*), and the very positive
class = (5*). These classiﬁcations were introduced in [7]. Noise in data reduces the
discriminatory between classes, therefore decreasing model accuracy. At the same time,
GMDH simpliﬁes a model to make it more stable [8]. When we speak about noiseimmunity algorithms we mean here algorithms whose results are worsened less than
noise grows. This worsening and growth are considered in relative units.
We intend to study various ways of text parameterization that is a transformation of
the dataset to its vector form by putting attention on using not only one-word terms but
also n-grams of terms and n-grams of characters.
It should be mentioned here about convolutional neural networks (CNN) having
successful applications in opinion mining health social networks, see e.g. [9, 10].
However, they dealt with the traditional 5-star ratings rather than the combined classes
used in this paper. They did not consider the stability of results with respect to data, and
we cannot directly compare our results with those related to CNNs.
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The content of this paper is as follows: Sect. 1 is the introduction, Sect. 2 describes
dataset AskaPatient. In Sect. 3 we give a short description of GMDH and GMDH
Shell. Section 4 presents the results of experiments with the original data. Section 5
shows the results of experiments with noisy and shortened data. We discuss our
research in Sects. 6 and 7 concludes the paper.

2 Dataset
2.1

General Description of AskaPatient

The dataset AskaPatient consists of 5 ﬁelds, which are rating, the reason for taking the
medication, side effects, comments, gender, age, duration and date added (AskaPatient,
n.d.). As the comments usually reflect patient opinions about the drug, we left only this
ﬁeld for rating prediction purposes. The dataset we retrieved consists of 48,088
comments, with 32,437 left after removing duplicates. The 5-star rating distribution
among comments is presented in Table 1.
Table 1. Rating distribution.
1*
2*
3*
4*
5*
12823 (27%) 5713 (12%) 8202 (17%) 9152 (19%) 12093 (25%)

With the new class distribution, the class imbalance essentially increased, as can be
seen in Table 2.
Table 2. Distribution of documents on combined classes.
Contents Class 1
Class 2
Class 3
2 classes 18536 (39%) 29449 (61%)
3 classes 12823 (27%) 23069 (48%) 12093 (25%)

The distribution of the lengths of reviews is presented in Table 3. It could be
observed that there are only 10% of reviews with a word count exceeding 200 words.
Table 3. Descriptive statistics on term count in each review.
Min number Max number Aver. number 90% percentile
1
823
54.4
200

For calculation simplicity, we have chosen 1,000 texts for both classiﬁcation tasks,
preserving the class distribution among texts. This leads to a small loss in accuracy of
models, however, we were able to carry out more experiments trying different modes of
the GMDH Shell platform.
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Parameterization and Normalization for ML and GMDH-Based
Methods

We have chosen bag-of-words (BoW) as our primary parametrization technique due to
its simplicity. By choosing the best parameters for preprocessing as well as tuning
models we used the GridSearchCV technique. This technique allows us to conduct an
exhaustive search over speciﬁed parameter values for a classiﬁer.
The vocabulary size varied between 100 and an unlimited number of terms. Here
‘term’ means word or character n-grams, where n varied between interval of [1–6].
We ﬁltered terms which were encountered in more than 50%–75% texts. Such a
limit corresponded to the ﬁrst transition point with respect to the number of terms,
providing discriminative power while preserving information value of obtained vectors.
These vectors then were normalized to the interval [0, 1] using L2-norm. Table 4
presents all parameters that were used for tuning the BoW model.

Table 4. Word representation tuning in a grid search.
Character/word parametrization
n-gram range
Tokenization
tf-idf rate
size of dictionary

While dealing with ML methods from the scikit-learn library [11], we also tried to
add a range of model-speciﬁc parameters but it did not give noticeable results. We
conclude that the correct preprocessing of text data itself is more important than model
speciﬁcation tuning.
However, this is not the same for GMDH-based algorithms where with further
model tuning in GMDH Shell platform it was possible to get the signiﬁcant model
improvements.
Overall, character n-grams are always superior to word ones and character n-gram
in the range from 1 to 7 gives the best results. The term ‘range’ means here that in the
process of parameterization, n-grams of different sizes are used simultaneously.
Maximum dictionary size is the best option for methods in scikit-learn. Due to the
computer limitations, the vocabulary size of 150 is the best option in GMDH Shell.
Therefore, in all the experiments described in Sects. 4 and 5, we deal with documents
presented with maximum dictionary size for ML methods in scikit-learn and in the
space of dimensionality 150 for GMDH-based methods. Throughout, for ML methods
character n-grams are used.
In our experiments, we used 5-fold cross-validation and weighted F-score averaged
among all folds to correctly measure the model quality with unbalanced data.
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Noisy Data

To form noisy data, we added an independent Gaussian noise to parameterized and
normalized data with the mean = 0 and the standard deviation s = 0.1; 0.2.
As for the neural networks in comparison to feature-based methods they do not
presume to have normalized word vectors. Indeed, as it was stated in [12] that words
that are used in a similar context have longer vectors than words that are used in
different contexts. Thus, the usage of raw vectors makes a model more accurate
increasing its performance. Moreover, we fed to the neural networks word an
embedding matrix rather than bag-of-words vectors. This is due to the fact that
word2vec format embeddings give in all cases better results for neural networks than
one-dimension parameterization. That is why we do not perform noise immunity
analysis with neural network algorithms.

3 Methods and Tools
3.1

GMDH-Based Classiﬁers with Applications

Group Method of Data Handling (GMDH) is a technology of machine learning
(ML) for creating noise immunity models. The ideas and applications of GMDH are
presented in many publications, see for example [13–15]. Theoretical bases of GMDH
are described in the well-known paper [8]. GMDH does not orient on certain class
functions, but the most popular GMDH-based tools use polynomial functions of many
variables [16, 17]. This fact has the simple explanation: any continuous function of
many variables on hypercube can be presented in the form of uniformly-convergent
polynomial series.
GMDH itself has many applications in NLP. For example, the paper [18]
demonstrates the GMDH based technique for building empirical formulae to evaluate
politeness, satisfaction, and competence reflecting in dialogs between passengers and
Directory Enquires at a railway station in Barcelona. The formulae contain the sets of
linguistic indicators preliminary assigned by experts separately for each mentioned
problem (politeness, satisfaction, and competence).
The paper [19] shows the possibility of building a classiﬁer of primary medical
records using GMDH Shell. The linguistic indicators are extracted from the training
dataset related to six stomach diseases. The accuracy of results on a real corpus of
medical documents proved to be close to 100%. Such a result essentially exceeded the
results of other methods which had been used on the same dataset.
In another paper [20], the authors present opinion classiﬁers for Peruvian Facebook,
where users discuss the quality of various products and services. These classiﬁers use
linguistic indicators prepared by qualiﬁed experts. The indicators form two variables
reflecting the contribution of positive and negative units and then GMDH-based
algorithms build polynomial models with these two variables. The total accuracy
reached in the experiments signiﬁcantly improved the results obtained by other
researchers.
In this paper, GMDH algorithms are implemented on the platform called GMDH
Shell. All algorithms related to classiﬁcation realizes the One-Vs-All approach [21]
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which reduces multi-class classiﬁcation to the binary one. The variety of preprocessing
options for this instrument could be learned from [15].
At the moment, we do not know any publications in which GMDH has been used
for opinion analysis of health social networks. For this reason, it would be useful to
study the possibilities of GMDH-based algorithms to classify any typical network. It
would be also interesting to test the stability of results having in view the well-known
property of noise immunity of GMDH-based algorithms. This paper continues our
applied research presented in [22].
3.2

Standard ML Classiﬁers

In our experiments, we have tested several ML techniques: Random Forest, Logistic
Regression, Extremely Randomized Trees, Support Vector Machine classiﬁers from
Python scikit-learn package [11].
These tools have a long history with successful application in many research ﬁelds,
e.g. Sentiment Analysis tasks. For pharmacovigilance, it was applied for example to the
tasks of ADR detection [23] and monitoring prescription medical abuse on Twitter [5].
Usually, these algorithms are enriched with huge set of additional features to get better
results.
3.3

Neural Networks

For comparison purposes, we included here the results of deep learning methods,
however, the advantage of them is more pronounced while dealing with large data.
In this work, we construct a LSTM-CNN model for dealing with user posts. It was
shown that such combined methods often achieve better results in a variety of text
classiﬁcation tasks [24, 25]. The intuition behind this type of networks is that output
tokens from the LSTM layer store an information about not only the current token but
also any previous tokens. This output of the LSTM layer is then fed to a convolutional
layer which is now get enhanced information, thus making better predictions.
For preprocessing health, word embeddings were used [26]. It turned out results to
be better on data with any modiﬁcations (normalization, stemming).

4 Experiments on Original Data
4.1

Experiments in GMDH Shell

Here, by original data we mean noise-free data reflected in 1,000 documents. Overall,
the investigated parameters of GMDH Shell are presented in Table 5. Here lin denotes
linear members and sq/div. denotes squares/divisions. The latter means the model
includes linear, pairwise and square members. Complexity or rank of model means the
number of features to consider which keeps some number of the most important
variables according to the selected ranking algorithm. This number dramatically
increases the running time of an algorithm if pairwise and square members were
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included. The number of ﬁnal parameters could be reduced by selecting a model
complexity value.
Table 5. Options for GMDH shell tuning.
Balance Ensemble Form
Complexity Rank
yes/no yes/no
lin/sq/div. 20–200
20–300

GMDH Shell is presented in four algorithms: the combinatorial, neural network
type, forward and mixed selections. The ﬁrst two ones are the classical GMDH-based
algorithms [14, 15]. The last two ones are the well-known algorithms of stepwise
regression [27] where GMDH is used for generation of variants.
The preliminary experiments showed the following results which we considered
while testing different methods of classiﬁcations:
–
–
–
–

balancing impairs results quality;
data transformation to different forms lead to model accuracy increase;
ensembling, in general, leads to slightly better results;
the model complexity, i.e. number of coefﬁcients in a model of about size of
vocabulary is always the best adjustment.
– ranking boosts model accuracy.

On the original, noise-free data mixed selection algorithm showed the best results
and was chosen for the further analysis on the noisy and reduced data (Table 6). It can
be observed from this table that the GMDH-based mixed selection algorithm exceeded
the baseline on 32% for 2 classes and on 35% for 3 classes. Here, the baseline is
denoted as the proportion of the biggest class in a classiﬁcation problem, Table 2.

Table 6. F-score for different algorithms from GMDH Shell platform, original data.
Methods
Combi
Forward
Mixed
NN

4.2

2 classes
66%
82%
90%
61%

3 classes
61%
47%
74%
47%

Building Classiﬁers with Other Methods

The results with the best parameters are presented in Table 7.
The SVM algorithm is superior to other methods which can be explained by the fact
that it is a less sophisticated algorithm, thereby less prone to overﬁtting. In the case of
small data size that quality is essential. SVM algorithm exceeded the baseline by 15%
for 2 classes and by 14% for 3 classes. Other methods gave worse results.
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Table 7. F-score for different algorithms from the scikit-learn package and neural network
algorithm, original data.
Methods
Random forest
Extra trees
SVM
Logistic regression
RCNN

2 classes
0.63
0.62
0.76
0.62
0.66

3 classes
0.41
0.43
0.56
0.42
0.54

For 2 classes all other ML methods gave slightly higher than baseline results. On
the 3-class problem other methods did not exceed the baseline; RCNN exceeded it by
11%. However, as stated before, signiﬁcant advantages of RCNN can be shown only
when the sample size is tens and hundreds of thousands of documents.

5 Experiments with Noisy and Reduced Data
5.1

Building Classiﬁers for Noisy Data

In this sub-section, we test the noise-immunity of the best algorithm from GMDH Shell
and methods from scikit-learn library. The results of the analysis in terms of rates to
original means are presented in Table 8 for 2 and 3 classes accordingly.

Table 8. F-score rate for noisy data and different level of noise.
Methods

2 classes
s = 0 s = 0.1
(GMDH) mixed 1.00 0.82
SVM
1.00 0.74
Tree-based
1.00 0.84

s = 0.2
0.81
0.71
0.83

3 classes
s = 0 s = 0.1
1.00 0.91
1.00 0.63
1.00 0.91

s = 0.2
0.90
0.64
0.90

Tree-based and GMDH-based mixed selection methods are more stable to the
noise. SVM algorithm is less prone to the noise increase stability, although outperforming tree-based methods in terms of weighted F-score.
5.2

Building Classiﬁers with Reduced Data

In this section, we test model performance on very small samples of data: 500 and 250
samples. This allows us to check the stability of models on the extremely small text
samples. The results of the experiments for two and three classes are presented in
Tables 9 and 10 accordingly.
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Table 9. F-score for different ML algorithms, reduced data (500 samples).
Methods
(GMDH) mixed
Random forest
Extra trees
SVM
Logistic regression

2 classes
0.92
0.63
0.63
0.67
0.55

3 classes
0.79
0.42
0.47
0.52
0.38

Table 10. F-score for different ML algorithms, reduced data (250 samples).
Methods
(GMDH) mixed
Random forest
Extra trees
SVM
Logistic regression

2 classes
0.98
0.53
0.57
0.63
0.46

3 classes
0.96
0.42
0.44
0.47
0.34

It is noticeable that GMDH-based mixed selection algorithm is more efﬁcient when
dealing with very small data samples. Amusingly, the results for GMDH turned out to
be even better with sample size reduction. The reason for this lies in the flexibility of
GMDH-based algorithms which are well adjusted to the variability in the data. It is not
the same for scikit-learn methods.

6 Discussion
In our paper [22], we began to study the possibilities of GMDH-based algorithms on
opinion mining of typical texts related to health social networks. In the paper we
conducted our experiments on the same dataset AskaPatient used in this paper. Our
interest in GMDH as a technology of text mining was provoked by the following
circumstances: GMDH can successfully deal with small amount of experimental data;
moreover, it works well even when the dataset size is less than the number of
parameters used; GMDH builds models of optimal complexity that provide their high
noise immunity. With these circumstances, our study of GMDH-based algorithms was
quite limited: we did not consider the sensibility of models to size of experimental data
and we did not consider the noise-immunity of models built.
GMDH-based classiﬁers are not the only ones that can be used for opinion mining.
Last year the great popularity came to program language Python and tools based on it.
This fact provokes comparison of classiﬁers built on GMDH technology [13–17] and
classiﬁers included in the well-known Python library scikit-learn [11].
In the current research, we tried to explore all mentioned problems by putting
special attention to parameter tuning, in particular, experiments with different type of
parametrization: character or word n-grams. In the paper [22] we used only one-word
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terms. To select these terms, we used the criterion of term speciﬁcity which considers
term frequency in a given document corpus and any basic corpus [28, 29].
In that research, we used word frequency list related to British National Corpus as
this basic corpus. In the current research, we carefully studied different combinations of
n-grams of terms and n-grams of characters to select the best parameters. Such a
process is described in the Sect. 2.2. Table 11 shows results of classiﬁcation for ngrams of terms and n-grams of characters. We studied also results of classiﬁcation
related to different number of posts where a given term occurs. The results are presented in Table 12.
Table 11. Study of different sizes of vocabularies.
Options
Sizes
Results
n-grams of characters 50, 150, 250, 400 150–250 give the best and close results
n-grams of terms
150, 250, 400, 800 150–250 give the best and close results

Table 12. Study of different number of posts.
Option
Number of posts
Results
Posts with a given term >25%, >50%, >75% 75% gives the best results

The results presented above deﬁned options which we used in this paper.

7 Conclusions
In the paper, we investigated the noise-immunity and data size sensitivity of different
algorithms on health-related texts. It was stated that user reports on drugs are good
examples of very noisy data where it is often that the information is quite limited on
some drugs and especially their side effects. Thus, while dealing with imbalance it is
needed to deal with small samples of text and noise in data. For these purposes, we
built different machine learning classiﬁers including standard machine learning classiﬁers as well as GMDH-based algorithms and neural networks.
We tested different preprocessing options and found out that character n-grams with
absent lemmatization and stemming work the best in all cases. Overall, GMDH-based
mixed selection algorithm performs better on small and extremely small text samples.
Moreover, it is more stable to adding a noise in comparison to the standard ML
methods. This might be explained by the fact of more simplicity and flexibility of the
GMDH-based algorithms in comparison to tree-based and SVM algorithms. The results
have clear practical implications and can be used in further research.
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