Abstract Diverse image-based tracking schemes for a robot moving in free motion have been proposed and experimentally validated. However, few visual servoing schemes have addressed the tracking of the desired trajectory and the contact forces for multiple robot arms. The main difficulty stems from the fact that camera information cannot be used to drive force trajectories. Recognizing this fact, a unique error manifold that includes position-velocity and force errors in orthogonal complements is proposed. A synergistic scheme that fuses camera, encoder and force sensor signals into a unique error manifold allows proposing a control system which guarantees exponential tracking errors under parametric uncertainty. Additionally a small neural network driven by a second order sliding mode surface is derived to compensate robot dynamics. Residual errors that arise because of the finite size of the neural network are compensated via an orthogonalized second order sliding mode. The performance of the proposed scheme, in two significant applications of the multiple robot arms, is validated through numerical simulations.
Introduction
To increase the executing tasks of the robot manipulators in several practical applications, the use of multiple robot arms working together in the same workspace and cooperatively has been proposed. Working abilities, loading capabilities and object manipulation are some advantages of multiple robot arms with respect to a single robot. In order to resolve the complex dynamic interactions in these robotic systems, many studies have focused attention on designing robust and adaptive control schemes to minimize the hardware and software.
Although several approaches for cooperative schemes [9, 13, 15] , fast control [5, 8, 14, 26] , load distribution and path planning [19] have been reported in the literature, a difficultly in synthesizing these approaches in practice is the inexact knowledge of almost all system parameters.
Additionally, to avoid the computational load and the illposed nature on the inverse kinematics in the joint robot control, controllers in operational coordinates or the use of visual information called visual servoing can be addressed as an alternative solution.
Despite the fact that several pieces of research have addressed vision/force control [1, 4, 7, 27] for a single robot, few of them show robustness to uncertainties in robot parameters or camera parameters. In [27] a controller based on the multisensor fusion is proposed where the signals from sensors are used to correct uncalibrated parameters. But the force/position controller and the planner require an exact knowledge of the robot manipulator. An adaptive algorithm is used in [21, 22] to estimate the visual Jacobian matrix in free motion. This approach is based on the assumption that the visual Jacobian matrix can be decomposed as a product of two matrices. The first matrix requires kinematic parameters of the robot manipulator, while the second matrix is assumed unknown. That is, the rotation matrix between the robot base frame with respect to the vision frame is unknown. On the other hand, a neurovisual servoing control of a planar robot manipulator is presented in [23] where it is assumed that the link lengths of the robot manipulator are not exactly known. The neural network is used to avoid the drift in the parameter estimated and some possible overshoot in the estimated of the gravitational vector. That is, it is not necessary to know the gravity vector and boundedness of the Jacobian matrix against a perturbation. At the same time, there is a dearth of research that extends or combines these visual approaches to multiple robot arms under parametric uncertainty. This paper aims to design a theoretical neuro-visual servoing controller that guarantees analytically imagebased tracking of constrained multiple robot arms subject to parametric uncertainty, that is, i-th robot and the camera parameters are unknown. The neuro-visual servoing control is based on a second order sliding surface for visual position and contact force trajectories respectively. To approximate the i-th robot dynamics and the parameter variations, a small neural network driven by the sliding mode is used. The residual error that arises from this bounded approximation is eliminated with the sliding mode into a unique error manifold. In contrast with other approaches, in this paper exponential convergence of image-based position error and contact forces are guaranteed with smooth control and chattering free. Finally, the parametric uncertainty on the i-th robot manipulator and camera are parameterized in terms of the regressor time as a parameter vector. Then, to get parametric uncertainty, this vector is multiplied by a factor with respect to the nominal value.
The viability of this approach is demonstrated through two typical applications of the multiple robot manipulators in a horizontal plane. In the first simulation, a pair of robot manipulators grasps an object firmly applying the desired force through the contact point, while the end-effector of the i-th robot manipulator follows the desired visual trajectory. In the second simulation a more complex task is presented, one that involves the changing dynamics and an impact regime to manipulate an object by two robotic fingers. Strictly speaking, transition tasks involve free motion, impact and constrained motion regimes. Impulsive and unilateral constraints arise in the impact regime, which makes it very difficult to design a control system. The simple approach would be to avoid impact and to commute consistently between a free and constrained controller. That is, given that algebraic constraints arise in the constrained regime, a virtual constraint will be proposed to model a DAE 1 system for all regimes. Thus, the control scheme proposed is based on the avoiding impact regime, through zero transition velocity from free to constrained motion, which means that impulsive dynamics does not appear. Differently then [18, 24, 25] , this approach is one of fast constrained object manoeuvring for non-redundant multiple robot arms. Furthermore, a decentralized cooperative tracking is obtained without using the model of the robot manipulator, nor exact knowledge of the inverse Jacobian.
Constrained dynamics of a multiple arms robot
Dynamical Equations. Consider a robotic system composed of l rigid robot manipulators that is holding an object, the differential algebraic dynamic model of the i-th manipulator, { } i 1,....,l ∈ , constrained by the object's geometry can be expressed by
where
, ,are angular positions, velocities and accelerations of the revolute joints of the i-th manipulator, which has ni degrees of freedom,
Lagrange multiplier that represents the magnitude of the contact force.
Manipulation Space. When the robotic system manipulates an object, the position of the i-th end effector is geometrically constrained on a
From the standpoint of path planning, equation (2) stands for the trajectory to be followed which runs on the surface of the object. Thus, the constraint imposed by equation (2) should be satisfied in all time which means that the manipulator does not invade the object's space.
Even though the formalism presented through the paper can be extended for a i-th rigid manipulator, this work will focus in a robotic system with two manipulators (i = 2), each of them having a single contact point
respectively. Consequently, to propose an appropriate error coordinate system, equation (6) should be included in the error manifold through  ri . q
In order to design an image-based decentralized controller without resorting to
H (q C (and ( i i ) g q , we need to define a joint error manifold that uses the visual position of the CCD camera sensor. Firstly, let us establish a mapping between joint velocities and endeffector visual velocities.
Visual Kinematics. Let the direct and differential kinematics for the i-th robot manipulator be defined by
where ℜ → ℜ J q its Jacobian matrix. Given that a planar robot is used in this work, the operational space has two dimensions and n = 2. In this paper we use a widely accepted fixed (static) camera configuration [6] , which has a thin lens without aberration, whose mathematical description consists of a composition of four transformations that take into account: joint to Cartesian transformation, Cartesian to camera transformation, camera to CCD transformation, and CCD to image transformation. Therefore, the 2D visual 
where λ f is the focal distance along optical axis, z stands for the depth of field, Taking into account the equation (11), the inverse differential visual kinematics expression for the i-th robot manipulator is obtained Taking the derivative of ( )
, with its corresponding partition given by equation (13), we obtain (12), it is possible to determine an i i m m × nonsingular matrix for i1 q in visual space. Then, the velocity of the joints of the i-th robot can be expressed as 
J
. Substituting  i2 q of equation (15) into (14), one obtains
, i.e., there are i m independent contact points, and :
equation (17) is well posed because ϕ −1 1 i ( ) J q exists in the finite workspace imposed by the holonomic constraint defined in equation (2) . Taking into account the partitions expressed by equations (13) and (17), the velocity of the generalized coordinates can be written as q that arises at the contact point can be defined as ( )
In order to assure the position and force tracking, the nominal visual position/force reference  ri q can be designed as
where  ri x stands for a visual nominal reference which parameterizes the system in terms of visual coordinates, 
where  (3)), requires the derivative of equation (22), which is discontinuous. Given that we will use neural networks to handle the entire system, we will simplify the equation (3) + Finally, the parametrization of (3) using the equations (22) and (25) gives rise to ε Given that the size of the neural network is defined by taking into account only the regressor elements, its approximation capacity is severely limited. However, instead of increasing its number of neurons in order to reduce the residual error, the error will be eliminated by means of a training procedure based on an orthogonalized second order sliding mode.
Neural-Visual Controller Design
Substituting equation (28) into equation (27) , we have
Now we are ready to present the main result. 
Then, the output of the neural network is also bounded. According the previous arguments and the boundedness of the i-th robot dynamics, its Coriolis matrix and gravitational term, and given that inertia matrix is positive-definite and upper bounded, the right hand side of equation (32) 
Numerical simulation results
In order to demonstrate the usefulness of our decentralized controller, we present digital simulations implemented on the stiff numerical solver on Matlab 5.3, under a 1 [ms] sampling time. In these simulations the motion of the object is confined to the horizontal plane. Additionally, each experiment was executed under different initial conditions, zero initial velocity and parametric uncertainties on the i-th manipulator and the camera. As mentioned in the section 4, the neural network has only one ,layer and four weights per degree of freedom, where As a first case we consider a pair of robotic manipulators grasping a rigid object, i.e. the contact between object and manipulators is a frictionless contact point. The desired task consists of the end-effector of the i-th robot manipulator following a desired visual trajectories while a desired force is applied in the normal direction through the contact point.
Exponential visual tracking errors for position and velocity are presented in Figures 1 and 2 , respectively. The system trajectories converge to an error that can be considered as zero (less than 0.1 pixel error). After a transient response in a few milliseconds in the first joints of the robotic manipulators, the control effort applied to each joint is smooth and chattering free, Fig. 3 . Finally, the performance of the contact force and force tracking errors are presented in Fig. 4 . As is expected, the simulation results show exponential convergence without any knowledge of i-th robot dynamics and the camera, i.e., the As a second case, a general scheme for free motion and constrained motion through a smooth transition is presented. A smooth transition allows us to avoid an impact regime between the robotic finger and the object, that is, a zero transition velocity from the free motion to constrained motion can be guaranteed. Therefore, impulsive dynamics does not appear and position controller commute stably to position/force controller and vice versa. To ensure that each robot finger approaches on the object surface to a velocity near to zero, it is necessary to change the feedback gain i A defined in ( Under the framework presented in the previous sections, the i-th geometric function in these three phases is defined as From the previous definitions for transition tasks, we proceed to describe the task. Consider two rigid planar robots as fingers which are not grasping the object initially. Then, from any initial condition the endeffector of the i-th robot finger will follow a desired trajectory (cubic polynomial) in finite time bi t (free control) under 75% of parametric uncertainty on  Rinv . J Visual tracking errors for free and constrained motion are shown in Fig. 5 . The impulse response between position and force controller commutation is avoided, as shown in Fig. 6 . Instead, the performance of the control signal is smooth and chattering free. Additionally, in Fig.8 we can observe that the change in the velocity before and after collision, is the same, i.e. t t h ,with h > 0 so that acceleration is analytic. On the other hand, Fig. 7 shows that before t 1.5 s ,   ≤   the contact force is zero, however, for t>1.5 s     the force converges to a desired value after a few seconds, i.e., the robot grasps an object rigidly. The feedback gains used in this experiment are: 
Conclusions
A neuro-visual servoing controller which guarantees image-based tracking of constrained multiple robot arms subject to parametric uncertainty is proposed. Exponential convergence in the visual force/position subspaces is guaranteed, even when neither robot parameters nor camera parameters are known. The main feature of our scheme is the ability to fuse the image coordinates/visual velocities and contact forces in orthogonal complements. The neural network control loop compensates for DAE dynamics, while an inner piecewise continuous sliding mode control loop adds the missing effort to induce sliding modes. Numerical simulations allow us to validate our proposed scheme through two significant applications: two robotic manipulators grasping a rigid object, and two robotic fingers executing tasks that involve changing dynamics and impact regime.
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