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Abstract
We obtain estimates of the small and large inductive dimensions ind and Ind of the union of two
sets, outside the class of completely normal spaces. We show that, in the sense of the inductive
dimensions ind0 and Ind0 introduced independently by Charalambous and Filippov, a compact
completely normal space which is the union of two dense zero-dimensional subspaces can be infinite-
dimensional.
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1. Introduction
All spaces in this paper are assumed to be regular and Hausdorff. Both small inductive
dimension, ind, and large inductive dimension, Ind, are defined on all spaces, as in [11].
Thus, there is no restriction of normality on the spaces under consideration. All results
quoted without attribution can be found in both [7,11].
Results giving an estimate of the dimension of the union of two (or more) subspaces are
known as addition theorems. The most useful addition theorem for inductive dimension is
a classical result that requires the union to be completely normal.
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Result 1. For a hereditarily normal space X = X1 ∪ X2,
indX  indX1 + indX2 + 1 and IndX  IndX1 + IndX2 + 1.
Remark 1. The inequalities appearing in Result 1 are known as Urysohn inequalities.
These inequalities are best possible: For any m,n  0 the unit cube Im+n+1 is the union
of two subspaces I1 and I2 with ind I1 = m and ind I2 = n. As the Urysohn inequality
for covering dimension dim holds if X is merely normal (see [11, Proposition 3.5.11]), it
is natural to ask whether Result 1 holds under conditions less restrictive than complete
normality. Tsereteli in [14] constructs a non-normal, completely regular space X with
IndX  2 which is the union of two subspaces with Ind = 0. However, there is no example
to show that Result 1 fails if X is merely normal.
It is of interest to quote here a few of several recently obtained results regarding
the cohomological dimension dimG of a metrizable space X that is the union of two
sets X1,X2. Rubin [12] first established the Urysohn Inequality when G = Z. However,
Dranišnikov et al. [5] decomposed R4 into two subspaces with dimQ/Z = 1, showing that
the Urysohn Inequality does not hold for all Abelian groups G. Subsequently, Dydak [6]
proved the Urysohn Inequality when G is any ring with unity, and established the addition
formula dimGX  dimG X1 + dimGX2 + 2 for any Abelian group G.
A recent addition result that will be repeatedly applied in Section 3 is the following.
Result 2. Let X = X1 ∪ X2 with X1 and X2 closed in X. Then
indX max{indX1, indX2} + 1 (see [4, Theorem 2]).
Remark 2. Result 2 is also best possible.
(a) There is a compact space X such that X = X1 ∪ X2, the subspace Xi is closed in X
and has indXi = IndXi = 1 for i = 1,2, but indX = IndX = 2 (see Lokucievskiı˘’s [7,
Example 2.2.14]).
(b) There is a metrizable space X such that X = X1 ∪ X2, the subspace Xi is closed in
X and has indXi = 0 for i = 1,2, but indX = 1. This is due to van Douwen and
Przymusin´ski (see [7, Problem 4.1.B]).
This paper contains several addition theorems for both ind and Ind. Section 2 contains
a number of Urysohn inequalities. Apart from the known cases for completely normal
spaces, these inequalities may hold also in situations where the subspaces are dense, or
retracts of the union or if they are perfectly κ-normal, or if one of the subspaces has small
dimension, or if one of the subspaces is closed. The results of Section 2 are applied in
Section 3 to obtain a number of addition theorems, which can be summarised as follows.
Theorem 1. Let X = X1 ∪X2, IndX1 = m and IndX2 = n. Then
(i) if m n 0, indX mn+ 12m(m+ 1)+ 3(m+ n + 1);(ii) if X is normal, IndX mn+ 2(m+ n+ 1);
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(iii) if X, X1 and X2 are normal and m,n  1, then IndX  mn + min{m,n} + (m +
n+ 1);
(iv) if X is normal, indX  2(m+ n+ 1);
(v) if X, X1 and X2 are normal and m,n 1, then indX  2(m+ n)+ 1.
Remark 3. The case m = 0 of Theorem 1(ii) was also obtained by Zambakhidze on the
assumption that X2 is normal (see [15, Theorem 5]). He gives a rougher estimate if X2 is
not assumed normal. He also proves IndX 1 if X is a completely regular space which is
the union of two dense subsets with Ind 0.
Theorem 1 raises the problem of estimating indX in terms of indX1 and indX2. One
question in particular is whether indX is finite when both indX1 and indX2 are finite.
The answer is negative if instead of ind one considers the inductive dimension functions
ind0, Ind0, which agree with ind, Ind, respectively, on perfectly normal spaces. These
dimension functions, which are defined on normal spaces (see Section 4), are known
through the paper of Ivanov [10], where their definition is attributed to Filippov. Less
known are the dimension functions ind∗, Ind∗ that are defined on all spaces. These were
first studied in the Ph.D. Thesis [1], whose essential relevant results were published
in [2]. It can be shown in a trivial manner that for a normal space X, ind∗ X = ind0 X
and Ind∗ X = Ind0 X. The significance of ind0 and Ind0 lies in the fact that they have
proved instrumental in establishing the equality ind = Ind on certain classes of important
topological spaces (see, e.g., [9,13,3]). Our results in Section 4 can be summarised as
follows.
Theorem 2. There exist completely normal compact spaces S and Sn, n ∈ N, such that
(i) indSn = IndSn = dimSn = 1 while ind0 Sn = Ind0 Sn = n;
(ii) indS = IndS = dimS = 1 while ind0 S = Ind0 S = ∞;
(iii) Sn is the union of 2n−1 closed subsets each of which has Ind0 = 1;
(iv) S is the countable union of closed subsets with Ind0 equal to 1;
(v) S and Sn can be represented as the union of two disjoint dense subsets with dimension
zero in every sense.
Remark 4. The countable sum theorem for Ind0 holds provided the subspaces are zero sets
[2,10]. However, Ivanov in [10] constructed a completely normal compact space X with
ind0 X = Ind0 X  2 which is the union of two closed sets Fi with ind0 Fi = IndFi = 1,
i = 1,2. As we show in Remark 6, Ivanov’s space, too, is the union of two dense subspaces
with Ind = 0.
The Urysohn inequality holds for both ind0 and Ind0 provided the subspaces are z-
embedded (see [2, Proposition 9]).
The spaces of Theorem 2 belong to a class of completely normal spaces on which both
the subset and the countable sum theorems for Ind hold.
Let us, in conclusion, mention three more useful addition theorems from [2].
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Result 3.(i) Let E be a closed set of a normal space X such that Ind0 E m and Ind0 F  n for
every closed set F of X disjoint from E, where m,n 0. Then Ind0 X m+ n.
(ii) Let E be a closed set of a normal space X such that IndE = 0 and IndF  n for
every closed set F of X disjoint from E, where n 0. Then IndX  n.
(iii) Let a normal space X be the union of two closed subsets E and F . Then IndX 
IndE + IndF .
The estimates appearing in Theorem 1, being much greater than the Urysohn estimates,
are unlikely to be best possible. It seems a challenging task, though, to construct normal
spaces showing the extend to which the Urysohn estimates can be exceeded. In fact, as
already remarked, no examples exist to show the Urysohn inequality fails in the class of
normal spaces. The question of being best possible also arises with regard to Result 3
and the Urysohn inequalities when one of the subspaces is closed (see Proposition 6 in
Section 2).
2. Urysohn Inequalities for ind and Ind
Lemma 1. The following are equivalent for a regular open set U of a subspace X of a
space Y :
(i) There is a regular open set V of Y with U = X ∩ V and ClX U = X ∩ ClY V .
(ii) There is an open set V of Y with U = X ∩ V and ClX U = X ∩ ClY V .
(iii) For any open sets A, B of Y with B regular, A ⊂ B and X ∩ ClY A ⊂ U ⊂ B , there is
a regular open set W of Y with A ⊂ W ⊂ B , U = X ∩ W and ClX U = X ∩ ClY W .
(iv) U and X \ ClX U are respectively contained in disjoint open sets G and H of Y .
(v) U and X \ ClX U are respectively contained in disjoint regular open sets S and T
of Y .
Proof. In (ii) ⇒ (iii), put W = IntY (ClY (A ∪ (B ∩ V )), in (iii) ⇒ (iv) take G = W and
H = Y \ClY W , in (iv) ⇒ (v) take S = IntY (ClY G) and T = IntY (ClY H), and in (v) ⇒ (i)
take V = S. 
Definition 1. A subspace X of a space Y is said to be r-embedded (respectively weakly
r-embedded) in Y if the conditions of Lemma 1 are satisfied for every regular open
(respectively clopen) subset U of X.
Clearly, the relation of being r-embedded is transitive. Moreover, if X is weakly r-
embedded in Y and Y is r-embedded in Z, then X is weakly r-embedded in Z. Also,
if X ⊂ Y ⊂ Z and X is r-embedded (respectively weakly r-embedded) in Z, then X is
r-embedded (respectively weakly r-embedded) in Y . We recall that a space X is called
perfectly κ-normal if every regular open set of X is cozero. Also, X is called hereditarily
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perfectly κ-normal if every closed Gδ subset of X is perfectly κ-normal. For interesting
examples of such spaces see [9,13].
Lemma 2. A subspace X of Y is r-embedded in Y if (i) Y is completely normal, (ii) X
is dense in Y (iii) X is a retract of Y or (iv) Y is normal and X is a perfectly κ-normal
closed subspace. X is weakly r-embedded in Y , if (v) X is a closed subspace of a normal
space Y .
Proof. All cases follow from condition (iv) of Lemma 1. In the first three cases, any two
disjoint open subsets of X extend to disjoint open subsets of Y . For the last two cases, note
that disjoint cozero sets of the closed subspace X of the normal Y extend to disjoint cozero
sets of Y . 
Lemma 3. Let X be a non-empty r-embedded subspace of Y . (i) If G is open in Y and
x ∈ X∩G, then there is a regular open set V of Y with x ∈ V ⊂ G and ind(X∩BdY V )
indX − 1. (ii) If Y is normal, F is closed and G is open in Y with F ⊂ G, then there is a
regular open set V of Y with F ⊂ V ⊂ G and Ind(X ∩ BdY V ) IndX − 1.
For a weakly r-embedded subspace X of Y , (i) holds if indX = 0 and (ii) holds if
IndX = 0.
Proof. To prove (ii), by the normality of Y , we can, firstly, assume G is regular and,
secondly, select an open set H of Y with F ⊂ H ⊂ ClY H ⊂ G. Next, pick a regular
open set U of X with X ∩ ClY H ⊂ U ⊂ G and Ind BdX U  IndX − 1. Finally, apply
Lemma 1(iii) to find a regular open set V of Y with H ⊂ V ⊂ G, U = X ∩ V and
ClX U = X ∩ ClY V . Note that BdX U = X ∩ BdY V and V has the required properties.
To prove (i), assume G is regular, pick a regular open set U of X with x ∈ U ⊂ G and
ind(BdX U) indX − 1, and then apply Lemma 1(iii) as above to find V as wanted. 
Proposition 1. Let X = X1 ∪ X2 with Xi r-embedded in X and every closed subset of Xi
with ind < indXi r-embedded in Xi , i = 1,2. Then
indX  indX1 + indX2 + 1.
Proof. We may assume that X1,X2 = ∅ and proceed by induction on indX1 + indX2. By
Lemma 3, a point x ∈ Xi has arbitrarily small regular open in X neighbourhoods V such
that ind(Xi ∩BdX V ) indXi −1. By assumption, every closed subset of Xi ∩BdX V is r-
embedded in Xi , hence in X and thence in Y = BdX V ∪Xj , i = j . Similarly, Xj and every
closed subset of Xj with ind < indXj is r-embedded in Y . Now, by the obvious induction
hypothesis, ind BdX V  indY  ind(Xi ∩BdX V )+ indXj +1 indX1 + indX2. Hence
indX indX1 + indX2 + 1. 
Proposition 2. Let X = X1 ∪ X2 with X normal, X1 r-embedded in X and every closed
subset of X1 with Ind < IndX1 r-embedded in X1. Then
IndX  IndX1 + IndX2 + 1.
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Proof. We may assume that X1 = ∅ and proceed by induction on IndX1. By Lemma 3,
a closed set F of X has arbitrarily small regular open in X neighbourhoods V such that
Ind(X1 ∩ BdX V ) IndX1 − 1. By assumption, every closed subset of X1 ∩ BdX V is r-
embedded in X1, hence in X and thence in BdX V . Note that BdX V is normal. Now, by the
obvious induction hypothesis, Ind BdX V  Ind(X1 ∩ BdX V ) + Ind(X2 ∩ BdX V ) + 1 
IndX1 + IndX2. Hence IndX  IndX1 + IndX2 + 1. 
Proposition 3. Let X = ⋃n+1i=1 Xi with Xi weakly r-embedded in X and indXi  0 for
each i  n+ 1. Then indX  n.
Proof. By Lemma 3, a point x ∈ Xi , has arbitrarily small open in X neighbourhoods
V such that BdX V ⊂ ⋃i =j Xj and the result follows by induction on n and the subset
theorem for ind. 
Proposition 4. Let X = X1 ∪ X2. (i) If X1 is weakly r-embedded, X2 is normal and r-
embedded in X, indX1 = 0 and indX2 = 1, then indX  2.
(ii) If X1, X2 are normal and r-embedded in X with ind 1, then indX 3.
Proof. For (i), Lemma 3 implies that points of X1 have arbitrarily small open in X
neighbourhoods with boundary in X2, and points of X2 have arbitrarily small open in
X neighbourhoods V such that ind(X2 ∩ BdX V )  0. If Y = X1 ∪ E with E a closed
subset of X2 with indE  0, it suffices to show indY  1. Now, by Lemma 2, E is weakly
r-embedded in X2, hence in X and thence in Y . As X1 is also weakly r-embedded in Y ,
Proposition 3 implies indY  1, as wanted.
For (ii), if Z = E ∪ X2 with E a closed zero-dimensional subset of X1, it suffices to
show indZ  2. By Lemma 2, E is weakly r-embedded in X1, hence in X and thence
in Z. Thus, by (i), indZ  2, as wanted. 
Proposition 5. Let X = X1 ∪ X2 with X normal.
(i) If X1 is weakly r-embedded in X and IndX1 = 0, then
IndX  IndX2 + 1.
(ii) If X1 is normal, r-embedded in X and IndX1 = 1, then
IndX  IndX2 + 2.
Proof. (i) By Lemma 3, a closed subset F of X has arbitrarily small open in X
neighbourhoods V such that BdX V ⊂ X2. Hence Ind BdX V  IndX2 and IndX 
IndX2 + 1.
(ii) By Lemma 3, a closed set F of X has arbitrarily small open in X neighbourhoods
V such that Ind(X1 ∩ BdX V )  0. By Lemma 2, X1 ∩ BdX V is weakly r-embedded in
X1, hence in X and thence in BdX V . Thus, by (i), Ind BdX V  IndX2 + 1 and hence
IndX  IndX2 + 2. 
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Proposition 6. Let X = X1 ∪ X2 where X2 is closed in X. Then(i) indX  IndX1 + indX2 + 1
(ii) if X is normal, IndX  IndX1 + IndX2 + 1.
Proof. We may assume that X1 = ∅ and argue by induction on IndX1. To prove (ii),
let F be a closed and G an open set of X with F ⊂ G, and pick an open set H
of X with F ⊂ H ⊂ ClX H ⊂ G. Let U be an open set of X1 with X1 ∩ ClX H ⊂
U ⊂ G and Ind BdX1 U  IndX1 − 1 and set V = H ∪ (U \ X2). Then V is open in
X, F ⊂ V ⊂ G and Y = (BdX V ) ∪ X2 = (BdX1 U) ∪ X2. Now, the closed subset Y
of X is normal and, by induction hypothesis, IndY  Ind BdX1 U + IndX2 + 1, hence
Ind BdX V  IndX1 + IndX2 and therefore IndX  IndX1 + IndX2 + 1. To prove (i) we
need only repeat the same argument with F a singleton. The induction hypothesis gives
ind BdX V  indY  Ind BdX1 U + indX2 + 1 IndX1 + indX2, as needed. 
Remark 5. The example X of Tsereteli [14] cited in Remark 1 has IndX  2 despite
being the union of two disjoint subsets X1, X2 with X1 both open and dense and
IndX1 = IndX2 = 0. This shows that in both Propositions 5(i) and 6(ii) the assumption
of normality of X is not redundant. Note that, by Proposition 6(i), indX  1.
3. Addition Theorems for ind and Ind
Proposition 7. Let X = X1 ∪X2 with IndX1 = m and IndX2 = n. Then indX  f (m,n),
where f (m,−1)= m, f (−1, n) = n, and, for m,n 0,
f (m,n) = max{f (m− 1, n), f (m,n − 1)}+ max{m,n} + 3.
Proof. We may assume m,n  0 and proceed by induction on m + n. Let Y1 = ClX X1,
Y2 = ClX X2 and Y = Y1 ∩ Y2. For an open set G of Y1 and x ∈ X1 ∩ G, there is a
regular open set U of X1 with x ∈ U ⊂ G and Ind BdX1 U  m − 1. As X1 is dense
in Y1, by Lemmas 1 and 2, there is an open set V of Y1 with x ∈ V ⊂ G, U =
X1 ∩ V, ClX1 U = X1 ∩ ClY1 V and therefore BdX1 U = X1 ∩ BdY1 V . Now, by the
induction hypothesis, ind BdY1 V  f (m − 1, n). Hence indx Y1  f (m − 1, n) + 1 for
each x ∈ X1. Similarly, indx Y2  f (m,n − 1) + 1 for each x ∈ X2. It follows that
indY  max{f (m − 1, n), f (m,n − 1)} + 1. Since Y1 = X1 ∪ Y and Y2 = X2 ∪ Y , it
follows from Proposition 6 that indY1  max{f (m − 1, n), f (m,n − 1)} + m + 2 and
indY2  max{f (m − 1, n), f (m,n − 1)} + n + 2. Finally, Result 2 implies indX 
max{indY1, indY2} + 1 = f (m,n). 
Proposition 8. Let X = X1 ∪ X2 be normal, IndX1 = m and IndX2 = n. Then IndX 
g(m,n), where
g(m,n) = min{g(m− 1, n)+ n,g(m,n − 1)+m}+ 2,
for m,n 0, subject to the initial conditions g(m,−1) = m and g(−1, n) = n.
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The initial conditions are augmented with g(1, n) = 2n + 3 if X1 is normal, and
g(m,1) = 2m+ 3 if X2 is normal.
Proof. We may assume m,n  0 (or m  2, n  1 if X1 is assumed to be normal)
and proceed by induction on m + n. Let Y1 = ClX X1 and Y2 = ClX X2. By Lemmas 2
and 3, a closed subset of Y1 has arbitrarily small open neighbourhoods V with Ind(X1 ∩
BdY1 V )m− 1. By the induction hypothesis, Ind BdY1 V  g(m− 1, n). Hence IndY1 
g(m − 1, n) + 1. As X = Y1 ∪ X2, by Proposition 6, IndX  g(m − 1, n) + n + 2.
Similarly, IndY2  g(m,n − 1) + 1 and IndX  g(m,n − 1) + m + 2. Hence IndX 
min{g(m− 1, n)+ n+ 2, g(m,n− 1)+m+ 2} = g(m,n).
If X1 is normal and m = 1, by Proposition 5, IndY1  n + 2 and, by Proposition 6,
IndX  2n+ 3 = g(1, n). 
Proposition 9. Let X = X1 ∪ X2 be normal, IndX1 = m and IndX2 = n. Then indX 
h(m,n), where
h(m,n) = max{h(m− 1, n), h(m,n− 1)}+ 2,
for m,n 0, subject to the initial conditions h(m,−1)= m and h(−1, n) = n.
The initial conditions are augmented with h(1, n) = 2n+ 3 if X1 is normal, and h(m,1) =
2m+ 3 if X2 is normal.
Proof. As in Proposition 8, and with the same notation, a closed subset of Y1 has
arbitrarily small open neighbourhoodsV with Ind(X1 ∩BdY1 V )m−1. By the induction
hypothesis, ind BdY1 V  h(m−1, n). Hence indY1  h(m−1, n)+1. Similarly, indY2 
h(m,n − 1) + 1. By Result 2, indX  max{h(m − 1, n) + 1, h(m,n − 1) + 1} + 1 =
h(m,n). 
Remark 6. It is an exercise in elementary induction to prove that
(i) for m n 0, f (m,n) = mn + 12m(m+ 1)+ 3(m+ n+ 1);(ii) g(m,n) = mn+ 2(m+ n + 1);
(iii) if both X1 and X2 are required to be normal and m,n  1, then g(m,n) = mn +
min{m,n} + (m+ n+ 1);
(iv) h(m,n) = 2(m+ n+ 1);
(v) if both X1 and X2 are required to be normal and m,n  1, then h(m,n) = 2(m +
n)+ 1.
4. Lack of addition theorems for ind0 and Ind0
The dimension function Ind0 is defined on normal spaces inductively as follows:
(i) Ind0 X = −1 iff X = ∅.
(ii) For a non-negative integer n, Ind0 X  n iff between any two disjoint closed subsets
A, B of X there is a Gδ partition C with Ind0 C  n − 1.
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(iii) Ind0 X = n iff Ind0 X  n is true but Ind0 X  n − 1 is false.
(iv) Ind0 X = ∞ iff Ind0 X  n holds for no integer n.
Observe that Ind0 X  n iff every neighbourhood of each closed set A of X, contains
a cozero set G and a zero set F of X with A ⊂ G ⊂ F and Ind0(F \ G)  n − 1.
The definition of ind0 is obtained in an analogous manner, setting ind0 X  n iff every
neighbourhood of each point x of X, contains a cozero set G and a zero set F of X
with x ∈ G ⊂ F and ind0(F \ G)  n − 1. It is evident that Ind0 X = 0 (respectively
ind0 X = 0) iff IndX = 0 (respectively indX = 0). Also, Ind0 X  ind0 X, Ind0 X IndX,
ind0 X  indX and, if X is perfectly normal, Ind0 X = IndX and ind0 X = indX.
At this point we recall the definition of the free product X 
 (Y,p), where X, Y
are given spaces and p is a point of Y . This is the set X × Y with topology defined
as follows. A neighbourhood base of a point (x,p) consists of the sets of the form
((U \ {x}) × Y ) ∪ ({x} × V ), where U , V are neighbourhoods of x , p, respectively.
A neighbourhood base of a point (x, y) with y = p consists of the sets of the form and
{x}×W , where W is an open neighbourhood of y in Y \{p}. Free products were introduced
by Fedorcˇuk [8].
In the sequel, L denotes the long line [0,ω1] and L1, L2 two dense subsets of L
with L1 ∪ L2 = L and L1 ∩ L2 = {ω1}. L is a connected, compact, linearly ordered
topological space, with first element 0 and last element ω1. Also, L1 and L2 are zero-
dimensional. Given a space X and a point p in X, we define Y = Y (X,p) to be
L
 (X,p) \ ({ω1}× (X \ {p})). Clearly, the canonical projection π :Y → L is continuous,
M = L × {p} is a copy of L and, for each l ∈ L \ {ω1}, {l} × X is a copy of X in Y . The
point (ω1,p) of Y will for convenience be denoted by q = q(p).
Proposition 10.
(i) If indX = 1, then indY = 1.
(ii) If indX = 1 and X is compact, then Y is compact and dimY = IndY = 1.
Proof. Part (i) follows from the fact that for α < β < ω1, Bd(π−1[0, α)) = {(α,p)},
Bd(π−1(α,β)) = {(α,p), (β,p)} and Bd(π−1(α,ω1]) = {(α,p)}. Part (ii) follows from
the fact that the free product of compact spaces is compact [8], and indZ = 1 implies
dimZ = IndZ = 1 if Z is compact. 
Definition 2. The point p is called a distinguished point of X if for every zero set F of X
containing p, ind0 F = ind0 X.
Proposition 11. If p is a distinguished point of X, then q is a distinguished point of Y and
ind0 Y = ind0 X + 1.
Proof. Any Gδ set of Y containing q contains a copy of Y . Hence q is distinguished
in Y . Consider a cozero neighbourhood G of q inside a zero set F not containing the
point (0,p). Because M = L × {p} is connected, F \ G contains a point (α,p). But then
236 M.G. Charalambous, V.A. Chatyrko / Topology and its Applications 146–147 (2005) 227–238
ind0((F \G)∩ ({α}×X)) = ind0 X. Hence ind0 Y  ind0 X + 1. The reverse inequality is
more evident. 
A wide class of completely normal spaces for which both the subspace theorem
and the countable sum theorem hold is that of strongly hereditarily normal spaces [7].
A completely normal space X is strongly hereditarily normal if two disjoint open sets of
X extend to disjoint sets that are unions of point-finite cozero collections. Although L is
strongly hereditarily normal, for n > 1, the spaces Sn that we are about to define are not.
However, in the class of all subspaces of Sn, both the subspace theorem and the countable
sum theorem hold.
Definition 3. A completely normal space X will be called abundantly normal if IndA 
IndB whenever A ⊂ B ⊂ X.
By [7, Corollary 2.3.2], the countable sum theorem also holds in the class of all
subspaces of any abundantly normal space.
Proposition 12. If X is abundantly normal, then so is Y .
Proof. Let X be abundantly normal. Then Y is completely normal because the free product
of completely normal spaces is completely normal [10]. Consider next A ⊂ B ⊂ Y .
By the fact that L is abundantly normal and the closed subset theorem, Ind(A ∩ M) 
Ind(B ∩ M) IndB . For each l ∈ L, let Al = A∩ ({l} × (X \ {p})). By the fact that X is
abundantly normal and the closed subset theorem, IndAl  Ind(B ∩ ({l} × X))  IndB .
As A \ M is the topological sum of its subspaces Al , Ind(A \ M)  IndB . Finally,
as A ∩ M is a closed subspace of the completely normal A, by [7, Theorem 2.3.1],
IndAmax{Ind(A∩ M), Ind(A \M)} IndB . 
We now inductively define, for each n ∈ N, a space Sn with a distinguished point pn by
setting S1 = L and p1 = ω1, Sn+1 = Y (Sn,pn) and pn+1 = q(pn).
Corollary 1. For each n ∈ N, Sn is compact and abundantly normal, indSn = IndSn =
dimSn = 1 and ind0 Sn = Ind0 Sn = n.
Proof. For completely paracompact spaces ind0 = Ind0 (see [1,2] or [10]).Thus, the result
is an immediate consequence of the last three propositions. 
We next return to the space Y = Y (X,p) to consider its subspaces Yi = Yi(X,p),
i = 1,2, defined by
Yi(X) =
(
(Li \ω1)× X
)∪M.
Evidently, Yi is closed in Y and contains the point q . Also, for any closed subset Z of X
containing p, Yi(Z,p) is closed in Yi(X,p).
Proposition 13. ind0 Yi = max{1, ind0 X}.
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Proof. This follows immediately from the following observations. If α /∈ Li , G =
π−1(α,ω1] or G = π−1[0, α) and E = π−1[α,ω1] or E = π−1[0, α], then G is cozero
and E is zero in Y with (E \G)∩Yi = {(α,p)}. Also, if α < β < γ with α,γ /∈ Li, β ∈ Li
and p ∈ S ⊂ T with S cozero and T zero in X, then H = π−1(α, γ ) \ {β} × (X \ S) is
cozero, F = π−1[α,γ ] \ {β} × (X \ T ) is zero in Y and (F \ H)∩ Yi = {(α,p), (γ,p)} ∪
{β} × (T \ S). 
Corollary 2. Suppose X is the union of k closed subsets Xj each of which contains p and
has ind0 = 1. Then Y is the union of 2k closed subsets Yi(Xj ,p) each of which contains q
and has ind0 = 1.
Corollary 3. For each n ∈ N, Sn is the union of 2n−1 closed subsets each of which has
Ind0 = 1.
Proof. Using induction and Corollary 2, Sn+1 is the union of 2n closed subsets each of
which contains pn+1 and has ind0 = 1. It remains to recall that Ind0 = ind0 for compact
spaces (see [1,2] or [10]). 
Proposition 14. Suppose an abundantly normal space X is the union of two dense subsets
X1, X2 with Ind equal to zero and X1 ∩X2 = {p}. Then Y is the union of two dense subsets
Y1, Y2 with Ind equal to zero and Y1 ∩ Y2 = {q}.
Proof. Define
Y1 = Y ∩
(
(L1 ×X1)∪
(
L2 ×
(
X2 \ {p}
)))
and
Y2 = Y ∩
((
L1 ×
(
X2 \ {p}
))∪ (L2 ×X1)
)
.
Every non-empty closed subset of L1 disjoint from {ω1} is separable metrizable and
therefore zero-dimensional in every sense. Hence, by Result 3(ii), IndL1 = 0. Note next
that any closed subset F of Y1 disjoint from its closed subset M1 = L1 × {p} is the
topological sum of subsets of the abundantly normal spaces X1 and X2, and these subsets
have Ind  0. Hence IndF  0 and, by Proposition 12 and Result 3(ii), IndY1 = 0.
Similarly, IndY2 = 0. 
Corollary 4. Sn is the union of two disjoint dense subsets with Ind zero.
Proof. By Proposition 14 and induction, Sn is the union of two dense subsets Sn,1,
Sn,2 with IndSn,1 = IndSn,2 = 0 and Sn,1 ∩ Sn,2 = {pn}. As Sn is abundantly normal,
Ind(Sn,2 \ {pn}) 0. Hence the dense subset Sn,2 \ {pn} of Sn has Ind equal to zero. 
Corollary 5. There is a compact and abundantly normal space S such that
(i) indS = IndS = dimS = 1 while ind0 S = Ind0 S = ∞.
(ii) S is the countable union of closed subsets with Ind0 equal to 1.
(iii) S is the union of two disjoint dense subsets with Ind zero.
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Proof. Let S be the one-point compactification of the topological sum of the spaces Sn. It
is readily verified that S is completely normal and (i) and (ii) hold. If T is a subset of S
containing at least two points, it follows from Result 3, that IndT = sup{Ind(T ∩ Sn): n ∈
N}. Hence S is abundantly normal and A =⋃{Sn,1: n ∈ N}, B = S \A are dense in S and
have Ind equal to zero. 
Remark 7. Let Q and P denote the set of rationals and irrationals in the unit interval
I = [0,1]. The space of Ivanov mentioned in Remark 4 is X = I 
 (L,ω1). The disjoint
open subsets Q× (L\ {ω1}) and P × (L\ {ω1}) of X do not extend non-trivially to disjoint
open sets of X. Note that the open interval [0,ω1) cannot be represented as a point-finite
collection of cozero sets of L. Hence neither X nor Sn, for n 2, which contains a copy
of X, is strongly hereditarily normal.
In conclusion, we mention that X ∩ S2,1 and its complement in X are dense disjoint
subsets of X with Ind equal to zero.
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