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Flood is among the natural disasters caused by complex factors such as natural, breeding, and 
environmental. Moreover, the variability of such factors on multiple heterogeneous spatial scales may cause 
difficulties in finding correlation or association between regions under study. The interaction between these 
factors may result in the provision of either diverse or repeated information, which can be detrimental to 
prediction accuracy. Therefore, in this study, a model has been developed to find the association between 
the factors that cause flood. In particular, a Bayesian Network-based method is proposed to quantify the 
dependency patterns in spatial data. It has been shown that although many factors may be important with 
respect to the flood for a particular region, the same factors may not be important for other regions. The 
probabilistic model has been successfully used in problems in which the dependency between the factors is 
of interest. Furthermore, the effect of the proposed fuzzy discretization on the association performance has 
also been investigated. The comparison between different data discretization techniques proved that the 
proposed method gives a better result with the precision of 0.992, F-measure of 0.980, and receiver 
operating characteristic of 0.984 for three correlation models, respectively. 




Natural disasters are events whereby the 
variability of natural factors exceeds the bear or 
adaptability of human society, thus affecting human 
life, property, and life security [1]-[6]. For example, 
exacerbated by evidence derived from other 
researchers, climate change such as rainfall patterns 
could increase the frequency of the occurrence of 
major storms and floods [7]-[10]. It motivates 
researchers from multiple disciplines of research 
including business, health sciences, environmental 
sciences, and computer science to study in the area 
of flood disaster management. 
Floods are one of the natural hazards that 
commonly occur in many areas around the world 
including Malaysia. Although Malaysia is 
geographically located outside the “Pacific Rim of 
Fire”, Malaysia is nonetheless not spared from the 
flood hazard. Malaysia has experienced various 
extreme weather and climate events that can cause 
flood. Every year, the government allocates a large 
amount of expenses to manage flood events. In 
Malaysia, the flood occurrence in Kedah in 2010 
have been among the most terrible flood events ever 
happened, which vary significantly depending to 
place, severity, size, and area of extent [11] and 
[12]. The flood saw around 50,000 people 
evacuated and left at least four people dead, while 
shutting down major transport routes into the state. 
The number of flood victims evacuated were 29, 
963 people from Kedah [13]. [14] reported that 
almost all types of transportation in and around the 
Kedah and Perlis states were shut down including 
the North-South Expressway.  
The effects of each factor in various areas are 
significantly different. One of these challenges is to 
find the correlation of spatial data in multiple 
heterogeneous databases. As referred to [15], 
correlations are used to represent a relationship 
between two or more variables. In particular, this 
requires extracting patterns using the spatial 
association rule that is an offshoot from spatial data 
mining.  
Extracting interesting and useful   patterns from 
spatial datasets is more difficult than extracting 
corresponding patterns from traditional and 
categorical data because of the difficulty of spatial 
data types [16] and [17]. Thus, the complexity of 
the data in this study that involves multiple 
heterogeneous data sources introduces challenges 
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not only from the variability on spatial data, but 
also from the high number of variables involved.  
In recent achievements, the use of Bayesian 
Network methods in the domain of disaster       
management has proven its efficiency in developing 
susceptibility models and risk models. Several 
studies can be seen, including works by various 
researchers [18]-[23] that present studies to develop 
flood models using Bayesian Network. Although 
Bayesian Network has to be highlighted as a 
powerful method to find dependencies, the 
challenge begins when dealing with the continuous 
variables [24]-[26]. Therefore, this study proposed 
the data discretization method in order to overcome 
this problem.  
Data discretization is a process of converting 
continuous variables into intervals with selected cut 
points. The advantage of discretization on 
continuous data can lead to data reduction and the 
simplification of data. Subsequently, this process 
will make the learning faster and produce shorter 
and compact results. In spatial data mining, 
discretization has become one of the preprocessing 
techniques that is used to transform a continuous 
variable into a discrete one [27]. As presented by 
[27], the authors claimed that discretization has 
improved the performance of the data mining.  
Several reviews of the discretization technique 
can be found in the literature [28]-[31]. The authors 
discussed an exhaustive survey on discretization 
methods from the most representative and newest 
discretizers in terms of the number of intervals 
obtained and inconsistency level of the data. The 
authors also suggest for a researcher or practitioner 
who decide to apply the discretization methods to 
know the main advantages of each discretizer 
depending upon the problem to be tackled and the 
data mining method to be used. 
In this study, the discretization will be 
discussed as a preliminary condition for data 
preprocessing before feeding the data into Bayesian 
Network model. The presentations are focused to 
the supervised discretization methods. Supervised 
discretization methods relate class information to 
the selection of cut points, whereas unsupervised 
discretization methods do not consider class 
information. These methods have been presented 
widely for the discretization of spatial data. For 
instance, unsupervised methods such as equal 
interval (EI), natural breaks (NB), quantile (QU), 
and standard deviation (SD) are common in spatial 
data mapping and geovisualization [32] and [33].  
Supervised methods are common in the 
research fields of classification, prediction, and data 
mining. For example, [34] used a supervised 
method called the Minimum Description Length 
Principle (MDLP) to discretize continuous 
environmental attributes and assess crop suitability 
for agricultural soils with rough set rule induction. 
[35] also used MDLP to discretize continuous risk 
factors of neural tube defects (NTD), and mined 
underlying rules between NTD and its risk factors.  
[36] proposed an efficient supervised Bayesian 
discretization method to give better classification 
results from a high-dimensional biomedical dataset. 
[37] compared the impacts of three supervised 
discretization methods on remote sensing 
classification. Those works directly used supervised 
methods for spatial data discretization. 
The natural breaks method that find values of 
class break has been introduced in [38]. The author 
presented the choropleth map classes using 
unsupervised method that improved inputs of 
choropleth map information system. [39] also used 
natural breaks method to identify the break points 
of total flood volume values. Although the method 
can be executed easily even from large volumes of 
spatial data, this method required predefined 
numbers of intervals before the discretization 
process. As explained by [40], the maximum 
number of intervals or the discretization should be 
limited in five states to improve the precision and 
the network structure.  
In this paper, the location or area of interest is 
highlighted in the second section, followed by the 
data description of flood influenced factors. Next, 
the framework for spatial generic modelling using 
Bayesian Network is described. Subsequently, the 
proposed data discretization is illustrated and the 
performances of the correlation models are 
compared with other data discretization methods. 
Concluding remarks are provided in the last section. 
2. STUDY AREA 
 
The Kedah state is located in the northwest of 
Peninsular Malaysia between longitude 99° 40’ to 
101° 8’ East and latitude 5° 5’ to 6° 35’ North. The 
study is carried out in the district of Padang Terap 
that is claimed to be the area most affected during 
the single flood event in 2010 [41]. These areas are 
identified as flood prone areas according to a report 
derived from the Department of Irrigation and 
Drainage (DID).  
Moreover, these areas are chosen because the 
flooding areas stem from the same river flow. 
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Therefore, the correlation obtained is more reliable 
and consistent. Thus, there was no question 
affecting the correlation due to the different river 
flows. The collection of the single historical 
flooded event that took place on 30th October 2010 
at Kedah is obtained from DID. Figure 1 shows the 


















Figure 1: Location Of Study Area With The Distribution 
Of Flood Events 
 
3. DATA DESCRIPTION 
 
Various thematic data layers, namely rainfall, 
land use types, soil types, Digital Elevation Model 
(DEM), slope, Topographic Wetness Index (TWI), 
Stream Power Index (SPI), and river were prepared. 
These factors fall into a category of flood inducing 
factors, which are considered responsible for the 
occurrence of flood events in that particular area. 
With the variability of these factors, there is a need 
to investigate the correlations that could benefit and 
improve information. Thus, this study will provide 
a model that is able to extract the major impact 
factors of spatial data from many complex variables 
and determine the most significant flood inducing 
factors. In order to develop the correlation model, it 
is necessary to determine the distribution of flood 
events and factors that influence flood. 
As deduced from the previous researches [42]-
[47], nine factors that influence flood events are 
used as the input variables for the model 
development. Different thematic layers will carry 
out different spatial analyses. This is due to the 
different data format, projection, and resolution 
obtained from data acquisition. 
 
3.1 Flood Data 
 
An accurate detection of flood locations is 
extremely important for probabilistic analysis. It is 
essential for describing the relationship between the 
flood distribution and the inducing factors. The 
selection of the research area is based on a number 
of factors: the severity of flood events, no 
implementation of a flood mitigation system in the 
study area to ensure that the study area is only 
affected by natural factors, accessibility of data, and 
cost of procuring the actual required satellite image. 
For this study, 3 mukims, which are Padang Temak, 
Belimbing Kanan, and Belimbing Kiri, are 
considered. 
3.2 Rainfall Data 
 
The historical data that includes 20 rainfall 
stations are obtained. However, the number of 
rainfall stations that are still operating is only 19 
stations. One station has to be eliminated because 
there are too many missing values. In producing the 
mean annual rainfall intensity, this study relied 
heavily on the historical data as the primary source 
of information. There are 18 rainfall stations with 
mean annual rainfall for each station. The spatial 
distribution of rainfall data is illustrated in Figure 2. 
 
 
Figure 2: Rainfall 
 
3.3 Land Used Types 
 
The changes of land use give effect on the 
rainfall runoff process. Therefore, land use type is 
considered as one of the factors that are responsible 
for flood events. The presence of the different 
surface of land use areas, for instance, the urban 
land use or vegetation areas, yields different 
impacts of flooding events in that area. To define 
±
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this factor, the land use layer consists of river, 
institutions, residential, transportation, business 
areas, agriculture, and open spaces will be 
considered. Figure 3 shows the land use types for 
the study area. 
 
 
Figure 3: Land Use 
 
3.4 Soil Types 
 
Soil types are the factor that is significant for 
breeding disasters. The variability of soil types in 
the flood affected areas gives an impact of the 
spread of flood events. This is due to the absorption 
of water in particular areas depending on the soil 
type’s conditions. The study area is characterized 
by three different classes of soil series: (1) Durian-
Malacca-Tavy; (2) Steepland; and (3) Telemong-
Akob-Local Alluvium. Figure 4 shows the spatial 
distribution of major soil series. 
 
 
Figure 4: Soil Types 
Interferometric Synthetic Aperture Radar (IfSAR) 
is an active remote sensing technology that is able 
to rapidly collect data from huge areas. The resulted 
dataset is the base of digital surface and elevation 
models. Since the surface conditions are the leading 
factors that determine the formation of flood 
events, therefore, the use of high-resolution 
synthetic data is the perfect source to derive 
topographic factors of elevation, which is DEM, 
slope, curvature, SPI, TWI, and distance from river. 
3.5 Digital Elevation Model  
 
A Digital Elevation Model (DEM) was created 
first using the IfSAR data with a resolution of 10m 
x 10m. Using this DEM, the slope angle, curvature, 
SPI, TWI, and distance from river were calculated. 
Figure 5 shows the DEM data.  
 
 




Another important aspect to consider is the 
slope in the study area. Slope is the basic index 
extracted from DEM to describe the terrain. Heavy 
rainfall will cause slope failure during flood events. 
This situation might give great impact for the 
breeding of disasters as the sliding surface for the 
runoff process. The slope gradient is in degrees are 
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In the case of the curvature, negative 
curvatures represent concave, zero curvature 
represents flat, and positive curvatures represent 
convex, respectively. The curvature map was 
produced using the DEM data. The curvature for 
the study is illustrated as shown in Figure 7. 
 
 
Figure 7: Curvature 
 
3.8 Stream Power Index  
 
Stream Power Index (SPI) is the rate that the 
energy of flowing water is expended on the bed and 
banks of a channel. High stream power values 
generally correspond with steep, straight, scoured 
reaches, and bedrock gorges. Low stream power 
values occur in broad alluvial flats, floodplains, and 
slowly subsiding areas, where the valley fill is 
usually intact and deepening. The given equations 




Figure 8: Stream Power Index  
 
3.9 Topographic Wetness Index  
 
Topographic Wetness Index (TWI) is a steady-
state wetness index. The value for each cell in the 
output raster (the TWI raster) is the value in a flow 
accumulation raster for the corresponding DEM. 
Higher TWI values represent drainage depressions; 
lower values represent crests and ridges. In creating 
the TWI, the following equation is calculated to 
produce the TWI. Figure 9 shows the TWI. 
 
 




Distance from river is a factor that calculates 
the approximate point between the consecutive 
points along rivers (polygon). At first, the main 
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river in the study area was extracted using the 
IfSAR data. Next, the Euclidean Distance tool is 
used to create a raster of the distance from river. 
Figure 10 shows the distance from river. 
 
 
Figure 10: River 
 
The individual factor maps have been combined 
into single datasets representing variables for a 
given flood condition as shown in Table 1.  
 









The framework for the correlation model 
development that consists of several phases is 
illustrated in Figure 11. This framework presents 
the procedure for the probability analysis in order 
to find the correlation between the influencing 


















Figure 11: Framework For Spatial Generic Modelling 
Using Bayesian Network  
The framework of spatial generic modelling is 
described by the following steps: 
1) Analysis of data in the GIS environment using 
different spatial analysis techniques for each 
flood factor from the multisource 
heterogeneous database. 
2) Preprocessing the data into single datasets 
representing variables according to the area of 
interest. 
3) Discretizing the continuous variables of flood 
inducing factors.  
4) Building the Bayesian Network with discretize 
variables obtained from the proposed fuzzy 
discretization method. 
To construct a Bayesian Network method, the 
initial steps involved are identifying and defining 
the problem that lead to flood events, followed by 
the identification of the relevant variables 
constituting the problem being modelled. In total, 
there are two factors involved for this study. The 
first factors are related to exposure, which are 
directly related to the occurrence of natural 
disasters. For instance, heavy rainfall can cause 
flood. Most exposure related factors are natural and 
some are artificial or related with artificial 
activities.  
Flood Rainfall Slope … 
Yes 171 6.59  
No 182 10.11  
… … ….  
… … ….  
Yes n n  
Classification GIS data type  
Data Factor Spatial database 
Flood map Flooding area 
ARC/INFO 
Grid 
Rainfall records Rainfall data 
ARC/INFO 
Grid 
Topographic map Land use types 
ARC/INFO 
Grid 









































Journal of Theoretical and Applied Information Technology 
28th  February 2017. Vol.95. No 4 
 © 2005 – ongoing  JATIT & LLS   
 




The other factors that are related to the 
influence of flood events refer to environmental 
factors. These factors are relevant to the 
environment that breeds the disasters. Most of these 
factors are physical or artificial and are able to 
mitigate the flood event.  
The tree-augmented naive Bayes (TAN) BN 
structure was chosen as the searching strategy to 
construct the correlation model. According to [48], 
TAN provided a better representation of the 
correlation among the variables than other classic 
models such as the naive Bayes model. 
5. DISCRETIZING THE CONTINUOUS 
FLOOD INDUCING FACTORS 
 
The main goal of discretization is to transform 
a set of continuous attributes into discrete ones. 
Among the nine selected flood inducing factors, the 
attribute values of rainfall, DEM, slope, SPI, TWI, 
and river need to be discretized and consequently 
fed into the BN model.  
Figure 12 shows the flowchart for the proposed 
















Figure 12: Flowchart For Proposed Data Discretization 
Technique 
 
The proposed data discretization technique 
consists of two activities, which are the conversion 
of the actual data to Min-Max normalization, and 
the development of membership function to obtain 
fuzzy discretization. For the development of 
membership function graph, the entropy method is 
used to find the threshold value in order to develop 
the graph. 
In this study, the membership function graph in 
fuzzy logic has been used to discretize the 
continuous variables. The fuzzy set intervals for 
each flood factor are represented as linguistic 
variables to a maximum of five intervals, which are 
very low, low, moderate, high, and very high. 
Fuzzy logic is based on the theory of fuzzy sets that 
measure the ambiguity and believe all things admit 
of degrees [49]-[51] claimed that fuzzy logic 
presents the easier technique to clearly define the 
conclusion when it comes upon imprecise vague, 
ambiguous, noisy or missing input information. 
6. EXPERIMENTAL RESULT 
 
The structure of the Bayesian Network 
correlation model for Padang Temak mukim, 
Belimbing Kanan mukim, and Belimbing Kiri 
mukim are displayed in Figures 13, 14, and 15, 



















Figure 13: Structure Of Bayesian Network Correlation 
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Figure 14: Structure Of Bayesian Network Correlation 
Model For Belimbing Kanan mukim 
 
 
Figure 15: Structure Of Bayesian Network Correlation 
Model For Belimbing Kiri Mukim 
 
This structure presents the complexity of the 
relationship between the occurrences of flood 
events that link with the flood inducing factors. The 
flood is the root node of the BN structure, and each 
flood inducing factor is directly linked to it. In this 
study, five data discretization techniques for 
modelling the Bayesian Network have been 
compared, namely Fuzzy Discretization, Equal 
Width, Natural Breaks, Quantile, and Geometrical 
Interval.  
In order to evaluate the performance, the 
precision scalar measurement is obtained through 
the Bayesian Network model using the comparison 
of the proposed fuzzy discretization technique with 
other data discretization techniques. Precision 
measures the proportion of true positives among the 
variables with the target classes, namely the 
absence or presence of flood occurrences. The 
precision obtained from the BN model is presented 
in a range of 0 to 1. A high precision with the value 
close to 1 reflects a good BN model.  
Besides precision, the performance of the 
correlation model is also evaluated using ROC. The 
ROC area is the area between the horizontal axis 
and the ROC curve, and it is a comprehensive 
scalar value representing the model’s expected 
performance. The ROC area is between 0.5 and 1, 
where a value close to 0.5 is less precise, while a 
value close to 1 is more precise. A larger ROC area 
indicates better prediction performance. The results 
are summarized in Table 2. The performance of the 
models is based on precision, F-measure, and 
receiver operating characteristic (ROC). 
 
Table 2: Comparison Of Average Performance 
Assessment Of BN Models 
 














































Based from the experiments, it was found that 
the proposed fuzzy discretization method shows 
better performance. The results from the 
performance metrics have shown that this method 
performed well as compared to other discretization 
methods. Subsequently, Figure 16 and Figure 17 
illustrate the comparison graph of the average 
performance assessment of the Bayesian Network 
models for the presence and absence of flood, 
respectively. 
 
Figure 16: Comparison Graph Of Average Performance 
Assessment Of BN Model For The Presence Of Flood 
 
Figure 17: Comparison Graph Of Average Performance 
Assessment Of BN Model For The Absence Of Flood 
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The explosive growth of methods for data 
acquisition for the natural hazard analysis has 
resulted in the large spatial database collection. It 
became an urgent need to identify spatial patterns 
and spatial objects. For this reason, understanding 
these complex data and processes in order to 
provide the appropriate data input for analysis is 
crucial. Therefore, the Bayesian-based spatial 
correlation model for flood events is proposed. The 
Bayesian Network has been widely used to 
represent the logical relationships between 
variables.  
However, many of the flood factors consist of 
continuous variables that introduce challenges for 
the data mining task. Hence, the proposed data 
discretization method contributes in the process to 
re-encode the continuous variables into discrete 
variables. Nevertheless, if too many intervals are 
unsuited to the learning process, this will lead to a 
loss of information; and if there are too few 
intervals, this can lead to the risk of losing some 
interesting information. In brief, incorporating the 
proposed fuzzy discretization with the Bayesian 
Network model for flood events provides better 
results. 
Apart from using min-max normalization to 
transform the actual data, other techniques can also 
be used for data transformation such as z-score 
normalization and normalization by decimal 
scaling. Furthermore, geology map is not 
considered in this study as one of the flood factors 
that might contribute as the significant factors to 
identify flood events. Therefore, the combination of 
this data with other flood factors for future studies 
needs to be considered. 
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