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In this paper we prove the completeness of the system 
{ ea(n+a)x sin(n + a)x}=~o in LP(O, 1r) (p 2: 1) 
and also the completeness of more general systems 
in LP(0,1r). 
© 1996 Academic Press, Inc. 
1. INTRODUCTION 
Systems of the form 
have been studied in [2-5]. 
( *) 
In the special case An= n the system {e"'nx sin nx}~=l represents "one-
half' of the system of eigenfunctions for the quadratic pencil 
y" - 2Aay' + (1 + a 2 )A2y = 0 
y(O) = y( 7T) = 0. 
A short history of this system is given in [5]. 
The completeness of the system {e"'nx sin nx}~= 1 is proven in a number 
of ways (analytically, or by mixed analytical operator methods). 
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In [3] the completeness of ( *) (with possible finite deficiency) is proved 
when An is the sequence of zeros of an entire function from a certain class, 
if Re An > {3 ( {3 a fixed real number). In [2] it is proved that if An - n is 
small enough, then it is complete, possibly with finite deficiency. 
The completeness and minimality properties of systems of the form 
{a(t)rjln(t)- b(t)q;n(t)}"jy or {Re q;n}~~o' {Im q;n}~~o have been studied in 
[4] and [7-10], respectively. The case An = n + a and Theorem 2 are not 
included in these papers. The system {e"'(n+a)x sin(n + a)x}~~o represents 
"one-half' of the system of eigenfunctions for the boundary problem 
y"-2 aAy' + A2 (1 + a 2 )y = 0 
y(O) = 0 
y'( 7T )sin a7T- (cos a7T + a sin a7T )Ay( 7T) = 0. 
2. MAIN RESULT 
THEOREM 1. If - ± ::;; a ::;; ±, a E IR, a =I= 0 then the system of func-
tions {e"'(n+a)x sin(n + a)x}~~o is complete in LP(O, 7T) (p ;e: 1). 
Proof If the system {e"'(n+a) sin(n + a)x}~~o is not complete in 
LP(O, 7T) (p ;e: 1), then there exists a function f E U(O, 7T ), f =I= 0 
(1/p + ljq = 1) such that 
{rf(x)ea(n+a)x sin(n + a)xdx = 0, 
0 
n = 0,1,2,3 .... (1) 
Without loss generality we can suppose that f is a real function. Let 
F(x) = fx'Tr f(t) dt. Then F is an absolutely continuous real function on 
[0, 7T] satisfying F( 7T) = 0. 
From (1) by partial integration we get 
j7rF(x)(a + i)e(a+i)·(n+a)xdx- j7rF(x)(a- i)e(a-i)·(n+a)xdx = 0, 
0 0 
n=0,1,2, .... (2) 
Let 
f = {z- Z = e(a+i)x. 0 <X< 7T} 1 . ' - -
f = {z- Z = e(a-i)x. 7T >X> 0} 2 . ' - -
Zo = -earr. 
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Next, from (2) we obtain fc H(z)zn+a-l dz = 0, i.e., 
where 
1 H(z) dzn+a = 0, 
c 
n = 0,1,2, ... , (3) 
and zn+a = eCn+a)In 2 , In z = lnlzl + i arg z, -1T < arg z :::;; 1T. Then 
H(z0 ) = 0 and H is a continuous real function on C. Let D denote a 
bounded domain such that aD = C. Let ~ = cp(z) be a conformal map-
ping of D onto the unit disc U = { ~: I ~ I < 1} such that cp( 0) = 0, 
cp'(O) > 0. By the Riesz-Privalof theorem [11, p. 238] the function cp can 
be extended to a homeomorphism J5 ~ fJ which is an absolutely continu-
ous function of arc length along C. That extension will also be denoted by 
cp. The function cp(z)jz is analytic on D, continuous on l5, and nonvan-
ishing on J5. 
By the Margelyan theorem [6] there exists a sequence of polynomials 
Pn,k(z) such that 
on D. 
Consequently we obtain 
on C. ( 4) 
(A regular branch of (cp(z))n+a is chosen in the same way as for zn+a). 
From (3) it follows that 
1H(z)d(zn+apn k(z)) = 0, c , n = 0,1,2, ... , kEN. 
Having in mind (4) (when k ~ +oo), we get 
1 H(z)d( cp(z))n+a = 0, 
c 
n = 0,1,2, .... (5) 
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The function Z = cp- 1( g) is continuous on I g I = 1 and so H o cp - 1 
is a real continuous function on I g I = 1. From (5) we have 
fl!o+ 27TH(A-- 1(eif!))dei(n+a)f! = 0 0 1 2 S b t"t t" 8 8 + Jo
0 
'I' , n = , , . . . . u s 1 u 1ng = 0 
1r + x, x E (- 1r, 1r ), we obtain 
J1T R(x)ei(n+a)x dx = 0, 
-7T 
n = 0, 1,2, ... , 
where R(x) = H(cp- 1(ei(f!o+7r+x))) (R E C(- 1r, 1r ). Let 
and 
R 1(x) = R(x)cos ax 
Rz(x) =R(x)sinax 
1 f1T a~=- R 1(x)cos nxd.x, 1 f1T b~ =- R 1(x) sin nxd.x, 
(6) 
7r -7T 
1 f1T 
7r -7T 
1 f7T 
n = 0, 1,2, .... 
a'~= - R 2( x )cos nxd.x, 
7r -7T 
b~ = - Rz( x)sin nxd.x, 
7r -7T 
From (6), separating the real and imaginary parts, we conclude 
a~ = a'b 
a~-b~ = 0 (7) 
a~ +b~ = 0. 
According to Parseval's relation 
,2 1 
ao ( 2 2 J1T 
- + L a~ + b~) = - R 2 (x)cos 2 axd.x 
2 n~l 7r -7T 
it follows that f'!_7T R 2(x)cos2 axd.x = f':"_7T R 2(x)sin2 axd.x, i.e., 
J1T R 2 (x)cos2axd.x = 0. 
-7T 
(8) 
Since R is a real continuous function on (- 1r, 1r) and - ± ~ a ~ ±, we 
have R 2(x)cos 2ax 2':: 0 and so R = 0. 
Finally, we have F = 0 on [0, 1r) and f = 0 a.e. [0, 1r ). I 
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Remark. The case a = 0 is considered in detail in [1]. 
Let cp E C1[0, 1T] be an injective complex-valued function satisfying the 
conditions cp(O) E IR, cp(TT) E IR, cp(O)cp(TT) < 0, and Im cp(x) > 0 for x E 
(0, 1T ). Using the same techniques as in Theorem 1 one can prove 
THEOREM 2. If - ±~a ~ t then the systems {Im(cp(x))n+a}:~o and 
{Re(cp(x))n+a}:~ 1 U {1} are complete in LP(O, 1T )(p ~ 1). 
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