Robust neuroimaging markers of neuropsychiatric disorders have proven difficult to obtain. In alcohol use disorders, profound brain structural deficits can be found in severe alcoholic patients, but the heterogeneity of unimodal MRI measurements has so far precluded the identification of selective biomarkers, especially for early diagnosis. In the present work we used a combination of multiple MRI modalities to provide comprehensive and insightful descriptions of brain tissue microstructure. We performed a longitudinal experiment using Marchigian-Sardinian (msP) rats, an established model of chronic excessive alcohol consumption, and acquired multi-modal images before and after 1 month of alcohol consumption (6.8 ± 1.4 g/kg/day, mean ± SD), as well as after 1 week of abstinence with or without concomitant treatment with the antirelapse opioid antagonist naltrexone (2.5 mg/kg/day). We found remarkable sensitivity and selectivity to accurately classify brains affected by alcohol even after the relative short exposure period. One month drinking was enough to imprint a highly specific signature of alcohol consumption. Brain alterations were regionally specific and affected both gray and white matter and persisted into the early abstinence state without any detectable recovery. Interestingly, naltrexone treatment during early abstinence resulted in subtle brain changes that could be distinguished from nontreated abstinent brains, suggesting the existence of an intermediate state associated with brain recovery from alcohol exposure induced by medication. The presented framework is a promising tool for the development of biomarkers for clinical diagnosis of alcohol use disorders, with capacity to further inform about its progression and response to treatment.
INTRODUCTION
Alcohol abuse is one of the most alarming problems for our health systems. About 10 percent of the total burden of disease in developed countries is caused by alcohol use alone (Whiteford et al. 2013) . Only in the European Community, nearly 60 million citizens engage in harmful consumption patterns and 23 million are estimated to suffer from alcohol addiction (Wittchen et al. 2011) . While many factors are contributing to the unsuccessful efforts to limit heavy drinking, one important problem is the detection of alcohol use disorders (AUDs) at early stages.
Relevant information to assist diagnosis is often obtained from non-invasive neuroimaging, notably MRI. In alcohol-dependent patients, severe chronic drinking has been related to reductions in white and gray matter volume in frontal cortex (Bühler & Mann 2011; Demirakca et al. 2011; Kril et al. 1997; Rando et al. 2011 ) and gray-matter in limbic areas (Fein et al. 2006; Makris et al. 2008) , as well as alteration in the restingstate functional connectivity of some frontal cortical regions, such as the anterior cingulate cortex (MullerOehring et al. 2015) , to mention some examples. While these studies have provided highly valuable information at the group level to help understanding the pathology in AUDs, the large heterogeneity found across subjects and disease severity in the degree of alcohol related brain damage, as characterized by single MRI modalities, has precluded so far the identification of accurate biomarkers, especially for the early disease diagnosis (Nejad et al. 2013; Orru et al. 2012; Zahr et al. 2011) .
One possibility to improve clinical diagnosis is to hybridize multi-modal neuroimaging datasets using multivariate pattern analysis, thereby enhancing the sensitivity for disease detection. Different MRI parameters have the capacity to sense the microscopic-level organization of brain tissues from different perspectives. For instance, changes in white or gray matter that limit the movement of water molecules in one or all directions of the microstructural space will change MRI measurements of water diffusivity (mean diffusivity, MD) or directionality (fractional anisotropy, FA). Similarly, lipid content in cell membranes, vasogenic edemas or accumulation of metals (i.e. iron) in cellular compartments may translate into detectable changes in those but also other MR parameters like T1-and T2-relaxation times (Bell-Temin et al. 2013; Dennis et al. 2014; Kong et al. 2012; McClain et al. 2011; Pfefferbaum & Sullivan 2005) . The potential for multi-modal MRI has been already demonstrated in the characterization of brain gender dimorphisms in humans (Feis et al. 2013 ) and the identification of biomarkers in diagnosis for Alzheimer's disease (Klöppel et al. 2008; Magnin et al. 2009 ), mild cognitive impairment (Teipel et al. 2007) and recently in the discrimination of Parkinson disease from progressive supranuclear palsy (Salvatore et al. 2014) and differentiation between subtypes of primary progressive aphasia (Agosta et al. 2015) .
In the present study we have combined multi-modal brain imaging in rats with probabilistic tissue segmentation and machine learning techniques to provide accurate readouts of alcohol-related brain damage and treatment-related brain responses. One major limitation of multi-modal approaches is the need to provide a few manually selected brain regions. Extended probabilistic segmentation methods of multi-spectral images allow labeling a small number of brain tissues such as gray matter, white matter, cerebrospinal fluid or sub classifications of them. However, these approaches require the incorporation of prior spatial information (Ashburner & Friston 2005; Fischl et al. 2002) . Here we developed a new strategy to combine multiple parameters from different MRI modalities with no need for spatial information a priori, defining with a simple procedure a number of multimodal regions of interest (mROIs). Using these mROIs we have built multi-modal imaging signatures of disease stage (MSDs) and explored its potential as biomarkers in an animal model of chronic excessive alcohol consumption, the Marchigian-Sardinian alcohol-preferring (msP) rat. This line was generated by selective breeding for high voluntary alcohol consumption. With a sustained high level of daily alcohol drinking leading to pharmacologically relevant blood alcohol concentrations, this animal model offers a useful tool for unraveling neural circuits associated with alcohol drinking (Ciccocioppo 2013; Ciccocioppo et al. 2006) , and has been demonstrated its translational value to investigate naltrexone's suppressing effects on alcohol drinking (Egli 2005) .
MATERIAL AND METHODS

Animal preparation
As an animal model for heavy alcohol drinking we used the alcohol-preferring Sardinian-Marchigian rat line (msP), which was created by selective breeding for high voluntary alcohol consumption (Ciccocioppo 2013; Ciccocioppo et al. 2006) . A total of 18 msP rats (370-480 g) were used in these experiments. Rats were individually housed in transparent polycarbonate cages with bedding material, and a wooden stick and nesting material were given as enrichment. Rats had ad libitum access to food and water and were housed under controlled temperature (22 ± 2°C) and relative humidity (55 ± 10 percent) on a 12-hour light ⁄ dark cycle. Figure 1A summarizes the experimental design described below. The msP rats (imported from the breeding facility at the School of Pharmacy University of Camerino, Camerino, Italy) were individually housed for 30 days with access to two drinking bottles, one containing water and the other 10 percent (v/v) EtOH in water. Fluid consumption and animal weight were registered every 2-3 days concomitant with replacement of the bottles' content (Fig. 1B) . After one month of two-bottle free-choice drinking regime, the EtOH-containing bottle was removed. At this point, msP animals (n = 18) were separated in two groups. In the first group animals proceeded into abstinence with daily medication with 2.5 mg/kg/day (i.p.) of naltrexone for one additional week (n = 9), a dose that has been previously shown to reduce alcohol consumption in msP rats (Ciccocioppo et al. 2007; Stopponi et al. 2013) . In the second group, the abstinent animals were administered equivalent volumes of saline (n = 9).
All experiments were approved by the local authorities (IN-CSIC) and were performed in accordance with Spanish (law 32/2007) and European regulations (EU directive 86/609, EU decree 2001-486) .
MRI experiments
Three multi-modal imaging sessions were scheduled longitudinally in msP rats, before and after 1 month of alcohol drinking (session t 1 and t 2 , respectively), and after one week of abstinence in the absence or presence of naltrexone medication (t 3 ) (see above and Fig. 1A) .
Imaging experiments were performed under anesthesia. Anesthesia was induced with 4-5 percent isoflurane in oxygen (0.8-1 L/min) and animals secured on a custom-made holding apparatus with a tooth bar and a nose cone. During scanning, the isoflurane concentration was maintained at 1.2 percent, the body temperature was kept constant with a heating pad and physiologic parameters as oxygen saturation (SpO2), pulse distension, breathing and heart rate were monitored (MouseOx, Starr Life Sciences, Oakmont, PA, USA).
MRI experiments on rats were performed on a 7 T scanner (Bruker, BioSpect 70/30, Ettlingen, Germany) using a receive-only phase array coil with integrated combiner and preamplifier in combination with an actively detuned transmit-only resonator. Fourteen horizontal slices were planned for every subject (field of view [FOV] = 32 × 32 mm 2 , matrix size = 128 × 128, in-plane resolution = 0.25 × 0.25 mm 2 , slice thickness = 1 mm). All imaging modalities were acquired with the same geometry. Two superior and two inferior slices were removed in the relaxometry maps in order to reduce the MRI acquisition time.
Diffusion Tensor Imaging (DTI) data was acquired using an EchoPlanar Imaging diffusion sequence, with 30 uniform distributed gradient directions, b = 670 s/mm 2 , with four non-diffusion weighted images, repetition time (TR) = 4000 ms and echo time (TE) = 23 ms.
T2 map images were acquired using a multi-slice multi-echo sequence (TR = 6000 ms, 30 echoes, min TE = 12 ms, increased TE = 12 ms). T1 map images were acquired using a Rapid Acquisition with Relaxation Enhancement (RARE) sequence with variable repetition time (TE = 12.61 ms, TR = [155 250 400 800 1600 3500 6000] ms).
T2-weighted images used for multi-modal image coregistration were acquired using a RARE pulse sequence (TR = 3800 ms, TE = 14 ms, number of averages = 6, FOV = 32 × 32 mm 2 , 28 horizontal slices of 0.5 mm thickness and matrix size = 256 × 256, resulting in 0.125 × 0.125 × 0.5 mm 3 voxel resolution).
Image pre-processing Natick, MA, USA) and the free software environment for statistical computing and graphics R (R Foundation for Statistical Computing, Vienna, Austria). Image data was converted from Bruker MRI format to Analyze format. All rat images were resized by a factor of 10 (to fit human brain dimensions and use default settings of FSL and SPM tools) (Biedermann et al. 2012) . A voxel-by-voxel non-linear least squares fitting of T1 and T2 to a monoexponential signal decay
was performed at the relaxometry dataset. Parameters of the exponential signal decay were calculated and estimated by the non-linear least-squares fitting TrustRegion algorithm. T1 and T2 maps were corregistered to the T2-weighted images. DTI was corrected for motion and fitted to local diffusion tensor using FSL. From the diffusion tensor components, FA and MD were determined. In order to correct the eddy current distortion, a subject-average of the basal images was non-linearly normalized to match the T2-weighted images corresponding to the same MRI session. FA and MD maps were spatially normalized using the previous spatial transformation. Despite other DTIderived measures such as radial and longitudinal diffusivity maps (λ 1 /trace(D) and (λ 2 + λ 3 )/trace(D), respectively) might be more sensitive to diffusion changes in the brain tissue, they are strongly correlated with the anisotropy of the diffusion ellipsoid (described also by the FA) increasing features multi-collinearity. To trade-off between the minimum number of features (one additional parametric map would imply adding 49 new features) and diffusion ellipsoid description, we decided to describe water molecules motion by MD and FA measures only.
Despite motion correction in DTI dataset, residual artifacts might affect in a variety of ways the tensor reconstruction (Ling et al. 2012) . To discard the possibility that residual artifacts may affect differentially the experimental groups, we used the alignment parameters (three rotations and three translations) of EPI dataset acquired during the scheduled MRI sessions (data not used for ROI definition and classification) to calculate the mean frame displacement (FD) (Power et al. 2012) . Rotational parameters were transformed to millimeters (radius of the sphere 5 mm) and differences in FD between experimental groups formally tested. We found no main effects of movement parameters (F = 1.562, p = 0.22) nor interaction with the treatments (F = 1.034, p = 0.36). Therefore, we discarded any residual contribution of motion to the classification performance.
Subject structural images were used to create the group template and parametric maps using the SPM Diffeomorphic Anatomical Registration through Exponentiated Algebra or DARTEL procedure (Ashburner 2007) . Briefly, for each subject, the structural image was first segmented and gray-and white-matter tissues collected to prepare the group template. Afterwards, FA, MD, T1 and T2 were non-linearly normalized using the flow field calculated in the DARTEL procedure to match the same anatomical space. An average of each parameter was extracted to define the group properties of the tissues. Using this multi-spectral information, a data-driven approach was implemented to define different regions of interest which share a similar multi-modal structure. Figure 1C shows the parametric maps generated in this analysis.
Multi-modal ROI (mROI) definition
In order to combine the multi-modal information derived from the MRI acquisition, different regions in the brain were defined using its microstructural and biochemical characteristics. For this purpose we tested two finite mixture models (FMM) using the Expectation Maximization (EM) algorithm (Dempster et al. 1977; Harville 1977) . The Gaussian mixture model allows the overlapping of clusters (partial volume effect), handling uncertainty about cluster membership. The second FMM model, the finite Student's-t mixture model (Sfikas et al. 2008) alleviates the sensitivity of these methods to the presence of outliers, which results particularly efficient in brain imaging classification (Nguyen & Wu 2012) .
We first combined penalized likelihood methods, such as Akaike Information Criterion (AIC) (Akaike 1974) and Bayesian Information Criterion (BIC) (Schwarz 1978) , and cross-validation methods to estimate the dimensions and shape of the probability functions of the FMM (Smyth 2000) . Additionally, the need for preprocessing data by the Cox-Box transformation (Box & Cox 1964 ) is evaluated (for a more detailed description of the methods see Supplementary Information). In order to select the multi-variate model which better fits the data in a reasonable time we used 10 percent of the data. For avoiding the convergence to local maximum, the EM algorithm is repeated 100 times with different initial parameters. Afterwards, and using the entire group-average parametric maps, the mixture of multi-variate distributions and transformation selection were estimated simultaneously using the approach proposed by Lo et al. (2009) and implemented in the R library 'flowClust'. Finally, probability maps of belonging to the different components in the model were calculated using the posterior probability.
To create a subject-specific version of the probability maps, tissue class templates in the segmentation approach implemented in SPM were replaced by the probability maps (Ashburner & Friston 2005) and projected to the individual anatomical space. The ROIs were defined using the largest posterior probability of belonging to a specific component in the subject-specific probability maps.
Feature extraction, ranking and support vector machine learning classification
We have used machine learning approaches to identify the metrics that accurately classify individuals according to the experimental conditions. In order to entirely describe the MRI parameters in each mROI, the unimodal texture was characterized by a set of seven histogram features sensitive to the data distribution within large brain areas, including the mean, standard deviation, median, first and third quartile, skewness and kurtosis. First order statistical features have been successfully used in glaucoma detection (El-Rafei et al. 2013) and Alzheimer disease (Magnin et al. 2009 ). Therefore, 28 features (seven histogram-derived measures extended to four MRI parametric maps) per subject and mROI were obtained. Only for displaying purposes, a principal component reduction is assessed. We selected support vector machine (SVM) to discriminate between different classes (Vapnik 2000) because it presents the advantage, over other machine learning approaches, to allow for non-linear effects, making use of radial basis or polynomial functions, among others, as a non-linear kernel.
The performance of the classification can be easily degraded by the presence of redundant features (Farahat et al. 2007; Kohavi & John 1997) and therefore the selection of variables that have discriminatory power is highly recommended (Mwangi et al. 2014) .The discrimination between two classes was performed in a serial two-steps procedure. Firstly, features were ranked using the Random Forest (RF) algorithm (Breiman 2001; Genuer et al. 2010 ) and the error rate determined the importance of a given feature. The entire dataset was used as input in RF algorithm to provide a better generalization of those features with higher contribution to the differentiation of the disease stages. In order to reduce the effect of randomly choosing the variables, the algorithm was run 100 times with 1000 trees and 14 variables randomly sampled as candidates at each split. Then, SVM machine models were forwardly fed, namely starting from the highest relevant feature and adding next features in importance. The maximal performance evaluated by crossvalidation accuracy defines the optimal dimensionality of the model.
Validation of the classification algorithm was performed by a cross-validation strategy. For this, the entire data set is partitioned into complementary subsets: the training and the testing set. The classification model is trained using the training set and the validation is performed on the test set. Specifically, we used k-fold cross validation with k = 5. The entire subset was split into five complementary subsets; four of them were used to train the SVM classifier and the remaining one to test the model (testing set). The testing set was shifted every run. In addition, the splitting of the data was repeated 100 times. Once variable importance has been estimated, models differing in the number of used variables are implemented. For this purpose, the model is fed with an increasing number of features on each iteration and evaluated in terms of accuracy, sensitivity and specificity. Sensitivity refers to the proportion of true positives correctly classified. Specificity refers to the proportion of true negatives correctly identified. The accuracy measurement represents the overall correct classifications. Furthermore, the area under the curve (AUC) of the receiver operating curve (ROC) was also used as a performance measure (Hanley & McNeil 1982) . In brief, the AUC is a measure that describes how good the model is correctly assigning a participant in a group. To explore the potential overestimation of performance parameters by the inclusion of the entire dataset in the feature selection step, we also performed the RF in the inner loop of the cross-validation scheme, i.e. each training set was used to define a new ranking of features, and performance results were compared. In order to compare the performance of different models (univariate versus multi-variate with feature selection), a multi-variate model without previous feature selection is considered as the reference (null model). The complete analytical workflow is summarized in Fig. 1D .
To further validate the proposed algorithm (feature ranking, feature selection and prediction model), assignment in naïve and post-drinking data sets was randomly permuted (1000 times) to create the null-model distribution of the performance measures. Performance of the non-permuted-label classifier was tested against the null-model classifier performance distribution. Dimensionality model was set to the 38 highest-importance features representing the optimal number of features for the original labeling. Similarly, models differentiating saline versus naltrexone treatment under abstinence (34 most important features were the input to the classification stage) were validated.
RESULTS
During the 1-month period allocated for drinking in the two bottle free-choice paradigm msP animals consumed high levels of alcohol (6.8 ± 1.4 g/kg/day, mean ± SD) (Fig. 1B) . All animals completed the three scheduled imaging sessions and data quality was comparable across sessions and animals (data not shown). The results of the multi-modal imaging study are presented as follows:
(1) selection of the number of components and probabilistic functions of the FMM; (2) definition of different mROIs and their anatomical distribution; and (3) performance of the classifiers to discriminate between different stages in the AUD model.
Definition of the finite mixture model
A small sample of data (10 percent of the total number of observations) was used to estimate the optimal number of components for the mixture models (see Methods). The results of the BIC analysis for mixtures from 1 to 30 distribution functions are shown in Fig. S1 . Both Gaussian and Student's t distribution models were tested, with and without Box-Cox transformation. An optimal statistical description of the data is obtained from seven components onwards, as indicated by the maximal BIC values, for both models (Fig. S1A) . This result could be interpreted as an over fitting of the data when more than seven components are considered. However, this interpretation can be discarded because model fit is better for Student's t distribution than Gaussian also when the number of components is in the range of 1 to 7. This finding is consistent with previous reports stating that the use of longer-tailed distribution's t is more robust against the presence of outliers within the data (Chatzis & Varvarigou 2008) . It is also important to highlight that the fitting is improved when the data has been previously transformed by the Box-Cox procedure (Lo et al. 2008 ) most likely because of the skewed distribution of the DTI data.
The probability maps of belonging to a distinct component of the seven selected above, here called mROIs, are provided in Fig. S1B . The mROIs demonstrated remarkably similar neuroanatomical demarcations with both methods, the mixture of Gaussian (Fig. S1B ) and the Student's t distribution (Fig. S1B) , illustrating the robustness of the approach. As can be seen in Fig. 2 and Fig. S1B , the variety of mROIs enrich any classical segmentation of brain tissues. While mROIs are dominated by either gray matter (i.e. mROI 1, 4 and 5), white matter (i.e. mROI 3) or cerebrospinal fluid (mROI 6), they represent subdivisions of these tissue classes with mROIs occupying differentiated cortical or subcortical territories (i.e. mROI 1 versus 4), and sometimes combining gray and white matter in virtue of their joint multi-modal properties (mROI 5). All mROIs show, Figure 2 Multi-modal regions of interest (mROIs). Shown are six horizontal slices per mROI from more ventral (upper row) to dorsal positions (lower row) defined by thresholding the probability maps obtained with the Student's t mixture model. Note the bilateral anatomical symmetry of the components (mROIs). The color-coded probability maps for this and the Gaussian mixture models are shown in Fig. S1 however, well-defined midline symmetry, consistent with the bilateral (left-right) symmetry of the central nervous system. The slightly better BIC values obtained using the mixture of Student's t distribution (Fig. S1A ) prompted us to adopt this model for the next steps of the analyses (Fig. 2) .
As a first approximation to the multi-modal space across experimental conditions, the 196 classification features (corresponding to the seven measures in four MRI modalities in each of the seven mROIs selected, see methods for details) were reduced with principal component analysis. The two first components (19.8 and 12.7 percent of explained variance, respectively) are plotted in Fig. 3A . As can be seen, this simple analysis already identifies clusters of multi-modal observations that segregate at least a naïve state from a group of generic alcohol-related stages, providing a first visual validation of the experimental model and the power of multi-modal imaging to possibly differentiate between stages in AUDs.
Effects of alcohol consumption
For this first analysis we used the mROIs generated from msP animals before alcohol exposure and the same animals after 1 month of drinking. Excellent maximal performance of the classifiers in terms of sensitivity, specificity and accuracy is obtained with the proposed framework (Fig. 3C) . The features mostly contributing to the model and, therefore, to discriminate between both stages (naïve versus alcohol drinking) are ranked in Fig. S2A . Alcohol drinking induced microstructural alterations in brain parenchyma mostly captured by MD and T2 relaxation times (Fig. 3C and S2 ). Optimal performance is obtained for classifications using 38 features (all of them derived from MD and T2 measures), remaining virtually constant thereafter. The area under ROC curve as a function of the number of features (Fig. S2C ) further confirms the above results.
Comparing the above results with any univariate model (using single imaging modalities to identify alcohol-exposed subjects) demonstrates a significant reduction in all performance parameters (Table S1 ). Univariate T2 and MD models perform better than T1 and FA models, as expected from the ranking of features provided by the multi-variate analysis (Fig. S2A) . Regarding the multi-variate models, the use of feature selection (RF) significantly increases its performance (p < 0.001). Both multi-variate models are plenty confident with AUC ≈ 1. Finally, we explored the presence of consistent subset of features able to discriminate naïve and exposed animals by evaluating the overfitting in our system (see methods). We determined that the inclusion of RF within the cross-validation scheme, this is preserving the independency of a test sample across both the RF and SVM steps, does not degrade the model performance (Fig. S3) .
Overall from this analysis we can conclude that using multi-modal MRI information and machine learning methods the proposed framework correctly discriminates the occurrence of moderate levels of alcohol drinking with very high accuracy.
Abstinence as compared to its precedent period of alcohol drinking
The next logic step of our analysis was to investigate whether alcohol withdrawal or abstinence results in additional alterations in brain tissue producing a distinct multi-modal signature. For this analysis we used the same mROIs of the alcohol exposed animals in the previous section (alcohol condition), together with the mROIs of the same animals obtained one week after forced alcohol withdrawal (abstinence condition). The optimal performance of the classifier to differentiate between both conditions reached accuracy and sensitivity values above 85 percent with maximal specificity of 63 percent (Fig.  3D) . The highest performance was obtained with the first 16 features (Fig. S4) , and the feature ranking reveled that T1 and MD were the most relevant modalities contributing to the best classification (Fig. S4A) . With chance level for the specificity of the model set at 50 percent, the 63 percent obtained here is considered low and suggests that the microstructural properties of brain tissues (as detected by multi-modal imaging) are not further altered in an early abstinence stage, as compared to the alcohol drinking state.
Univariate models analyzed for the alcohol-abstinence discrimination (Table S2) showed comparable performance of all singular modalities. However, the specificity of all of them was quite low. As found in the previous analysis, the best classification result is obtained with the multi-variate model combined with feature selection (Table S2) .
Naltrexone treatment in alcohol abstinent rats
We next analyzed the effect of the opioid antagonist naltrexone, a clinically approved antirelapse medication. As before, the optimal performance of the model is shown in Fig. 3 and performance as a function of the number of features and feature identities are provided in Fig. S5 . Optimal results are obtained for 16 features, with accuracy and sensitivity above 75 percent and model specificity at chance level (51 percent) (Fig. 3E and S5B ). MD-derived features contribute maximally to the accuracy of the model (Fig. 3E and Fig. S5A) , with absolute MD values initially enhanced by drinking (p < 10
À6
, onetailed paired t-test comparing average MD before and after drinking), returning towards the naïve state with naltrexone (p < 0.03, one-tailed t-test comparing average MD between saline and naltrexone treated abstinent animals). The recovery of MD under naltrexone treatment does not provide a sufficiently specific signature for the model to discriminate both conditions, suggesting a significant but partial recovery of alcohol-induced alterations in brain parenchyma induced by this antirelapse medication.
A specific multi-modal fingerprint for naltrexone versus saline medicated brains in abstinence
In the final analysis of the study we push the discriminative capacity of our method to differentiate between the two abstinent conditions. In the first, the abstinent animals receive daily treatment with the opioid receptor antagonist naltrexone, at a dose known to efficiently decrease drinking (Ciccocioppo et al. 2007; Stopponi et al. 2013 ) (naltrexone condition). In the second, animals received the same amount of solvent (saline). The results of the analysis demonstrate a very good performance of SVM to discriminate both conditions (Fig. 3F) . Sensitivity, specificity and accuracy are above 84 percent when feature selection is performed with the complete dataset. The optimal number of features in this particular analysis is 34, with all imaging modalities contributing to them, being once again MD derived measurements especially well represented (Fig. S6A and Fig. 3F ). However, contrary to the effect of alcohol exposure in naïve animals, in this case feature structures for accurate classification were less robust and the model degraded when the RF step was included in the cross-validation scheme (Fig. S7) .
Univariate models show a significant reduction in almost all measures of classification performance when compared to multi-variate models (Table S4 ). The univariate MD model performance was the highest, as expected from the high ranking of MD-derive measures in Fig. S5A . Feature selection improved all performance indices and allows multi-variate models to reach an 89 percent of samples correctly classified with an AUC of 94.3 percent (Table S4) .
Null model validation
The performance of our classification framework was tested against null models in which class labels were randomly permuted. In the first comparison, permuting the labels of naïve and exposed rats yielded a very low classification performance (accuracy = 0.52 (0.516-0.524), sensitivity = 0.526 (0.522-0.53), specificity = 0.53 (0.525-0.53), AUC-ROC = 0.7 (0.699-0.703)), with a strong statistical significance in favor of the nonpermuted model (p < 0.001 for all performance parameters). Similarly, the performance of SVM models trained to discriminate saline and naltrexone treated abstinent rats is strong and statistically higher than its corresponding (label permuted) null model (accuracy, p < 0.001; sensitivity, p < 0.001; specificity, p = 0.004; AUC-ROC, p = 0.004). The results obtained confirm the validity of the presented framework to discover feature pattern structures discriminating alcohol-related states in brain parenchyma.
DISCUSSION
The objective of this study was twofold. First, establishing a set of features or modalities from non-invasive neuroimaging capable of discriminate brain states in AUDs and, second, fitting SVM classifiers to quantify the degree of separability between them. The main findings are that: (1) robust and anatomically meaningful multi-modal signatures, here called mROIs, capturing the microstructural and biochemical properties of brain tissue can be defined by using MRI and finite mixture models; (2) the utility of these multi-modal signatures to characterize disease stages, here called MSDs, in a model of AUD has been demonstrated (Table 1) ; (3) the results show that even moderate phenotypes of alcohol drinking leave distinct recognizable signatures in brain tissues; (4) alterations in brain parenchyma induced by alcohol persist into abstinence, at least in its earlier stages; and (5) further changes in tissue microstructure are demonstrated after naltrexone treatment in alcohol abstinent animals, defining a potential treatment-related brain signature for this antirelapse medication.
Previous analytical approaches typically used in neuroimaging studies have considered a brain composition limited to three types of tissues (gray and white matter and cerebrospinal fluid) and combinations of them. However, in the present work we bring a new concept in tissue classification based on the combination of multiple microstructural properties of brain tissues that define novel tissue categories. This approach maximizes the potentialities of multi-modal MRI providing comprehensive and non-invasive descriptions of brain tissue without including prior spatial information. Another important aspect of our methodology that largely contributed to the success of the classifier is the full description of the different MRI parameters within every mROI by a number of first order statistical distribution measures. As has been demonstrated, the quantification of the textures of brain regions or simply histogram-derived feature extraction increases the classifier performance (El-Rafei et al. 2013; Magnin et al. 2009 ). Indeed, the first positions in the ranking of variable importance for correct classifications were usually occupied by features that described the statistical distribution of the parameter rather than its mean (Figs. S2-S7 ). Between the different modalities, our results highlight the contribution of MD to properly characterize alcohol-related brain changes, as well as treatment response. However, the use of complementary MRI modalities critically improved the accuracy of the models, confirming the analytic advantage of the multimodal approach (Agosta et al. 2015; Dyrba et al. 2015; Pettersson-Yeo et al. 2014) .
We have visually shown with a reduced representation of the multi-modal space that the acquired brain MRI parameters segregate according to the experimental conditions (Fig. 3A) . This is especially clear for the naïve state which totally separates from the alcohol exposed conditions (no overlap between confidence ellipses in the PCA), in perfect agreement with the results of the classification model (100 percent of the cases are correctly assigned) (Fig. 3C) . A challenging discrimination was found between alcohol-drinking and 1-week abstinence. The low specificity of the models to discriminate both conditions brings, however, neurobiological insight into the early phases of abstinence. Namely, that the microstructural changes in brain parenchyma induced by alcohol drinking are largely persistent after alcohol withdrawal in this relapse-prone state. Interestingly, although confidence ellipses of both abstinent conditions partially overlap, the simple PCA applied to the longitudinal Table 1 Performance of the multi-variate models to differentiate between longitudinal conditions of msP rats.
Accuracy
Sensitivity Specificity AUC-ROC Mean (95% C.I.) Mean (95% C.I.) Mean (95% C.I.) Mean (95% C.I.)
Alcohol exposition 1.000 (1.000-1.000) 1.000 (1.000-1.000) 1.000 (1.000-1.000) 1.000 (1.000-1.000) Multi-variate SVM models using T1 and T2 relaxivity times, fractional anisotropy (FA) or mean water diffusivity (MD) after feature selection using the random forest (RF) algorithm.
imaging study already suggested a tendency for naltrexone treated subjects to return towards a baseline (naïve) state, while saline treated abstinent animals evolve towards a new state. This divergence between saline and naltrexone treated abstinent states was confirmed by our analytical model, with both conditions being correctly discriminated with high accuracy and specificity (Table 1 and Fig. 3F ) when the optimal set of features is selected. When feature selection was included in the cross-validation scheme, however, classification performance dropped. This result could be explained by the decreased sample sizes accompanying this procedure or the more subtle changes in parenchymal microstructure between these conditions. In any case, from a neurobiological perspective, the obtained results selecting an optimal set of features demonstrate that the treatment with this antirelapse medication induces a physical change in brain parenchyma, and this change is mainly captured by alterations in MD. Whether it is robust enough to be used as a biomarker will require further investigations. From a neurobiological perspective also, brain alterations characterized by MSDs provide quantitative information about tissue microstructure that may be also used to fill the gap between non-invasive clinical observations and neurobiological mechanisms. As mentioned in the introduction, a number of cellular changes have been correlated with alterations in acquired MRI parameters. For instance, changes in brain MD as predominantly found in our study have been frequently associated to neuroinflammatory processes (Alexander et al. 2007) . In a recent longitudinal study of Wallerian degeneration contrasting MRI measurements with immunohistochemical evidence in cats , increased MD was clearly correlated with microglial activation and astrocytosis. A decrease in T2 signal has been also associated with astrocytic response in combined MRI and histopathological analysis in epileptic patients (Goubran et al. 2016) , and was found in our study to contribute (second in importance after MD) to the successful discrimination between naïve and alcohol-exposed brains. Interestingly, neuroinflammation has been recently proposed as a mechanism of alcohol-related brain damage (He & Crews 2008; Qin & Crews 2012) . If this were the case, the changes induced in the structure of brain parenchyma by a neuroinflammatory process, affecting the tortuosity and/or volume of the extracellular space, or inducing iron accumulation (Dennis et al. 2014; Kong et al. 2012; McClain et al. 2011; Pfefferbaum & Sullivan 2005) , would help explain some of the individual MRI alterations found in our study. Furthermore, persistent alterations in neuroimmune signaling during chronic alcohol exposure have been suggested to underlie negative affective states, reduced neurogenesis and compromised frontal functions that could ultimately contribute to the development of alcohol addiction (Crews et al. 2011) . Intriguingly, one postulated action of naltrexone is as anti-inflammatory (McLaughlin et al. 2013; Moslehi et al. 2014; Smith et al. 2011) , reverting glial activation in the brain (Qin & Crews 2012) . In this regard, the specific multi-modal signature found in our study for naltrexone treated brains, including a significant recovery of alcohol-induced MD and T2 changes, lends support to the neuroinflammatory hypothesis of alcohol-related brain damage. Furthermore, although changes in T1-relaxation times are affected by a number of factors, recent studies on an autoimmune model of multiple sclerosis have found an inverse correlation between this parameter and the extent of inflammation (Boretius et al. 2011) , in good agreement with the increased T1 found under naltrexone medication and the postulated anti-inflammatory effects of this medication.
Other indirect factors potentially affecting tissue microstructure, as alcohol-triggered alterations in neurotransmission and neuronal physiology in general, with an impact on ionic gradients and energy metabolism, cannot be discarded. In this respect, we recently reported that chronic alcohol consumption by high alcohol preferring rats induced global effects on neuronal activity in many brain regions (Dudek et al. 2014) . Importantly, and in line with the present results, changes in activity in that study persisted after one week of abstinence. Although the precise biological changes behind the multi-modal MRI alterations found in the present study are yet not known, the obtained results assure intensive research in that direction. Given the wide variety of alcohol consumption patterns in humans it will be important to demonstrate the ability of the framework to discriminate between different patterns of alcohol use in animal models that ensue a larger individual variability in drinking patterns and amounts, such as binging or chronic intermittent ethanol exposure (Carnicella et al. 2014; Crabbe et al. 2016; Meinhardt & Sommer 2015) . Ultimately, the translational value of the proposed microstructural markers and their clinical utility has to be tested in human populations. If successful, an MRI based method to identify and stage early signs of alcohol-related brain pathologies would be of great clinical value, not only for early intervention, but also to enable investigations into the factors underlying the large individual heterogeneity of and susceptibility for such pathologies, for which the mechanisms are largely unknown (Zahr et al. 2011) .
The fundamental goal of the present work was to provide a novel and robust approach to identify brain states based on the microstructural properties of the parenchyma with the vocation of providing a powerful diagnostic and prognostic framework. This possibility has been most clearly illustrated by the successful discriminations of two subtle conditions, namely two abstinence states by virtue of the concomitant medication (either naltrexone or saline) in two groups of different animals. Withinanimal comparisons also provided strong support to the analytical framework identifying a highly accurate and robust signature for brains exposed to a relatively short period of alcohol drinking, which persisted into early abstinence. Age differences in this within-animal comparisons were negligible (1 week for the abstinence versus alcohol drinking conditions and 4 weeks for the naïve versus drinking comparison), and we have further shown in previous studies that a period of 5 weeks in a group of rats of similar age resulted in no significant differences in volume brain morphometry (Hermann et al. 2012) .
Concluding Remarks
We have presented an analytical framework that extracts microstructural information from multi-modal MRI to implement a novel concept of tissue segmentation based on mROIs. Combined with feature extraction and SVM learning models, these multi-modal signatures attained an excellent performance in the discrimination of disease stages and, for the first time to the best of our knowledge, to identify also a brain signature of treatment response. We propose that human MSDs could be valuable to assist accurate diagnosis and prognosis in neuropsychiatry, as well as to monitor treatment efficacy in individual patients.
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