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Abstract-Given a set of points and corresponding function values, we construct a piecewise 
linear Co interpolant defined over the Delaunay triangulation of the data set. The approximation 
quality of the interpolant is then improved by detecting badly shaped boundary triangles, adding 
suitable points on edges of the convex hull of the data set and updating the triangulation to form 
a new Delaunay triangulation and a new interpolant. Some of the developed schemes and repeated 
application of the idea can yield very impressive improvements of mean, maximum and root mean 
square errors ss well as of contour line plots. 
Keywords-Delaunay triangulation, Piecewise linear interpolation, Boundary improvement. 
1. INTRODUCTION 
The scalar-valued 20 scattered data interpolation problem (briefly SD1 problem), many appli- 
cations have to deal with, states as follows: Given N distinct and noncollinear data (abscissae) 
xi = (Q, yi) E W2, i = l(l)N, and associated ordinates (e.g., function values or measured values) 
Fi, i = l(l)N, find a function z = f(x) such that f(xi) = Fi, i = l(l)N. The SD1 problem has 
been addressed by many authors. Some relevant survey articles on the subject are [l-3] and [4, 
Section 91. Possible approaches to solve the SD1 problem are, first, Shepard’s inverse distance 
method and variations of it, second, radial basis function methods such as Hardy’s multiquadric 
method, Duchon’s thin plate splines and Franke’s thin plate splines in tension, and third, the 
triangle-based so-called FEM methods. The latter are the subject of this paper. 
FEM methods work via a two-step procedure. First, a triangulation of the convex hull of the 
20 data set {xi}i=i(i)~ is constructed such that the vertices Pi of the triangulation coincide 
with the xi. Then for each triangle, a function-valued surface patch is defined which interpolates 
given data (ordinates and possibly also derivatives) at vertices Pi. In the simplest case, we get 
a piecewise linear Co continuous surface which interpolates only function values at vertices. For 
This ongoing research is supported by the German Research Foundation (Deutsche Forschungsgemeinschaft, DFG) 
by Grant LA 665/6-l and by Grant LA 665/6-3. The two authors would like to thank the German Research 
Foundation for their financial support. 
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higher order smoothness between neighbouring patches C’ (or GC’), continuity conditions have 
to be enforced. This requires either the specification of a certain number of derivatives at the 
data or the estimation of them in a preprocessing step. 
Quality, measured in terms of visual appearance, smoothness, accuracy, etc., of the interpolant 
depends on the triangle surface scheme used, the continuity order of patches, the accuracy of 
estimated derivative data, and on the triangulation. It is well known that derivatives (and 
triangulation, of course) have more influence on the global interpolant than the specific local 
surface scheme (i.e., a polynomial degree, for example) or the order of continuity of patches (i.e., 
C’ or C2 continuity for example, see [5,6]). 
While there are several papers investigating various methods to estimate derivatives, see [4] for 
a survey, not too much is done so far to improve the triangulation. For given data, many different 
triangulations can be built up and the result, i.e., the triangulation created, often depends on 
the order in which data are processed. Therefore, it is common to base FEM interpolants on 
Delaunay triangulations TD. One reason for doing this is that a Delaunay triangulation is a 
globally optimal triangulation: several criteria (edge swapping criteria such as the max-min- 
angel and the circle criteria) exist for constructing a Delaunay triangulation, and the result 
is independent on the order in which data are processed. A second reason is that Delaunay 
triangulations create triangles as equiangular as possible and avoid long and thin triangles. Such 
triangles are regarded as bad for interpolation because error bounds for interpolation on triangles 
increase as the triangles become long and thin [7-91. 
In the present paper, which is mainly based on [lo], we are investigating possible improvements 
by altering the triangulation. To simplify calculations, we are restricting ourselves to interpolation 
from the space of piecewise linear functions defined on a Delaunay triangulation ~TD,F. A linear 
function is uniquely defined by its values at the three vertices of a triangle, and therefore, no 
derivative estimation is required for the construction of this interpolant. The only degree of 
freedom in the determination of the PLI (piece&se linear interpolant) is in the choice of the 
triangulation. But for reasons given above, we decide to use a Delaunay triangulation and modify 
it such that the quality of the interpolant becomes better. 
Modification of the interpolant can be done by adding appropriately calculated points and 
corresponding function values to the data set, then update the triangulation to result again in a 
new, augmented data modified Delaunay triangulation TA, and form the new PLI based on TA. 
Now, the questions are: how do we decide to add points, at which positions do we add points, 
and how do we calculate the new points and their corresponding function values? 
All interpolation schemes defined over triangulations suffer from a major drawback: data Fi 
can be regarded as being sampled from a (usually unknown) surface F(z, y), i.e., Fi = F(q, yi), 
and we wish to obtain by the interpolation ~TD ,F(z, y) a good approximation to that surface. But 
the approximation near the boundary of the convex hull of the data is, in many cases, very poor 
relative to the approximation away from the boundary. This is due to the fact that some long 
and thin triangles near the boundary of the convex hull cannot be optimized by edge swapping. 
Therefore, boundary improvement is of primarily interest. 
Dyn, Levin and Rippa [ll], showed that piecewise linear interpolation defined over data de- 
pendent triangulations can be improved by adding data on certain edges of the convex hull. We 
apply the idea of [ll] to Delaunay triangulations to improve the boundary approximation prop- 
erty of PLIs defined over Delaunay triangulations. Furthermore, we propose, test, and compare 
several additional methods, to detect bad boundary triangles and to generate additional data 
(abscissae and function values) along the convex hull edges of long and thin boundary triangles 
of domain space. They are supposed to reflect preliminary information about the underlying func- 
tion. Numerical results and contour plots presented in Section 3 illustrate the success of some of 
these schemes in improving the quality of the approximation near the boundary. Especially mid- 
point modification via z value extrapolation, and midpoint modification via multiquadrics seem 
to be very suitable for improving the approximation in the mean, the maximum and the RMS 
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(root meun square) errors. Repeated application of the algorithm using different methods can 
result in further improvements. 
We like to mention that all schemes described in this paper can be applied to improve data 
dependent triangulations which has been done in [12]. 
The modified triangulation might still contain badly shaped interior triangles giving reason for 
a poor interior approximation property. To detect and correct interior bad triangles, we need 
different criteria and methods. Three detection criteria and five modification schemes which 
result in as impressive improvements as the criteria and schemes described here are documented 
in [10,13]. Furthermore, boundary and interior modification might be combined. 
2. BOUNDARY CORRECTION 
The data-modified Delaunay triangulation is generated starting from an initial Delaunay tri- 
angulation TD of the original input data. The initial Delaunay triangulation originates from a 
preprocessing step. It is created iteratively according to Lawson’s algorithm [14]: first, we per- 
form presorting through Euclidean distance, construct an initial triangle, and then add one point 
at a time, always maintaining a locally optimal triangulation. The later is insured by a LOP 
(local optimization procedure) also suggested by Lawson [14]: the circumscribed circle criterion. 
Lawson’s LOP swaps diagonals of convex quadrilaterals in the triangulation until the globally 
optimal Delaunay triangulation has been created. The LOP converges after a finite number of 
edge swaps has been performed. Presorting and organization of the algorithm guarantees that, as 
a by-product, the convex hull of the data set is produced. The algorithm is capable of inserting 
additional points at any position and updating the triangulation using Lawson’s LOP. 
Starting from the initial Delaunay triangulation, our algorithm traverses the convex hull of 
the data set in counterclockwise order to inspect boundary triangles. So-called bad boundary 
triangles are identified through one of the three different detection criteria described below in 
Section 2.1. If a boundary triangle has been marked as bad, one additional domain point is 
generated eventually along the convex hull edge of the triangle plus a corresponding z value 
and added to the data set through one of the seven different data adding schemes described in 
Section 2.2. After the Delaunay triangulation has been updated, the traversing of the convex 
hull continues until there are no more bad triangles found with respect to the initially chosen 
detection criterion. 
Throughout this paper we use the following notation: let P = (P, 8) denote a 30 point (a 
space point) while P = (z, y) denotes a 20 point (a domain point). Especially let A, B, and C 
specify the vertices of a boundary triangle under examination, where AB is the long triangle edge 
which is part of the convex hull of the data set, and let M be the midpoint of triangle edge AB. 
Analogously, let A, 6, C, M, etc., refer to the corresponding 30 data points. 
2.1. Detection of Badly Shaped Boundary Triangles 
To avoid that too many additional data are added to the triangulation and especially to avoid 
numerical problems an ELT (edge length test) is performed first, before a detection criterion is 
applied to a boundary triangle. The ELT tests if a convex hull edge is that short that adding an 
extra point probably yields numerical problems but will not improve the approximation. Tests 
with randomly created data sets showed that the length 1 of a convex hull edge has to fulfill 
1 = 0.07 min{Az, Ay} 
to result in a numerically stable algorithm, where Ax and Ay are the extensions of the data set 
in z and in y direction. Boundary triangles who passed the ELT finally enter the above described 
detection-modification-pipeline. Here, first, one of the following three detection criteria can be 
picked to work with to identify badly shaped boundary triangles. Each criterion can be controlled 
via a constant threshold variable T. The criteria are: 
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??BH-1 (base height) criterion. Bad triangles have been classified as long and thin. Thus, a 
simple geometrical criterion for checking the shape of a triangle is the ratio r = c/& between 
its base c, defined as the long triangle edge which is part of the convex hull of the data set, i.e., 
c = 11 A-B 11, and the corresponding height h, (see Figure 1). Since we are not dealing with data 
dependent triangulations (as [ll] does) but with Delaunay triangulations, this is appropriate. 
A user defined constant ratio threshold T, decides if a boundary triangle is classified as a bad 
triangle, in case of T > T,, with respect to the BH-1 criterion. 
Note, for given xi data, this criterion always finds the same triangles independent of function 
values Fi. 
??BH-2 criterion. Taking into account z values, the triangle of the PLI defined with regard to 
a thin and long domain triangle actually might be an almost equiangular triangle and might 
describe the underlying test function very well, and thus, should not be changed. Therefore, 
the BH-2 criterion forms the ratio r = c/he between its base c, defined as the triangle edge of 
the PLI corresponding to domain triangle edge AB, i.e., c = [IA - Bll, and the appertaining 
height h, (calculated for triangle A(A, B, C) of the PLI). 
Obviously the BH-2 criterion pinpoints fewer triangles as bad than the BH-1 criterion does. 
Therefore, BH-1 will result in a stronger modification of the PLI. 
??ES (edge slope) criterion. Assuming that the interpolant is smooth, slope of consecutive 
boundary edges of the PLI should not vary too much. Thus, forming Asi = Isi - si_11, where 
si_i and si are slopes of consecutive edges of triangles of the PLI, a user defined constant slope 
threshold T, decides if the triangle with edge slope si is classified as a bad triangle, in case of 
Asi > T,, with respect to the ES criterion. 
Note, it is possible that the corresponding triangle edges in domain space form an angle smaller 
than 90”, i.e., the convex hull has a sharp corner. This is checked beforehand. In that case, 
no modification will be done since it would be not appropriate, even if si_1 < 0 and si > 0 (or 
vice versa). 
Obviously for increasing threshold values, fewer bad triangles are found in all three cases. 
C 
A MCP B 
Figure 1. A boundary triangle under examination. 
2.2. Computation of Additional Data Points 
The schemes described next add points on the boundary edges of domain triangles and estimate 
the corresponding function values. It turned out that some of the schemes do not perform very 
well. On the other hand, others result in drastic improvements of the quality of the approxima 
tion near the boundary. This will be demonstrated by the numerical experiments presented in 
Section 3. 
??OP (orthogonal projection) scheme. Triangle point C of the examined triangle is projected 
orthogonally on triangle edge AB yielding point P (see Figure 1). Though, point P = (P, .zp) 
will be added to the data set only if parameter cr of P = A + a(B - A) fulfills 0 < cr < 1. 
To bypass numerical problems and to avoid the creation of almost degenerated triangles, we 
actually ask for 0.1 < CY < 0.9. 
??MP (midpoint) scheme. This method adds midpoint M of triangle edge AB to the data set 
(cf. Figure 1). 
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DLR-1 (Dyn-Levin-Rippa) scheme. According to [ll], let D be the set of all points Dk 
(not including A and B) such that CDI, is an edge of the triangulation (analogously for set D 
defined via 30 points). A point Ek for selection has to be in the interior of boundary edge AB 
and is of the form 
Ek = DI, + t(C - Dk), with t > 1. (1) 
Since there might be several possible selection points, we decide which one will be added to 
the triangulation and decide about the corresponding function value according to the following 
procedure: 
1. 
2. 
3. 
4. 
5. 
Calculate z values zp for each of the Ek by interpolating linearly between A and B. 
Calculate z values zytra for each of the Ek by extrapolating linearly along the interior 
edge defined by C and Dk. 
A multiquadric MQ(x) (see e.g., [4, Section 9.2.1]), 
MQ(x)= &id-, with di(x) = (]xi - xl], (2) 
is defined, with constant R according to [15], which interpolates points xi given by A, B, 
C, and all points Dk of set D. 
The multiquadrics z values zr” = MQ(&) are used to form errors 
elter = Izy _ $er 1 ) 
e=yra = I*y _ Z,tq . (3) 
Points Ek are under further consideration if 
enter < $&r&l, 
(4) 
and out of this point set the point E = (Ej, zp) with the smallest interpolation error 
value ey = mink{ep } will be added to the data set. 
Note, in case that all of the points Ek are outside of AB or none of the ones inside of AB 
fulfill (4), this scheme will not add any point at all. 
03 
Figure 2. Notation of the two DLR schemes. 
??DLR2 scheme. Just as for the DLR-1 scheme, point sets D and D, and points Ek are defined, 
and errors efter and ertra are formed through a multiquadric MQ(x), according to (2), which 
interpolates points A, B, C, and all points Dk of set D. But now points Ek are under further 
consideration if [ 111, 
eepa < eipr. (5) 
Out of this point set, the point E = (Ej,zj extra) with the smallest extrapolation error value 
ejextra = mink{ertPa} will be added to the data set. 
Note, this scheme might not add any point at all. 
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?? ZEM-1 (z-value extrapolation midpoint) scheme. Midpoint M = (M,z”) is added 
to the data set where zM ’ 1s found as a weighted sum of extrapolations along lines of the 
neighbouring triangles by the following procedure: 
1. Define Sr as intersection point between the line defined by A and C and the line de- 
fined by $1 and M. Calculate the z coordinate of S1 through linear interpolation or 
extrapolation along triangle edge AC: 
zsl = ZA + t (ZC - ZA) , (6) 
where & _ # 
2C_ZA’ XC-xA#O, 
t= ST_ A Y Y 
YC-YA’ 
otherwise. 
2. Analogously for Sp (see Figure 3). 
3. Calculate z value zp through linear extrapolation along the line defined by Qr and Sr: 
zr = ZQl + t (ZSl - ZQl) (7) 
where 
’ xM_xQ~ 
x& _ xQ1 ’ xS’ - xQ1 # 0, 
YM _ yQ1 
. ys~ - yQ~ ’ otherwise. 
4. Analogously for zy . 
5. Define z value zM as a weighted sum of zp and zp where the weighting w is according 
to the distance between Qi and M, i.e., in domain space 
ZM = (1 - w)zY + wzp, (3) 
where 
II&l - VI 
w = II&l - WI + II&2 - MI * 
Q2 
- 
A M B 
Figure 3. Notation of the two ZEM schemes. 
??ZEM-2 scheme. Points Sr = (Sr, zS1) and S2 = (SZ, zsa) are defined and z-values zr and zf 
of midpoints Mr = (M, zf”) and M2 = (M, z2M) are calculated as for the ZEM-1 scheme above. 
Midpoint M = (M, z”) is added to the data set where zM * 1s found as a weighted sum of z-values 
zf” and zzM, but the weighting w is now according to the distance between Qi and Mi, i.e., in 
30 space: 
ZM = (1 - w)z1” + wzp, (9) 
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where 
IlQl - MlIl 
w = llQ~ - &It + llQ2 - WI ’ 
??MQM (multiquadric midpoint) scheme. Midpoint M = (M, z”) is added to the data set 
where z M is found through the multiquadric MQ( x , according to (2), interpolating points A, ) 
B, C, and all points Dk of data set D, where set D is defined as above, i.e., .? = zrn’J = MQ(M). 
Clearly, all these criteria and schemes are to a certain extent ad hoc, and we have to understand 
that it will be always possible to create data sets where the approximation over the data modified 
augmented triangulation is even worse than the one over the original Delaunay triangulation. 
Note, it makes no sense to combine the first three schemes with the ES criterion. All three 
schemes add an interpolation point between A and B, and therefore, the convex hull of the domain 
triangulation and the boundary of the PLI do not get changed, thus slopes of boundary edges do 
not change, too. Long and thin boundary triangles are removed and the approximation property 
of the PLI might be improved only and eventually through the following LOP procedure. 
2.3. Updating of the Delaunay Triangulation 
To add a new point P = (P, zp), which has been calculated through one of the schemes to the 
data set and to actualize the Delaunay triangulation, first the new point is added to the end of 
the data list. Since P is, per construction, situated on triangle edge AB, P is part of the convex 
hull and enters the convex hull data list at position between A and B. Next, triangle A(A, B, C) 
is split into the two triangles A(A,P, C) and A(P, B, C). In the triangle list, A(A,B, C) is 
replaced by A(P, B, C), while A(A, P, C) is added to the end of the list. Neighbours of both 
triangles are determined and Lawson’s LOP is applied to reassure a Delaunay triangulation. 
Here, according to [14], triangle edge PC is already converged, while edges AC and BC have to 
go through the LOP. 
3. NUMERICAL TESTING 
Testing was performed for 12 different test functions, F’(x, y), j = 1(1)12, defined on the unit 
square, exhibiting a wide variety of behavior. They were sampled over 24 different z-y data 
sets with sizes between 25 and 500 points. Most of the data sets and the first six of the test 
functions were kindly provided by R. Franke. The seventh test function was taken from [16] and 
two additional test functions were taken from [17]. These first nine test functions are also listed 
in [18]. The three last ones were created in analogy to functions given in [19]: 
Flo(z, Y) = exp (31 - (42 - 2)(4~ - 2))2) 
F~l(z,y) = 1 - exp (-(1 - (4a: - 1)(4y - 1))2) 
(10) 
(ii) 
Ji2& Y/) = exp 
(_( 4) 
4s+L (4y2-2Y+l)+(Y+;)log(4z+f)). (12) 
Figures 4-6 display perspective views and contour curve plots of test functions 9-11. F~(x, y) 
(see [17]), is a polynomial surface of degree 12, F~o(z, y) is saddle shaped and represents a pass 
between two mountain ridges connecting two plateaus, and function Fii(z, Y) simulates a curved 
ravine forming the boundary of a planar area. Function Fiz(z, y), which is not illustrated, is a 
gently rising hill turning into a steep cliff. 
For each of the 20 data sets a Delaunay triangulation TD was created. Then augmented 
triangulations T* were produced always using one of the detection criteria in combination with 
one of the point adding schemes. Approximation quality of ~TA,F was compared with the one 
of fT~,~ visually and numerically: First, 30 plots and contour plots of fTA,F were generated 
and compared with 30 plots and contour plots of fr~,~ as well as with corresponding plots of 
the test function. Second, errors between the PLIs f r~,~ and fTA,F and the test function were 
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Figure 4. Perspective view and contour curves of test function Fg(z, y). 
Figure 5. Perspective view and contour curves of test function F~o(z, y). 
Figure 6. Perspective view and contour curvea of test function FII(Z, 9). 
computed on a grid of 50 x 50 nodes uniformly placed over the unit, square. Figures 7-9 show for 
test functions of Figures 4-6 and various data s&s the initial Delaunay triangulation TD , (a), the 
data modified augmented Delaunay triangulation T A, (b), 30 perspective views of ~=D,F, (c), 
and of &A& (d), and the contour curves of ~TD,F, (e), and of f~A,i?, (f). Changes in the 
triangulation are highlighted in bold. Please note, changes and improvements can be expected 
in the boundary area only! 
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(a) Delaunay triangulation TD. (b) Augmented Delaunay triangulation TA. 
(cl PLJ fTD,F. 
(e) Contour curves of fin ,F. 
Figure 7. Delaunay triangulations TD and TA, PLIs fTD,~ and fTA,F and corre- 
sponding contour plots based on 33 data points (Franke’s ds2) and the BH-l/MQM 
strategy using Tr = 2.0. Max/Mean/RMS error reduction is 50/40/46% with 
23 points added to the data set. 
(4 PLI ~TA,F. 
(f) Contour curves of fr~>F. 
The first three modification schemes quickly turned out to be not very suitable for the purpose 
of improving the approximation property of the PLI-though, out of those three schemes, DLR-1 
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(a) Delaunay triangulation TD 
cc) pL1 fTD.F 
(b) Augmented Delaunay triangulation TA. 
(e) Contour curves of fT~ ,F. (f) Contour curves of fTn F. 
Figure 8. Delaunay triangulations TD and TA, PLIs f=~,~ and fTAqF and corre- 
sponding contour plots based on 130 data points (Franke’s fault7) and the BH-l/ 
MQM strategy using T, = 5.5. Max/Mean/Fl.MS error reduction is 57122139% with 
21 points added to the data set. 
gave the best outcome. In most cases, the first three schemes even resulted in the opposite 
effect: the approximation of the PLI of the data modified augmented Delaunay triangulation, 
f T~,~, was not as good as the one of the initial Delaunay triangulation, i.e., of ~TD,F. While 
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(a) Delaunay triangulation TD. (b) Augmented Delaunay triangulation TA. 
(cl PLI fTD,F. 
(e) Contour curves of fT~,F. (f) Contour curves of jr,4 F. 
Figure 9. Delaunay triangulations TD and TA, PLIs fTo F and fTA F and corre- 
sponding contour plots based on 130 data points (Franke’s fault7) and the BH-l/ 
DLR-2 strategy using Tp = 3.0. Max/Mean/RMS error reduction is 58114126% with 
20 points added to the data set. 
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the OP, the MP, and the DLR-1 scheme proved to be able to remove long and thin triangles of 
the Delaunay triangulation this, i.e., the combination with z value interpolation, is obviously not 
enough to result in a better approximation of F using a PLI. 
All other four schemes performed much better. They are capable of removing badly shaped 
boundary triangles of a Delaunay triangulation and they have the capability of improving the 
approximation of test functions. And it turned out that situations were errors increase are 
predictable. z values of new data points are found in all four cases through (weighted) linear 
r-value extrapolation or through multiquadric extrapolation. Each of these four schemes can be 
combined with each of the three detection criteria. 
In particular, ZEM-1 resulted in improvement of (Max,Mean,RMS) error values of up to 
(76%, 67%, 66%) using BH-1 and of up to (65%,32%,37%) using ES. Improvement of (Max, 
Mean, RMS) error values was achieved in (46%, 59%, 63%) of all tests using BH-1, and in 
(22%, 52%,54%) of all tests using ES. While the combination of ZEM-1 with ES resulted in 
slightly smaller improvements and improvements in fewer cases, deterioration happened also less 
often and less drastic. Deterioration of Max values was for example more than 50% in (only!) 
six cases for BH-1 but only in three cases for ES. The origin of this behaviour could be identified 
clearly. In all these cases, extremely long and thin boundary triangles with long and thin neigh- 
bours were present in combination with strongly varying test functions in direction of the long 
triangle edges. The combination ES/ZEM-1 seems to be less sensitive for this situation. Results 
using the BH-2 criterion were somehow between in most cases. 
ZEM-2 resulted in 5-10% more improvements and in improvements 5-10% bigger than ZEM-1, 
and on the other side, resulted in slightly less and much smaller (up to 50% less) deteriorations 
than ZEM-1, for both the BH-1 and the ES criterion. As for ZEM-1, the combination with BH-1 
gives more often and higher values of improvement, while on the other side, ES yields less often 
and smaller deteriorations. The same behaviour was observed for MQM and DLR-2. ZEM-2 was 
only out performed by DLR-2 and MQM, the two best schemes. In case of MQM, situations in 
which the errors increased can be recognized and predicted easily. They are characterized by a 
lack of data to build up the multiquadric. This usually happens for small data sets, i.e., sets with 
fewer than 50 points. The chance for improvement increases with increasing size of a data set. 
Not all 18 possible combinations of detection criteria and modification schemes were tested 
on all 288 combinations of test functions and data sets-some quickly proved not to perform 
very well-but altogether, we were running about 4100 different tests with global threshold values 
T, = 6.5 and T, = 0.3. Tables l-3 summarize the tests with the most successful strategies. 
These are combinations of one of the modification schemes ZEM-1, DLR-2, or MQM with one of 
the detection criteria BH-1, BH-2, or ES. All tables display the numbers of tests with changes, 
and for the maximum (Max), mean (Mean) and root mean square (RMS) errors, the numbers of 
tests with improvements and with deteriorations over the f TD,F approximation. Furthermore are 
listed for Max, Mean and RMS errors: best and the worst changes relative to the PLI f*~,~, the 
average percentage of improvement and of deterioration, as well as the overall average percentage 
of change. Negative values indicate improvement, i.e., reduction of the corresponding error, 
positive values indicate deterioration, i.e., the error increased. 
Note, the total number of improvements and of deteriorations do not always sum to the total 
number of tests since in some cases no changes of the specific error measurement took place for 
the chosen threshold values and combination of detection criterion and modification scheme. If 
the total number of tests is smaller than 288 this indicates that the specific strategy did not add 
any extra points to certain data sets for the threshold settings used for Tables l-3. 
4. SUMMARY AND FUTURE WORK 
We introduced and tested several criteria to detect badly shaped boundary triangles and 
schemes to add boundary data to the original data set. Our aim was to enhance the bound- 
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Table 1. Statistics of the BH-1 criterion using T7 = 6.5. 
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Improvements Deteriorations --Ii Overall MaX Average average % % % Tests # Error Point scheme MaX # I I Average % % # 
ZEM-2 288 154 -76.2 -32.0 43 207.9 30.5 -12.6 
DLR2 275 161 -86.1 -34.3 8 37.4 8.5 -19.8 
MQM 288 177 -88.5 -40.7 14 59.7 18.2 -24.1 
MaX 
ZEM-2 288 193 -70.9 -8.9 82 49.2 
DLR-2 ~ 275 230 -47.8 -9.5 30 19.4 
MQM 288 228 -55.8 -14.6 48 37.2 
5.2 -4.5 
1.4 -7.8 
4.4 -10.8 
+ 
1.0 -7.9 
1.0 -11.7 
1.0 -15.5 
ZEM-2 288 198 -72.2 -14.2 73 69.6 
DLR-2 275 221 -66.7 -14.7 26 13.2 
MQM 288 233 -76.9 -20.2 39 54.3 
Mean 
RMS 
Table 2. Statistics of the BH-2 criterion using Tr = 6.5. 
Improvements Deteriorations 
Point Teats Overall 
scheme # # Myy 
Average MaX 
# 
Average average 
% % % % 
ZEM-2 276 97 -71.3 -29.4 39 207.9 33.3 -5.6 
DLR2 276 105 -71.9 -28.2 7 13.6 5.5 -10.6 
MQM 288 128 -79.7 -33.5 7 32.6 11.1 -14.6 
ZEM-2 276 169 -71.2 -7.4 88 19.0 3.5 -3.4 
DLR2 276 221 -52.2 -6.4 29 19.4 1.4 -5.0 
MQM 288 228 -51.0 -10.2 42 19.0 3.3 -7.6 
ZEM-2 276 168 -72.3 -10.6 82 49.2 1.0 -4.9 
DLR-2 276 207 -54.4 -9.0 27 13.2 1.0 -6.6 
MQM 288 227 -66.5 -13.5 38 18.4 1.0 -10.2 
MaX 
Mean 
RMS 
Table 3. Statistics of the ES criterion using T, = 0.3. 
Improvements Deteriorations 
Point Tests 
Overall 
scheme 
Average Average 
# # ? % # ?Y % 
average 
% 
ZEM-2 288 90 -67.4 -33.0 19 84.4 36.9 -7.9 
DLR-2 275 90 -87.2 -34.1 2 6.0 3.1 -11.1 
MQM 288 103 -88.5 -36.2 6 29.1 10.5 -12.7 
ZEM-2 288 180 -35.6 -8.2 56 16.3 3.0 -4.5 
DLR2 275 193 -47.8 -8.0 15 8.7 1.4 -5.5 
MQM 288 210 -45.8 -10.6 28 21.9 2.5 -7.5 
ZEM-2 288 188 -51.7 -10.7 47 30.9 1.0 -6.2 
DLR2 275 192 -67.3 -10.9 14 4.2 1.0 -7.6 
MQM 288 210 -70.9 -13.7 24 36.8 1.0 -9.7 
Error 
MaX 
RMS 
ary approximation quality of a PLI defined with respect to a Delaunay triangulation of the data 
set. Not all of the tested detection criteria and point schemes fulfilled the expectations but some 
did very well and will be subject of continuous work. 
A basic result of this research is that removing long and thin triangles of the Delaunay triangu- 
lation is not the key point in improving the approximation property of a PLI. All three schemes 
56 D. LASER 
which do exactly this, that means add points through interpolation along boundary edges of the 
convex hull: the OP, the MP and the DLR-1 scheme, did not always give better results. In most 
cases, the approximation property actually became worse. 
To really improve the approximation quality of the PLI, not only long and thin boundary tri- 
angles of the Delaunay triangulation have to be removed by adding points through interpolation 
along JD-triangle edges, but instead, the new data points have to be added with z values other 
than interpolation z values. z values determined through extrapolation using neighbouring trian- 
gles and z values determined through multiquadric interpolation both worked very well. Out of 
these methods the MQM scheme was the best performer, closely followed by DLR-2; ZEM-2 came 
in third. All these three schemes can be combined with each of the three detection criteria which 
gives a total of nine different recommended strategies. 
The two BH criteria can result in the following improvements of the approximation quality of 
the PLI (for global thresholds chosen as above): 71-88% reduction of the Max error, remarkable 
28-41% improvement of the Mean error and 54-76010 improvement of the RMS error. On the 
average Max, Mean, and RMS error still got reduced 28-41%, S-14%, and !J-20%, respectively. 
Using the ES criterion progress was slightly smaller w.r.t. the Mean error. The ES criterion also 
showed to be more conservative, i.e., deteriorations happened less often and less big than for the 
two BH criteria. 
Overall, the combination BH-l/MQM forms the most progressive strategy. Not only that it 
resulted in about 80% of all cases into error reductions, but it also resulted into the biggest error 
reductions of the PLI approximation. The combination ES/DLR-2 forms the most conservative 
strategy. It resulted in only two of 288 tests to an increment of the Max error, only in about 5% to 
an increment of Mean and RMS errors, and in addition, deteriorations of the PLI approximation 
usually were the smallest ones. 
Note, since all our strategies change boundary and through the LOP (see Section 2.3), near 
boundary triangles only, only improvement in and along the boundary area can be expected! 
The interior of the triangulation and of the PLI are not changed, and therefore, there can be no 
improvement of the approximation property of the PLI. But, peaks of the Max error are often 
situated exactly in the interior and the interior contribution to Mean and RMS errors is high, 
too. Under these circumstances, our results are excellent. 
Due to the nature of the scattered data problem, there can be no strategy which yields im- 
provement for any kind of data set, though, the recommended strategies performed quite well 
with only a few data configurations where deteriorations occurred. Since we found out that these 
configurations were somehow predictable, we got rather fast a very good sense of how to work 
successfully with the software. Yet, there are possibilities for further and future development of 
the introduced and described ideas, as follows. 
First, since there is a strong dependence of the amount of improvement on the threshold, 
the question is how to choose the optimal one-optimal in the sense that the error reduction 
becomes as big as possible with the smallest number of extra points added to the data set. 
First investigations indicate that, for example for the BH-1 criteria, the error reduction function 
qualitatively shows the behaviour of Figure 10. For decreasing T, values, an increasing number 
of points is added to the data set, also increasing the error reduction. Yet, for T, values smaller 
than 2.0 proportionally too many points are added. Therefore, a global threshold should be chosen 
such that we just enter the highest (or second highest) level of the error reduction function of 
Figure 10. 
Second, it might be very advantageous and improve the approximation quality a lot and with 
fewer points added to apply various triangle detection criteria, various modification schemes and 
various thresholds locally. That means for different areas-maybe even for different triangles-of 
one and the same data set. This is obvious, for example, in context of rapidly varying functions 
such as test functions Fre(s, y) and Fii (2, y). It also follows from Figure 10: point 10 reduces 
Max and RMS errors 20% and 14%, respectively, point 14 reduces Max and RMS errors 25% 
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Figure 10. Max (bold), Mean (dotted) and RMS (dashed) error reduction for teat 
function &o(z, g), Franke’s 130 point data set fault7 and strategy BH-l/MQM. 
and 8%, respectively. For the Mean error, the improvement is less drastic. Improvement gained 
by all the other points added (except of points 8 and 31) is relatively small. 
Third, to improve usability of the program, we need automation with respect to choosing de- 
tection criteria, modification scheme and optimal threshold to result in the best possible PLI. 
This is especially necessary if we want to introduce localization according to point two. Automa 
tion via the number of points added or the error reduction instead of the threshold might be an 
alternative procedure. 
Fourth, as pointed out earlier, the modified Delaunay triangulation might still contain badly 
shaped interior triangles giving reason for a poor interior approximation property. Quality might 
be improved by modification of interior triangles. To detect and correct interior bad triangles, 
we already developed three detection criteria and five modification schemes. They resulted in 
as impressive improvements as the criteria and schemes described above and are documented 
in [10,13]. 
Fifth, boundary and interior modifications can be combined, multiplying the power of each of 
the two methods [20]. Applying several different boundary modifications in a row already turned 
out to be advantageous. 
Sixth, the methods described might be applied on piecewise linear, quadratic, etc., interpolar& 
with respect to a data dependent triangulation. While this is mainly subject of ongoing work, 
first results are already documented in (121. 
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