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Many real-world networks evolve over time, that is, new contacts appear
and old contacts may disappear. They can be modeled as temporal graphs
where interactions between vertices (which represent people in the case of
social networks) are represented by time-stamped edges. One of the most
fundamental problems in (social) network analysis is community detection,
and one of the most basic primitives to model a community is a clique. Ad-
dressing the problem of finding communities in temporal networks, Viard et
al. [TCS 2016] introduced ∆-cliques as a natural temporal version of cliques.
Himmel et al. [SNAM 2017] showed how to adapt the well-known Bron-
Kerbosch algorithm to enumerate ∆-cliques. We continue this work and
improve and extend the algorithm of Himmel et al. to enumerate temporal
k-plexes (notably, cliques are the special case k = 1).
We define a ∆-k-plex as a set of vertices with a lifetime, where during
the lifetime each vertex has in each consecutive ∆ + 1 time steps edges to
all but at most k − 1 vertices in the chosen set of vertices. We develop
a recursive algorithm for enumerating all maximal ∆-k-plexes and perform
experiments on real-world social networks that demonstrate the practical
feasibility of our approach. In particular, for the special case of ∆-1-plexes
(that is, ∆-cliques), we observe that our algorithm is on average significantly
faster than the previous algorithms by Himmel et al. [SNAM 2017] and Viard
et al. [IPL 2018] for enumerating ∆-cliques.
∗An extended abstract of this work appeared in the proceedings of the 2018 IEEE/ACM International
Conference on Advances in Social Networks Analysis and Mining (ASONAM ’18) [3]. This version
contains all proof details, extended experimental findings, and the analysis of a new version of our
algorithm that fixed a small bug in the code (which has no large impact on the results).
†Supported by the DFG, projects DAMM (NI 369/13) and FPTinP (NI 369/16).
‡Supported by the DFG, project MATE (NI 369/17).
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1 Introduction
Community detection in networks is a highly active research area. In the probably most
basic version, a community is modeled as a clique, that is, every vertex is connected to
every other vertex in the clique. The concept is not only used for detecting communi-
ties in social networks, but it has also applications in ad hoc wireless networks [10] or
biochemistry and genomics [6]. Cliques as a mathematical model, however, are often
too restrictive for real-world applications, where some edges in communities might not
exist because of errors in measurements or application-specific reasons. To circumvent
this fact, the clique concept has seen several relaxations. Our work focuses on a popular
degree-based relaxation of cliques known as k-plexes [36, 11, 43, 20, 33]. In a k-plex,
every vertex must be adjacent to all but at most k − 1 vertices in the k-plex (excluding
itself). A 1-plex is a clique and in a 2-plex every vertex can have a missing edge to one
other vertex in the 2-plex. One can use k-plexes also as a tool for link-prediction, as the
missing edges are probably good candidates for missing links in social networks: It has
been observed that friends of friends tend to become friends themselves [28].
Previous work on k-plexes uses static graph models [29, 33, 35, 4, 11, 43, 12]. Nowa-
days, however, an increasing amount of real-world data sets are time-labeled. For ex-
ample, in communication networks, such as email networks, the data is frequently time-
stamped. A static network cannot distinguish at which time an email was sent and
whether there are several emails sent between two persons. Modeling with static graphs
is therefore often too restrictive. For community detection in temporal graphs, the con-
cept of ∆-cliques [39] has been introduced and studied [21, 39, 40]. In a ∆-clique, during
its lifetime, each vertex has contact to each other vertex of the ∆-clique at least once
every ∆ + 1 consecutive time steps. We extend this concept by allowing to have up
to k − 1 missing edges per vertex during each interval of ∆ consecutive time steps. For
a formal definition we refer to Section 2.
1.1 Related Work
There has been extensive research on both clique enumeration in temporal graphs [21,
39, 40] and k-plex enumeration on static graphs [29, 33, 35, 4, 11, 43, 12]. To the
best of our knowledge, we are the first to investigate the enumeration of k-plexes in
temporal graphs. We follow up on the work of Himmel et al. [21], where the famous
BronKerbosch algorithm [5] to enumerate cliques in static graphs was lifted to the
temporal setting. The problem of finding ∆-cliques in temporal graphs was introduced
and motivated by the study of Viard et al. [39] who enumerated contact patterns among
high-school students.
The concept of k-plexes is due to Seidman and Foster [36]. There are several other
clique relaxations. Typically, the corresponding decision problems are NP-complete. For
more details on different clique relaxations we refer to Patillo et al. [35]. To the best
of our knowledge, the currently fastest algorithm for finding a maximum-cardinality k-
plex in a static graph is due to Xiao et al. [43] and the fastest algorithm for listing all
maximal k-plexes in a static graph is due to Berlowitz et al. [4].
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Aside from community detection, many other problem areas also have been studied
in the context of temporal graphs, including connectivity problems [24, 30, 1, 16, 44],
graph exploration [15, 14], clustering [9], and covering problems [2, 31]. For an extended
overview on research related to temporal graphs, we refer to the surveys of Holme and
Sarama¨ki [22], Casteigts and Flocchini [7, 8], Michail [32], and Latapy et al. [26].
1.2 Our Contributions
Regarding theory, we formally define ∆-k-plexes, adapt and extend an existing recur-
sive algorithm specialized to ∆-cliques [21] to enumerate them, prove its correctness
(Theorem 1), and present a worst-case running time analysis of our new algorithm
(Theorem 2). In particular, our running-time analysis shows that our algorithm has
polynomial running time for constant k if the input graph has constant ∆-slice degen-
eracy, a measure for sparseness of temporal graphs [21].
Regarding practice, we present and evaluate three heuristic speed-up techniques.
• We exploit that one vertex set can constitute multiple ∆-k-plexes over different
time intervals by processing these ∆-k-plexes simultaneously.
• We propose a pivoting strategy to reduce the number of recursive calls of the
algorithm.
• We present a strategy that does not enumerate all maximal ∆-k-plexes but only
those which might be “of interest”. This excludes for example
(n
k
)
trivial solutions
induced by any set of k vertices over the whole lifetime of the graph (where n is
the total number of vertices).
The paper is organized as follows. In Section 2 we introduce some definitions and no-
tations used throughout the paper. We further explain the original BronKerbosch
algorithm which serves as a role model for the ∆-clique algorithm [21] and, consequently,
for our algorithm. In Section 3, we present our adaptation of the BronKerbosch al-
gorithm for enumerating all maximal ∆-k-plexes in temporal graphs. After a detailed
description of the algorithm, we prove the correctness and analyze the running time
of the algorithm. We further utilize the ∆-slice degeneracy [21] of a temporal graph
to upper-bound the runnning time. We continue with heuristic tricks to improve the
running time of the algorithm. In Section 4, we conduct an experimental analysis of the
algorithm on real-world data sets. We study the effectiveness of our heuristics and com-
pare the running time of our algorithm to the running time of the algorithm by Viard
et al. [40] for ∆-cliques (∆-1-kplexes). We then study the number and characteristics
of ∆-k-plexes in our data sets. Section 5 presents our conclusion and Section 6 contains
additional diagrams and tables of our experimental findings.
2 Preliminaries
We provide notation for (time) intervals and temporal graphs. We also give a short
description of the classic BronKerbosch algorithm [5].
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2.1 Intervals and Sets of Intervals
We refer to an interval as a contiguous ordered set of discrete time steps. Formally, an
interval is an ordered set
I = [a, b] := {n | n ∈ N ∧ a ≤ n ≤ b},
where a, b ∈ N. Further, let [a] := [1, a].
For a set A ⊆ N, we say that an interval I ⊆ A is maximal with respect to A if there
is no larger interval I ′ ⊆ A such that I ⊂ I ′. If A is not contiguous, then it contains
multiple maximal intervals.
A set I of intervals is an ordered set of n pairwise disjoint intervals, that is, I = {Ii |
i ∈ [n]} with intervals Ii = [ai, bi] where for all i ∈ [n−1] it holds that bi < ai+1−1. We
will use I, J to refer to intervals, and I,J to refer to sets of intervals. Next, we define the
operations union, intersection, and difference for sets of intervals as a straight-forward
extension of the standard set operations on intervals. We also introduce the notion of
an interval respectively a set of intervals being covered by a set of intervals.
Definition 1. Given two sets I and J of intervals,
• an interval I is covered by I (i.e. I ⊏− I) if there exists an I ′ ∈ I such that I ⊆ I ′;
• an interval-set I is covered by J (i.e. I ⊑ J ) if for all I ∈ I it holds that I ⊏− J ;
• the union of I and J is the set of intervals defined by
I ⊔ J :=
{
I ′ | I ′ is maximal w.r.t.
(
(
⋃
I∈I
I) ∪ (
⋃
J∈J
J)
)}
;
• the intersection of I and J is the set of intervals
I ⊓ J :=
{
I ′ | I ′ is maximal w.r.t.
(
(
⋃
I∈I
I) ∩ (
⋃
J∈J
J)
)}
;
• and I minus J is the set of intervals
I r J :=
{
I ′ | I ′ is maximal w.r.t.
(
(
⋃
I∈I
I) \ (
⋃
J∈J
J)
)}
.
We refer to a tuple (v, Iv) with v being a vertex and Iv being an interval as a vertex-
interval pair and to a tuple (v,I) with a vertex v ∈ V and a set I of intervals as a
vertex-interval-set pair. For a set A of vertex-interval-set pairs, we define V (A) to be
the set of all vertices which are contained in a vertex-interval-set pair in A. We further
use the following notation. Let X,Y be sets of vertex-interval-set pairs, let (v,Iv) be a
vertex-interval-set pair, let I ⊆ T be an interval, and let V ′ ⊆ V be a set of vertices:
• X[I] := {(u,Iu ⊓ I) | (u,Iu) ∈ X};
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• X[V ′] := {(u,I) | (u,I) ∈ X ∧ u ∈ V ′};
• (v,Iv) ⊔ Y :=
{
Y ∪ {(v,Iv)} if 6 ∃(v, I
Y
v ) ∈ Y
(Y \ {(v, IYv )}) ∪ {(v,Iv ⊔ I
Y
v )} otherwise
• X ⊓ Y := {(u,IXu ⊓ I
Y
u ) | (u,I
X
u ) ∈ X ∧ (u,I
Y
u ) ∈ Y }; and
• (v,Iv) ⊓ Y := {(v,Iv)} ⊓ Y .
2.2 Temporal Graphs
A temporal graph [32], also referred to as temporal network [22] or link stream [26], is
a graph whose edge set changes over time. A temporal graph can be seen as a sequence
of static graphs over a fixed set of vertices.
Definition 2. A temporal graph G = (V,E, T ) is a triple consisting of a set V of vertices,
a time interval T = [ω], and a set E ⊆
(V
2
)
× T of time-stamped edges; ω specifies the
lifetime of G.
Throughout this paper, we will assume that each vertex-interval pair (v, Iv) satis-
fies v ∈ V and Iv ⊆ T , and each vertex-interval-set pair (v,I) satisfies v ∈ V and Iv ⊆ T
for each Iv ∈ I.
2.2.1 ∆-Frame and ∆-Non-Neighborhood
A ∆-frame is an interval of (consecutive) time steps, that is, each ∆-frame ∆i corre-
sponds to the interval [i,min(i+∆, ω)] of time steps. In order to properly define ∆-k-
plexes, we need to adjust the notion of neighborhood from static to temporal graphs.
Instead of just considering the incident edges of a vertex at one time step, we consider
all incident edges within a ∆-frame. We say that two vertices u and v are neighbors
in ∆i if there is an edge ({u, v}, t) ∈ E with t ∈ ∆i. Accordingly, we say that u and v
are non-neighbors in ∆i if there exists no edge ({u, v}, t) ∈ E with t ∈ ∆i.
The ∆-non-neighborhood N
∆
(v, i) of a vertex v ∈ V and a ∆-frame ∆i is the set of
all non-neighbors of v in ∆i. More formally, we arrive at the following definition.
Definition 3. Let G = (V,E, T ) be a temporal graph, let v ∈ V be a vertex, and
let ∆i, i ∈ T be a ∆-frame in G. The ∆-non-neighborhood of v in ∆i is
N
∆
(v, i) := {w ∈ V | ∀t ∈ ∆i : ({v,w}, t) 6∈ E}.
Accordingly, we define the ∆-non-neighborhood N
∆
(v,Iv) of a vertex-interval-set
pair (v,Iv) as the set of (time-maximal) vertex-interval-set pairs (u,Iu) such that there
is no edge between u and v in any ∆-frame ∆i, i ∈ I, for all I ∈ Iu ⊓ Iv. See Figures 1a
to 1c for an example. Formally, it is defined as follows.
Definition 4. Let G = (V,E, T ) be a temporal graph, let (v,Iv) be a vertex-interval-set
pair of G. The ∆-non-neighborhood is defined as
N
∆
(v,Iv) := {(u,Iu) | u ∈ V ∧Iu = {I | I is maximal w.r.t.
⋃
i∈J,J∈Iv
{i | u ∈ N
∆
(v, i)}}}.
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(d) Vertex-maximal ∆-2-plex
Figure 1: Given a temporal graph with ∆ = 1, Figures 1a to 1c show the ∆-non-
neighborhood of vertices a, b, and c, respectively, shaded in yellow. In
Figure 1a, we can see for example that b within time interval [3, 4] is in the
∆-non-neighborhood of a because in the ∆-frames ∆3 ([3, 4]) and ∆4 ([4, 5])
there are no time-stamped edges between a and b. Figure 1d shows a vertex-
maximal ∆-2-plex shaded in yellow.
2.2.2 ∆-k-Plex
We define a ∆-k-plex as a straightforward relaxation of a ∆-clique defined by Viard et
al. [39]. Given a temporal graph G = (V,E, T ), a ∆-clique consists of a set C of vertices
and a lifetime I = [a, b]. Each two vertices u, v ∈ C are required to be neighbors within
any ∆-frame ∆i, i ∈ I.
Analogously to k-plexes in static graphs, ∆-k-plexes are defined so that each vertex
in the vertex set C of the ∆-k-plex must have at least |C| − k neighbors in each ∆-
frame ∆i, i ∈ I. See Figure 1d for an illustration of a ∆-k-plex.
Definition 5. Given a temporal graph G = (V,E, T ), ∆ ∈ N, a subset C ⊆ V of vertices,
and an interval I = [a, b] ⊆ T , then R = (C, I) is a ∆-k-plex if for all v ∈ C and all
∆i, i ∈ I, it holds that |N
∆
(v, i) ∩ C| ≤ k.
We focus on finding maximal ∆-k-plexes. As already discussed for ∆-cliques [39], there
is both vertex-maximality and time-maximality. Given a temporal graphG = (V,E, T ), a
∆-k-plex R = (C, I) is vertex-maximal if there is no vertex v ∈ V \C such that (C∪{v}, I)
is a ∆-k-plex. Intuitively, a ∆-k-plex is vertex-maximal if no other vertex can be added
to it without decreasing its lifetime. We say that a ∆-k-plex R = (C, I) is time-maximal
if there is no I ⊂ I ′ ⊆ T such that R′ = (C, I ′) is a ∆-k-plex. Intuitively, a ∆-k-plex is
time-maximal if we cannot increase its lifetime without removing a vertex from it. We
call a ∆-k-plex maximal if it is both vertex-maximal and time-maximal.
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2.2.3 Degeneracy of Temporal Graphs
The degeneracy of a static graph G is the smallest integer d such that every non-empty
subgraph of G contains a vertex of degree at most d. We use an analogue for the
temporal setting as introduced by Himmel et al. [21], also motivated by the fact that
many real-world static graphs have small degeneracy [13].
Definition 6. A temporal graph G = (V,E, T ) has ∆-slice degeneracy d if for all t ∈ T
it holds that G∆t = (V,E∆t), where E∆t = {{v,w} | ({v,w}, t
′) ∈ E ∧ t′ ∈ ∆t}, has
degeneracy at most d.
2.3 BronKerbosch
The BronKerbosch algorithm is a classic algorithm that enumerates all maximal
cliques in a static graph [5]. It is a simple yet clever backtracking algorithm, which
can be made to perform very well on real-world networks [13]. We give a short descrip-
tion here since our adaptation inherits several ideas of this algorithm.
The BronKerbosch algorithm maintains three distinct sets of vertices. The first
set R contains the current clique. The other two sets P and X contain the vertices that
can be added to R such that R is still a clique. The set P contains all candidates which
have not been considered in previous iterations, while the set X contains vertices that
have been considered before. In each recursive call, the algorithm first checks whether
the current clique R is maximal, that is, whether P ∪X = ∅. If so, then it adds R to the
solution, otherwise it iterates through all vertices v ∈ P , adds v to R, and recursively
calls itself with updated sets P ′ and X ′ where all vertices that are not adjacent to v
are removed. Afterwards, it removes v from P and adds it to X. The initial call is
with P = V and R = X = ∅.
3 ∆-k-BronKerbosch
The original BronKerbosch algorithm enumerates all maximal cliques in a static
graph. In previous work, BronKerboschwas adapted to enumerate maximal ∆-cliques
in temporal graphs [21]. In the following, we describe how to further modify and im-
prove the algorithm to enumerate maximal k-plexes in temporal graphs. We call the
new algorithm ∆-k-BronKerbosch, see Algorithm 1 and Algorithm 2 for pseudocode.
To adapt the ∆-clique algorithm [21] to enumerate maximal ∆-k-plexes, our algorithm
additionally maintains a pool for the current ∆-k-plexes, which is a data structure that
keeps track of the missing neighbors of each vertex of the current ∆-k-plexes.
More formally, the input of ∆-k-BronKerbosch consists of two sets P and X of
vertex-interval-set pairs, an implicit set of current time-maximal ∆-k-plexes R = (C,I),
and a pool B. Herein, C is the set of vertices of the ∆-k-plexes and I is a set of intervals I
on which the (C, I) forms a time-maximal ∆-k-plex. A pool is an auxiliary data structure
that stores the number of ∆-non-neighbors of the vertices of the ∆-k-plex in any ∆-
frame. While in the original BronKerbosch algorithm the sets P and X contain the
common neighborhood of all vertices in R, our sets P and X contain all vertices v with
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Algorithm 1 Enumerating all maximal ∆-k-plexes
1: function ∆-k-BronKerbosch(P,R = (C,I),X,B)
⊲ R = (C,I) : for every I ∈ I, (C, I) is a time-maximal ∆-k-plex.
⊲ P ∪X : set of all vertex-interval-set pairs (v,Iv) such that for all Iv ∈ Iv it holds
that Iv ⊏− I and (C ∪ {v}, Iv) is a time-maximal ∆-k-plex and where
• vertex-interval-set pairs in P have not yet been considered as additions to R,
and
• vertex-interval-set pairs in X have been considered in earlier steps.
⊲ B : V ×T 7→ N with B(v, t) = |N
∆
(v, t)∩C|, that is, function B displays for every
vertex v and every ∆-frame ∆t the number of non-neighbors of v in C within ∆t.
2: for I ∈ I do
3: if ∀(w,Iw) ∈ P ∪X and ∀Iw ∈ Iw : Iw 6= I then
4: add (C, I) to the solution
5: end if
6: end for
7: for (v,Iv) ∈ P do
8: C ′ ← C ∪ {v}
9: I ′ ← Iv
⊲ Adaption of the function B and the sets P and X to the new set of ∆-k-
plexes (C ′,I ′). Crit contains all pairs (w,Iw) where w has exactly k ∆-non-neighbors
in C ′ during I ∈ Iw.
10: B′,Crit← UpdatePool(B,C ′, (v,Iv))
11: P ′ ← Update(P,C ′,Crit, (v,Iv))
12: X ′ ← Update(X,C ′,Crit, (v,Iv))
13: ∆-k-BronKerbosch(P ′, R′ = (C ′,I ′),X ′, B′)
14: P ← P \ {(v,Iv)}
15: X ← X ∪ {(v,Iv)}
16: end for
17: end function
interval sets Iv such that for all Iv ∈ Iv it holds that Iv ⊏− I and (C ∪ {v}, Iv) is a
time-maximal ∆-k-plex. These vertices cannot be contained in the ∆-non-neighborhood
of more than k − 1 other vertices of C in each ∆-frame ∆i, i ∈ Iv. They can neither
be contained in the ∆-non-neighborhood of a vertex w ∈ C during its critical intervals,
that is, the intervals where w has exactly k ∆-non-neighbors in C (including w itself).
To maintain these properties after expanding the current ∆-k-plex, we update the pool
B with the UpdatePool procedure after adding a new vertex v ∈ V (P ) to C and
then update the sets P and X with the Update procedure, see Algorithm 2. For each
vertex in V (P )∪ V (X)∪C, we save the number of ∆-non-neighbors of vertices in C for
each ∆-frame in the pool B. We iterate through all vertex-interval-set pairs (v,Iv) ∈ P ,
call the UpdatePool and Update procedures, and then do a recursive call with the
updated sets R′, P ′, and X ′.
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Algorithm 2 Updating all Vertex-Interval-Sets
1: function UpdatePool(B,C, (v,Iv))
⊲ B : V × T → N with B(v, t) = |N
∆
(v, t) ∩ C|.
⊲ C, v,Iv : v ∈ C, and for every I ∈ Iv it holds that (C, I) is a time-maximal
∆-k-plex.
⊲ Update function B for v ∈ C; store critical vertex-interval-set pairs.
2: Crit← {(v, ∅) | v ∈ C ∪ V (P )}
3: B′ ← B
4: for (w,Iw) ∈ P ∪X ∪ {(c,Iv) | c ∈ C} do
⊲ Function B only changes if a vertex is in the non-neighborhood of v within Iv.
5: (w,Icrit)← (w,Iw) ⊓N
∆
(v,Iv)
6: for t ∈ Icrit, Icrit ∈ Icrit do
7: B′(w, t)← B′(w, t) + 1
⊲ If a vertex v at time step t already has k non-neighbors in C, then this vertex is
critical.
8: if B′(w, t) == k then
9: Crit← Crit ⊔ (w, [t, t])
10: end if
11: end for
12: end for
13: return B′,Crit
14: end function
15: function Update(P,C,Crit, (v,Iv))
⊲ Update P such that for all (w,Iw) and all Iw ∈ Iw, Iw ⊑ Iv it holds that (C ∪
{w}, Iw) is a time-maximal ∆-k-plex.
16: Preduced ← P [Iv]
17: P ′ ← ∅
18: for (w,Iw) ∈ Preduced[V (P ) \ {v}] do
⊲ If for w there exists a non-neighbor in some ∆i ∈ Iw ∈ Iw in C that is critical
in ∆i, then we cannot add w to C in ∆i.
19: for (u,Iu) ∈ Crit[C ∪ {w}] ⊓N
∆
(w,Iw) do
20: Iw ← Iw r Iu
21: end for
22: P ′ ← P ′ ∪ {(w,Iw)}
23: end for
24: end function
One improvement over the basic idea of the algorithm of Himmel et al. [21] is that we
maintain a vertex set together with a set of time intervals where this vertex set induces
a time-maximal ∆-k-plexas opposed to only one time interval. In our experiments, this
turned out to yield a significant speed-up for computing ∆-cliques (see Section 4).
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For a given temporal graph G = (V,E, T ), the input for the initial call to enumerate
all maximal ∆-k-plexes is P = {(v, {T}) | v ∈ V }, X = ∅, R = (∅, {T}), and B(v, i) = 0
for all v ∈ V and i ∈ T . In the remainder of this work, we always assume this initial call
of the algorithm.
3.1 Correctness of ∆-k-BronKerbosch
In this section we prove the correctness of ∆-k-BronKerbosch. We start by claiming
that the pools are correctly maintained by the UpdatePool function (see Algorithm 2),
that is, the value of each pool on each relevant ∆-frame is equal to the amount of non-
neighbors in the current ∆-k-plex R.
Lemma 1. In each recursive call of ∆-k-BronKerbosch(P,R = (C,I),X,B), for
each vertex-interval-set-pair (v,Iv) ∈ P ∪X ∪ {(c,I) | c ∈ C} and each i ∈ Iv, Iv ∈ Iv
we have
B(v, i) = |N
∆
(v, i) ∩ C|.
Proof. The proof is by induction on the recursion depth, that is, the number |C| of
vertices of the ∆-k-plex in the current recursive call.
Initially, the ∆-k-BronKerbosch is called with R = (∅, {T}) and the pool B is
initialized for all v ∈ V and t ∈ T with B(v, t) = 0 = |N
∆
(v, t) ∩ ∅|.
Now let us assume that for a recursive call ∆-k-BronKerbosch(P,R = (C,I),X,B)
the condition holds. Let (w,Iw) ∈ P be a vertex-interval-set-pair added to R, that
is, R′ = (C ∪ {w},Iw). Now for each (v,Iv) ∈ P ∪X ∪ {(c,Iv) | c ∈ C} and i ∈ I, I ∈
Iv ⊓Iw the pool-function value B(v, i) is increased by 1 if w and v are non-neighbors in
the ∆-frame ∆i in Line 4 to 7 in the UpdatePool procedure, that is,
B′(v, i) =
{
B(v, i) + 1 if w ∈ N
∆
(v, i)
B(v, i) else
= B(v, i) + |N
∆
(v, i) ∩ {w}|
= |N
∆
(v, i) ∩ C|+ |N
∆
(v, i) ∩ {w}|
= |N
∆
(v, i) ∩ (C ∪ {w})|.
The last equality holds because w /∈ C. Next in the Update procedure, the sets P
and X are updated according to the new ∆-k-plexes in R′. For each vertex-interval-set-
pair (v,I ′v) in the new sets P
′ and X ′ it holds that (v,Iv) ∈ P∪X with I
′
v ⊑ Iv, I
′
v ⊑ Iw,
and consequently I ′v ⊑ Iv⊓Iw—see Lines 16 and 20 of theUpdate procedure. Hence, the
pool-function in the new recursive call ∆-k-BronKerbosch(P ′, R′ = (C ′,Iw),X
′, B′)
fulfills the claimed condition.
Next, we show that R contains time-maximal ∆-k-plexes. We further show that the
sets P and X contain all time-maximal vertex-interval-set pairs, which can be added
to R such that the result still remains a time-maximal ∆-k-plex.
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Lemma 2. In each recursive call of ∆-k-BronKerbosch(P,R = (C,I),X,B) the
following holds:
1. for all I ∈ I it holds that (C, I) is a time-maximal ∆-k-plex,
2. for all (v,Iv) ∈ P ∪X it holds that for all Iv ∈ Iv, (C ∪{v}, Iv) is a time-maximal
∆-k-plex, and
3. all vertex-interval-set pairs (v,Iv) which satisfy the second property are contained
in either P or X.
Proof. All properties can be proven by induction on the recursion depth, that is, the
number |C| of vertices of the ∆-k-plex in the current recursive call.
Initially, ∆-k-BronKerbosch is called with R = (C,I) = (∅, {T}), P = {(v, {T}) |
v ∈ V }, and X = ∅. The interval set I contains the whole lifetime of the temporal graph
and (∅, T ) is a trivial time-maximal ∆-k-plex. For all (v,Iv) ∈ P ∪X it holds that Iv =
{T} and, thus, that (∅ ∪ {v}, T ) is a trivial time-maximal ∆-k-plex. Obviously, P ∪X
contains all vertex-interval-set pairs that form time-maximal ∆-k-plexes with R.
Now let us assume that for a recursive call ∆-k-BronKerbosch(P,R = (C,I),X,B)
all properties hold. Let (v,Iv) ∈ P be a vertex-interval-set-pair added to R, that is, R
′ =
(C ′,Iv) with C
′ = C ∪ {v}. By induction hypothesis, for all I ∈ Iv it holds that (C
′, I)
is a time-maximal ∆-k-plex. It remains to show that P and X are suitably adapted for
the new recursive call on R′.
We show that P ′ and X ′ satisfy the above properties after a call of the Update
procedure. The Update procedure gets as input the set P (or X) of vertex-interval-set
pairs, the vertex set C ′ of the current ∆-k-plex set R′, a set Crit of critical vertex-
interval-set pairs, and the newly added vertex-interval-set pair (v,Iv). The set Crit
contains all vertices w and ∆-frames ∆i such that the vertex w has k non-neighbors
in C ′ within ∆i. More formally, it contains all vertex-interval-set pairs (w,ICrit) such
that for all i ∈ ICrit, ICrit ∈ ICrit, it holds that [i, i] ⊏− Iv and |N
∆
(w, i) ∩ C ′| = k. We
now show that Update works as intended for P . The case for X is analogous. We
create P ′ as follows:
For each (w,Iw) ∈ P with w 6= v, the Update procedure reduces the interval set Iw
to Iv, that is, I
′
w = Iw ⊓ Iv. Now, all ∆-frames ∆i with i ∈ I, I ∈ I
′
w, are removed in
Lines 19 to 20 of the Update procedure for which
1. vertex w has already k non-neighbors in C ′, that is, |N
∆
(w, i) ∩ C ′| = k (recall
that w ∈ N
∆
(w, i)), or
2. vertex w has a non-neighbor in C that has already k non-neighbors in C ′, that is,
there exists a vertex c ∈ C ′ with c ∈ N
∆
(w, i) and |N
∆
(c, i) ∩ C ′| = k.
In both cases w cannot be added to C ′. In the end, maximal intervals of the remaining
∆-frames are formed. By induction hypothesis all intervals in Iw were time-maximal
with respect to C and all intervals that form a time-maximal ∆-k-plex with C were
contained in Iw. Adding a vertex v to a ∆-k-plex only lessens the set of possible ∆-
frames of an additional vertex w. Hence, all vertex-interval-set pairs in P ′ (and X ′) are
time-maximal and complete with respect to C ′.
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Thus, the recursive call ∆-k-BronKerbosch(P ′, R′ = (C ′,Iv),X
′, B′) fulfills the
conditions stated in Lemma 2.
We are now ready to pove the correctness of ∆-k-BronKerbosch.
Theorem 1. For any given temporal graph G = (V,E, T ), ∆-k-BronKerbosch com-
putes all maximal ∆-k-plexes of G.
Proof. Let R∗ = (C∗, I∗) be a maximal ∆-k-plex. We show that there will be a recursive
call adding R∗ to the solution. Since we are building ∆-k-plexes bottom up, there will
be a recursive call of ∆-k-BronKerbosch on (P,R,X,B) with R = (C,I), C ⊆ C∗,
I∗ ⊏− I and |C| = |C∗| − ℓ for all ℓ = 0, 1, . . . , |C∗|. Additionally, all vertices v ∈ C∗ \ C
with I∗ ⊏− Iv, called candidates, will be contained in P . We show this by induction
on |C|.
Clearly, in the initial call, C = ∅ ⊆ C∗ and I∗ ⊏− {T}. Since P = {(v, {T}) | v ∈ V },
every vertex v ∈ C∗ is contained in P . Now assume that there is a recursive call
with (P,R,X,B), where R = (C,I), C ⊆ C∗, I∗ ⊏− I, and all candidates are contained
in P . Consider the first candidate (v,Iv) in the for-loop of that recursive call. After
adding v to C, since R∗ is a ∆-k-plex, according to Lemma 2 all other candidates are
still contained in P ′ after a call of Update. Since (v,Iv) was a candidate, it holds for
the new ∆-k-plex set R′ = (C ′ = C ∪ {v},Iv) that C
′ ⊆ C∗ and I∗ ⊏− Iv. Hence, by
induction, there is a recursive call with R = (C∗,I∗) with I∗ ∈ I∗ and, since R∗ is
maximal, there is no vertex-interval-set pair (v,I) ∈ P ∪X with I∗ ⊏− I. Thus, (C∗, I∗)
is enumerated.
Now assume that some pair (C, I) is added to the solution. We show that (C, I) is
a maximal ∆-k-plex. By Lemma 2 we know that (C, I) is a time-maximal ∆-k-plex
and we know that all vertex-interval-set pairs (v,Iv), where R
′ = (C ∪ {v},Iv) is a
set of ∆-k-plexes, are contained in P ∪ X. Since we check whether ∀(w,Iw) ∈ P ∪ X
and ∀Iw ∈ Iw : Iw 6= I in Line 3 of Algorithm 1, it follows that there is no vertex
in P or X which can be added without decreasing the interval I, hence, (C, I) is also
vertex-maximal. Thus, (C, I) is a maximal ∆-k-plex.
3.2 Running Time of ∆-k-BronKerbosch
We have shown that ∆-k-BronKerbosch enumerates all maximal ∆-k-plexes in a tem-
poral graph. In this section, we analyze its running time in four steps. First, we de-
termine the running time of precomputing the ∆-non-neighborhoods. Then, we analyze
the running time of UpdatePool and Update. In a third step, we prove an upper
bound on the number of time-maximal ∆-k-plexes that depends on the ∆-slice degener-
acy of the temporal graph and show that there is at most one recursive call for each of
them. Finally, we combine our findings to obtain an upper bound on the running time
of ∆-k-BronKerbosch.
The running time of computing the ∆-non-neighborhood has a big influence on the
overall running time since it is accessed multiple times in each recursive call. However, it
can be precomputed once before the initial call of ∆-k-BronKerbosch. In the following
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lemma, we prove an upper bound on the running time of this computation assuming that
the edges are sorted by their time stamps.
Lemma 3. If the edges are sorted by their time stamps, then the ∆-non-neighborhood
for all vertices over the whole lifetime can be computed in O(|V |2 + |E|) time.
Proof. First, for each pair of vertices v,w we initially set their ∆-non-neighborhood to the
whole lifetime T of the temporal graph. The initialization can be done in O(|V |2) time.
Then, for each time-stamped edge ({v,w}, t) the ∆-neighborhood interval [t−∆, t] is cut
out of the ∆-non-neighborhood of v,w. Due to the sorting of the edges by time stamps,
this can be done in O(|E|) time. We end up with a sorted list of ∆-non-neighborhood
intervals for each vertex pair with at most O(min{|E|, |T |}) many non-overlapping time
intervals. In the last step, the ∆-non-neighborhood for each vertex over the whole
lifetime is computed in O(|V |2+ |E|) time using the sorted lists of ∆-non-neighborhood
intervals.
Next, we determine the running time of UpdatePool and Update.
Lemma 4. The procedures UpdatePool and Update take O(min(|E|, |T |)·|V |2) time.
Proof. First, let us briefly discuss the structure of the pool function. In the pool func-
tion B, we store for each vertex v and each ∆-frame ∆t the number of ∆-non-neighbors
in the current ∆-k-plex. This information can be maintained for each vertex by storing
time intervals of the same function values. For a vertex v, each change in the number of
∆-non-neighbors in the current ∆-k-plex is induced by a time-stamped edge between v
and a vertex in the current ∆-k-plex. Hence, the number of time intervals for each
vertex v in B is bounded by O(min{|{({v,w}, t) ∈ E}|, |T |}).
Also note that in the beginningof the algorithm, all interval sets are sorted by the start
time of the intervals and that all intervals in such a set are pairwise non-overlapping.
These two properties of interval sets are preserved during all of our interval set opera-
tions. Furthermore, each interval in an interval set is induced by a different time-stamped
edge. Hence, the size of each set of intervals can be bounded by O(min{|E|, |T |}). Thus,
each interval set cut operation can be done O(min{|E|, |T |}) time as shown in Himmel
et al. [21, Lemma 4].
Now, let us consider the running time of theUpdatePool procedure. Initializing Crit
and B′ takes O(|V |) and O(min{|E|, |V ||T |}) time, respectively. Next, for each (w,Iw) ∈
P ∪X ∪ {(c,Iv) | c ∈ C} we compute the cut with the ∆-non-neighborhood N
∆
(v,Iv)
in O(min{|E|, |T |}) time. Updating the pool function also takes O(min{|E|, |T |}) time.
Filtering the critical time intervals can be done during the update with no extra time
consumption. There are |V | vertex-interval-set pairs in P ∪X ∪{(c,Iv) | c ∈ C}. Hence,
the overall time is in O(|V |min{|E|, |T |})).
Next, consider the Update procedure. Reducing P to the interval set IV takes
O(|V |min{|E|, |T |}) time. There are at most |V | elements in the set Preduced. For
each (w,Iw) ∈ Preduced[V (P ) \ {v}], we compute the cut Crit[C ∪ {w}] ⊓ N
∆
(w,Iw)
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in O(|V |min{|E|, |T |}) time. In this cut, there are at most O(|V |min{|E|, |T |} vertex-
interval-set pairs. For each of these elements (u,Iu) we can compute Iw \ Iu again
in O(min{|E|, |T |} time.
Altogether, the running time of this whole procedure is in O(|V |2min{|E|, |T |}).
Moving forward, we now upper-bound the number of recursive calls of ∆-k-Bron-
Kerbosch.
Lemma 5. For each time-maximal ∆-k-plex (C, I) of a temporal graph G = (V,E, T ),
there is at most one recursive call of ∆-k-BronKerbosch with R = (C,I) with I ∈ I
as input.
Proof. Assume that there are two recursive calls A and B with the same R = (C,I)
as part of the input. Let R′ = (C ′,I ′), with C ′ ⊂ C and for all I ∈ I, I ⊏− I ′, be
in the input of the least common ancestor of A and B in the tree of recursive calls.
Let P ′ be the candidate set of that recursion call. There must be two vertex-interval-set
pairs (u,Iu), (w,Iw) ∈ P
′ that lead to the recursive calls A and B, respectively.
Clearly, for all I ∈ I it holds that I ⊏− Iu, I ⊏− Iw, and {u,w} ⊆ C. Since for
a fixed vertex all intervals in a candidate set are distinct, as shown in Lemma 2, it
follows that u 6= w. Without loss of generality, assume that (u,Iu) is considered first in
the for-loop over all candidates in P . When (w,Iw) is considered, the vertex-interval-
set pair (u,Iu) is in the set X
′ of already considered vertices and not in P ′. Hence,
all following recursion calls do not consider (u,Iu). Recall that we assumed that the
recursive call B outputs R = (C,I). Since for all I ∈ I it holds that I ⊏− Iu and u ∈ C,
it follows that a vertex-interval-set pair (u,I ′u) with the property that
a) for all I ∈ I, it holds that I ⊏− I ′u and
b) for all I ′ ∈ I ′u, it holds that I
′
⊏− Iu
needs to be considered in a future call. This contradicts the fact that we do not consider
vertex-interval-set pairs that are contained in X. Thus, there cannot be two recursive
calls of ∆-k-BronKerbosch with the same R.
Finally, we upper-bound the number of time-maximal ∆-k-plexes in a temporal graph
G = (V,E, T ) using the ∆-slice degeneracy value (Definition 6) of G. This bound
improves the theoretical running time bound of the algorithm by Himmel et al. [21]
from O(3d/3 · 2d · |T | · |E| · |V |) to O(2d ·min(|T |2, |E|2) · |V |).
Proposition 1. Let G = (V,E, T ) be a temporal graph with ∆-slice degeneracy d. Then,
the number of time-maximal ∆-k-plexes in G is at most |V | ·
(|V |
k
)
· 2d+k ·min(|E|, |T |).
Proof. The statement can be shown by a simple counting argument. For each ∆-frame,
we count how many time-maximal ∆-k-plexes have a lifetime that contains this ∆-
frame. For a given ∆-frame ∆i, there exists a degeneracy ordering of G∆i = (V,E∆i),
where E∆i = {e | (e, t) ∈ E ∧ t ∈ ∆i}. The degeneracy ordering of a graph is a linear
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ordering of its vertices with the property that for each vertex v at most d of its neighbors
occur at a later position.
Now for each ∆-frame ∆i and each vertex v (that is, min(|E|, |T |) · |V | possibilities)
in the degeneracy ordering of graph G∆i = (V,E∆i), we count the number of k-plexes
of G∆i which only contain v and vertices that appear at a later position in the ordering.
By definition, v has at most d neighbors that appear later in the ordering and v can
be connected to k − 1 other vertices. For the latter, we consider all vertices, yielding
the factor
(|V |
k
)
in the upper bound. Each subset of these k + d vertices in G∆i can,
together with v, potentially be the vertex set of several ∆-k-plexes. This yields our upper
bound since each of these vertex sets can potentially form at most one time-maximal
∆-k-plex with a lifetime that contains ∆-frame ∆i. The number of such subsets is at
most 2d+k.
We now combine the previous results to upper-bound the running time of ∆-k-Bron-
Kerbosch. For comparison, the ∆-clique algoritm of Himmel et al. [21] takes O(2d ·
min(|T |2, |E|2) · |V |) time.
Theorem 2. ∆-k-BronKerbosch runs in O(
(|V |
k
)
· 2d+k ·min(|E|2, |T |2) · |V |3) time,
where d is the ∆-slice degeneracy of the input graph.
Proof. First, recall that by Lemma 3 the ∆-non-neighborhood can be precomputed once
at the start of the algorithm in O(|V |2+ |E|) time assuming that the edges are sorted. If
they are unsorted, then we can sort them using for example merge sort in O(|E| · log(|E|)
time. Then, we combine Lemma 5 and Proposition 1 to conclude that for an execution
of ∆-k-BronKerbosch the number of recursive calls is bounded by O(
(|V |
k
)
· 2d+k ·
min(|E|, |T |) · |V |). Now, we analyze the running time of each recursive call. For this, no-
tice that there is exactly one call toUpdatePool and two calls to Update in each recur-
sive call of ∆-k-BronKerbosch. Hence, the running time of the for-loop is dominated
by the complexity of UpdatePool andUpdatewhich run inO(min(|E|, |T |)·|V |2) time
by Lemma 4. Concluding the proof, there are O(
(|V |
k
)
·2d+k ·min(|E|, |T |) · |V |) recursive
calls and each of these recursive calls runs in O(min(|E|, |T |) · |V |2) time. This yields a
total running time of O(
(|V |
k
)
·2d+k ·min(|E|2, |T |2) · |V |3) for ∆-k-BronKerbosch.
3.3 Heuristic Improvements
We propose two heuristics to improve the running time of ∆-k-BronKerbosch. In Section 4,
we demonstrate the effectiveness of both heuristics on real-world data sets.
3.3.1 Pivoting
A particular feature to improve the running time of the classic BronKerbosch algo-
rithm is the use of pivoting [13], a procedure to reduce the number of its recursive calls.
Himmel et al. [21] showed how to transfer this to the temporal setting. We use pivoting
as a “black box” and refer to Himmel et al. [21] for more details on pivoting. They tested
several alternatives and we chose to implement the method they found most effective
(based on empirical results).
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The idea of pivoting is as follows. Let R = (C,I).
1. Select a pivot element (v,Iv) ∈ P with N
∆
(v,Iv) ⊓ {(v,I) | v ∈ C} = ∅.
2. P ← P \ {(w,Iw) ∈ P | Iw r Iv = ∅ ∧ {(w,Iw)} ⊓N
∆
(v,Iv) = ∅}.
We used the following heuristic: Greedily choose the single pivot element that maximizes
the number of elements removed from P . (Method “1G” from Himmel et al. [21], shown
to be most effective for ∆-cliques in their experiments.)
3.3.2 Connectedness Criterion
A big hurdle when efficiently enumerating all maximal ∆-k-plexes is the solution size.
Each combination of k vertices forms a ∆-k-plex over the whole lifetime. Hence, there
are
(|V |
k
)
trivial solutions. These solutions contain no information but for large k increase
the computational cost immensely. We therefore want to exclude these trivial solutions
and terminate in the recursion before calculating those. To this end, we modify the
algorithm to only enumerate ∆-k-plexes with a minimum number of 2k + 1 vertices.
These ∆-k-plexes are clearly connected in each ∆-frame, since every subgraph of order x,
where every vertex has degree at least x/2, is connected. This allows us to use a simple
heuristic. During the for-loop over all candidates in P , we select only those vertex-
interval-set pairs in the candidate set P which have a connection to the current ∆-k-
plex R in at least one ∆-frame during the lifetime of R. If there is no such vertex-interval-
set pair in P , then we can skip this recursive call since it will not form a connected
∆-k-plex of order 2k + 1. The correctness is straightforward to verify, hence we omit a
formal proof.
4 Experimental Analysis
In this section, we analyze the running time of ∆-k-BronKerbosch on several real-
world temporal graphs and investigate the effect of different values for k and ∆ on
the running time. We study the impact of the connectedness criterion and/or pivoting
on the practical performance of our new algorithm and compare it to a state-of-the-art
algorithm by Viard et al. [40] and a previous version [21], both for enumerating temporal
cliques.
4.1 Setup and Statistics
We implemented1 ∆-k-BronKerbosch in Python 2.7.12 and carried out experiments
on an Intel Xeon E5-1620 computer with four cores clocked at 3.6GHz and with 64GB
RAM. We did not utilize the parallel-processing capabilities. The operating system was
Debian GNU/Linux 6.0. We compare ∆-k-BronKerbosch with the algorithms by
Himmel et al. [21] and Viard et al. [40] which were implemented in Python 2.7.11.
1The code of our implementation is freely available under GNU general public license version 3 at
http://fpt.akt.tu-berlin.de/temporalkplex/
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Table 1: Statistics for the data sets used in our experiments. The lifetime ℓ of a graph
is the difference between the largest and smallest time stamp on an edge in
the graph. The resolution r indicates how often edges were measured. As
an example, a resolution of 86400 seconds (one day) indicates that the graph
contains edges in only one out of 86400 consecutive time steps.
Data # Vertices n # Edges m Resolution r (in s) Lifetime ℓ (in s)
flights 299 555,515 1,800 2,590,200
london 270 526,371 120 1,439
paris 302 581,292 120 172,680
ny 417 658,418 120 172,680
highschool-2011 126 28,560 20 272,330
highschool-2012 180 45,047 20 729,500
highschool-2013 327 188,508 20 363,560
primaryschool 242 125,773 20 116,900
hospital-ward 75 32,424 20 347,500
infectious 10,972 415,912 20 6,946,340
hypertext 113 20,818 20 212,340
dnc 1,866 37,421 1 84,869,755
karlsruhe 1,870 461,661 1 123,837,267
facebook-like 1,899 59,835 1 16,736,181
as-733 7,579 11,385,666 86,400 67,737,600
For the sake of comparability we tested our implementation on the same freely available
data sets as Himmel et al. [21] and Viard et al. [40] as well as four additional traffic
network data sets [42, 41]:
• a US domestic flights network (“flights” [42, 41]),
• networks of the London Underground, Paris Metro, and New York Subway (“lon-
don”, “paris”, “ny” [42, 41]),
• physical-proximity networks2 between high school students (“highschool-2011”,
“highschool-2012”, “highschool-2013” [18, 37, 17]),
• between children and teachers in a primary school (“primaryschooll” [37]),
• between patients and health-care workers (“hospital-ward” [38]),
• attendees of the Infectious SocioPatterns event (“infectious” [23]),
• conference attendees of ACM Hypertext 2009 (“hypertext” [23]),
• an email communication network of the 2016 Democratic National Committee
email leak (“dnc” [25]),
• an email communication network (“karlsruhe” [19]),
• a social-network communication network (“facebook-like” [34]), and
• an internet router communication network (“as-733” [27]).
We summarize some important statistics about the different data sets in Table 1 and
Table 2. We used the same ∆-values and the same time limit of one hour as Himmel
et al. [21]. We present solutions found by our implementation for k ≤ 3 as for higher
values of k the time limit of one hour was reached in all instances. For the case of
2Available at http://www.sociopatterns.org/datasets/ .
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Table 2: Classic degeneracy and ∆-slice degeneracy.
Data Classical Degeneracy ∆ = 0 ∼ 53 ∼ 55 ∼ 57
flights 27 22 22 22 26
london 2 2 2 2 2
paris 2 2 2 2 2
ny 2 2 2 2 2
highschool-2011 21 4 7 11 19
highschool-2012 18 4 5 6 12
highschool-2013 24 4 5 9 14
primaryschool 47 4 4 10 31
hospital-ward 22 4 6 11 18
infectious 18 4 9 18 18
hypertext 28 6 7 8 22
dnc 17 1 9 16 17
karlsruhe 33 2 6 9 17
facebook-like 20 1 3 6 19
as-733 24 13 13 13 14
connected ∆-k-plexes we were able to solve instances up to k = 5 within the time limit
of one hour.
4.2 Pivoting and Connectedness Criterion
In this part we analyze the effectiveness of pivoting and the use of our connectedness
criterion. We start with pivoting. Figure 2 illustrates the use of pivoting on all con-
sidered data sets. As one can see, the use of pivoting only improves the running time
for the case of large ∆-values. This intuitively makes sense as with large ∆-values one
has more elements to choose from and hence carefully picking the best one improves the
performance whereas if there are only few alternatives, then the overhead for computing
a good pivot element outweights its gain. Additionally there are two temporal graphs
(“as-733” and “flights”) for which pivoting seems to be especially effective.
We next investigate the effects of using a connectedness criterion. Figure 3 shows the
difference in number of ∆-k-plexes and connected ∆-k-plexes (of order at least 2k + 1).
A similar plot correlating the difference in running time with the ∆-value can be found
in the Appendix (Figure 8). As expected, the number of connected ∆-k-plexes is
significantly smaller, especially for larger k-values as this excludes many trivial ∆-k-
plexes, while the ∆-value seems to play a negligible role.
Figure 4 shows the running-time difference of our algorithm with and without con-
nectedness criterion. One can observe that similar to the number of ∆-k-plexes the
connectedness criterion improves the running time especially for large k-values while all
other measured parameters seem to be mostly irrelevant.
It remains to analyze how the two approaches work together. Figure 5 shows the run-
ning time difference of our algorithm with the connectedness criterion with and without
pivoting. We measured that pivoting improves the (relative) running time a little further
when combined with the connectedness criterion in comparison to the classic setting.
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Figure 2: Comparison of the running times (in seconds) of ∆-k-BronKerbosch with
and without pivoting for different k- and ∆-values (scaled by ℓ/5m) on all
considered data sets. The x-coordinate of a data point represents the run-
ning time without pivoting, its y-coordinate represents the running time with
pivoting, and its color encodes the ∆-value that was used. We omitted the k-
value in this diagram as we could not measure any effect of the k-value on the
running time difference between the two runs. Figure 7 (Appendix) illustrates
the correlation between k and the running-time difference.
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Figure 3: Comparison of the number of maximal ∆-k-plexes and connected maximal ∆-
k-plexes on all considered data sets for different values of k. We only included
instances where both numbers could be computed in an hour.
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Figure 4: Comparison of the running times of our algorithm with and without the con-
nectedness criterion for different k-values. We omitted the ∆-value here as we
could not measure any correlation between the difference in running time and
the ∆-value. An according plot can be found in the Appendix (Figure 9) to-
gether with similar plots and correlations to different parameters (Figures 10
and 11).
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Figure 5: Comparison of the running times (in seconds) of ∆-k-BronKerbosch with
our connectedness criterion with and without pivoting for different k- and ∆-
values (scaled by ℓ/5m) on all considered data sets. We omitted the k-value in
this illustration, Figure 7 (Appendix) illustrates the correlation of the running-
time difference with k.
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Figure 6: Comparison of the running times (in seconds) of ∆-k-BronKerbosch and
VML for different ∆-values.
4.3 Running Time
In this subsection we compare the running time of ∆-k-BronKerbosch with the al-
gorithm of Viard et al. [40] which we call VML. Note that VML enumerates ∆-cliques
(∆-1-plexes) and hence we use k = 1 and no connectedness criterion for the comparison.
Figure 6 shows a comparison of the two algorithms and Table 3 shows the running times
of the two algorithms and the algorithm by Himmel et al. [21] for each data set. As
one can see, our algorithm outperforms the state-of-the-art algorithm VML on all but
two graphs (by up to two orders of magnitude). Notably, VML performs significantly
better on the “infectious” network for small ∆-values. We currently do not understand
which properties of the “infectious” network cause this behavior.
4.4 Results on the Number and Characteristics of ∆-k-Plexes
We present the results of ∆-k-BronKerbosch and compare them to the findings of
Himmel et al. [21]. We start with some expected findings and then continue with ex-
plaining some more interesting observations.
In Tables 4 to 9 (Appendix), one can find the number of ∆-k-plexes, the running
times, and the number of recursive calls of ∆-k-BronKerbosch with and without
pivoting and with and without the connectedness criterion on all our considered data
sets for ∆ = 0. We found that increasing the ∆-value increases both the maximum
size and the maximum lifetime of ∆-k-plexes for a fixed k. This is to be expected
as each ∆-k-plex is also a (∆ + 1)-k-plex. Similarly to Himmel et al. [21], we found
that for fixed k increasing the ∆-value first decreases and then increases the number of
maximal ∆-k-plexes.
21
Table 3: Running time comparison for finding all maximal ∆-cliques in a temporal graph.
The abbreviation kPlex denotes the running time of ∆-k-BronKerbosch,
VML refers to the running time of the algorithm by Viard et al. [40], and
HMNS denotes the running time of the algorithm by Himmel et al. [21]. Empty
cells represent that the time limit of one hour was exceeded. Note that the
lifetime of the temporal graphs had to be increased to ensure comparability to
the other algorithms.
∆ = 0 ∆ ∼ 53 ∆ ∼ 55
Instance kPlex VML HMNS kPlex VML HMNS kPlex VML HMNS
flights
london 1 8 1 8 1 7 11
paris 2 8 2 8 1 8 10
ny 3 12 3 12 2 11 106
highschool-2011 2 3 129 1 2 5 3 5 4
highschool-2012 3 4 253 1 2 8 1 2 4
highschool-2013 17 26 1,954 7 14 147 6 11 23
primaryschool 21 32 990 16 44 379 25 76 83
hospital-ward 3 4 382 1 3 15 8 21 10
infectious 784 19 1,449 751 33 1,117 1,137 759 1,383
hypertext 2 3 87 1 2 7 2 3 4
dnc 23 8 223 26 32 53 107 433 86
karlsruhe 80 126 66 171 63 164 1,253
facebook-like 30 10 28 11 28 7
as-733
Since each k-plex is also a (k + 1)-plex, it seems plausible that the number of k-
plexes increases with larger values of k. Note, however, that it might happen that two
maximal k-plexes merge into one maximal (k + 1)-plex and so this number can actually
decrease. Ultimately, the number of new (k+1)-plexes that are not k-plexes outweighed
the number of these merges in our experiments.
More interestingly, the number of connected ∆-k-plexes for a fixed k and large ∆
is significantly closer to the total number of ∆-k-plexes. In contrast, the number of
connected ∆-k-plexes for small ∆ is significantly smaller than the total number of ∆-
k-plexes (by orders of magnitude). We conjecture the reason to be that the higher the
value of ∆ is, the more likely it becomes that there is an edge between two sets of vertices
within a ∆-frame.
5 Conclusion
We introduced the ∆-k-BronKerbosch algorithm for enumerating all maximal ∆-k-
plexes in a temporal graph and studied its running time. In experiments on real-world
networks, we showed that our algorithm is faster when enumerating maximal ∆-cliques,
which are the same as ∆-1-plexes, than the algorithm by Himmel et al. [21] by an
average factor between 4 and 50 depending on the ∆-value (typically greater speedups
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for smaller values of ∆). We further showed that our algorithm performs better than
the state-of-the-art algorithm by Viard et al. [40] on most instances but is also heavily
out-performed on one of our instances. Explaining this behavior in terms of identifying
properties of the instance that cause it is an interesting question for future research.
Our experiments also suggest that the number of trivial solutions greatly limits the
scalability of enumerating all maximal ∆-k-plexes for increasing k. Thus, we instead
proposed to enumerate all maximal connected k-plexes of minimum order 2k + 1. For
this setting, we developed a heuristic for our algorithm which greatly improved its perfor-
mance. We believe that there is still room for further heuristics to improve the scalability
for larger k values.
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6 Appendix: Further Tables and Diagrams
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Figure 7: Comparison of the running times (in seconds) of ∆-k-BronKerbosch with
and without pivoting for different k- and ∆-values (scaled by ℓ/5m) on all
considered data sets. Here we include the k-value to show that it plays no
significant rule for pivoting.
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Figure 8: Comparison of the number of maximal ∆-k-plexes and connected maximal ∆-
k-plexes on all considered data sets for different values of ∆ (scaled by ℓ/5m).
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Figure 9: Comparison of the running times of our algorithm with and without the con-
nectedness criterion for different ∆-values (scaled by ℓ/5m).
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Figure 10: Comparison of the running times of our algorithm with and without the
connectedness criterion in correlation with the number of vertices.
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Figure 11: Comparison of the running times of our algorithm with and without the
connectedness criterion in correlation with the ∆-slice degeneracy.
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Figure 12: Comparison of the running times (in seconds) of ∆-k-BronKerbosch with
our connectedness criterion with and without pivoting for different k-values.
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Table 4: ∆-k-plex statistics and running times for ∆ = 0 in the classic setting: |C|
denotes the number of maximal ∆-kplexes, Cm denotes the maximum size of
a ∆-k-plex with the respect to the number of vertices, t and tpivo denote the
running times (in seconds) of ∆-k-BronKerbosch without and with pivoting,
respectively. The variables c and cpivo denote the number of recursive calls of
∆-k-BronKerbosch without and with pivoting, respectively. Empty cells
represent that the time limit of one hour was exceeded. The instances were
computed for k = 1, 2, 3. Non-listed data sets signal that the instance could
neither be solved in the classic setting nor with the connectedness criterion
within the time limit of one hour.
Classical setting for ∆ = 0
Instance |C| Cm t c tpivo cpivo
k = 1
london 28,500 3 1 602 1.2 602
paris 50,702 3 2 671 1.8 671
ny 1 · 105 3 3 991 4 991
highschool-2011 26,510 5 2 2,443 2.7 2,382
highschool-2012 42,285 5 3 3,012 4 2,934
highschool-2013 2 · 105 5 15 8,761 20.7 8,525
primaryschool 1 · 105 5 19 14,089 34.8 13,748
hospital-ward 27,910 5 3 1,988 4.1 1,947
infectious 3 · 105 5 780 73,219 859.9 69,012
hypertext 19,150 6 2 2,788 3 2,655
dnc 33,568 2 24 6,251 24.2 6,251
karlsruhe 5 · 105 3 70 18,983 103 18,983
facebook-like 61,648 2 29 15,738 34.2 15,738
as-733 4 · 106 12 3,099 205,821
k = 2
london 81,164 4 118 37,141 116.5 37,141
paris 1 · 105 4 201 46,428 205.3 46,428
ny 3 · 105 4 583 88,327 594.4 88,327
highschool-2011 14,967 5 39 11,400 38.7 11,377
highschool-2012 24,107 5 87 19,016 88 18,990
highschool-2013 1 · 105 5 631 66,612 622 66,529
primaryschool 96,690 5 341 58,346 331.8 58,166
hospital-ward 13,211 5 26 5,358 26.4 5,345
hypertext 11,565 8 28 9,239 29.1 9,048
k = 3
highschool-2011 4 · 105 6 2,279 375,004 2,381.4 375,001
hospital-ward 1 · 105 6 902 85,685 941.4 85,682
hypertext 3 · 105 9 1,412 268,821 1,501.8 268,626
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Table 5: ∆-k-plex statistics and running times for ∆ ∼ 53 in the classic setting: |R|
denotes the number of maximal ∆-kplexes, Cm denotes the maximum size of
a ∆-k-plex with the respect to the number of vertices, t and tpivo denote the
running times (in seconds) of ∆-k-BronKerbosch without and with pivoting,
respectively. The variables c and cpivo denote the number of recursive calls of
∆-k-BronKerbosch without and with pivoting, respectively. Empty cells
represent that the time limit of one hour was exceeded. The instances were
computed for k = 1, 2, 3. Non-listed data sets signal that the instance could
neither be solved in the classic setting nor with the connectedness criterion
within the time limit of one hour.
Classical setting for ∆ ∼ 53
Instance |R| Cm t c tpivo cpivo
k = 1
london 28,500 3 1 602 1.2 602
paris 50,702 3 2 671 1.8 671
ny 1 · 105 3 3 991 4 991
highschool-2011 7,389 7 1 4,619 1.4 4,196
highschool-2012 9,501 6 1 4,108 1.5 3,897
highschool-2013 57,121 6 6 10,772 8.5 10,398
primaryschool 80,648 5 14 17,434 19.4 16,939
hospital-ward 8,693 7 1 3,739 1.7 3,545
infectious 1 · 105 9 754 170,587 858.2 149,545
hypertext 6,344 7 1 3,523 1.6 3,273
dnc 24,519 9 25 20,442 31.5 17,977
karlsruhe 3 · 105 7 59 25,826 81.2 25,603
facebook-like 33,876 4 27 16,108 32.6 16,102
as-733 4 · 106 12 3,131 205,821
k = 2
london 81,164 4 118 37,141 116.5 37,141
paris 1 · 105 4 201 46,428 205.3 46,428
ny 3 · 105 4 583 88,327 594.4 88,327
highschool-2011 27,072 8 17 25,953 17.7 25,301
highschool-2012 32,399 7 35 27,829 35.8 27,661
highschool-2013 1 · 105 6 270 79,651 270.2 79,481
primaryschool 1 · 105 6 241 79,053 264.9 78,769
hospital-ward 23,999 7 10 13,603 10.5 13,447
hypertext 18,910 9 14 17,426 14.2 17,022
k = 3
highschool-2011 6 · 105 9 766 534,032 783.4 532,758
highschool-2012 1 · 106 7 2,428 1,215,394 2,427.6 1,215,271
hospital-ward 2 · 105 8 245 121,892 248.8 121,816
hypertext 4 · 105 9 604 372,289 602.7 371,931
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Table 6: ∆-k-plex statistics and running times for ∆ ∼ 55 in the classic setting: |R|
denotes the number of maximal ∆-kplexes, Cm denotes the maximum size of
a ∆-k-plex with the respect to the number of vertices, t and tpivo denote the
running times (in seconds) of ∆-k-BronKerbosch without and with pivoting,
respectively. The variables c and cpivo denote the number of recursive calls of
∆-k-BronKerbosch without and with pivoting, respectively. Empty cells
represent that the time limit of one hour was exceeded. The instances were
computed for k = 1, 2, 3. Non-listed data sets signal that the instance could
neither be solved in the classic setting nor with the connectedness criterion
within the time limit of one hour.
Classical setting for ∆ ∼ 55
Instance |R| Cm t c tpivo cpivo
k = 1
london 10,631 3 1 602 8 · 10−1 602
paris 13,087 3 1 671 1 671
ny 58,540 3 2 992 2.9 991
highschool-2011 6,978 10 2 15,200 2.5 10,903
highschool-2012 7,356 7 1 6,074 1.5 5,586
highschool-2013 29,483 8 6 23,573 7.3 20,751
primaryschool 83,157 9 23 84,409 27.3 74,584
hospital-ward 10,560 12 8 39,545 8.5 29,852
infectious 2 · 105 16 1,146 1,815,707 1,067 833,076
hypertext 7,313 7 2 7,783 2 6,996
dnc 12,811 16 106 370,853 48.1 80,337
karlsruhe 2 · 105 9 58 46,653 78.1 44,624
facebook-like 23,247 5 27 18,184 32.1 18,104
as-733 4 · 106 12 3,104 205,821
k = 2
london 55,653 4 78 37,141 81.8 37,141
paris 76,169 4 117 46,428 116.2 46,428
ny 2 · 105 4 405 88,333 415.6 88,333
highschool-2011 48,691 11 32 103,916 31.2 87,938
highschool-2012 51,012 7 33 46,342 35.3 45,696
highschool-2013 2 · 105 10 199 177,197 204.7 171,866
primaryschool 6 · 105 11 320 581,238 320.3 561,507
hospital-ward 71,854 13 56 194,253 57.7 173,849
hypertext 66,139 9 27 70,856 27.7 68,791
k = 3
highschool-2011 1 · 106 13 837 1,288,366 850.5 1,233,562
highschool-2012 2 · 106 8 2,150 1,722,247 2,168.5 1,721,351
hospital-ward 6 · 105 14 451 1,023,768 478 976,275
hypertext 1 · 106 9 806 1,211,479 842.9 1,205,841
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Table 7: ∆-k-plex statistics and running times for ∆ = 0 with the connectedness cri-
terion: |R| denotes the number of maximal ∆-kplexes, t and tpivo denote the
running times (in seconds) of ∆-k-BronKerbosch without and with pivot-
ing, respectively. The variables c and cpivo denote the number of recursive calls
of ∆-k-BronKerbosch without and with pivoting, respectively. Empty cells
represent that the time limit of one hour was exceeded. The instances were
computed for k = 1, 2, 3. Non-listed data sets signal that the instance could
neither be solved in the classic setting nor with the connectedness criterion
within the time limit of one hour.
Connectedness Criterion for ∆ = 0
Instance |R| t c tpivo cpivo
k = 1
london 1,296 1 122 1 122
paris 1,376 1 120 2 120
ny 4,131 3 221 3 221
highschool-2011 1,069 2 1,084 2 1,050
highschool-2012 1,434 3 1,151 4 1,107
highschool-2013 8,058 14 4,304 20 4,162
primaryschool 9,745 18 8,177 26 7,924
hospital-ward 2,348 3 1,133 4 1,105
infectious 36,965 717 35,310 828 33,307
hypertext 917 2 840 3 736
dnc 33,568 30 6,251 23 362
karlsruhe 11 67 1,007 96 1,007
facebook-like 0 27 1,081 33 1,081
as-733 1.3 · 106 3,251 2 · 105
k = 2
london 0 2 341 2 341
paris 0 4 390 4 390
ny 0 10 579 10 579
highschool-2011 15 11 632 11 632
highschool-2012 15 17 545 18 545
highschool-2013 81 96 2,194 98 2,195
primaryschool 77 130 3,863 128 3,866
hospital-ward 13 16 416 17 416
hypertext 35 13 735 14 638
dnc 0 120 3,117 125 3,117
karlsruhe 0 634 3,988 633 3,988
facebook-like 0 219 1,993 226 1,993
k = 3
london 0 5 693 6 693
paris 0 11 799 11 799
ny 0 37 1,318 37 1,318
highschool-2011 0 329 3,889 327 3,889
highschool-2012 0 504 3,569 506 3,569
hospital-ward 0 541 2,470 528 2,470
hypertext 7 558 3,656 565 3,626
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Table 8: ∆-k-plex statistics and running times for ∆ ∼ 53 with the connectedness cri-
terion: |R| denotes the number of maximal ∆-kplexes, t and tpivo denote the
running times (in seconds) of ∆-k-BronKerbosch without and with pivot-
ing, respectively. The variables c and cpivo denote the number of recursive calls
of ∆-k-BronKerbosch without and with pivoting, respectively. Empty cells
represent that the time limit of one hour was exceeded. The instances were
computed for k = 1, 2, 3. Non-listed data sets signal that the instance could
neither be solved in the classic setting nor with the connectedness criterion
within the time limit of one hour.
Connectedness Criterion for ∆ ∼ 53
Instance |R| t c tpivo cpivo
k = 1
london 1,296 1 122 1 122
paris 1,376 1 120 2 120
ny 4,131 3 221 3 221
highschool-2011 2,373 1 3,672 1 3,296
highschool-2012 1,799 1 2,607 1 2,440
highschool-2013 8,442 6 6,949 8 6,667
primaryschool 14,988 14 12,272 19 11,865
hospital-ward 3,504 2 3,075 2 2,897
infectious 82,125 706 1 · 105 821 1 · 105
hypertext 1,166 1 1,841 1 1,631
dnc 11,715 25 15,913 30 13,557
karlsruhe 21,311 58 10,419 78 10,205
facebook-like 393 26 1,765 30 1,765
as-733 1.3 · 106 3,318 2 · 105
k = 2
london 0 2 341 2 341
paris 0 4 390 4 390
ny 0 10 579 10 579
highschool-2011 2,109 7 6,785 7 6,531
highschool-2012 185 7 2,179 8 2,151
highschool-2013 359 42 4,338 42 4,343
primaryschool 435 98 6,909 95 6,914
hospital-ward 960 7 3,050 7 3,009
hypertext 104 7 2,045 7 1,861
dnc 27,584 197 60,609 204 55,439
karlsruhe 4,438 560 14,762 569 14,670
facebook-like 2 230 8,983 242 8,983
k = 3
london 0 5 693 6 693
paris 0 11 799 11 799
ny 0 37 1,318 37 1,318
highschool-2011 2,494 129 23,421 131 23,305
highschool-2012 8 167 13,082 163 13,082
highschool-2013 0 1,453 41,286 1,437 41,286
hospital-ward 127 143 6,368 141 6,373
hypertext 48 230 13,437 231 13,403
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Table 9: ∆-k-plex statistics and running times for ∆ ∼ 55 with the connectedness cri-
terion: |R| denotes the number of maximal ∆-kplexes, t and tpivo denote the
running times (in seconds) of ∆-k-BronKerbosch without and with pivot-
ing, respectively. The variables c and cpivo denote the number of recursive calls
of ∆-k-BronKerbosch without and with pivoting, respectively. Empty cells
represent that the time limit of one hour was exceeded. The instances were
computed for k = 1, 2, 3. Non-listed data sets signal that the instance could
neither be solved in the classic setting nor with the connectedness criterion
within the time limit of one hour.
Connectedness Criterion for ∆ ∼ 55
Instance |R| t c tpivo cpivo
k = 1
london 767 1 122 1 122
paris 363 1 120 1 120
ny 2,501 2 223 2 223
highschool-2011 4,339 2 14,513 2 10,276
highschool-2012 3,345 1 4,909 1 4,499
highschool-2013 14,422 6 20,880 7 18,193
primaryschool 60,021 22 81,993 27 72,305
hospital-ward 9,180 7 39,163 8 29,505
infectious 1.3 · 105 1,048 2 · 106 1,015 8 · 105
hypertext 4,243 2 6,727 2 5,990
dnc 8,304 105 4 · 105 49 76,746
karlsruhe 73,300 57 34,031 74 32,068
facebook-like 2,488 26 5,111 30 5,066
as-733 1.3 · 106 3,193 2 · 105
k = 2
london 0 2 341 2 341
paris 0 2 390 2 390
ny 0 6 579 7 579
highschool-2011 12,989 22 73,577 22 59,818
highschool-2012 1,869 10 7,769 10 7,633
highschool-2013 15,637 50 52,936 52 49,762
primaryschool 1.2 · 105 234 3 · 105 234 3 · 105
hospital-ward 38,529 52 2 · 105 53 2 · 105
hypertext 6,726 21 21,228 21 20,367
dnc 88,045 1,017 2 · 106 730 8 · 105
karlsruhe 31,918 665 62,642 661 60,575
facebook-like 425 298 18,726 311 18,722
k = 3
london 0 4 693 4 693
paris 0 5 799 5 799
ny 0 21 1,318 22 1,318
highschool-2011 54,717 287 4 · 105 290 3 · 105
highschool-2012 430 192 36,195 190 36,204
highschool-2013 21,660 1,215 2 · 105 1,225 2 · 105
hospital-ward 1.3 · 105 365 5 · 105 373 5 · 105
hypertext 5,891 488 97,808 481 97,711
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