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We present a novel mechanism for the anomalous behaviour of the
specific heat in low-temperature amorphous solids. The analytic
solution of a mean-field model belonging to the same universality
class as high-dimensional glasses, the spherical perceptron, sug-
gests that there exists a crossover temperature above which the spe-
cific heat scales linearly with temperature while below it a cubic scal-
ing is displayed. This relies on two crucial features of the phase dia-
gram: (i) The marginal stability of the free-energy landscape, which
induces a gapless phase responsible for the emergence of a power-
law scaling (ii) The vicinity of the classical jamming critical point, as
the crossover temperature gets lowered when approaching it. This
scenario arises from a direct study of the thermodynamics of the sys-
tem in the quantum regime, where we show that, contrary to crystals,
the Debye approximation does not hold.
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Amorphous solids exhibit many puzzling differences withrespect to crystals, their ordered counterparts. One of
the prominent enigma is the behaviour at cryogenic temper-
atures (T < 10 K) of thermodynamic quantities such as the
specific heat CV , measured in Zeller and Pohl’s (ZP) seminal
experiment (1). It revealed that for most glassformers CV
scales universally linearly in T , being in great excess with re-
spect to the usual cubic dependence in crystals well explained
by Debye’s theory of phononic excitations around a periodic
lattice (2). Almost half a century later, the situation is still
much controversial. Experimentally, the most recent studies
claim that hyperaged amber obey ZP’s scaling while ultra-
stable vapor-deposited glasses conform to the Debye law (3–6).
Theory-wise, a possible interpretation was devised right after
ZP’s results, based on the idea that in amorphous matter
atoms or groups of atoms may arrange themselves equally well
in different metastable configurations and at very low T would
tunnel between these energy levels, giving rise to disordered
effective two-level systems (TLS), responsible of the linear
scaling (7–9). Although this explanation was later extended
through the Soft-Potential Model, allowing to quantitatively
reproduce experimental data at the expense of the introduc-
tion of more fitting parameters (10–13), the nature of the TLS
together with their interaction are still elusive (4, 9, 14–16).
Another viewpoint on the basic TLS degrees of freedom has
been suggested by the mosaic picture of the Random First-
Order Transition theory (16–18), which suffers from the same
difficulty to root it in first principles.
In this work we explore a different mechanism provided by
the mean-field (MF) theory of structural glasses (SG). The idea
relies on two ingredients. First, it has been suggested by the
study of SG in infinite spatial dimension that low-T amorphous
solids lie in a free-energy landscape riddled with minima and
barriers whose distribution is hierarchical (19–23). A crucial
property of such a landscape is that many local minima are
only marginally stable (24–28) (referred hereafter as landscape
marginally stable, LMS), inducing soft vibrational modes (29–
31). LMS phases are greatly universal in MF glasses (32, 33)
and display clear thermodynamic signatures in the quantum
regime (34, 35). Second, finite-ranged soft-core or hard-core
particle systems present a jamming transition at T = 0 (for soft
potentials) and high enough density, where particles cannot
satisfy anymore the non-overlapping requisite (36, 37). At this
transition the system becomes isostatic (36, 38), meaning that
the number of mechanical constraints is exactly matched by
the number of degrees of freedom. This property implies that
the system is mechanically marginally stable (MMS), in the
sense that the removal of one constraint (a contact between
particles) causes a flow of particles along a soft mode, without
energy cost (27, 32, 39, 40). As a result the vicinity of a
jamming critical point enhances further the number of soft
modes. This classical physical picture near jamming is found
qualitatively and quantitatively both in infinite-dimensional
systems and in the Effective Medium Theory, irrespectively of
dimension. Despite their MF flavour, most of its aspects are
observed in numerical simulations (21, 28, 31, 38, 41–43).
The interest of the MF limit is that its outcomes are mi-
croscopically grounded. Nevertheless making progress within
the theory is filled with challenges. The presence of seem-
ingly universal features then suggests to simplify the approach
by building an ensemble of continuous constraint satisfaction
problems belonging to the same universality class as large-
dimensional SG close to jamming. It turns out the spherical
perceptron model of neural networks (44) fulfills the role of
the simplest model in this class (45–48). In this paper, we
surmise that the predictions from this model bring useful in-
Significance Statement
The thermodynamics of glasses (disordered solids) exhibits
experimentally a universal behaviour upon cooling below 10 K
that is very different from regular solids. Theoretical interpreta-
tions of this discrepancy are notably hard to vindicate from first
principles. Here through the analytic solution of a simple micro-
scopic model of a glass we propose an alternative scenario to
quantum tunneling between similar energy states. We suggest
that the anomalous scaling gets broader in temperature range
as the system is uncompressed towards the jamming transition
where, classically, soft spherical particles would be in contact
in their ground state. This scaling is thus most easily detected
close to jamming and fades out away from it.
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sights into the MF theory of SG in the corresponding phases.
We first compute the specific heat in a Debye harmonic ap-
proximation at low temperature. We then resort to a more
controlled derivation directly from the exact free energy of
the model. The main result is that the LMS phase produces
a gapless scaling of the self-energy which entails a power-law
scaling of the specific heat. Besides, the presence of a jamming
transition inside this phase in the classical model controls
a crossover temperature Tcut which vanishes at jamming to
leading order in ~. One finds CV ∝ T 3 for T ¹ Tcut and
CV ∝ T for T º Tcut; therefore, if Tcut is small enough, i.e.
close to jamming, one can observe this linear dependence.
The model: random obstacles on a sphere – The spherical
perceptron is defined as follows. One considers a particle
X = (X1, . . . , XN ) constrained to move on a N -dimensional
sphere of radius∗
√
N and interacting with an assembly of
M = αN obstacles ξµ randomly placed on the sphere (i.e.
each component is independently normal distributed with zero
mean and unit variance), through a soft-sphere pair potential†
v(h) = εh2θ(−h)/2. The spirit of the model is to replace the
physics of a collection of particles in a glassy configuration,
whose disorder is self-generated by the interactions, with a
tagged particle evolving in a disordered background. The
potential energy of the system is Hcl =
∑M
µ=1 v(hµ), implying
an energy cost if a variable hµ = 1√
N
X · ξµ − σ is negative,
and zero energy if it is positive. The hµ’s are thus microscopic
geometric constraints to satisfy relatively to each obstacle.
For σ > 0 a ground state is obtained when the particle is
closer than some distance to every ξµ, therefore wandering in
a convex volume, while for σ < 0 a zero energy means staying
away from any obstacle, as in a liquid configuration, allowed
positions of the particle forming a non-convex region. The
latter regime is the interesting one from a glassy perspective,
as the particle’s dynamics is impeded by the obstacles.
This is confirmed by the study of the classical T = 0 phase
diagram (σ, α) of the model, which can be computed exactly in
the thermodynamic limit N →∞ (45, 48) (depicted in Fig. 1).
The system must be in a ground state, meaning that the
constraints are enforced as much as possible. At low density of
obstacles (small enough α), typical configurations can satisfy
all the constraints (SAT phase), whereas this is not the case
anymore at high enough density (UNSAT phase). These two
phases are separated by a sharp SAT-UNSAT transition line.
In the convex regime σ > 0, the free energy landscape consists
in a single well, whereas the non-convex phase σ < 0 contains
a high-density region where the landscape is very rugged and
marginally stable, typical of MF SG close to jamming (21–
23, 28). The SAT-UNSAT line in this regime falls deep within
this LMS phase, and may be referred to as a “jamming line”
since it is in the same universality class as the MF jamming
transition of hard spheres where the system cannot find a
stable configuration without overlaps (20, 21, 45, 48).
The study of quantum spin glasses shows that the presence
of a LMS phase affects deeply the behaviour of the system,
and in particular the scaling of the specific heat (34, 35, 49).
In the following we shall pinpoint an analogous phenomenon in
SG, which in addition is affected by the criticality at jamming.
∗The unit of lengthD, set to 1, has the interpretation of a typical inter-particle distance in a glass.
†
θ represents the Heaviside step function.
Fig. 1. Phase diagram of the classical T = 0 model (45, 48). σ = 0 delimits the
non-convex and convex regimes. The SAT and UNSAT phases are separated by a
SAT-UNSAT “jamming” line αclJ (σ) (red solid line). The blue region is the LMS phase.
In the UNSAT phase, the low-T specific heat scales as CV ∼ T 3/(T 2cut + T 2)
in the LMS regime, and is exponentially small outside (gapped). See Ref. (48) for a
more complete phase diagram in the SAT phase (shown at RS level here).
Debye approximation in the UNSAT phase – An early, suc-
cessful application of quantum mechanics to low-temperature
physics is the correct prediction of the specific heat in ordered
solids by Debye’s model (2). It describes the system at low tem-
perature T = 1/β by small oscillations around a minimum of
the potential-energy landscape, and only the density of states
(DOS) for such harmonic modes enters the calculation: one
only needs to compute the Hessian of the Hamiltonian around
its minima and quantize the ensuing vibrational modes. The
same line of thought can be applied to the spherical percep-
tron. The Hessian ∂2Hcl/∂Xi∂Xj is a positive semi-definite
random matrix, whose spectral density in the UNSAT phase
has been computed in (46). The frequencies of such “phonons”
ω are related to the eigenvalues of the Hessian λ as λ =Mω2
(M being the particle mass). The DOS D(ω) has its support
in a positive interval [ω−, ω+]:
D(ω) ∝ ω
√
(ω2 − ω2−)(ω2+ − ω2)
ω2 + ζ/M [1]
where ω− > 0 in the convex region, but for σ 6 0, ω− = 0.
The parameters are Mω2± =
(√
[1]± 1
)2
− ζ (energies are
expressed in units of ε) and ζ = [h2] + σ[h] with [hn] =〈
1
N
∑M
µ=1(hµ)nθ(−hµ)
〉
the moments of the configuration
in a typical potential-energy minimum (46). The overline
represents the disorder average over the obstacles, whereas the
brackets stand for thermal average. For σ 6 0, ζ > 0 defines
a cutoff frequency ω∗ =
√
ζ/M related to excess vibrational
modes (with respect to a crystal) and the boson peak (29–
31, 38, 46). The quantization of these harmonic vibrations
brings an average energy per mode ~ωfB(ω) (removing the
zero-point energy), where fB(ω) = (eβ~ω − 1)−1 is the Bose-
Einstein distribution, and relates the internal energy UDebye
to the DOS as
UDebye
N
=
ˆ ∞
0
dωD(ω)~ωfB(ω) [2]
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From the latter equation one may compute the low-T specific
heat CV = ∂U/∂T . The stability of the single-well free energy
is related to the fact that ω− > 0 in the corresponding region
(σ > 0). The spectrum has a gap ~ω−, which entails CV ∝
e−~ω−/T when T → 0. Conversely, the LMS phase implies
that the landscape has flat directions along which soft modes
can flow, and the gap closes, i.e. ω− = 0. There, away from
the jamming line ω∗ Ó= 0, which directly gives a cubic CV ∝ T 3
(see SI Appendix for derivation details). On the jamming line,
the constraints are on the verge of satisfiability hµ = 0, making
instead ω∗ vanish and one gets a linear CV ∝ T . The different
scaling is caused by the emergence of a large number of MMS
modes at jamming related to isostaticity, which induce a flat
DOS at small frequency instead of D(ω) ∝ ω2 in the rest of
the LMS UNSAT phase.
However the legitimacy of the Debye approximation to
include quantum effects in this model may be questioned.
First of all, LMS implies flat directions that cannot be treated
in a harmonic approximation. Second, the jamming transition
is a purely classical phenomenon, which becomes a crossover
if quantum effects are included. One needs a fully quantum-
mechanical treatment from the start, which we set up to do
in the next section.
Quantization and thermodynamics – A more accurate study
can be performed by investigating directly the free energy of
the system. We first quantize the model by supplying a momen-
tum to the particle and imposing the canonical commutation
relations. The Hamiltonian becomes
Hˆ = Pˆ
2
2M +
M∑
µ=1
v(hµ(Xˆ)) , with [Xˆi, Pˆ j ] = i~δij 1ˆ [3]
The thermodynamics of the system is derived from the Feyn-
man path integral representation of the partition function
Tr exp(−βHˆ), where the sum is performed over periodic tra-
jectories of the particle in imaginary time with period β~,
which defines the Matsubara frequencies ωn = 2pin/(β~) (50).
The disorder average is computed through standard disordered
systems tools (51, 52), i.e. the introduction of n replicas of
the particle Xa(t), a = 1, . . . , n, where n → 0 at the end of
the computation. In the limit N →∞, this method provides
the free energy as a functional of the overlap order parameter
Qab(t, t′) =
〈
Xa(t) ·Xb(t′)
〉
/N .
A first angle of attack is to start from the convex UNSAT
phase and analyze what happens when approaching the LMS
phase boundary, classically located on the σ = 0 line. In this
region the free energy is expected to display a single well,
which translates in the replica framework (45, 48, 49, 51–53)
into a replica-symmetric (RS) ansatz Qaa(t, t′) = qd(t − t′)
and QaÓ=b = q (a purely static inter-replica overlap). With
this assumption one gets the thermodynamic energy
URS
N
=
ukin︷ ︸︸ ︷
1
2β
∑
n∈Z
µ+ Σ˜(ωn)
Mω2n + µ+ Σ˜(ωn)
+ α
ˆ
dh γq(h+ σ)
〈
v(r(t) + h)
〉
v︸ ︷︷ ︸
upot
[4]
The first and second terms are respectively kinetic- and
potential-energy contributions. γq(h) is a Gaussian weight of
variance q, µ is a Lagrange multiplier imposing the spherical
constraint, and Σ is a self-energy arising from the interactions
with the obstacles (Σ˜ stands for its Fourier components). The
above quantities are fixed by saddle-point (variational) equa-
tions stemming from the large-N limit. In this limit the quan-
tum thermodynamics of the model is mapped onto an effective
one-dimensional quantum degree of freedom r = X · ξµ/
√
N ,
representing the typical overlap with an obstacle. This is a
fluctuating quantity even for large N . The average in the
potential-energy term of Eq. [4] is done over its quantum
dynamics, and in the following we shall call such averages 〈•〉v
effective averages. Namely, the main variational equations are
〈•〉v =
〈
• e− 1~
´β~
0 dt v(r(t)+h)
〉
r〈
e−
1
~
´β~
0 dt v(r(t)+h)
〉
r
,
Σ(t) =− αβ
ˆ
dh γq(h+ σ)
×
〈
v′(r(t) + h)v′(r(0) + h)− ~δ(t)v′′(r(t) + h)
〉
v
,
1
βG˜(ωn)
=Mω2n + µ+ Σ˜(ωn) ∀n Ó= 0 (Dyson equation)
[5]
where r(t) is a centered Gaussian average with covariance〈
r(t)r(t′)
〉
r
= G(t − t′), related to the overlap order param-
eter by G(t) = qd(t) − q, and determined by the self-energy
through the Dyson equation. The self-energy is related self-
consistently to the variance by the average over the effective
quantum process. Finally, the Lagrange multiplier is fixed by
the spherical constraint G(0) = 1− q, and another variational
equation sets the overlap between different replicas q.
Schehr-Giamarchi-Le Doussal expansion – The computation
of the thermodynamic energy from Eqs. (4),(5) is a difficult
problem without further approximations. Fortunately, in a
series of papers, Schehr, Giamarchi and Le Doussal have de-
vised an expansion and identified a general mechanism within
it providing the low-T scaling of the specific heat of quantum
MF models (34, 54, 55). It amounts to perform an expansion
~→ 0 with β~ kept fixed, which retains quantum fluctuations
while being analytically closer to a semiclassical computation
and therefore simpler than a direct T → 0 expansion. At
each order in the expansion, the analytical properties of the
self-energy Σ˜(ω) around ω = 0 prescribe the scaling of CV at
the same order. An analytic self-energy is a sign of a gapped
phase, whereas a singularity generically occurs in a LMS phase,
ensuring a power-law behaviour of CV . This singularity has
been recognized as a direct consequence of the LMS condi-
tion. An extra simplification comes from the fact that this
mechanism is identically found at each order in perturbation,
yielding the same scaling in T to all orders (34).
Following this scheme, we expand all quantities O =∑
n>0 ~
nO(n)(β~), as well as the variational equations whose
structure permits to fix the observables systematically from
the previous orders. At the zeroth order, one retrieves the
classical T = 0 quantities and phase diagram of (45, 48), which
is the starting point of the expansion. To begin our analysis,
we place ourselves in the RS UNSAT phase in the following
from which we approach the LMS line. Effective averages are
systematically computed order by order using an asymptotic
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expansion around the saddle point of the dynamical action ap-
pearing in the exponent of the definition Eq. [5], this exponent
being proportional to the diverging factor 1/~.
First we investigate all physical quantities at zeroth or-
der, i.e. their classical T = 0 value. In the classical
limit observables become imaginary-time independent thus
G(t) = G(0) = 1 − qcl from the spherical constraint. In
the UNSAT phase, the overlap’s classical value is qcl =
1− χT +O(T 2) (45, 48), meaning that at low T (taken after
~→ 0 here), G˜(ωn) ∼ χTδn0 → 0. This implies G˜(0)(ωn) = 0
and q(0) = 1, hence one needs to look at the next order.
The lowest-order expansion of the variational equation for
the static overlap q fixes the value of G˜(1)(0). One finds, as
expected, that β~G˜(1)(0) = χ where χ is the above classical
rate of deviation of qcl from 1 when T > 0, determined by
(1 + 1/χ)2 = α/αclJ (σ) with αclJ (σ) the classical RS jamming
transition line (see Fig. 1), where χ → ∞. For the other
frequencies, G˜(1)(ωn Ó= 0) is directly given by the Dyson equa-
tion [5]. The expansion of the variational equations combined
with the expansion of the effective averages yields, for n Ó= 0,
µ(0) + Σ˜(0)(ωn) = 1/χ+ I˜(0)(ωn), that is a mass term plus a
renormalized self-energy I˜, verifying I˜(0)(0) = 0. Hence the
lowest-order Dyson equation
∀n ∈ Z , 1
β~G˜(1)(ωn)
=Mω2n + 1
χ
+ I˜(0)(ωn) [6]
Since the expansion of the effective averages used to calculate
µ(0) + Σ˜(0) depends self-consistently on G˜(1)(ωn), one gets a
closed equation for I˜(0):
I˜(0)(ωn)2 + I˜(0)(ωn)
[
K(σ, α) +Mω2n
]
= C(σ, α)Mω2n [7]
where C and K are simple constants (SI Appendix, Sec. 5.F).
The location of the LMS phase can be derived by e.g.
studying the stability of the RS ansatz. The resulting equation –
so-calledmarginal condition – is expanded in the same way, and
at lowest order one finds that the line (σ = 0, α > αclJ (0) = 2)
is solution, which is the classical LMS boundary line in the
RS UNSAT phase (see Fig. 1), as one expects.
Now that we have all the lowest-order variational quantities,
let us go back to the energy, expanded from Eq. [4] as URS/N =
u(0) +~u(1)(β~)+O(~2) with u(1) = ukin(1) +u
pot
(1) defined below:
ukin(1) (β~) =
1
2β~
∑
n∈Z
1
χ
+ I˜(0)(ωn)
Mω2n + 1χ + I˜(0)(ωn)
upot(1) (β~) =
A1(σ, α)
β~
∑
n∈Z
1
1 + 1
χ
+Mω2n + I˜(0)(ωn)
− A2(σ, α)
β~
∑
n∈Z
1
Mω2n + 1χ + I˜(0)(ωn)
[8]
where constants A1, A2 are provided in the SI Appendix (Sec.
5.E). u(0) = 1/(2χ2) is actually independent of β~: it is the
ground-state energy of Hcl, the classical model (strictly posi-
tive by definition in the UNSAT phase). The first T -dependent
contribution comes from u(1). Using the Poisson summation
formula, the sums over frequencies are converted into integrals
whose T → 0 scaling depends on the properties of the function
I˜(0)(ω) in the complex plane near ω = 0 (56). These are known
from Eq. [7] with ωn → ω, which is a quadratic equation: the
solution is expressed with a square root of a quartic polynomial
in ω, and as a result this renormalized self-energy gets many
branch cuts in the complex plane, including two symmetric
ones on the imaginary axis. There are three cases:
(i) Out of the LMS line (i.e. σ > 0), K > 0 hence for small
ω, I˜(0)(ω) ∼ CMω2/K is analytic. Correspondingly, all the
Matsubara sums scale as exp(−β~ω−), and so does CV . This
is the fingerprint of a gapped Hamiltonian of the full system
(where the energy gap is ~ω−).
(ii) On the LMS line, K(σ = 0, α) = 0 and the small frequency
behaviour changes: I˜(0)(ω) ∼
√
CM|ω| is singular, because
here the imaginary axis branch cuts merge at the origin. This
singular absolute value scaling in the LMS phase is expected
from the generic scenario of Refs. (34, 54, 55), as well as from
the study of the quantum Sherrington-Kirkpatrick model in
a transverse field in Ref. (35) via an independent strategy.
Eq. [8] becomes
u(1)(β~) ∼ constant +M
ˆ ∞
0
dω
pi
ω2ρ1(ω)fB(ω)
+ α
ˆ ∞
0
dω
2pi
(
ρ2(ω)− ρ1(ω)(1 + χ)2
)
fB(ω)
ρ1(ω) =Im
[
β~G˜(1)(−iω + 0+)
]
∼ χ2
√
CMω
ρ2(ω) =Im
 1
1 + 1
β~G˜(1)(−iω+0+)
 ∼ √CMω(1 + 1/χ)2
[9]
where we gave the small-ω asymptotics useful for the present
discussion. In the first line, the term ∝ M comes from the
kinetic energy and the one ∝ α from the potential energy.
The limit T → 0 is provided by the small-ω behaviour of the
integrands, and once again we recover features described in
Refs (34, 54, 55): the kinetic contribution to CV scales like
T 3, while the potential term is a difference of two terms linear
in T with the same prefactor. This cancellation gives likewise
a T 3 scaling of the potential term. The conclusion for the
specific heat at this order is CV /N = ARS(σ, α)M 32 (T/~)3 on
the LMS line except at the jamming point (σ = 0, α = 2).
(iii) At this jamming critical point (red point in Fig. 1), the
situation is the same as in the rest of the LMS line except that
the mass 1/χ vanishes (criticality). As a result, both terms
scale linearly and CV /N = 2pi3
√MT/~.
Debye’s approximation and the lowest order in the ~→ 0,
fixed β~ expansion provide the same results in the RS UNSAT
phase, i.e. the same gap, power law exponents and prefactors.
Indeed in a RS regime the system should be well approximated
at low T by harmonic oscillations around an energy minimum.
Extension to the whole LMS UNSAT phase – The results can
be extended to the rest of the LMS UNSAT phase (σ < 0).
There, however, the simple RS ansatz is unstable: the replica
symmetry gets broken (RSB), a usual characteristic of MF
glassy landscapes. Different replicas of the system occupy
many different metastable states, and as a consequence the
overlap between any two replicas varies continuously. The
description of this rugged phase then consists in parametrizing
the inter-replica overlap matrix QaÓ=b by a function q(x) with
x ∈ [0, 1] (51). The energy and variational equations are still
given by Eqs. [4],[5], with the substitutions q → qM and
γq(h+ σ)→ P (qM , h), where qM is the overlap of replicas in
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the same metastable state, called Edwards–Anderson order
parameter, and P (q, h) is a probability distribution governed
by the Parisi partial differential equation (51) depending on
the effective quantum problem. Within the lowest order in
the expansion, the same mechanism as on the marginal line
(σ = 0, α > 2) is at work and the same power-law scalings
are retrieved (with different prefactors) for the kinetic-energy
term; in the potential-energy term the cancellation of the
linear in T dependence away from jamming cannot be checked
analytically but numerically, yet we expect it from the generic
scenario (34) and the results on the σ = 0 boundary.
Extension to all orders in perturbation – One can extrapolate
the results to finite ~ following Schehr’s argument (34). Indeed,
after having recovered the exact same basic attributes at lowest
order, whose validity relies on the LMS condition applied to
a similar thermodynamic energy, we will assume here that
this general mechanism holds at all orders. This allows us to
perform a direct T → 0 expansion. We focus in this limit on
the kinetic term ukin in the energy of the LMS UNSAT phase,
given in the first line of Eq. [4], since the potential-energy term
scales in the same way due to the marginality condition (34).
We write similarly µ + Σ˜(ωn) = Ξ + I˜(ωn) for n Ó= 0 with
I˜(0) = 0. From (34) we know that I˜(ω → 0) ∼ B|ω|+ B′ω2
at all orders in ~; we have explicitly computed Ξ(0) = 1/χ,
B(0) and B′(0). Therefore, as in Eq. [9], at leading order of the
power-law dependence in T , the Matsubara sum can be written
as an integral over an energy DOS dominated by ω → 0
ukin ∼
T→0
ˆ ∞
0
dω
pi
BMω2
Ξ2 + (b ω)2 ~ωfB(ω) [10]
where b =
√
B2 − 2Ξ(M+B′). The temperature dependence
being now contained only in the Bose-Einstein factor, the
low-T limit is easily obtained by rescaling β~ω → ω′. The
scaling of Eq. [10] depends on the comparison between both
terms in the denominator, which provides a cutoff temperature
Tcut = ~Ξ/b. ukin contributes to the specific heat as CkinV /N ∼
BMT
b2~ L(T/Tcut) with a scaling function L(x) ∝ x2 at small
argument which increases to reach a constant value at large
argument. For T ¹ Tcut, one has CkinV ∝ T 3 whereas for T º
Tcut, CkinV ∝ T . One can estimate this crossover temperature
as follows for σ < 0 close to jamming: the leading order of the
mass is Ξ Ä Ξ(0) = 1/χ ∝ ω∗ ∝
√
δÔ where δÔ is the distance to
the jamming line in the (σ, α) plane, a purely classical quantity
analyzed in Refs. (45, 46, 48). Thus Tcut ∝ ω∗, while its order
of magnitude is fixed by dimensional analysis, reintroducing
the dimensional units (including the length D). A similar
analysis for b Ä b(0) yields, up to a purely numerical factor,
Tcut ∝
√
ε
M
~
kBD
√
δÔ [11]
If we surmise that such a cutoff temperature exists in SG,
we get an order of magnitude by inputting values for typ-
ical molecular glassformers (1, 57) in Eq. [11]: Tcut ∝
1 K · √δÔ. The next-order quantities such as ~Ξ(1) give finite
but small corrections to this scaling, estimated similarly as
Tcut(δÔ = 0) ∝ ~2/(kBMD2) ≈ 0.01 K (see SI Appendix, Sec.
8). Interestingly, upon approaching jamming the value of Tcut
gets considerably lowered, suggesting a mechanism to observe
the linear scaling. However the finite ~ corrections ensure that
Tcut Ó= 0, so that the linear scaling is eluded at extremely low
T (unlike in Debye’s approximation). This reflects the physical
fact that the jamming transition itself must be avoided in the
quantum regime ~ > 0, becoming a crossover, analogously to
what happens classically from thermal fluctuations T > 0. In-
deed, the particle’s position X cannot be a conserved quantity
of the ground state as it does not commute with the Hamil-
tonian Eq. [3], and thus cannot take a definite value (i.e. a
jammed state would violate Heisenberg’s inequality).
Conclusions – We have studied analytically the low-T ther-
modynamics of a simple model with soft interaction potential
relevant to the MF SG theory close to jamming, taking into
account the quantum effects. The main result is that a power-
law scaling of CV is entailed by the presence of a LMS phase,
and that there is a crossover temperature Tcut above which
CV ∝ T whereas below CV ∝ T 3. This result has been found
within the UNSAT phase, meaning that the system sits in a
dense (jammed) phase. Tcut scales as the square root of the
distance to unjamming (with small quantum corrections that
make it always non zero), exposing a possible parameter for the
observation of ZP’s scaling, and unveiling yet another connec-
tion between jamming and glassy physics (36, 58). Moreover
we found that Debye’s approximation is semiclassical in the
sense that it gives the right result only at the lowest order in ~
in the RS phase where a single energy minimum dominates the
low-T dynamics. The actual DOS receives quantum correc-
tions with respect to the classical vibrational one which modify
the scaling of CV especially close to the jamming transition.
We now may wonder about the relevance to finite-
dimensional SG. On the one hand, jamming criticality
seems super-universal (independent of dimensionality) for
d > 2 (43, 59). On the other hand, the existence of a LMS
phase (the Gardner phase (60, 61)) is still an open ques-
tion (16, 22, 23, 62–67), yet the evidence of its presence is
stronger close to the jamming transition (68–74). Nonethe-
less specific low-dimensional features, suppressed in MF, may
well play a role. First, realistic glasses do possess standard
phononic excitations at lower frequencies than the ones de-
scribed by Eq. [1], owing to translation invariance (31, 43, 46),
which contribute to CV . Second, localized excitations are
known to arise at low T (16, 23, 42, 43, 65, 75–80) and may
act as TLS at cryogenic temperatures (81, 82).
Finite-dimensional effects might be analyzed in a still
tractable way considering models on finite-connectivity
graphs (14). It would also be useful to understand further
the phase diagram of the present quantum model, although a
true many-body model of spheres remains the main goal. In
particular, approaching jamming from the SAT phase deserves
a careful study (47, 48). The dependence of Tcut on the actual
cooling protocol and preparation is another essential aspect (3–
6, 22, 23, 65, 73, 83). Finally, generalizing the perceptron to
model ellipsoids with a small asymmetry has recently been
achieved, and based on the low-frequency characteristics of its
vibrational DOS we expect similar conclusions would hold (84).
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In this Supplementary Information we derive the equations for the quantum spherical perceptron introduced in the main
text. The notations will be close to the ones in Ref. (1), in particular we define the function
Θ(x) := 1 + erf(x)2 [1]
whereas θ stands for Heaviside’s step function.
Lengths are dimensionless (a lengthscale can be reinstated e.g. through the radius of the sphere) and the Boltzmann constant
is kB = 1.
We consider M = αN gap variables (1, 2)
hµ(X) =
X · ξµ√
N
− σ [2]
with respect to the particle living on the N -dimensional sphere of radius
√
N , i.e. X2 =
∑N
i=1(X
i)2 = N . ξiµ are independent
Gaussian centered random variables with variance 1, so that by the central limit theorem ξ2µ =
∑N
i=1(ξ
i
µ)2 ∼ N , i.e. for large N
each obstacle lies effectively on the sphere, and since X is isotropically distributed, X · ξµ/
√
N = O(1). The Hamiltonian reads
Hˆ = Pˆ
2
2M +
M∑
µ=1
v(hµ(Xˆ)) [3]
with a soft harmonic spheres potential
v(h) = εh
2
2 θ(−h) [4]
In the following we focus on the partition function on the model, but note that in the quantum regime the standard ergodic
assumptions of statistical mechanics may well break down in such a model owing to localization effects (3, 4); here we are
interested in the relation found at the level of the free energy between this model and the infinite-dimensional limit of structural
glassy systems (1, 2, 5, 6).
1. The partition function of the model
We wish to compute the free energy at temperature T = 1/β from its n-times replicated (7–9) Feynman’s representa-
tion, a path integral in imaginary time (10, 11),
−βF = lnZ =
n→0
∂nZn
Zn =
(
Tr e−βHˆ
)n
=
˛ n∏
a=1
DXa exp
−1~ n∑
a=1
ˆ β~
0
dt
M
2 (X˙
a)2(t) +
M∑
µ=1
v(hµ(Xa))

 [5]
¸
DX means a sum over all trajectories constrained on the sphere with periodic boundary conditions X(0) = X(β~). From
the free energy one can get the specific heat CV = ∂∂T Tr
(
Hˆe−βHˆ/Z
)
= −β2∂2(βF )/∂β2.
We introduce the O(1) overlaps with the obstacles raµ(t) = Xa(t) · ξµ/
√
N through delta functions, then exponentiate them
with auxiliary variables rˆaµ(t), allowing to perform the average over the Gaussian disorder and rewrite the kinetic energy term
with an integration by part:
Zn =
˛ n∏
a=1
DXaD[raµ, rˆaµ] e
∑
a,µ
1
β~
´β~
0 irˆ
a
µr
a
µ e
−
∑
a,µ
1
β~
´β~
0 irˆ
a
µ
Xa·ξµ√
N e
1
~
∑
a
´β~
0
[
M
2 X
a·X¨a−
∑
µ
v(raµ−σ)
]
=
˛ n∏
a=1
DXaD[raµ, rˆaµ] e
∑
a,µ
1
β~
´β~
0 irˆ
a
µr
a
µ− 12
∑
a,b,µ
˜β~
0
dt
β~
dt′
β~ rˆ
µ
a (t)
Xa(t)·Xb(t′)
N
rˆ
µ
b
(t′)+ 1~
∑
a
´β~
0
[
M
2 X
a·X¨a−
∑
µ
v(raµ−σ)
]
=
˛
DQ˜ (det Q˜)
N
2 e
NM2~
∑
a
´β~
0 dt ∂
2
sQaa(t,s) s=t
×
[˛ ∏
a
D[ra, rˆa]e
∑
a
1
β~
´β~
0 irˆara− 12
∑
a,b
˜β~
0
dt
β~
ds
β~ rˆa(t)Qab(t,s)rˆb(s)− 1~
∑
a
´β~
0 v(ra−σ)
]M
[6]
In the last line we have changed variables by introducing the overlap Qab(t, s) = Xa(t) ·Xb(s)/N , noted Q˜. Throughout these
notes the hat on matrices refers only to replica indices; e.g. Q˜ = {Qˆ(t, s)}t,s with Qˆ(t, s) having n2 elements Qab(t, s). Q˜ can,
for practical purposes, be viewed as a nN × nN matrix (discretizing in N time steps) with indices {α, β} = {(a, t), (b, s)}.
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The β~-periodicity on Xa propagates by definition to Qab(t, s) and ra(t) (we use the same closed-contour integral symbol to
remind this). Note that the summation on times is always performed in non-dimensional units (with β~ chosen as the time
unit) to keep track of the β~ factors. As in Ref. (1), the large N (exponential) contribution of the Jacobian is (det Q˜)N/2. This
contribution can be inferred quickly from the computation, with symmetric matrices:
Jacobian =
ˆ ∏
α=(a,t)
dXα
∏
α,β
δ(NQαβ −Xα ·Xβ) =
ˆ ∏
α
dXαdP˜ e
iNTr(P˜ Q˜)−
∑
α,β
iPαβX
α·Xβ
∝
ˆ
dP˜ eiNTr(P˜ Q˜)−
N
2 ln det(2iP˜ ) ∝
N→∞
(det Q˜)N/2
[7]
The last result is provided by the saddle-point value of the exponent, given by the equation P˜−1 = 2iQ˜. Here we have ignored
the β~-periodicity; actually the periodicity on both times of Qab(t, s) makes the corrections vanish∗.
Then, one performs the Gaussian integration on the auxiliary rˆ variables in the bracketted term in the last line of Eq. [6],
whose result can be written with both equivalent representations of Gaussian averages†:
ˆ n∏
a=1
Dra√
det Q˜
e
− 12
∑
a,b
˜β~
0
dt
β~
ds
β~ ra(t)Q
−1
ab
(t,s)rb(s)
e
− 1~
∑
a
´β~
0 dt v(ra(t)−σ)
= e
1
2
∑
a,b
˜β~
0
dt
β~
ds
β~ Qab(t,s)
δ2
δra(t)δrb(s) e
− 1~
∑
a
´β~
0 dt v(ra(t))
ra(t)=−σ
[8]
This can be proven by expanding both exponentials involving Q˜ and using Wick’s theorem. We get in the end:
Zn =
˛
DQ˜ eNA(Q˜)
A(Q˜) = 12 ln det Q˜+
M
2~
n∑
a=1
ˆ β~
0
dt ∂2sQaa(t, s) s=t + α ln ζ
ζ = exp
1
2
∑
a,b
¨ β~
0
dt
β~
ds
β~
Qab(t, s)
δ2
δra(t)δrb(s)
 exp(−1
~
∑
a
ˆ β~
0
dt v(ra(t))
)
ra(t)=−σ
[9]
where Qˆ(t, s) is periodic on both times‡ with period β~ and ∀(a, t), Qaa(t, t) = 1. The integral over Q˜ is evaluated by the
saddle-point method in N →∞ and the free energy is given by the replica analytic continuation −βF/N =
n→0
∂nA(Q˜sp) (7–9).
2. Time-dependent replica-symmetry breaking formulation
To go further one needs to solve the saddle-point equation ∂A/∂Q˜ = 0 which yields the value of Q˜sp. In full general-
ity this is not possible so we turn to a variational ansatz. First, following (12) one remarks that the off-diagonal elements must
be time independent, because by definition for a Ó= b
NQspab(t, t
′) =
〈
Xa(t) ·Xb(t′)
〉
=
〈
Xa(t)
〉
·
〈
Xb(t′)
〉
= 〈Xa〉 ·
〈
Xb
〉
[10]
as before performing the disorder average, the two different replicas are uncorrelated. In the last equality we simply take
advantage of the time-translational invariance of the imaginary-time action in Eq. [5]. The system may be in a mixed state
where 〈Xa〉 =∑
γ
wγ 〈Xa〉γ where γ denotes a pure state and wγ its statistical weight, implying a dependence of the overlap
upon the different replicas a and b (7, 8).
Then, the replica method restricts the possible saddle-point matrix to a hierarchical one, where the time dependence appears
only on the diagonal (which is time-translational and replica invariant following the same argument)
Qspab(t, s) = qd(t− s)δab +Q∗ab [11]
where Q∗ab is a static hierarchical matrix. A review of their construction can be found in e.g. (7, 13). In the replica-symmetry
breaking (RSB) formalism and n→ 0 limits, it is parametrized by a 0 diagonal and an increasing function q(x) defined on
∗One can take it into account writing
¸∏
a
DXa(t) =
´∏
a
DXa(t) δ(Xa(0) − Xa(β~)) then exponentiating the delta functions by introducing another variable ηa ; the integral on the
positionsXa(t) is still Gaussian and the extra term with respect to Eq. [7] is
ˆ ∏
a
dηa e
− 12
∑
a,b
[
(2iP˜ )−1
ab
(0,0)+(2iP˜ )−1
ab
(β~,β~)−(2iP˜ )−1
ab
(0,β~)−(2iP˜ )−1
ab
(β~,0)
]
ηa·ηb
which vanishes considering (2iP˜ )−1 = Q˜ is β~ periodic.
†The Gaussian averages will not be affected by the periodicity of ra(t) owing to the same argument as in the last footnote.
‡The spherical constraint, which is of the formXa(t) ·Xa(t)/N = Qaa(t, t) = 1, can be enforced with delta functions and does not affect the Jacobian. This will be done later through a Lagrange
multiplier.
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[0, 1], being non-trivial on [xm, xM ] ⊂ [0, 1] and constant away from it with q(xm) = q(0) = qm, q(xM ) = q(1) = qM . We also
work with its reciprocal x(q).
In the following we will consider the most general hierarchical ansatz of continuous RSB (or fullRSB), which relies on a
recurrence construction with k blocks within Qˆ∗, with k →∞. This ansatz is required to described the landscape marginally
stable (LMS) phase. Replica symmetry and other cases of RSB can be recovered as special cases.
2.A. The interaction term
The term containing the interaction potential can be treated in a similar way to the classical case (1, 2). Here we just give the
main modifications with respect to the usual procedure based on recurrence equations over k-RSB matrices (7, 13), with block
indices§ 1 = mk 6 mk−1 = M 6 · · · 6 m0 = m 6 n. The technical details are explained in Duplantier’s comment (14), and we
emphasize here only key differences with the classical case. The first “innermost” step in Duplantier’s recurrence is modified
with respect to the classical case due to the time dependence on the diagonal and reads
g(1 = mk, h) = exp
(
1
2
¨ β~
0
dt
β~
ds
β~
[qd(t− s)− qM ] δ
2
δr(t)δr(s)
)
exp
(
−1
~
ˆ β~
0
dt v(r(t) + h)
)
r(t)=0
=
〈
e−
1
~
´β~
0 dt v(r(t)+h)
〉
r
[12]
We shifted ra(t) −→ ra(t) + h with a constant h for the needs of the recurrence procedure where at the endpoint of the
recurrence h must be set to −σ as at all times ra(t) is required to be set to −σ in Eq. [9]. The second line is an average over
the Gaussian centered process r(t) with variance
G(t− s) =
〈
r(t)r(s)
〉
r
= qd(t− s)− qM [13]
The proof is akin to Eq. [8].
The variable r may be interpreted as an effective one-dimensional quantum particle whose evolution describes the typical
overlap with an obstacle, a fluctuating quantity even for large N . The average Eq. [12] is the analog of its partition function.
This particle evolves with the shifted potential v(r+h). Unlike the potential, the Gaussian average, which is the other component
determining the evolution, cannot be in general written in the form of a Feynman propagator, i.e. cannot be described by a
standard one-particle Hamiltonian. It is common that mean-field models can be mapped into such a one-dimensional evolution
with non-trivial features resulting from tracing out all degrees of freedom.
Then the recurrence on the innermost blocks proceeds as in the classical case through the identity (or its second-derivative
version, as in Ref. (14, Eq. (6))), for any functional f of the n scalar fields ra(t),
n∑
a=1
ˆ
dt
β~
δf [r1, . . . , rn]
δra(t)
∀(j,s), rj(s)=h
= ddhf [h, . . . , h] [14]
where on the right hand side all fields have a time-independent value h. The Duplantier recurrence equation is thus the same
for i ∈ J0, k − 1K
g(mi, h) = exp
(
qi+1 − qi
2
d2
dh2
)
g(mi+1, h)mi/mi+1 = γqi+1−qi õ g(mi+1, h)
mi/mi+1 [15]
where¶ we define the Gaussian weight and the convolution as
γa(z) =
e−z
2/2a
√
2pia
, γ(z) = γ1(z) =
e−z
2/2
√
2pi
, f õ g(h) =
ˆ
dx f(h− x)g(x) [16]
Taking the continuous k →∞ and n→ 0 limits one finally arrives at the other end (outermost block) of the recurrence
α ln ζ ∼
n→0
nαγqm õ f(qm,−σ) [17]
where f(x, h) = (1/x) ln g(x, h) satisfies Parisi’s partial differential equation, here written in terms of the q = q(x) variable
instead, with ’initial condition’ in x = 1 given by Eq. [12],
f˙(q, h) = −12
[
f ′′(q, h) + x(q)f ′(q, h)2
]
with f(qM , h) = ln
〈
e−
1
~
´β~
0 dt v(r(t)+h)
〉
r
[18]
where the usual notation has a dot standing for partial derivatives over the static overlap q and respectively a prime over h.
§We used the same notations as (1), beware thatM here has nothing to do with the number of obstacles.
¶The last equality is obtained in the same way as Eq. [12] by expanding or simply by noticing the propagator of the diffusion equation.
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2.B. Fourier modes
We define Fourier components in the following way: the Matsubara frequency modes are for n ∈ Z
ωn =
2pi
β~
n [19]
The real and even function qd is expressed as
qd(t) =
∑
n∈Z
q˜d(ωn)eiωnt and q˜d(ωn) =
ˆ β~
0
dt
β~
qd(t)e−iωnt [20]
with q˜d(−ωn) = q˜d(ωn) and q˜d(ωn) ∈ R. For simpler notations we will refer to the mode zero as:
q¯ = q˜d(0) [21]
2.C. The Jacobian
We may compute the Jacobian term ln det Q˜ as follows. Since we are interested in the logarithm of the determinant
we may discard irrelevant constants. We write an integral over one-dimensional periodic paths ra(t) and use their Fourier
representation:
1√
det Q˜
∝
˛ n∏
a=1
Dra e
− 12
∑
a,b
˜β~
0
dt
β~
ds
β~ ra(t)Qab(t,s)rb(s)
=
˛ n∏
a=1
Dra e
− 12
∑
a,b
˜β~
0
dt
β~
ds
β~ ra(t)(qd(t−s)δab+Q∗ab)rb(s)
∝
ˆ n∏
a=1
∏
p Ó=0
dr˜a(ωp) e
− 12
∑
a
∑
pÓ=0 q˜d(ωp )˜ra(ωp)
2
ˆ n∏
a=1
dr˜a(0) e
− 12
∑
a,b
r˜a(0)(q¯δab+Q∗ab)˜rb(0)
∝
∏
pÓ=0
1√
q˜d(ωp)
n 1√
det
(
q¯δab +Q∗ab
)
[22]
We used that the transformation from the time-dependent paths to their Fourier coefficients is an isometry (due to Parseval’s
identity (15)), hence the Jacobian of this transformation is 1. We conclude:
ln det Q˜ = n
∑
p∈Z
ln q˜d(ωp)− n ln q¯ + ln det(q¯1ˆ+ Qˆ∗) [23]
The last term in Eq. [23] is similar to the classical case, i.e. q¯1+ Qˆ∗ is a hierarchical matrix parametrized by its diagonal q¯
and the function q(x), the trace of its logarithm is computed in Ref. (16, App. II) and has the same form as in the classical
Jacobian (1). Thus we conclude
1
n
ln det Q˜ ∼
n→0
∑
p∈Z
ln q˜d(ωp)− ln q¯ + lnλ(qM ) + qm
λ(qm)
+
ˆ qM
qm
dq
λ(q) with λ(q)
:= q¯ − qM +
ˆ qM
q
dp x(p) [24]
2.D. The unregularized free energy
The kinetic energy term is simple to express in terms of qd. We conclude that all terms in A(Q˜sp) ∝ n for n → 0,
which gives the free energy:
− βF
N
= 12
∑
p∈Z
ln q˜d(ωp)− ln q¯ + lnλ(qM ) + qm
λ(qm)
+
ˆ qM
qm
dq
λ(q)
+ βM2 q′′d (0) + αγqm õ f(qm,−σ) [25]
We have nonetheless overlooked Q-independent factors in the partition function, and shall soon see that the latter expression
has spurious divergences inherent to the continuous-time limit. To solve both issues, one should regularize this free energy e.g.
with respect to the one of the free particle (v = 0) to retrieve the correct free energy; this is the subject of the next section.
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2.E. The free particle case
The terms left out from the leading-order saddle-point approach are independent of both Q˜ and the potential v but may be
temperature dependent. This needs to be fixed for the computation of the thermodynamic energy or the specific heat. We may
recover them by writing the total free energy F as
F = Fsph − F0 + F [26]
where Fsph is the free energy of a free particle on the N -dimensional sphere of radius
√
N , and F0 is the unregularized free
energy (25) for v = 0. The other advantage of this formulation is that it regularizes the divergences appearing in Eq. [25].
A comment about the choice of Fsph is in order, since this term depends on the actual way one quantizes a free particle on the
sphere. We calculated F by quantizing the model with constrained position and momentum operators, enforcing the spherical
constraint through delta functions. It is called F0 in the free-particle case, and Fsph when one discretizes properly the path
integral, i.e. removing divergences from the expression F0. Alternatively, there is an arguably more intuitive quantization
scheme, which consists in defining the model through the correct quantum Hamiltonian, expressed in terms of the angular
momentum. This is discussed in the appendices: the latter quantization scheme yields a free-particle free energy noted Ffree,
computed in App. A.1, while Fsph is calculated in App. A.2. The derivation of Ffree is done through the knowledge of the energy
spectrum, and may be performed also in a path integral formalism using spherical harmonics (11, Sec. 8.9.). Unfortunately
these derivations do not generalize easily in the interacting case, and as a consequence we sticked to the quantization on the
sphere with constrained position and momentum. The two quantizations induce different energy spectra, only through a
different zero-point energy; thus the specific heat is the same, which is what we are interested in here.
2.E.1. Zero potential
Let us now inspect the zero-potential free energy F0, i.e. the continuous-time one provided by Eq. [25] for v = 0. For a free
particle, replica symmetry is preserved which translates in the fullRSB formulation in a constant off-diagonal q(x) = q (7).
Then the free energy depends only on q and qd and reads
− βF0
N
= 12
∑
p∈Z
ln q˜d(ωp)− ln q¯ + ln(q¯ − q) + q
q¯ − q
+ βM2 q′′d (0)− βµ02 [qd(0)− 1] [27]
µ0 is a Lagrange multiplier enforcing the spherical constraint. Optimization with respect to q gives directly q = 0. This
corresponds to
〈
Xa ·Xb
〉
= 0 for a Ó= b which must be the result at v = 0 for two particles on the sphere that are completely
uncorrelated. Next, the saddle-point equation for qd can be studied by extremizing Eq. [27] with respect to q˜d(ωn):
q˜d(ωn) =
1
β
1
Mω2n + µ0 [28]
The value of the Lagrange multiplier ensures qd(0) = 1. With the latter expression for the Fourier components and the identity∑
n∈Z
1
n2 +A2 =
pi
A
coth(piA) [29]
one has ∑
n∈Z
q˜d(ωn) = 1 ⇔ coth a
a
= 8piΛ2dB
ΛdB =
√
2piβ~2
M , a =
β~
2
√
µ0
M
[30]
which is solvable graphically. ΛdB is the de Broglie thermal wavelength. Note that for a large ΛdB (e.g. at low temperature),
the unknown a must also be large, hence the left-hand side of the latter equation is approximated by 1/a, which gives an
analytical expression for µ0:
µ0 ∼
ΛdB→∞
~2
4M [31]
In the opposite limit ΛdB → 0, the right-hand side diverges which means a→ 0, therefore coth a ∼ 1/a, implying
µ0 ∼
ΛdB→0
T [32]
This is the classical value.
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Putting back the solution of the saddle-point equations into Eq. [27] we obtain the free energy:
− βF0
N
= −12
∑
n∈Z
ln(βMω2n + βµ0)− 12
∑
n∈Z
Mω2n
Mω2n + µ0 [33]
Both series are divergent; this must also happen for the free energy F at v Ó= 0. Note that the divergences not only affect the
thermodynamic energy but the specific heat as well. The subtraction F −F0 gets rid of the divergences and gives a well-defined
finite free energy F . This is due to the continous-time formalism (10, 11). A time discretization of Feynman’s path integral
can be performed to show that in a proper continuous-time limit no such divergences appear‖. This correct result for the free
energy Fsph is derived in App. A.2. The related energy is shown there to be Usph/N = µ0/2 (Eq. [167]).
We stress that Eq. [28] is equal to G˜(ωn) for n Ó= 0. Therefore, in this particularly simple case, the partition function of the
effective quantum particle exp[f(qM = q = 0, h)] in Eq. [18] (with v = 0) is the Feynman propagator of a harmonic oscillator
with frequency
√
µ0/M, i.e. here the effective quantum particle r evolves with a standard one-particle Hamiltonian. This is
expected as the spherical constraint implemented via a Lagrange multiplier plays the role of a restoring force on the system.
See also App. A.2 for a related discussion.
2.E.2. A free quantum particle on the large-dimensional hypersphere
Alternatively, as mentioned before one may compute directly the free energy from the exact energy spectrum of a free
particle on the N -dimensional sphere of radius
√
N , Ffree, in order to check independently the result. This is detailed in
App. A.1.
2.E.3. Conclusion
We have computed directly the partition function in App. A.1, and by a path integral approach suitable to a general-
ization to the interacting case. The divergences appearing in the latter can be regularized by proper discretization, and the
different quantization schemes give the same results (up to a zero-point energy), see App. A.2.
Namely in the large- and small-temperature limits:
• when T →∞, one gets the ideal gas law CV = N/2
• for T → 0, the specific heat is exponentially small CV ∝ exp(−∆free/T ). This is due to the presence of a gap
∆free = ~2/(2M) in the energy spectrum∗∗.
2.F. The full free energy
As mentioned earlier, the full free energy could be written F = Fsph − F0 + F to regularize the divergences. We have
previously shown that in the low-temperature limit the free particle contribution has a gap and is hence exponentially
suppressed. Therefore, any algebraic behaviour of the specific heat must come from the interactions. We start from the simpler
free energy F from Eq. [25]:
−βF
N
=12
∑
n∈Z
ln G˜(ωn)− βM2
∑
n∈Z
ω2nG˜(ωn) +
1
2
[
lnλ(qM ) +
qm
λ(qm)
+
ˆ qM
qm
dq
λ(q)
]
+ αγqm õ f(qm,−σ)
− βµ2
[
G(0)− (1− q)
]
+ α
ˆ
dh
ˆ qM
qm
dq P (q, h)
[
f˙(q, h) + 12
(
f ′′(q, h) + x(q)f ′(q, h)
)]
− α
ˆ
dhP (qM , h)
[
f(qM , h)− ln
〈
e−
1
~
´β~
0 dt v(r(t)+h)
〉
r
] [35]
which will be regularized later. We recall Eq. [13] giving the Gaussian statistics
〈
r(t)
〉
r
= 0,
〈
r(t)r(s)
〉
r
= G(t− s).
Anticipating the fact that we must extremize the free energy, which is the subject of §3, we have introduced the Lagrange
multipliers P (q, h) and µ to explicitly impose within the free energy respectively the constrained evolution of the Parisi function
f(q, h) from Eq. [18] and the spherical constraint G(0) = (1− q), as we express the problem in terms of the variance G defined
in Eq. [13] instead of qd for convenience. Notice that if the constraints are properly enforced, the free energy is only expressed
by the first line of Eq. [35].
‖Equivalently one could apply analytic regularization aiming at recovering the discrete-time results (11, Sec. 2.15).
∗∗ If there is a non-zero gap in the spectrum of the Hamiltonian between the first excited states and the ground state, then in a general fashion one can write the logarithm of the partition function as
− βF = −βE0 + ln
1 + ∑
E Ó=E0
e
−β(E−E0)
 =
T→0
−βE0 + e−β(E1−E0) + . . . [34]
where in the sum all energy differences E − E0 are thus strictly positive due to the gap. The last equality here is not general but valid for well separated eigenvalues. It leads to a specific heat
CV ∝ exp(−∆/T ), in the latter example one has ∆ = E1 − E0 .
7 of 38
2.G. Classical limit
In this section, as a check, we recover the classical equations in the limit ~→ 0.
We consider Eq. [35]. The imaginary time interval shrinks to zero in this limit, i.e. qd(t) = constant = qd(0) = 1 due to
the spherical constraint. Then q˜d(ωn) = δn0 and only the zero frequency counts in the frequency sums: this makes the
logarithmic term vanish (as it should, since det qd becomes 1, or in other words, Q˜ becomes the classical time-independent
hierarchical matrix 1+ Qˆ∗) as well as the momentum term (proportional to the mass). From its definition q¯ becomes 1, thus
λ(q) → 1− qM +
´ qM
q
dp x(p) is the classical function. The only remaining ~ dependency is on the initial condition for the
function f(q, h). The Gaussian average shrinks to a single imaginary time t = 0 (r(t)→ r):〈
e−
1
~
´β~
0 dt v(r(t)+h)
〉
r
=
ˆ
R
dr e
−r2/2(1−qM )√
2pi(1− qM )
e−
1
~β~v(h+r) =
r→−r
γ1−qM õ e
−βv(h) [36]
Thus we find the same initial condition for f(q, h) as in the classical case. Reintroducing the Lagrange multipliers P (q, h), we
get
−βF
N
∼
~→0
1
2
[
lnλ(qM ) +
qm
λ(qm)
+
ˆ qM
qm
dq
λ(q)
]
+ αγqm õ f(qm,−σ)− α
ˆ
dhP (qM , h)
[
f(qM , h)− ln γ1−qM õ e−βv(h)
]
+ α
ˆ
dh
ˆ qM
qm
dq P (q, h)
[
f˙(q, h) + 12
(
f ′′(q, h) + x(q)f ′(q, h)
)] [37]
which is the same as in the classical case (1, Eq. (32)).
3. Non-dimensional variational equations
The N → ∞ saddle-point condition on A(Q˜) translates into an optimization over the parameters of the variational
ansatz for the overlap Q˜. The Lagrange multipliers in Eq. [35] allow to get the variational equations accommodating to the
various constraints in a simple way. The variational equations are obtained by deriving with respect to the functions f , P , x as
in the classical case (1, 2). In addition for the quantum case this must be done with respect to the function qd as well.
Furthermore, for convenience we use dimensionless units from now on, except when explicitly mentioned. We choose as the
unit of energy the potential’s amplitude, ε, and β~ as the unit of time. This choice is guided by the fact that in the following
these quantities will be mere constants. Consequently, we define the following rescaled quantities:
tˆ = t
β~
, ωˆn = β~ωn = 2pin , vˆ(h) =
v(h)
ε
= h
2
2 θ(−h)
Ĝ(tˆ) =
∑
n∈Z
˜̂
G(ωˆn)eiωˆn tˆ , ˜̂G(ωˆn) = ˆ 1
0
dtˆ eiωˆn tˆĜ(tˆ)
Ĝ(tˆ) = G(β~tˆ) , rˆ(tˆ) = r(β~tˆ) , µˆ = µ
ε
[38]
All overlaps are not rescaled in any way since they are already measured in dimensionless units of length (squared). Similarly,
we can set ε = 1, measuring all energies in units of ε. Besides we get rid of all the hats in order to lighten the notation. The
dimensionless free energy now reads
−βF
N
=12
∑
n∈Z
ln G˜(ωn)− M2β~2
∑
n∈Z
ω2nG˜(ωn) +
1
2
[
lnλ(qM ) +
qm
λ(qm)
+
ˆ qM
qm
dq
λ(q)
]
+ αγqm õ f(qm,−σ)
− βµ2
[
G(0)− (1− q)
]
+ α
ˆ
dh
ˆ qM
qm
dq P (q, h)
[
f˙(q, h) + 12
(
f ′′(q, h) + x(q)f ′(q, h)
)]
− α
ˆ
dhP (qM , h)
[
f(qM , h)− ln
〈
e−β
´ 1
0 dt v(r(t)+h)
〉
r
] [39]
3.A. The “classical” variational equations
Most of the classical-like variational equations are unchanged with respect to Refs. (1, 2):
• over P (q, h) (qm < q < qM ) and P (qM , h) we get back the constraints on f Eq. [18]
• over f(qM , h) the equation is automatically satisfied (0 = 0)
• over f(q, h) (qm < q < qM ) and f(qm, h), using integrations by parts and Eq. [18], we get the conjugated equations ruling
the Lagrange multiplier P :
P˙ (q, h) = 12
[
P ′′(q, h)− 2x(q)
(
P (q, h)f ′(q, h)
)′] with P (qm, h) = γqm(h+ σ) [40]
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• over x(q), using δλ(q′)/δx(q) = θ(q − q′):
qm
λ(qm)2
+
ˆ q
qm
dp
λ(p)2 = α
ˆ
dhP (q, h)f ′(q, h)2 [41]
3.B. The time-dependent variational equation
Effective averages on the dynamics of r may be written either as in Eq. [12] or equivalently〈
e−β
´ 1
0 dt v(r(t)+h)
〉
r
=
ˆ
DGr e−β
´ 1
0 dt v(r(t)+h) with DGr := Dr e
− 12
˜
dtds r(t)G−1(t−s)r(s)
√
detG
[42]
The variational equation over q˜d(ωn) is more easily derived through the expression Eq. [12]:
1− δn0
G˜(ωn)
+ δn0
[
1
q¯ − qM −
qm
λ(qm)2
−
ˆ qM
qm
dq
λ(q)2
]
= M
β~2
ω2n + βµ+ βΣ˜(ωn)
Σ˜(ωn) = −α
β
ˆ
dhP (qM , h)
¨ 1
0
dtds eiωn(t−s)
〈
β2v′(r(t) + h)v′(r(s) + h)− βδ(t− s)v′′(r(t) + h)
〉
v
[43]
where we defined the h-dependent normalized averages over the effective quantum particle
〈•〉v =
〈
• e−β
´ 1
0 dt v(r(t)+h)
〉
r〈
e−β
´ 1
0 dt v(r(t)+h)
〉
r
[44]
To lighten the notation we do not mention that the effective averages 〈•〉v depend on h, but one should keep in mind that they
do. Eq. [43] is cast into a Dyson equation with self-energy Σ (17). G˜ is the analog of a Green function (18, 19). Finally, the
value of the Lagrange multiplier µ is retrieved through the spherical constraint G(0) = 1− q.
3.C. Principle of the solution of the full replica-symmetry breaking equations
Here we recap the global structure of the self-consistent equations to solve, and a procedure to achieve it in principle
(e.g. numerically).
To get qm and x(q), one derives respectively once and twice Eq. [41] with respect to q ∈]qm, qM [††, using Eqs. [18],[40]:
1
λ(q)2 = α
ˆ
dhP (q, h)f ′′(q, h)2 [45]
x(q) = λ(q)2
´
dhP (q, h)f ′′′(q, h)2´
dhP (q, h)f ′′(q, h)2 + λ(q)
´
dhP (q, h)f ′′(q, h)3
[46]
Finally doing the ratio of Eq. [41] and Eq. [45] for q → qm and using the second line of Eq. [40],
qm =
´
dh γqm(h+ σ)f ′(qm, h)2´
dh γqm(h+ σ)f ′′(qm, h)2
[47]
Now, the main problem is to get G(t) from the implicit equation Eq. [43]. The iterative solution of the variational equations
may be achieved through the following procedure:
1. Start with a guess for x(q), qm, qM and qd(t) or G(t);
2. Get f and P solving Eqs. [18],[40];
3. Get a new estimate of qm from Eq. [47];
4. Get a new estimate of qM = q¯ − λ(qM ) =
´ 1
0 qd − λ(qM ) from Eq. [45] in the limit q → qM ;
5. Get a new estimate of x(q) from Eq. [46];
6. Get a new estimate of qd(t) from Eq. [43], i.e. from the first term ∝ 1/q˜d(ωn) in the left-hand side for n Ó= 0, that is
updated from the rest of the equation (evaluated through the non-updated values), while the n = 0 equation provides q¯
in a similar procedure;
7. Iterate from 2;
8. After convergence of x(q), qm, qM and qd(τ), use Eq. [18] to get f(qm, h), and finally the free energy.
††Consequently these equations are valid only if x˙(q) Ó= 0, i.e. if there exists a continuum of q’s.
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4. Replica-symmetric regime
From the classical T = 0 analysis (1, 2), we expect the assumption of replica symmetry (RS) to be valid throughout
the whole convex phase (σ > 0). This will be further discussed in §5.D. A preserved RS means that in this region the free energy
displays a single well. In the replica framework this translates into the ansatz Qaa(t, t′) = qd(t− t′), QaÓ=b = q (7, 9, 12, 20),
i.e. q(x) = q (= qm = qM ), and x is either 0 or 1 (the only block parameters are m0 = 1 and n→ 0).
In this section we derive the main equations of the model in the RS hypothesis, as a starting point for the analysis of the
next section.
4.A. The replica-symmetric free energy
The interaction term is readily given by Eq. [18] or can be computed directly from Eq. [9] writing Qab(t, t′) = δabG(t− t′) + q
and using the second derivative version of Eq. [14]. Both lead to
− βFRS
N
= 12
∑
n∈Z
ln G˜(ωn) +
q
2G˜(0)
− M2β~2
∑
n∈Z
ω2nG˜(ωn) + αγq õ ln
〈
e−β
´ 1
0 du v(r(u)−σ)
〉
r
− βµ2
[
G(0)− (1− q)
]
[48]
where the effective quantum process for the typical overlap with an obstacle is Gaussian distributed with
〈
r(t)
〉
r
= 0,〈
r(t)r(s)
〉
r
= G(t− s) (see Eq. [13]).
4.B. The variational equations
The variational equations read:
• With respect to q one can differentiate directly or use Eq. [41]:
q
(q¯ − q)2 =
q
G˜(0)2
= α
ˆ
dh γq(h+ σ)
[
d
dh ln
〈
e−β
´ 1
0 dt v(r(t)+h)
〉
r
]2
[49]
• For the imaginary-time-dependent overlap, likewise Eq. [43] we get the Dyson equation:
∀n Ó= 0 , G˜(ωn) = 1
β
1
M
(β~)2ω
2
n + µ+ Σ˜(ωn)
n = 0 : q¯ − 2q
β(q¯ − q)2 =
G˜(0)− q
βG˜(0)2
= µ+ Σ˜(0)
[50]
The self-energy is
Σ˜(ωn) = −α
β
ˆ
dh γq(h+ σ)
¨ 1
0
dtds eiωn(t−s)
〈
β2v′(r(t) + h)v′(r(s) + h)− βδ(t− s)v′′(r(t) + h)
〉
v
[51]
where the effective average 〈•〉v has been defined in Eq. [44].
• Finally, the Lagrange multiplier must be determined from the equation G(0) = 1− q:
q¯ + 2
β
∑
n>1
1
M
(β~)2ω
2
n + µ+ Σ˜(ωn)
= 1 ⇔ G˜(0) + 2
β
∑
n>1
1
M
(β~)2ω
2
n + µ+ Σ˜(ωn)
= 1− q [52]
4.C. The thermodynamic energy
To investigate the behaviour of the specific heat, we need to study the energy of the system URS = 〈H〉 = ∂(βFRS)/∂β. For
this we notice that βFRS/N has an explicit dependence on β and an implicit one through saddle-point quantities such as q(β),
G(β) and µ(β) which optimize it. Using the chain rule, we see that we only need to derive with respect to the explicit β
dependence (terms like ∂(βFRS)
∂q
∂q
∂β
and alike vanish due to the saddle-point condition),
U
N
= −M2
∑
n∈Z
(
ωn
β~
)2
G˜(ωn) + α
ˆ
dh γq(h+ σ)
〈
v(r(t) + h)
〉
v
[53]
where we used time-translation invariance of the action in the second term. We thus have the energy written as a sum of a
kinetic energy term and a potential energy one. The sum is manifestly divergent so we regularize it as mentioned in §2.E:
URS = Usph − U0 + U [54]
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Usph is the energy of the free-particle model quantized with position and momentum operators constrained on the sphere,
analyzed in App. A.2. The divergences are taken care of by the subtraction U − U0 with respect to the free particle case. The
Green function G˜ is given by Eq. [50] in the interacting case, and by Eq. [28] in the free-particle case. This amounts to replace
G˜→ G˜− G˜[v = 0], and exploiting the spherical constraints, one gets the regularized total energy
URS
N
=Usph
N
− µ02 +
1
2β
∑
n∈Z
µ+ Σ˜(ωn)
M
(
ωn
β~
)2
+ µ+ Σ˜(ωn)
+ α
ˆ
dh γq(h+ σ)
〈
v(r(t) + h)
〉
v
= 12β
∑
n∈Z
µ+ Σ˜(ωn)
M
(
ωn
β~
)2
+ µ+ Σ˜(ωn)
+ α
ˆ
dh γq(h+ σ)
〈
v(r(t) + h)
〉
v
[55]
where we used that Usph/N = µ0/2, see Eq. [167] in App. A.2. For α = 0 or v = 0, since Σ = 0 it reduces to URS/N = µ0/2 =
Usph/N in virtue of the spherical constraint Eq. [30].
4.D. Landscape marginal stability
The continuous breaking of replica symmetry characterizes a landscape marginal stability (LMS): the Hessian of the free energy
close to the saddle-point solution develops a zero mode (the so-called replicon eigenvalue). The vanishing of the replicon thus
delimits the fullRSB phase, defining the so-called de Almeida-Thouless line (dAT) (7). A simpler equivalent procedure that
provides the dAT line, without computing explicitly the spectrum of the Hessian (1), is to note that q(x) becomes non constant
when replica symmetry is broken. Usually, the deviation from a constant is localized around a particular point xbp, called the
breaking point, where q˙(x) becomes continuously non zero. In the unstable phase, Eq. [45] holds in the unstable phase close to
the breaking point xbp(qbp). Approaching the instability from the unstable phase, q(x) goes to a constant q and the expression
reduces to its RS form:
1
(q¯ − q)2 =
1
G˜(0)2
= α
ˆ
dh γq(h+ σ)
[
d2
dh2 ln
〈
e−β
´ 1
0 dt v(r(t)+h)
〉
r
]2
[56]
This equation, computed on the solution of the RS variational equations, gives an implicit equation for the dAT line αdAT(σ).
5. Semi-classical expansion at fixed Matsubara period in the (RS) convex phase
We now put to work the Schehr-Giamarchi-Le Doussal (SGLD) strategy (21–23) and expand all quantities in the RS
equations in a small ~ expansion with β~ fixed: O =∑∞
n=0 ~
nO(n)(β~), for example we set the value of the static overlap as
q = q(0) + ~ q(1) +O(~2) [57]
Classically, at finite T the particle on the sphere is allowed to violate the constraints towards the obstacles, such non-zero
energy configurations have a weight in the partition function and the system is in a single-well phase. At T → 0 the system
must be in a ground state where constraints must be enforced as much as possible. Increasing the density α we thus find a
transition from a SAT phase where the constraints are satisfied to an UNSAT phase where the constraints cannot be satisfied
(SAT-UNSAT transition). The order parameter for this classical transition is the ground-state energy: in the SAT phase the
constraints are satisfied and therefore do not give any contribution to the energy (the ground-state energy is eGS = 0), while in
the UNSAT phase the constraints cannot be satisfied and eGS > 0.
The lowest order in the expansion coincides with the classical value at T = 0: indeed in the limit we perform one has
T = O(~)→ 0. We then need to specify the starting point of the expansion, i.e. whether we are in a SAT or UNSAT phase. In
the SAT phase there is a finite entropy of configurations satisfying the constraints, thus two different replicas typically occupy
distinct states and the classical value is q(0) < 1 (7, 20). In the UNSAT phase, all the replicas fall onto the same state when
T → 0 if there is a unique minimum and as a result one has q(0) → 1.
Incidentally, in this section we will recover classical T = 0 results of Refs. (1, 2), and derive the classical low-T behaviour of
the specific heat.
Let us make two remarks:
• At finite temperature in the classical case, the SAT-UNSAT transition becomes a crossover as the constraints need not be
enforced drastically, one can sample configurations violating the constraints with a finite probability weight. Analogously,
this is also the case at T = 0 but finite ~, where q < 1 due to the quantum fluctuations. Indeed the position X of the
particle cannot be a conserved quantity of the ground state since it does not commute with the Hamiltonian Eq. [3], and
therefore cannot take a definite value. When ~ is finite many quantum paths have non-zero probability weight, inducing
fluctuations of such non-conserved quantities.
• If at fixed T > 0 we take the limit ~→ 0, G˜(0) = O(~0) (its classical value) while G˜(ωn Ó=0) →
~→0
0 is a quantum fluctuation
(see Eq. [50]). We will see below that this is still true in the SAT phase when performing the different limit ~→ 0, β~
fixed, whereas in the UNSAT phase, G˜(ωn) is a quantum fluctuation for every n.
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5.A. Starting from the SAT phase
In the following we will be more interested in the UNSAT phase, but here as an example we get the lowest-order val-
ues in the SAT phase, which are compared to the classical results (1, Sec. IV.A.) and are convenient to derive the location of
the RS SAT-UNSAT transition line.
The classical limit for G(t) is its time-independent value G(t)→ qd(0) = 1 (since as remarked in the last section, G˜(ωnÓ=0) →
~→0
0),
hence we can write at fixed β~
G˜(ωn) = (1− q(0))δn0 + ~ G˜(1)(ωn) +O(~2) [58]
Thus, at the lowest order, the following terms in the free energy Eq. [48] reduce to their classical counterpart at T = 0 (1,
Eq.(40)):
1
2
∑
n∈Z
ln G˜(ωn) +
q
2G˜(0)
∼12
[
ln(1− q(0)) +
q(0)
1− q(0)
]
− M2β~2
∑
n∈Z
ω2nG˜(ωn) −→− βFsph(~ = 0)
N
[59]
where in the second line the only O(1) term in the sum is the n = 0 one which does not contribute to the sum, and we
regularized the kinetic term as we did for the energy in Eq. [55], providing the classical contribution of the free particle on the
sphere (see App. A.2), i.e. for ~→ 0, the ideal gas free energy. To compute the average over the single-particle process r(t),
one can introduce one Gaussian centered process for each order in this way:
r(t) = r(0) +
√
~ r(1)(t) +O(~) [60]
where each r(n)(t) is a Gaussian random variable defined by the moments:〈
r(n)(t)
〉
n
=0
〈
r(n)(t)r(n)(t′)
〉
n
= G(n)(t− t′)
in particular
〈
r(0)
〉
0 =0 ,
〈
r2(0)
〉
0 = 1− q(0)
[61]
and any two different variables are independent, so that one recovers
〈
r(t)r(t′)
〉
= G(t− t′). The lowest order is once again
time independent, and one gets〈
e−β
´ 1
0 dt v(r(t)+h)
〉
r
∼
〈
e−βv(r(0)+h)
〉
0
∼
ˆ
dr(0) γ1−q(0)(r(0)) θ(r(0) + h) = Θ
(
h√
2(1− q(0))
)
[62]
which is indeed the classical result (1, Eq.(41)) once we determine q(0) through Eq. [49], which reads similarly at the lowest
order:
q(0)
(1− q(0))2 = α
ˆ
dh γq(0)(h+ σ)
 d
dh ln Θ
(
h√
2(1− q(0))
)2 [63]
This is the classical variational equation for the inter-replica overlap (1, Eq.(43)). One approaches the UNSAT phase from
below through the limit q(0) → 1. This defines the classical jamming line (or SAT-UNSAT transition line)
αclJ (σ) =
[ˆ 0
−∞
dh γ(h+ σ)h2
]−1
[64]
5.B. Starting from the UNSAT phase
We now turn to the RS UNSAT phase as a starting point.
The main aim of this section is to get the lowest order of µ+ Σ˜(ωn) appearing when studying the quantum thermodynamic
energy at low temperature, by solving the self-consistent equations through the ~→ 0, fixed β~ expansion. This quantity is the
main technical issue of this expansion owing to the effective averages. We detail how to compute these here so that one can
proceed directly to the expansion of the thermodynamic energy in the next section.
We begin with a few definitions. Because q(0) = 1 in this phase, we have from the reasoning leading to Eq. [58] that ∀n,
G˜(ωn) = O(~), i.e.
G˜(ωn) = ~ G˜(1)(ωn) + ~2G˜(2)(ωn) +O(~3) [65]
Since in the classical limit G˜(ωn)→ 0, then in this limit G(t)→ constant = G(0) = 1− qcl, where we note qcl the classical
value of the static overlap. In the low-temperature limit, in the region where the UNSAT phase is defined (strictly speaking
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only at T = 0), one has qcl = 1− χT +O(T 2) (1). So, if we first take ~→ 0 then T → 0, we get βG˜(ωn) ∼ χδn0. One thus
expects that in the SGLD expansion, χ is the lowest order of the quantity βG˜(0). We define consequently
βG˜(0) ∼ β~G˜(1)(0) := χ = O(1) [66]
and we shall show in §5.B.3 that indeed χ is the classical deviation rate of qcl from 1, ruled by the classical T = 0 equation
obtained in Ref. (1).
In the following we shall equivalently take the temperature as the small parameter, writing β instead of β~/~ for ~→ 0.
5.B.1. Asymptotic saddle-point expansion
We start from the expression of the self-energy Eq. [51] in the time domain
Σ(t− s) = −α
ˆ
dh γq(h+ σ)
〈
βv′(r(t) + h)v′(r(s) + h)− δ(t− s)v′′(r(t) + h)
〉
v
[67]
The self-energy is a functional of G, which in turn is related to the self-energy through the Dyson equation Eq. [43]. The
non-Gaussian action of the above effective average is, from Eqs. [42],[44]:
− βE[r] := −12
¨ 1
0
dtdt′ r(t)G−1(t− t′)r(t′)− β
ˆ 1
0
dt v(r(t) + h) [68]
In the UNSAT phase, both terms in the action Eq. [68] are O(1/~); consequently asymptotic saddle-point expansion of the
averages may be achieved and yields the exact result in perturbation. In the remaining we shall need only the first two orders
in ~. Indeed one can see from Eq. [67] that the lowest order is O(1/~), which is confined to the ωn = 0 mode as we shall see,
whereas the next order O(1) has a non-trivial G˜(ωn) dependence for n Ó= 0 that will close the set of equations with the help of
Dyson’s. The saddle point is determined through the equation of motion
ˆ 1
0
dt′ ~G−1(t− t′)r∗(t′) + β~v′(r∗(t) + h) = 0 [69]
for which one must find the periodic solutions r∗(t); as a consequence, if r∗(t) is solution then for any t0 ∈]0, 1[, r∗(t+ t0) is
too. Note that all values are O(1) at leading order here.
We shall show later that there exists a constant solution. Moreover Eq. [69] gives an equation for (r∗(t) + h)θ(−r∗(t)− h) that
we square to plug in the potential term of Eq. [68]. This yields the saddle-point value of the exponent in Fourier components
− βE[r∗] = −12
∑
n∈Z
∣∣r˜∗(ωn)∣∣2
G˜(ωn)
− β2
(
~
β~
)2∑
n∈Z
∣∣r˜∗(ωn)∣∣2
G˜(ωn)2
[70]
so that, at saddle-point level, any time-dependent solution has an exponentially smaller weight than the constant solution. We
conclude that only the constant solution has to be considered.
We look for a constant solution of Eq. [69]. For convenience we define z∗ = r∗ + h, the saddle-point equation reads:
z∗
[
1
βG˜(0)
+ θ(−z∗)
]
= h
βG˜(0)
⇒ sign(z∗) = sign(h) [71]
Hence the value of z∗ can be determined separating the cases h < 0 and h > 0. One gets
r∗(h) = −θ(−h) h
1 + 1
βG˜(0)
[72]
In order to compute time-averages 〈•〉r appearing in Eq. [67] where not only the leading order (simply given by Laplace’s
method) but the second-to-leading order is needed, it is required to perform an asymptotic expansion around the saddle point.
We set the fluctuation around the saddle point ρ(t) = r(t)− r∗ and expand the exponent E in Eq. [69], noticing that here we
do not need to go further than the quartic order in ρ:
δ2E
δr(t1)δr(t2) r∗
= 1
β
G−1(t1 − t2) + δ(t1 − t2)v′′(r∗ + h)
δ3E
δr(t1)δr(t2)δr(t3) r∗
= δ(t1 − t2)δ(t1 − t3)v(3)(r∗ + h)
δ4E
δr(t1)δr(t2)δr(t3)δr(t4) r∗
= δ(t1 − t2)δ(t1 − t3)δ(t1 − t4)v(4)(r∗ + h)
[73]
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At the saddle point, in the exponent E, orders in ρ greater than the quadratic one are subdominant, hence we may use
perturbation theory around the Gaussian action for ρ, EGaussian[ρ] . Diagrammatically we thus write
ρ(t) :=
t
,
〈
ρ(t)ρ(t′)
〉
ρ
= 1
β
(
δ2E
δr(t)δr(t′) r∗
)−1
:=
t t′
= O(~)
−βE[r] = −βEGaussian − β v
(3)
3! − β
v(4)
4! + . . .
EGaussian[ρ] = E[r∗] +
1
2
¨ 1
0
dtdt′ ρ(t) δ
2E
δr(t)δr(t′) r∗
ρ(t′)
[74]
where we used Eq. [73]. As done in the latter equations, in the following we shall write explicitly all the factors, including
symmetry factors, in front of the diagrams, and we will omit the argument r∗ + h in the potential v and its derivatives, i.e.
v(n) ↔ v(n)(r∗+h). Expanding the observables we are averaging and the exponential of the perturbations around the Gaussian
action, at the required order, then applying Wick’s theorem, we finally get
〈
v′(r(t) + h)v′(r(s) + h)
〉
v
=
´
Dr v′(r(t) + h)v′(r(s) + h)e−βE[r]´
Dr e−βE[r]
=
~→0
β~ fixed
(v′)2 + (v′′)2
t s
+ v′v(3) − βv′v′′v(3) +O(~2)〈
v′′(r(t) + h)
〉
v
=
~→0
β~ fixed
v′′ +O(~)
[75]
The diagrams have the following expressions, from Eqs. [73],[74]:
n
=
ˆ 1
0
d(t− s) eiωn(t−s) 1
β
(
δ2E
δr(t)δr(s) r∗
)−1
= 1
β
1
1
βG˜(ωn)
+ v′′
= 1
β
∑
p∈Z
1
1
βG˜(ωp)
+ v′′
, = 1
β2
1
1
βG˜(0)
+ v′′
∑
p∈Z
1
1
βG˜(ωp)
+ v′′
[76]
The first equation is the ω = ωn Fourier mode of the propagator, while the two last are constants (thus only assigned to the
n = 0 mode).
A comment is here in order: notice that, for convenience, we chose to stick with a general value of r∗ in Eq. [72] where βG˜(0)
must also be expanded in power of ~. This means that lowest-order expressions like v′(r∗ + h)2 in the middle line of Eq. [75]
are O(1) but provide also higher powers of ~ when expanded. These must be taken into account for higher orders.
5.B.2. Asymptotic expansion of the variational equations
We now expand systematically the variational equations in order to solve the self-consistency problem at the lowest or-
der. Plugging the definition Eq. [65] into the second line of Eq. [50] we have
µ+ Σ˜(0) =
~→0
β~ fixed
− 1
β~2G˜(1)(0)2
+ 1
β~
[
G˜(1)(0)− q(1)
G˜(1)(0)2
+ 2
G˜(2)(0)
G˜(1)(0)3
]
+O(~) [77]
The variational equation on the static overlap q, Eq. [49], necessitates the expansion of
d
dh ln
〈
e−β
´ 1
0 dt v(r(t)+h)
〉
r
= −β
〈
v′(r(t) + h)
〉
v
=
~→0
β~ fixed
−β
(
v′ + v
(3)
2 −
β
2 v
′′v(3) +O(~2)
)
[78]
so that the expansion of Eq. [49] gives the following identities by comparing the first two orders on both sides:
1
(β~G˜(1)(0))2
=α
ˆ
dh γ(h+ σ) h
2θ(−h)
[1 + β~G˜(1)(0)]2
q(1)
(β~G˜(1)(0))2
− 2(β~)2
G˜(2)(0)
G˜(1)(0)3
=α
ˆ
dh γ(h+ σ)
[
−2h2θ(−h) β~G˜(2)(0)
[1 + β~G˜(1)(0)]3
+ (v′)2q(1)
(h+ σ)2 − 1
2
+v
′v(3)
~
− v′v′′v(3) β
~
] [79]
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The first term in the right-hand side of each line comes from the expansion of v′
(
r∗(h) + h
)2. Indeed, as mentioned in §5.B.1,
one has to take into account the expansion of r∗.
The spherical constraint Eq. [52] gives us the remaining value of q(1) in terms of G(1):
q(1) +
∑
n∈Z
G˜(1)(ωn) = 0 [80]
Combining these equations, we can write the lowest-order values of µ and Σ:
Σ˜(ωn) =− αδn0
ˆ
dh γ(h+ σ)
[
β(v′)2︸ ︷︷ ︸+βv′v(3) − β2v′v′′v(3) + β~(v′)2q(1) (h+ σ)2 − 12
]
− α
ˆ
dh γ(h+ σ)
(
β(v′′)2
n
− v′′
)
+O(~)
µ =µ(0) +O(~) = α
ˆ
dh γ(h+ σ)
β(v′′)2 0 − v′′
+ 1
β~G˜(1)(0)
+O(~)
[81]
Σ˜(ωn) actually has an O(1/~) term (underbraced, which also contributes at higher orders when r∗ gets expanded). This
contribution is compensated in Eq. [77] by the first term in the right-hand side of the first line owing to the first line of Eq. [79].
As a result, µ ∼ µ(0) is O(1) at the lowest order. The lowest-order self-consistent Dyson equation reads:
1
β~G˜(1)(ωn)
=M
(
ωn
β~
)2
+ µ(0) + Σ˜(0)(ωn) for n Ó= 0 [82]
while the n = 0 mode is given by Eq. [79]. The lowest-order indices (0) in the latter equation are self-consistently given
by Eq. [81], hence
µ(0) + Σ˜(0)(ωn) =
n Ó=0
1
β~G˜(1)(0)
+ α
ˆ
dh γ(h+ σ)(v′′)2
 1
1
β~G˜(1)(0)
+ v′′
− 1
M(ωn/β~)2 + µ(0) + Σ˜(0)(ωn) + v′′
 [83]
which is indeed O(1).
We shall apply, from §5.E on, the above results to the specific heat. But first we shall show that they allow to recover and
study classical T = 0 observables.
5.B.3. The classical limit
Let us now compare the previous results with the classical T = 0 results in Ref. (1) as a check, since at lowest order
in the previous expansion, observables must agree with the T = 0 classical ones computed in this way, i.e. in the UNSAT
phase (see §2.G).
The saddle-point value in Eq. [72], useful for the computation of averages, becomes at lowest order from the definition Eq. [66]
z∗(h) = r∗(h) + h ∼ hθ(h) + h1 + χθ(−h) [84]
which corresponds to the classical low-temperature saddle point (1, Eq.(C3)). The lowest-order equation for q given by the first
equation of Eq. [79] reads now
1
χ2
= α
ˆ
dh γ(h+ σ)v′(z∗(h))2 = α(1 + χ)2
ˆ 0
−∞
dh γ(h+ σ)h2 ⇔
(
1 + 1
χ
)2
= α
αclJ (σ)
[85]
which is exactly the variational equation for χ in the classical model (1, Eq.(47)), defined as qcl = 1− χT +O(T 2).
5.C. Specific heat in the classical regime
We are now able to derive the low-temperature behaviour of the specific heat in the classical regime. We shall see that, as in
solids (24–26), it fails to describe correctly the system at low temperature, demanding a quantum treatment. Moreover it
provides additional checks. For convenience, we will separate again the two phases at T = 0.
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5.C.1. SAT phase
Applying the arguments from subsection §5.A to Eq. [55], we get the classical energy
URS(~ = 0)
N
=T2 + α
ˆ
dh γq(0)(h+ σ)
´
du γ1−q(0)(h− u)e−βv(u)v(u)
Θ(h/
√
2(1− q(0)))
+ · · · = T2 +O(T
3/2)
⇒ CV (~ = 0) =
T→0
N
2 +O(
√
T )
[86]
The n Ó= 0 terms of the Matsubara sum vanish in the classical limit, so only the n = 0 term survives and reads T/2. The
low-temperature limit of the α-dependent term is easy to expand using Gaussian integrals. We conclude that the classical
specific heat goes to a constant N/2 in the whole T = 0 RS SAT phase (non convex and convex), actually given by the
free-particle result: each momentum degree of freedom gives a contribution 1/2 by energy equipartition.
5.C.2. UNSAT phase
In this phase as well the sum from the kinetic term gives the free-particle result T/2; however the potential energy must now
play a role. We turn to the classical analysis of the potential-energy term of Eq. [55] containing the average
〈
v(r(t) + h)
〉
v
.
In the classical limit, at small temperature, since we know from §5.B.3 that
〈
r˜(−ωn)r˜(ωn)
〉
r
∼ χTδn0, we get that only the
zero mode contributes to the average. Yet in order to get the correct result, one actually must go beyond this linear order in
temperature. In the classical regime it corresponds to expanding the overlap q = 1− χT − χ′T 2 +O(T 3). The effective average
becomes classical and
〈
v(r(t) + h)
〉~=0
v
∼
´
dr0 e−r
2
0/[2(χT+χ
′T2)]−v(r0+h)/T v(r0 + h)´
dr0 e−r
2
0/[2(χT+χ
′T2)]−v(r0+h)/T
=
T→0
v(r∗(h)+h)+T2 θ(−h)
[
χ
1 + χ − 2
h2χ′
(1 + χ)3
]
+O(T 2) [87]
where the T = 0 classical saddle point is given by Eq. [84]. Here we have performed the same kind of asymptotic saddle-point
expansion as in §5.B.1, applied to this simpler one-dimensional integral. This expansion has been successfully checked
numerically in Fig. S1. The saddle-point equation for q (obtained by e.g. the limit ~→ 0 of Eq. [49] or through (1, Eq.(44)))
provides χ (Eq. [85]) and χ′ by expanding to the next order in temperature:
χ′ = χ
4
2(1 + χ)αΘ
(
σ√
2
)
− χ
2
2 (1 + χ) [88]
Combining Eqs. [85],[87],[88] we get the low-temperature expansion of the classical energy
URS(~ = 0)
N
= T2 + α
ˆ
dh γq(h+ σ)
〈
v(r(t) + h)
〉~=0
v
= T2 +
1
2χ2 +
T
2 +O(T
2) = eclRS + T +O(T 2) [89]
where we defined the energy
eclRS =
1
2χ2 =
1
2
(√
α
αclJ (σ)
− 1
)2
[90]
which is the ground-state energy of the classical model in the RS UNSAT phase (1, Eq.(48)). We can note in Eqs. [86],[90]
that, by definition of these phases (see §5), the ground-state energy in the UNSAT phase is strictly positive, whereas in the
SAT phase it vanishes.
Although the above analysis is essentially classical, we shall see that this result can be recovered within the SGLD expansion
of the quantum thermodynamic energy in an appropriate classical limit in §5.E.
We conclude that the T = 0 value of the classical specific heat is CV (~ = 0, T = 0) = N , which is Dulong and Petit’s
law (25–27). Indeed, in the UNSAT phase the potential-energy contribution is finite and from replica symmetry the potential-
energy landscape is expected at low temperature to be well approximated by a harmonic potential around a single minimum.
Therefore the momentum and position degrees of freedom contribute each N/2 to the specific heat by equipartition. Conversely,
in the SAT phase at low T the particle has some finite volume where it can move freely in this volume and the kinetic term
dominates. We note that in the classical zero-temperature convex phase diagram (σ > 0), the specific heat is discontinuous at
the jamming transition, while the ground-state energy has no jump. From the thermodynamic point of view, this SAT-UNSAT
transition is second order in Ehrenfest’s sense.
We know, at least in the case α = 0 from the exact free-particle spectrum §2.E.3, that the above classical results are incorrect
and quantum corrections must be accounted for. This is the aim of the next sections.
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5.D. Landscape marginal stability in the UNSAT phase
As the SGLD mechanism relies on landscape marginal stability, we shall look for the location of the dAT line in the
UNSAT phase. From Eq. [56], this line is given by
1
(βG˜(0))2
= α
ˆ
dh γq(h+ σ)
[
d
dh
〈
v′(r(t) + h)
〉
v
]2
[91]
The lowest order of the average term in the UNSAT phase is, from Eq. [78],
d
dh
〈
v′(r(t) + h)
〉
v
= ddhv
′(r∗ + h) +O(~) ∼ θ(−h)
1 + βG˜(0)
∼ θ(−h)1 + χ [92]
Therefore Eq. [91] reads at lowest order
1
χ2
= α(1 + χ)2
ˆ 0
−∞
dh γ(h+ σ) = αΘ(σ/
√
2)
(1 + χ)2 [93]
which is, as expected, the classical equation for the dAT line in the convex phase (1, Eq.(53)). We can retrieve the classical
location of the dAT line by rewriting the last equation with the help of Eq. [85] and using α > αclJ (σ) > 0,
α
αclJ (σ)
= α
ˆ 0
−∞
dh γ(h+ σ) ⇔
ˆ 0
−∞
dh γ(h+ σ)h2 =
ˆ 0
−∞
dh γ(h+ σ) ⇒ σ = 0 [94]
This unique solution is obtained graphically. This line (σ = 0, α > αclJ (0) = 2) is the classical dAT line in the UNSAT
phase (1, 2).
In general one may expect that the quantum phase diagram, in particular the marginal phase boundary, changes with
respect to the classical one. This is the case in the spherical quantum p-spin where the Hamiltonian is the same as the
quantum perceptron with a different potential energy (disordered p-spin couplings) (12); analogously, the spin-glass transitions
in mean-field spherical or Ising quantum spin glasses in a transverse field depend upon the field strength (28, 29), which plays
a similar role to the inverse of the particle mass. The LMS property of the model at a given point in parameter space must
be checked independently of the SGLD expansion, which is able to derive the behaviour of the specific heat assuming LMS
holds or does not. As a matter of fact, we checked that the next order of the expansion of Eq. [91] does not impose further
constraints on the location of the LMS line. It is likely that, if a perturbative strategy can be employed to obtain the location
of the LMS line in the fully quantum regime, one needs to perturb as well the parameters of the model {σ, α,M}.
5.E. The thermodynamic energy in the UNSAT phase
Following (21–23), we write the expansion for the thermodynamic energy given by Eq. [55]
URS
N
= 12β
∑
n∈Z
µ+ Σ˜(ωn)
M
(
ωn
β~
)2
+ µ+ Σ˜(ωn)
+ α
ˆ
dh γq(h+ σ)
〈
v(r(t) + h)
〉
v
= u(0)(β~) + ~u(1)(β~) +O(~2) [95]
The idea is to get the temperature behaviour order by order in ~, by analyzing the scaling of these quantities with the parameter
β~, the only parameter containing the temperature.
The convolution (“potential-energy” term) may be expanded as in §5.B. One has‡‡〈
v(r(t) + h)
〉
v
= v + v
′′
2 −
β
2 v
′v(3) +O(~2) [96]
The lowest-order term u(0) emanates only from the potential-energy term in Eq. [95], for which only the first term in Eq. [96]
contributes. We get
u(0) = α
ˆ
dh γ(h+ σ) h
2
2(1 + χ)2 θ(−h) =
1
2χ2 = e
cl
RS [97]
where we used Eq. [85]. The lowest order u(0) = eclRS coincides with the classical ground state energy in the UNSAT phase Eq. [90].
This energy does not have any temperature dependence, and thus the first low-temperature correction comes from u(1)(β~).
For the next order u(1), we note that v′v(3) = 0 which allows to simplify the expansion. Furthermore, let us define for
convenience (we put an asterisk to avoid any confusion with Eq. [81]):
Σ˜∗(0)(ωn) = −α
ˆ
dh γ(h+ σ)
(
β(v′′)2
n
− v′′
)
[98]
‡‡Remember that the potential is evaluated at r∗(h) + h.
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Σ˜(0)(ωn) and Σ˜∗(0)(ωn) coincide for n Ó= 0, and µ(0) + Σ˜∗(0)(0) = 1/χ, see Eq. [81]. In this way we can write a generic relation
for G˜(1):
1
β~G˜(1)(ωn)
=M
(
ωn
β~
)2
+ µ(0) + Σ˜∗(0)(ωn) =M
(
ωn
β~
)2
+ 1
χ
+ I˜(0)(ωn) [99]
which is valid for any n ∈ Z, as seen from Eq. [81] for n = 0 and Eq. [82] for n Ó= 0, and the “renormalized” self-energy
I˜(0)(ωn) = Σ˜∗(0)(ωn)− Σ˜∗(0)(0) with I˜(0)(0) = 0 [100]
where we separated a mass term (30) 1/χ from I˜(0) that gives the small-frequency dependence. Then the first-order correction
to the energy reads:
u(1) =
1
2β~
∑
n∈Z
1
χ
+ I˜(0)(ωn)
M
(
ωn
β~
)2
+ 1
χ
+ I˜(0)(ωn)
− α
αclJ (σ)
β~G˜(2)(0)
(1 + χ)3
+ α2β~Θ
(
σ√
2
)∑
n∈Z
1
1 + 1
β~G˜(1)(ωn)
− 1(1 + χ)2
∑
n∈Z
β~G˜(1)(ωn)

= 12β~
∑
n∈Z
1
χ
+ I˜(0)(ωn)
M
(
ωn
β~
)2
+ 1
χ
+ I˜(0)(ωn)
+ αΘ
(
σ√
2
)
1
2β~
∑
n∈Z
1
1 + 1
χ
+M
(
ωn
β~
)2
+ I˜(0)(ωn)
−
αΘ(σ/
√
2)
(1 + χ)2 +
1
χ
[
αclJ (σ)Θ
(
σ√
2
)
− 1
] 12β~∑
n∈Z
1
M
(
ωn
β~
)2
+ 1
χ
+ I˜(0)(ωn)
[101]
We performed the integrations, used the variational equation for χ Eq. [85] and replaced q(1) through the spherical con-
straint Eq. [80]. In the last line we inserted Eq. [99] and expressed G˜(2)(0) via the second line of Eq. [79]. Incidentally, we note
that the latter equation is, using v′v(3) = 0 and Eq. [85],
(β~)2G˜(2)(0) =
[
χ3
2(1 + χ)αΘ
(
σ√
2
)
− χ2 (1 + χ)
]∑
n∈Z
β~G˜(1)(ωn) [102]
As explained in the beginning of §5.B, if we now consider the usual classical limit ~→ 0 without scaling T , then G˜(0) = G(0) =
1− qcl = χT + χ′T 2 +O(T 3), and therefore β~G˜(1)(0)→ χ and (β~)2G˜(2)(0)→ χ′. Taking first the limit ~→ 0 amounts to
retain only the n = 0 term in the sum of Eq. [102] (owing to the Dyson equation [99]), which gives back the classical variational
equation for χ′ obtained in Eq. [88].
Similarly we can retrieve the classical specific heat for T → 0 considering the first correction to the classical ground-state
energy ~u(1) in Eq. [101]. The n = 0 term of the kinetic energy sum reads directly T/2, while in the potential energy the n = 0
terms give a contribution, with the expression of χ in Eq. [85],
1
2β
αΘ
(
σ√
2
)
1
1 + 1/χ −
αΘ(σ/
√
2)
(1 + χ)2 +
1
χ
[
αclJ (σ)Θ
(
σ√
2
)
− 1
] = T2 [103]
i.e. we get exactly the first low-T correction to the ground-state energy in the classical limit as in Eq. [89], which implies
Dulong and Petit’s law CV = N .
To go further, we must analyze the behaviour of the Matsubara sums in Eq. [101], i.e. we now need to compute the
renormalized self-energy.
5.F. The renormalized self-energy
The expression of the thermodynamic energy depends crucially on the renormalized self-energy defined in Eqs. [98],[100]. Let
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us calculate it explicitly:
I˜(0)(ωn) = −α
ˆ
dh γ(h+ σ)
(
β(v′′)2
n
− v′′
)
+ α
ˆ
dh γ(h+ σ)
β(v′′)2 0 − v′′

= αΘ
(
σ√
2
)1− 1
1 + 1
β~G˜(1)(ωn)
− α1 + χΘ
(
σ√
2
)
=
Eq. [99]
αΘ
(
σ√
2
)1− 1
1 +M
(
ωn
β~
)2
+ 1
χ
+ I˜(0)(ωn)
− α1 + χΘ
(
σ√
2
)
⇔ 0 = I˜(0)(ωn)2 + I˜(0)(ωn)
[
K(σ, α) +M
(
ωn
β~
)2]
− C(σ, α)M
(
ωn
β~
)2
where K(σ, α) =
√
α
αclJ (σ)
(
1− αclJ (σ)Θ
(
σ√
2
))
and C(σ, α) =
√
αclJ (σ)αΘ
(
σ√
2
)
[104]
where we have expressed χ(σ, α) through Eq. [85]. Therefore the self-energy at the lowest order is solution of a quadratic
equation, and may be expressed in terms of radicals containing the Matsubara frequencies:
I˜(0)(ωn) =
1
2
−K(σ, α)−M
(
ωn
β~
)2
+
√√√√[K(σ, α) +M(ωn
β~
)2]2
+ 4C(σ, α)M
(
ωn
β~
)2 [105]
We have chosen the only solution consistent with the requirement G˜(ωn) > 0 for all Matsubara frequencies.
In the UNSAT phase, C(σ, α) > 0 and K(σ, α) > 0, except for σ = 0 (LMS line) where K(0, α) = 0. The latter is plotted in
Fig. S2.
5.G. The low-temperature specific heat from the thermodynamic energy
In this section, for convenience we reinstate the usual definition of the Matsubara frequencies (i.e. the frequencies without the
hat in §3), defined by Eq. [19], i.e. ωn = 2pin/(β~).
Knowing the self-energy, we are now ready to compute the sums appearing in the energy Eq. [101]. We note that the first sum
in u(1) is coming from the regularized kinetic term, and is indeed convergent since ∀ω, 0 6 I˜(0)(ω) 6 C(σ, α) = lim
ω→±∞
I˜(0)(ω).
Such sums depend strongly on the analytic properties of the self-energy (18, 19), usually studied through the function φ(z)
where φ(iωn) = I˜(0)(ωn), i.e.
φ(z) =
−K(σ, α) +Mz2 +
√[
K(σ, α)−Mz2
]2 − 4C(σ, α)Mz2
2 [106]
This function is displayed in Fig. S3, and has interesting branch cuts due to the square root of a quartic polynomial. In the
low-temperature limit the analytic properties around z = 0 of the self-energy are crucial. It is analytic in 0 out of the dAT line
since K > 0; however, on this line K vanishes and the gap of the two branches on the real axis closes, inducing a singularity
around zero. This translates into the small-frequency behaviour:
• Out of the LMS line: K > 0 from Fig. S2(b), hence
I˜(0)(ω) ∼
ω→0
C(σ, α)
K(σ, α)Mω
2 [107]
• On the LMS line σ = 0: K = 0 thus the low-frequency behaviour changes as
I˜(0)(ω) ∼
ω→0
√
C(0, α)M|ω| [108]
The details of the computation of the Matsubara sums are left to App. B.
5.G.1. Out of the landscape marginal stability line: gapped phase
The computation of the sums is performed in Apps. B.2 and B.3.2. The conclusion is that at this order u(1) ∝ e−β~ω− , where
the gap is ~ω−. This quantity is defined in §7.A and corresponds to the gap obtained in Debye’s approximation in §7. The
gap’s scaling in ~ changes when adding more orders in the perturbative expansion (see §8).
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5.G.2. At the landscape marginal stability line: gapless phase
On the dAT line (σ = 0, α > 2), the non-analyticity of the self-energy in zero gives different asymptotic results for the energy:
u(1) ∼ constant + ukin(1) + upot(1)
ukin(1) ∼M
ˆ ∞
0
dω
pi
√
CMω3
√
1−Mω2/4C
(1/χ−Mω2/2)2 + CMω2(1−Mω2/4C)fB(ω)
upot(1) ∼α
ˆ ∞
0
dω
2pi fB(ω)
[ √
CMω
√
1−Mω2/4C
(1 + 1/χ−Mω2/2)2 + CMω2(1−Mω2/4C)
− 1(1 + χ)2
√
CMω
√
1−Mω2/4C
(1/χ−Mω2/2)2 + CMω2(1−Mω2/4C)
]
[109]
where fB(ω) =
(
eβ~ω − 1
)−1 is the Bose-Einstein factor. It is the only temperature-dependent quantity at this stage.
In the low-temperature limit, these integrals are dominated by the small-ω behaviour (as can be seen from a rescaling β~ω = ω′),
thus for 1/χ > 0 the two terms coming from the potential energy, which separately would induce linear in T contributions
to the specific heat, cancel each other at leading order. This cancellation of terms linear in T was first discovered in the
three quantum spin-glass models analyzed in Ref. (21–23). Yet at the next order (expanding in ω → 0) they do give a T 3
contribution:
upot(1) ∼
α
2pi
(
T
~
)4
M
√
CMχ
4[Cχ2 + (2C − 1)χ− 1]
(1 + χ)4
ˆ ∞
0
dx x
3
ex − 1︸ ︷︷ ︸
=pi4/15
⇒ C
pot
V
N
∼2pi
3
15 αM
√
CMχ
4[Cχ2 + (2C − 1)χ− 1]
(1 + χ)4
(
T
~
)3 [110]
The kinetic term contribution to the specific heat is:
CkinV
N
=(β~)2M
ˆ ∞
0
dω
pi
√
CMω3
√
1−Mω2/4C
(1/χ−Mω2/2)2 + CMω2(1−Mω2/4C)
ω
4 sinh2(β~ω/2)
∼M
pi
√
CMχ2(β~)−3
ˆ ∞
0
dx x
4
4 sinh(x/2)2︸ ︷︷ ︸
=4pi4/15
= 4pi
3
15 χ
2M
√
CM
(
T
~
)3 [111]
The scalings in Eq. [110] and Eq. [111] are valid on the dAT line except at the jamming point 1/χ = 0, and provide the
low-temperature scaling of CV = CkinV + CpotV at this perturbative order of the expansion. As in Ref. (21–23) we recover the
scaling CV ∝ T 3 in the LMS phase.
Let us end by the analysis of the jamming point (σ = 0, α = 2). Here χ→∞ (jamming criticality), the behaviour of the
integrands is different, hence with similar considerations and C = 1 at the jamming point we get
ukin(1) ∼M
ˆ ∞
0
dω
pi
ω√MfB(ω) =
√M
pi
(β~)−2
ˆ ∞
0
dx x
ex − 1︸ ︷︷ ︸
=pi2/6
upot(1) ∼2
ˆ ∞
0
dω
2pi
√
MωfB(ω) =
√M
pi
(β~)−2
ˆ ∞
0
dx x
ex − 1
CV
N
=C
kin
V
N
+ C
pot
V
N
∼ 2pi3
√
MT
~
[112]
i.e. a linear scaling of the specific heat.
6. Semi-classical expansion at fixed Matsubara period in the fullRSB UNSAT phase
We consider here the UNSAT phase in the non-convex part of the phase diagram, more related to structural glasses (1, 2, 5,
31, 32). Having investigated in detail the RS case, we may extend more directly the results of §5 to the fullRSB case.
The fullRSB variational equations have been written in §3. The lowest order in the ~→ 0 with fixed β~ expansion is, as
before, given by the classical model at T = 0; we here assume we start from the fullRSB UNSAT phase. The classical low-T
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properties of this phase have been investigated in Ref. (1, Sec. 5.C.). The innermost overlap, corresponding to the overlap
between replicas in the same basin at the very bottom of the free-energy landscape, scales like
qclM = 1− χT +O(T 2) [113]
and the T = 0 classical Lagrange multiplier Pcl(q, h) is a smooth function of order 1. The lowest order for q¯ and qM in the
quantum case is thus 1. As a consequence we will expand them defining, as now usual,
P (q, h) = P(0)(q, h) + ~P(1)(q, h) +O(~2) = Pcl(q, h) +O(~)
G˜(ωn) = q˜d(ωn)− qMδn0 = (1− qclM (T = 0))δn0 + ~ G˜(1)(ωn) +O(~2) = ~ G˜(1)(ωn) +O(~2)
βG˜(0) ∼ β~G˜(1)(0) := χ
[114]
As in the RS UNSAT phase, G˜(ωn) = O(~) ∀n. The time averages on the process r(t) are thus calculated through the exact
same saddle-point formulas as in §5.B.
Let us start from the thermodynamic energy by deriving the free energy Eq. [39] and regularizing it:
U
N
= 12β
∑
n∈Z
µ+ Σ˜(ωn)
M
(
ωn
β~
)2
+ µ+ Σ˜(ωn)
+ α
ˆ
dhP (qM , h)
〈
v(r(t) + h)
〉
v
= u(0)(β~) + ~u(1)(β~) +O(~2) [115]
The self-energy Eq. [43] is expanded as in the RS case,
Σ˜(ωn) = −α
ˆ
dhP (qM , h)
{
βδn0
[
(v′)2 + v′v(3) − βv′v′′v(3)
]
+ β(v′′)2
n
− v′′ +O(~)
}
[116]
Note that we have not expanded so far P (qM , h) = Pcl(1, h) + O(~), as it won’t be required. As in the RS case, the term
βv′(r∗ + h)2 brings an O(1/~) term that do not enter the Dyson equation, and an O(1) contribution expanding r∗. To find
this out, we combine the n = 0 variational equation from Eq. [43]
βµ+ βΣ˜(0) = 1
G˜(0)
− qm
λ(qm)2
−
ˆ qM
qm
dq
λ(q)2 [117]
with the variational equation on x(q), Eq. [41], in q = qM , to obtain:
µ+ Σ˜(0) = 1
βG˜(0)
− α
β
ˆ
dhP (qM , h)f ′(qM , h)2 =
1
χ
− αβ
ˆ
dhP (qM , h)
〈
v′(r(t) + h)
〉2
v
= 1
χ
− αβ
ˆ
dhP (qM , h)
[
(v′)2 + v′v(3) − βv′v′′v(3) +O(~2)
] [118]
where in the last line the first two orders were computed with the help of Eq. [78]. Combining Eq. [116] and Eq. [118] provides
the lowest order of the Lagrange multiplier µ = µ(0) +O(~):
µ(0) + Σ∗(0)(0) =
1
χ
[119]
where we have defined, similarly to the RS case Eq. [98], the component of the self-energy Eq. [116] without the ∝ δn0 term
Σ˜∗(0)(ωn) = −α
ˆ
dhPcl(1, h)
(
β(v′′)2
n
− v′′
)
[120]
Note that in this definition all terms are O(~0) which is the reason why we just need the lowest-order approximation for
P (qM , h) ∼ Pcl(1, h).
We may now come back to the Dyson equation, and write at lowest order
∀n Ó= 0 , µ+ Σ˜(ωn) ∼ µ(0) + Σ∗(0)(0) + Σ∗(0)(ωn)− Σ∗(0)(0) = 1χ + I˜(0)(ωn) [121]
with the renormalized self-energy I˜(0)(ωn) = Σ∗(0)(ωn)− Σ∗(0)(0):
I˜(0)(ωn) = α
ˆ
dhPcl(1, h)β(v′′)2
 0 − n
 [122]
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so that we can write generally the following Dyson equation:
∀n ∈ Z , 1
β~G˜(1)(ωn)
=M
(
ωn
β~
)2
+ 1
χ
+ I˜(0)(ωn) [123]
Following the RS case, a crucial quantity is the low-frequency scaling of the self-energy. Here as well we get a quadratic
equation using Eqs.[122] and [123]:
I˜(0)(ωn) =α
(ˆ 0
−∞
dhPcl(1, h)
) χ1 + χ − 11 +M(ωn
β~
)2
+ 1
χ
+ I˜(0)(ωn)

⇔ 0 =I˜(0)(ωn)2 − α
(ˆ 0
−∞
dhPcl(1, h)
)
M
(
ωn
β~
)2
+ I˜(0)(ωn)
[
1 + 1
χ
− χ1 + χα
(ˆ 0
−∞
dhPcl(1, h)
)
+M
(
ωn
β~
)2]
[124]
We expect, from (21–23), that I˜(0)(ωn) is singular close to 0 because we are in a phase where the landscape is marginal. The
marginality condition is given by Eq. [45], which, in q = qM and at the first two lowest order, reads here§§
1
χ2
= α(1 + χ)2
ˆ 0
−∞
dhPcl(1, h)
β~G˜(2)(0) =− αχ
3
2(χ+ 1)
ˆ 0
−∞
dhP(1)(qM , h)− αχ
3
4(χ+ 1)P
′
cl(1, 0)
1
β~
∑
n∈Z
1
1 + 1
χ
+M
(
ωn
β~
)2
+ I˜(0)(ωn)
[125]
The last term in the second line comes from the diagram contributions of the h derivative of Eq. [78] followed by an integration
by parts. This contribution is absent in the RS regime since there Pcl(1, h)→ γ(h) (at σ = 0).
Note that at the classical jamming line the behaviour is critical (χ→∞) and therefore for σ 6 0 the extension of Eq. [64]
which defines the jamming line is now replaced by the implicit equation
1
αclJ (σ)
=
ˆ 0
−∞
dhPcl(1, h)
α=αcl
J
(σ)
[126]
which coincides with Eq. [64] for σ = 0.
Eq. [125] provides the same cancellation as on the σ = 0 UNSAT line. Indeed, the renormalized self-energy in Eq. [124] becomes:
I˜(0)(ωn)2 + I˜(0)(ωn)M
(
ωn
β~
)2
−M
(
ωn
β~
)2√
α
ˆ 0
−∞
dhPcl(1, h) = 0 [127]
Once again this coincides with the RS result Eq. [104] on the line σ = 0. As in §5.G, with ω ↔ ωn/(β~) the frequency argument
of the function I˜(0), we have the non-analytic scaling at low frequency
I˜(0)(ω) ∼
ω→0
|ω|
√
M
(
α
ˆ 0
−∞
dhPcl(1, h)
) 1
4
[128]
Coming back to the energy Eq. [115], and expanding similarly to the RS case Eq. [101] we get:
u(0)(β~) =
α
2
ˆ 0
−∞
dhPcl(1, h)
h2
(1 + χ)2 = e
cl
fRSB
u(1)(β~) =
1
2β~
∑
n∈Z
1
χ
+ I˜(0)(ωn)
M
(
ωn
β~
)2
+ 1
χ
+ I˜(0)(ωn)
+
(
1 + 1
χ
)2 1
2β~
∑
n∈Z
1
1 + 1
χ
+M
(
ωn
β~
)2
+ I˜(0)(ωn)
+ α2(1 + χ)2
ˆ 0
−∞
dhh2P(1)(qM , h)
+ α
2χ3
(χ+ 1)4
(ˆ 0
−∞
dhh2Pcl(1, h)
)ˆ 0
−∞
dhP(1)(qM , h) +
P ′cl(1, 0)
2β~
∑
n∈Z
1
1 + 1
χ
+M
(
ωn
β~
)2
+ I˜(0)(ωn)

[129]
§§Note that λ(qM ) = G˜(0) from Eq. [24].
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u(0) is the ground-state energy, independent of temperature. Here a complication arises from the next order of the Lagrange
multiplier P(1)(qM , h), which we could not compute analytically from Eq. [40]. Nonetheless, from (23) and since the same
general mechanism has been identified here on the marginal line σ = 0, we assume that the scaling of the kinetic and potential
terms are identical. Next, the kinetic term is computed in a similar manner to Apps. B.1 and B.3.1, with the same low-ω
behaviour of the self-energy expressed in Eq. [128], apart from irrelevant prefactors.
We conclude, as in the RS UNSAT phase, that CV ∝ T 3 in the whole fullRSB UNSAT phase except at jamming where the
mass 1/χ vanishes, yielding a linear CV ∝ T , at lowest order of the present expansion.
7. Comparison to Debye’s approximation in the UNSAT phase
7.A. Vibrational density of states
The aim of this section is to compare the expansion of the previous sections to Debye’s approximation. The latter amounts to
approximate the potential energy by a quadratic form around a minimum Xmin of the potential-energy landscape
Hcl =
M∑
µ=1
v(hµ) = constant +
1
2
1,N∑
i,j
∂2Hcl
∂Xi∂Xj
∣∣∣∣∣∣
min
(Xi −Ximin)(Xj −Xjmin) + · · · Ä constant +
1
2
N∑
i=1
λi(Y i)2 [130]
where λi are the eigenvalues of the Hessian of the classical Hamiltonian Hcl, and Y the coordinates in the diagonal basis.
The Hessian is naturally a random matrix due to the quenched obstacles. When N → ∞ one gets a continuous set of
eigenvalues described by the density ρ(λ) = 1
N
∑N
i=1 δ(λ− λi). This spectrum has been computed in the UNSAT phase in (5).
Defining the usual phononic frequency ω by λ =Mω2, one gets from ρ(λ) the probability density of vibrational modes, or
density of states (DOS) D(ω), such that the measure ρ(λ)dλ = D(ω)dω. It has its support in a positive interval [ω−, ω+] and
reads
D(ω) ∝ ω
√
(ω2 − ω2−)(ω2+ − ω2)
ω2 + ζε/M [131]
whereMω2±/ε =
(√
[1]± 1
)2
− ζ and ζ = [h2] + σ[h] with the averaged moments of the configuration in a potential-energy
minimum [hn] =
〈
1
N
∑M
µ=1 h
n
µθ(−hµ)
〉
. We have reinstated the massM and energy of the potential ε (set to 1 in (5)), but in
order to compare with the results of §5.G, we will only keep theM dependence and set ε = 1 as energy unit. One can show
(see footnote ¶¶ and (5)) that the following formula holds in the RS UNSAT phase
[hn] = α(1 + χ)n
ˆ 0
−∞
dh γ(h+ σ)hn [132]
which allows to compute ω± and ζ. Note that for σ 6 0, ζ > 0 (1, 5) and one can then define a cutoff frequency ω∗ =
√
ζÔ/M.
It is associated in the literature to a plateau in the DOS, since the latter is roughly flat for ω∗ ¹ ω ¹ ω+. This cutoff frequency
goes to zero at jamming (5, 33–36).
The quantization of these harmonic vibrations brings an energy ~ωfB(ω) per mode ω and relates the thermodynamic energy
UDebye to the DOS as
UDebye
N
=
ˆ ∞
0
dωD(ω) ~ωfB(ω) [133]
7.B. Gapped phase
The stability of the single-well free energy (RS) is related to the fact that ω− > 0 in the corresponding region σ > 0.
There, the spectrum has a gap ~ω−, and one sees easily that Eq. [133] yields for T → 0 an exponentially small specific heat
scaling as exp(−~ω−/T ).
This is also the scaling of the Matsubara sums appearing in the expression of u(1)(β~) in Eq. [101], computed in App. B. Thus
the lowest-order expansion agrees with the Debye result. However, anticipating §8, the higher orders of the expansion naturally
perturb ω− with corrections in power series of ~.
7.C. Gapless phase
Conversely, the LMS phase implies that the landscape has flat directions along which soft modes can flow, and the gap closes,
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i.e. ω− = 0. In order to make closer contact with the results of §5.G, we focus on the LMS UNSAT phase¶¶, and more precisely
on its RS boundary σ = 0. Since there the fraction of contacts, or of unsatisfied constraints, is [1] > 1 (the system is isostatic
at jamming, and hyperstatic above it), the normalization is given by
´
dωD(ω) = 1 (1, 2, 5), i.e. it is the probability of finding
a phonon mode ω in the spectrum, and from Eq. [131]
D(ω) = 4/pi
Mω2+ − 2ζ
[√
Mω2++ζ
ζ
− 1
]M 32ω2√Mω2+ −Mω2Mω2 + ζ for 0 6 ω 6 ω+ [134]
and D(ω) = 0 otherwise. Away from the jamming line ζ Ó= 0 (i.e. ω∗ Ó= 0). Performing the same low-T approximation of the
integral as in §5.G, one gets a cubic specific heat
CDebyeV
N
∼
T→0
16pi3
15ζ
√
Mω2+
Mω2+ − 2ζ
[√
Mω2++ζ
ζ
− 1
]M 32 (T
~
)3
[135]
On the jamming line, the constraints are on the verge of satisfiability hµ = 0, making ζ ∝ ω2∗ vanish. This implies CV ∝ T .
For a specific comparison of the prefactor on the jamming point for σ = 0 we have
√Mω+(σ = 0, α = 2) = 2 and one gets the
linear specific heat
CDebyeV
N
∼
T→0
2pi
3
√
MT
~
[136]
The different scaling is caused by the emergence of a large number of soft modes at jamming related to isostaticity, which
induce a flat DOS at small frequency instead of D(ω) ∝ ω2 in the rest of the LMS phase (5).
The Debye approximation gives back the same results as the lowest order ~→ 0 expansion at fixed β~ in the RS UNSAT
phase. This is manifest at jamming from the expressions [112] and [136]. Out of the jamming point, Eqs. [110], [111] add up to
retrieve Eq. [135]. Notice that the scalings CV ∝ T at jamming and CV ∝ T 3 out of jamming are predicted for the whole LMS
UNSAT phase by Debye’s approximation, since the vibrational DOS Eq. [134] is valid throughout this phase.
8. Effect of finite ~ and the avoided jamming transition
Summarizing, we performed an expansion for ~→ 0 first, with
T̂ = T
~
[137]
fixed, i.e. T = O(~) (unlike the usual semiclassical expansion).
The question now is to discuss what happens for finite ~. For this we will use Schehr’s results about the expansion to all
orders, hinting at a more direct low-T expansion, detailed in Ref. (23).
We notice first that we computed the first order in the semiclassical expansion, and all the features of the three quantum glassy
models studied in Ref. (23) have been recovered at this order, namely:
• a gapped scaling of the self-energy I˜(0)(ω) ∝
ω→0
ω2 and thus of the specific heat out of the LMS phase
• in the LMS phase, due to the marginality condition, a gapless scaling of the self-energy I˜(0)(ω) ∝
ω→0
|ω| gives a cubic
power-law behaviour of the specific heat. We will discuss later the case of the jamming line, which anyway has no analog
in the models analyzed in Ref. (23)
• in the LMS phase, both kinetic and potential energy terms scale with the same power law in temperature.
Having recovered the basic mechanism (at lowest order∗∗∗) described in Ref. (23), whose validity is due only to the LMS
condition applied on a similar thermodynamic energy, we will assume here that this general mechanism is at work also in this
quantum glassy model, which allows us to extrapolate to the regime ~ finite, T → 0.
¶¶ The rest of the fullRSB UNSAT region may be analyzed similarly by computing the moments [hn]. This is achieved (1, 2, 5) by computing the gap probability distribution〈
1
M
M∑
µ=1
δ(h− hµ(X))
〉
=
1
α
δfcl
δv(h)
where fcl is the classical free energy per dimension. Only the knowledge of Pcl(1, h) is required.
∗∗∗Note that in principle, following the strategy of §5 and 6, one could check directly if this SGLD mechanism generalizes to higher orders of the ~ expansion with fixed β~, especially coming from the RS
UNSAT phase as in 5; nonetheless this is a non-trivial task, as the next order already requires a computation of the self-energy to 3-loop order.
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8.A. Extrapolation to finite ~
Both kinetic and potential energy terms being expected to scale in the same way, as discussed above, in the following
we focus on the kinetic term in the regularized expression of the energy Eq. [115]:
ukin =
1
2β
∑
n∈Z
µ+ Σ˜(ωn)
M
(
ωn
β~
)2
+ µ+ Σ˜(ωn)
[138]
This term is similar to the one studied in the quantum periodic elastic manifold in a random potential or the p-spin quantum
glass (21–23). We rewrite the self-energy††† as
µ+ Σ˜(ωn) =
n Ó=0
Ξ + I˜(ωn) , I˜(0) = 0 [139]
where the definition is similar to the ones in §6: define Σ˜∗(ωn) := Σ˜(ωn) for any n Ó= 0, which is a function of n, but due to δn0
contributions in Σ˜(ωn), we have that Σ˜∗(ωn → 0) Ó= Σ˜(0). Then the new quantities in Eq. [139] are defined ∀n by
Ξ := µ+ Σ˜∗(0) , I˜(ωn) := Σ˜∗(ωn)− Σ˜∗(0) [140]
The same kind of avoidance of the δn0 contributions is present in Ref. (23), because the “correct” analytic continuation of δn0
for ωn → −iω + 0+ is not obvious. Here we may just remember that they do not play any role in the thermodynamics of the
system. Now we have
ukin =
1
2β
∑
n∈Z
Ξ + I˜(ωn)
M
(
ωn
β~
)2
+ Ξ + I˜(ωn)
[141]
Out of the LMS phase, following the generalization of (23), the self-energy is analytic close to ω = 0 (here we have calculated
its first order in the semiclassical expansion), consequently the phase is gapped and the specific heat is exponentially damped
for T → 0, by a computation similar to §B.3.2.
Let us now consider the LMS phase. Due to the LMS condition (23), at low T independently of the semiclassical expansion,
the self-energy becomes non-analytic close to zero: I˜(ω) ∼ B|ω|+B′ω2, with B > 0. In other words, all orders I˜(k)(ω) in the
~→ 0, T̂ fixed expansion follow the same low-ω behaviour as the one we computed for I˜(0)(ω) in Eq. [128] (apart from the
prefactor B(k), where B =
∑
k>0 B(k)~
k, which may be k dependent). Similarly one gets
Ξ = 1
χ
+
∞∑
k=1
Ξ(k)~k [142]
where again we have only computed here the first order 1/χ in the semiclassical expansion in Eq. [125]. From (23) we know
that Ξ, B and B′ are T = 0 constants, i.e. they hold no T dependence.
As in App. §B.3.1, we may write the Matsubara sum as an integral for T → 0
ukin ∼
T→0
ˆ ∞
0
dω
pi
BMω2
Ξ2 + [B2 − 2Ξ(M+B′)]ω2 ~ωfB(ω) =x:=ω/T̂
~BMT̂ 4
ˆ ∞
0
dx
pi
x3
Ξ2 + (bT̂ )2x2
1
ex − 1 [143]
where we defined in the last equality b :=
√
B2 − 2Ξ(M+B′). Only in the case Ξ = 0 does the actual value of b affect the
prefactor of the power law in T , albeit without modifying the exponent (see App. §B.3.1). In any case this is just an unknown
non-zero constant at this stage.
8.B. Temperature cutoff: avoided jamming criticality
For T → 0, Eq. [143] provides the leading order in the power-law dependence of the (kinetic) energy. Higher orders
necessitate the inclusion of the full ω-dependence of the renormalized self-energy. The low-T scaling of Eq. [143] is understood
by comparing the mass term Ξ to the renormalized self-energy’s contribution bT̂ , as it depends on a single parameter formed
by their ratio. This defines a cutoff temperature Tcut:
Tcut =
~Ξ
b
[144]
which has indeed the dimension of an energy. As a consequence, the specific heat at low temperature scales cubically CV ∝ T 3
for T ¹ Tcut, and linearly for T º Tcut (then at higher temperatures, higher orders start to play a role).
††† In (23), this is the same notation except that Ξ is called Σ.
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The regime in between is when Tcut scales linearly with T . Indeed Eq. [143] reads
ukin ∼
T→0
~BM
b2
(
T
~
)2
G
(
T
Tcut
)
with G(ξ) =
ˆ ∞
0
dx
pi
x3
ξ−2 + x2
1
ex − 1
G increases monotonically, with asymptotics G(ξ) ∼
ξ→0
pi3
15 ξ
2 , G(ξ) ∼
ξ→∞
pi
6
[145]
Now let us focus on the value of Tcut. Above the jamming line, the leading order in Ξ is a mere constant 1/χ, which likely
dominates its value, ~ be small enough. We note suggestively that upon approaching jamming from the non-convex UNSAT
phase (σ < 0), 1/χ ∝ √δÔ where δÔ is the distance to the jamming line‡‡‡; this has been deduced from the numerical solution of
the T = 0 classical equations in (1, 2, 5). For instance δÔ = α− αclJ (σ) where αclJ (σ) is the jamming line fixed by Eq. [126]; any
other direction from the UNSAT phase would do. We also note similarly that since close to jamming (χº 1), [hn] ∝ χ−2n (1,
Sec. 5.6.), therefore ζ ∼ σ[h] and ω∗ ∝ 1/χ. Thus, ~ be small enough, one has Tcut ∝ Ξ ∝ ω∗ ∝
√
δÔ.
Let us temporarily reinstate the dimensionful constants kB , ε (not to be confused with δÔ) and D of the problem to estimate
an order of magnitude of the cutoff temperature. D is the unit length (set so far to 1) and has physically the meaning of the
typical interaction range with the obstacles (the diameter of the particle). In a real liquid in Euclidean space it would be
roughly the inter-particle distance / particle diameter / typical interaction length. Since Ξ cannot have an ~ nor T dependence
as mentioned above, and its leading order has been shown not to contain anyM dependence, dimensional analysis§§§ implies
that Ξ ∝ ε√δÔ/D2 at leading order. Similarly, we know that the M dependence of B (respectively B′) at lowest order is
B ∝ √M (respectively B′ ∝M) from Eqs. [127], [128]. Thus assuming no other dependence in ~ orM, i.e. assuming that
this leading order dominates its value, gives an order of magnitude for b ∝
√
Mε/D2. We then get
Tcut ∝
√
ε
M
~
kBD
√
δÔ ∝ 1 K ·
√
δÔ [146]
up to a purely numerical factor. Here we estimated values of the dimensionful constants from Zeller and Pohl’s experimental
data (37) of a typical glassformer (SiO2). Namely, D ≈ 10−9 m andMÄ 60 u ≈ 10−25 kg. Note that the order of magnitude
of the massM and the inter-particle distance D is rather universal and would not change significantly by considering other
molecular glasses. Besides we took ε/kB ≈ 100 K, a typical value¶¶¶ given by (38) for Argon. Clearly this is just an
extrapolation from the real-liquids parameters in this more abstract spherical perceptron model; nevertheless it gives an order
of magnitude which seems reasonable, in view of the fact that the onset of low-temperature anomalies is usually and universally
detected below 10 K (37, 39, 40).
The crucial point we wish to emphasize here is that the cutoff temperature scales like ω∗ ∝
√
δÔ at leading order, and thus
as one gets closer to the unjamming transition (one may think about density as a control parameter in a liquid instead of δÔ
here), the cutoff temperature is lowered; this might provide a mechanism for the specific heat anomaly.
We conclude from Eq. [143] that the contribution of the kinetic term to the low-temperature specific heat is given by the
following scaling function:
CkinV
N
∝ BM
b2
T
~
L
(
T
Tcut
)
with ξ2L(ξ) =
ˆ ∞
0
dx
pi
x3
1 + x2
ex/ξ
(ex/ξ − 1)2 [147]
where L(ξ) ∝
ξ→0
ξ2 and reaches a constant for ξ →∞, its behaviour is displayed in Fig. S4(a). If Tcut turns out to be below the
experimental temperature, then the specific heat scales roughly linearly as
CkinV
N
∝ BM
b2~
T [148]
Conversely in the temperature range T ¹ Tcut it obeys the scaling
CkinV
N
∝ BMΞ2~3 T
3 [149]
The prefactors are of course expected to be renormalized by the potential-energy contribution, although the T 3 prefactor
should blow up for Tcut → 0 in any case.
Contrary to the prediction of the semiclassical Debye analysis of §7, the linear scaling is always avoided at extremely low
temperature due to ~ corrections to the mass Ξ (i.e. jamming criticality is avoided), making Tcut finite. This reflects the
physical observation that the classical T = 0 jamming transition itself must be rounded-off in the quantum regime ~ Ó= 0,
becoming a crossover, as mentioned in the main text.
A crude estimate of Tcut on the jamming line δÔ = 0 can be done in a similar way to Eq. [146]. Taking into account only the
next order in the mass term, one has Ξ ∝ ~. Since we have not computed Ξ(1), this time we cannot exclude aM dependence.
Yet we can exclude again both further dependence on ~ or T . It turns out that dimensional analysis indeed needs the M
‡‡‡Conversely, the scaling is different in the convex UNSAT phase (1, 2, 5), and is easily deduced from Eq. [85]: 1/χ ∝ δÔ.
§§§The dimensions are [Ξ] = mass · time−2 , [B] = mass · time−1 and [B′] = mass.
¶¶¶ In this paper the soft-spheres pair potential v is an inverse power law with exponent 12, but this does not change the typical order of magnitude ε taken for the pair potential.
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dependence to be conclusive and Ξ ∝ (~/D3)
√
ε/M, while we keep the same expressions for B,B′ given by their leading order.
Thus one gets a correction to the leading order of the cutoff temperature Tcut(δÔ = 0) ∝ ~2/(kBMD2) ≈ 0.01 K, again up to a
purely numerical prefactor. As expected one gets a lower estimate than Eq. [146], but of course numerical prefactors may turn
out to be large.
8.C. Status of the Debye approximation
In §7 we have seen that the Debye approximation in the RS gapless phase yields the same results as the lowest order
in the ~→ 0, fixed β~ expansion. This is natural as in a RS regime we expect the Debye approximation to hold, since the
system should be well approximated at low temperature by harmonic motions around an energy minimum. Nonetheless we
saw that corrections appear when adding higher orders in ~, which even destroy the linear scaling predicted by the Debye
approximation at T = 0. Besides by construction, in a gapped phase, the Debye approximation cannot predict anything else
than a gap which scales linearly with ~, whereas perturbative corrections to this linear scaling are expected to arise when adding
more orders in the ~→ 0, fixed β~ expansion. This would happen either by a motion of the branch cuts of the self-energy at
higher orders, or by the emergence of new poles. We conclude that the Debye approximation can be interpreted as providing
correct semiclassical results (i.e. the right scaling and prefactors, or the right gap, in the limit ~→ 0), if the system is replica
symmetric. It is not clear if this interpretation extends to the bulk of the LMS phase since we could not compute exactly the
prefactors.
In App. C we show that in a spherical spin-glass model with a quadratic Hamiltonian the imaginary-time formalism yields
the same exact result as the Debye approach, the latter holding strictly in such a model by definition. The SGLD expansion
truncates exactly to its first order in this model, as expected from the correspondence discussed above.
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NOTES
A. A free quantum particle on a large-dimensional hypersphere
In this section we study the free energy of the non-interacting model (v = 0), i.e. a free particle motion constrained
on the (N − 1)-dimensional sphere of radius N . In §A.1, we first study it from the exact spectrum of the free-particle
Hamiltonian, to get the exact result. Secondly, in §A.2, we compare it to the Feynman path-integral representation (10, 11)
used in this paper. The motivation is twofold: on the one hand to test that the way we treat the problem, allowing to study
the effect of disorder and interactions, does not introduce spurious features in the partition function, in particular yields the
correct energy spectum. This is true up to a zero-point energy. On the other hand, divergences that do not only affect the
zero-point energy appear in the field theory. They must be regularized accordingly; by discretizing the path integral, we show
that one retrieves the same variational equations as in the continuous-time limit (§2.E), and that the free energy is finite as it
should when properly discretized.
A.1. Computation of the partition function from the exact energy spectrum
The (quantum) Hamiltonian for the free particle on the (N − 1)-dimensional sphere of radius N must be constructed
from the angular momentum, as it is the generator of the only symmetry of the system (41). It reads
Hˆfree =
Lˆ2
2MN [150]
whose eigenvalues are given by a discrete quantum number l ∈ N (11, Sec.8.9.)(42, 43), similar to the well-known N = 3
case (44):
L2l = ~2l(l +N − 2) [151]
Here, a comment is in order since the formulation on the sphere is a subtle matter. In (11), it is shown that constructing the
Feynman path integral on the sphere by defining position and momentum operators spherically constrained and accounting
of the constraint through an exponential representation of the Dirac function δ(X2 −N), which is the procedure we follow
in §1 and §2 using a Lagrange multiplier, does not yield the exact energy spectrum on the sphere, but replaces the angular
momentum eigenvalues (Eq. [151]) by ~2[(l +N/2− 1)2 − 1/4] = L2l + ~2N2/4 up to subdominant constants for large N . This
spectrum anyway coincides with Eq. [151], up to an additional extensive constant N~2/8M to the energy for large N (see
also (45) on this point).
Ultimately, these subtleties depend crucially on the definition of the quantum model; an ambiguity arises here since the
perceptron is originally defined in a classical setting without any concept of momentum. Even classically a proper definition of
the perceptron in a dynamical setting must be realized paying attention to this issue, as one must constrain the momentum to
remain tangent to the sphere (46). Here we will use the arguably correct definition of the Hamiltonian on a sphere through the
angular momentum and make a direct computation. The path integral version of the computation is equivalent to a quantum
harmonic oscillator model because of the introduction of a Lagrange multiplier for the spherical constraint; in this setting one
may use the canonical momentum and position operators to define the Hamiltonian (see App. A.2 for more details).
In order to compute the free energy we also need the degeneracy of the levels. The number of spherical harmonics for a
given quantum number l is given by (43, Sec. 4.1.)(11, Eq. (8.113)):
gl =
(2l +N − 2)(l +N − 3)!
l!(N − 2)! =
2l +N − 2
l
(
l +N − 3
l − 1
)
[152]
Note that g0 = 1. For N = 3 it yields the well-known result gl = 2l + 1. For N = 2 it yields gl Ó=0 = 2 which corresponds to
the fact that the angular momentum is only along the z-axis in two dimension. The eigenvalues of Lˆz are indeed m~ with
m = 0,±1,±2, . . . hence the twofold degeneracy (44).
Then we may compute the partition function. At large N , a first attempt could be to write the energies as El = ~2l/2M, which
amounts to assume that the l¹ N dominate the series. This corresponds also to the limit of large β. One has in this approach∑
l>0
gle
−βEl ≈
N→∞
∑
l>0
(
l +N − 1
l
)
e−
β~2
2M l [153]
Using derivatives of the Taylor series representation of 1/(1− x) for |x| < 1, one gets the following identity
1
(1− x)N =
∑
l>0
(
l +N − 1
l
)
xl [154]
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we then have under this hypothesis∑
l>0
gle
−βEl ≈
N→∞
1(
1− e− β~
2
2M
)N = exp
[
−N ln
(
1− e− β~
2
2M
)]
[155]
This means that the free energy would be:
Ffree ∼ NT ln
(
1− e− β~
2
2M
)
[156]
which has, by construction, the correct low-temperature behaviour (the energy gap is ∆free = β~2/2M), but gives an energy〈
Hˆfree
〉
∼ NT at large temperature, missing a 1/2 factor since one expects that in the large N limit we should recover a free
particle in a ∼ N -dimensional space (i.e. where the effect of the spherical constraint would be negligible for large N).
In the opposite approach, one may keep only the quadratic term in the energy, assuming the lº N dominate the partition
function, i.e. El = (~l)2/2MN . We already know that this cannot be a good approximation for large β, e.g. since this
spectrum is gapless for large N , but it is suitable for small β. In this approximation we have gl ∼ lN−2. Hence, the energy
density of states is ρ(E) ∼ EN/2, the partition function may be approximated by the integral ´∞0 dE EN/2e−βE , giving the
same result as the classical ideal gas, i.e. the temperature dependence of the free energy is Ffree ∼ N2 lnT , which is indeed fine
at large temperature.
From the previous discussion one can infer that the partition function is dominated by the quantum orbital numbers
l = O(N), which make the energy eigenvalues extensive and allow to retain in the energy both linear and quadratic dependences
upon the quantum orbital number l. Defining λ = l/N and using Stirling’s approximation one has
gl ∼ eNφ(λ) with φ(λ) = (1 + λ) ln(1 + λ)− λ lnλ [157]
Then the partition function takes the form of a Riemann sum and we get:
∑
l>0
gle
−βEl =
∑
l>0
e
N
[
φ(λ)− β~22M λ(λ+1)
]
∼
N→∞
N
ˆ ∞
0
dλ e
N
[
φ(λ)− β~22M λ(λ+1)
]
[158]
The latter integral can be evaluated via the saddle-point method:
ln(1 + λsp)− lnλsp = Λ
2
dB
4pi (2λ
sp + 1) [159]
whose unique solution for each value of the parameter (the de Broglie thermal length, defined in Eq. [30]) can be obtained
graphically. In the limit ΛdB ¹ 1, the saddle-point solution comes from the large values of λ, and the saddle-point equation
becomes
1
λsp
∼ Λ
2
dB
2pi λ
sp =⇒ λsp ∼
√
M
β~2
[160]
At large λ one has φ(λ) = lnλ+ 1 +O(1/λ) thus the partition function becomes Zfree ∼ (M/β~2)N/2, which gives the classical
ideal gas partition function, as it should at high temperature.
In the opposite limit ΛdB º 1, λsp becomes small and φ(λ) = λ(1− lnλ) +O(λ2), implying the saddle-point value
λsp ∼ exp
(
− β~
2
2M
)
⇒ Ffree ∼ −NT exp
(
− β~
2
2M
)
⇒ Ufree
N
= ~
2
2M exp
(
− β~
2
2M
)
⇒ C
free
V
N
=
(
β~2
2M
)2
exp
(
− β~
2
2M
) [161]
This corresponds to the small temperature behaviour and we see that it agrees with the same limit of the previous free
energy Eq. [156] which neglects the quadratic term in the eigenvalues of the Hamiltonian. This is the expected result at low
temperature since the Hamiltonian has a gap ∆free = ~2/(2M) (at large N).
A.2. Computation from an alternative quantization scheme and regularization of the field theory
Here we take a closer approach to the one used in the interacting case: we employ the same quantization scheme with
constrained position and momentum on the sphere. Let us start from the path integral similar to Eq. [5]:
Zsph =
˛
DX exp
(
−1
~
ˆ β~
0
dtM2 (X˙)
2(t)
)
=
ˆ
X(0)=X(β~)
DX exp
(
−1
~
ˆ β~
0
dt
[
M
2 (X˙)
2(t) + µ02 (X
2(t)−N)
])
[162]
This path integral can be computed by adding a Lagrange multiplier µ0 for convenience to enforce the spherical constraint
and discretizing time in M time slices, with standard techniques (10, 11). Equivalently one can follow the same formalism
29 of 38
as in the interacting case §1 defining a M ×M time-overlap matrix Qmn = Xm ·Xn/N which is calculated via a saddle-
point method for large N . Note that in this discrete setting one can show that the integration by parts used in Eq. [6]´ β~
0 dt X˙
2(t) = − ´ β~0 dtX(t) · X¨(t) holds in its discretized version, although the paths are not differentiable. We do not report
the full derivation as it is somewhat lengthy but its outcomes are:
• In the continuous-time limitM →∞ one retrieves the time-dependent overlap function Eq. [28] (describing the translation-
invariant saddle-point value of Qmn) and the spherical constraint providing the value of the Lagrange multiplier Eq. [30].
This is an important point: the saddle-point equations are not affected in any way by divergences, even in the direct
continuous-time formalism of §1.
• The free energy is not anymore divergent owing to this proper continuous-time limit and the well-defined path integral
measure. It thus has a different expression from F0 of Eq. [33]; the latter can be recovered in a naive (and incorrect)
large-M limit.
Let us now compute equivalently but straightforwardly the free energy Fsph. We remark that the Hamiltonian we have to deal
with in Eq. [162] is the one of a collection of N independent harmonic oscillators:
Hˆsph
N
= Pˆ
2
2M +
µ0
2 (Xˆ
2 − 1) = Hˆharmonic − µ02 [163]
where the harmonic oscillator has frequency
√
µ0/M. The only difference with a harmonic oscillator here is that the frequency
is fixed in terms of the basic physical parameters by the saddle-point equation at large N , i.e. the spherical constraint (Eq. [30]).
The free energy thus reads
Fsph
N
= 1
β
ln
[
2 sinh
(
β~
2
√
µ0
M
)]
− µ02 [164]
One can obtain explicit results in the small and large temperature limits, determining µ0 in these limits which has been done
in §2.E.1:
• for high temperature, βµ0 ∼ 1 and one gets the T dependence of the free energy from Eq. [164] (up to irrelevant constants
to lnZsph)
βFsph
N
∼ ln ΛdB ⇔ Usph
N
=
〈
Hˆsph
〉
N
∼ T2 [165]
which is the correct result from the classical energy equipartition.
• at low temperature, with Eq. [31], the energy reads
Usph
N
=
〈
Hˆsph
〉
N
∼ ~
2
8M +
~2
2M exp
(
− β~
2
2M
)
[166]
up to higher exponentially small corrections. The term ~2/(8M) actually coincides with the extra contribution at
order O(N) of the incorrect angular momentum eigenvalues with respect to the exact energy spectrum Eq. [151] (as
discussed in §A.1). Nevertheless the constants in the energy may be discarded and the only temperature dependence is
in the exponential term, yielding an exponentially vanishing specific heat given by Eq. [161]. We recover the right gap
∆free = ~2/(2M) ruling the low-temperature quantum value.
We now prove a final convenient relation Usph/N = µ0/2. From the harmonic oscillator spectrum or the free energy
in Eq. [164], one has
Usph
N
=
〈
Hˆsph
〉
N
=
(
~
2
√
µ0
M +
β~
4
√
µ0M
∂µ0
∂β
)
coth
(
β~
2
√
µ0
M
)
− µ02 −
β
2
∂µ0
∂β
= µ02 [167]
where we eliminated the coth factor through Eq. [30] defining µ0.
B. Computations of the sums over Matsubara frequencies
Here we aim at evaluating sums of the type
S = 1
β~
∑
n∈Z
1
Mω2n +A+ I˜(0)(ωn)
and S ′ = 1
β~
∑
n∈Z
A+ I˜(0)(ωn)
Mω2n +A+ I˜(0)(ωn)
[168]
with A > 0, ωn = 2pin/(β~) and I˜(0) defined by Eq. [105]. We will first compute S; we deal with S ′ in §B.3.
We recall that the structure of the complex function φ(z) = I˜(0)(−iz) is given by Fig. S3, and that we are focusing on the small
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temperature limit β →∞. We proceed by applying the Poisson summation formula (15, Chap.11), which identifies Eq. [168]
with the sum of the Fourier transform of the summand, i.e. it amounts to write
2pi
β~
∑
n∈Z
δ(ω − ωn) =
∑
k∈Z
eiβ~kω ⇒ S =
∑
k∈Z
Sk with Sk =
ˆ ∞
−∞
dω
2pi
eiβ~kω
Mω2 +A+ I˜(0)(ω)
[169]
For β →∞, the behaviour is controlled by the small-ω limit of the integrand, which changes qualitatively in or out of the dAT
line. We already note that the term k = 0 can be discarded, since it is purely a constant to the energy ~u(1)(β~), independent
on β~.
B.1. At the landscape marginal stability line
Here K(σ = 0, α) = 0 and the two branch cuts on the real axis in Fig. S3(a) join, resulting in a single branch cut in
a symmetric interval on the real axis including z = 0 (Fig. S3(b)). For A > 0 the integral Sk is still convergent but now there is
a non-analyticity in zero. For k Ó= 0 again only the analytic properties of φ(z) Eq. [106] around z = 0 matter, the parabolic
branches being sent to infinity for β →∞. Let us rewrite the integral with z = iω in order to refer to Fig. S3
Sk Ó=0 =
ˆ i∞
−i∞
dz
2ipi
eβ~kz
A−Mz2 + φ(z) [170]
First we note that, since φ(−z) = φ(z), the change of variables z → −z provides Sk = S−k, so we can assume k > 0. In order
to compute this integral we close the contour both above and below the branch cut on the real axis, see Fig. S4(b). We have
checked numerically that there are no poles inside the contour.
For large β we may approximate with the z → 0 behaviour, nevertheless to go to higher orders in T we will retain the whole
dependence, i.e. A−Mz2 + φ(z) = A−Mz2/2 +√−CMz2
√
1−Mz2/4C and we have17, taking a small Ô > 0
Sk>0 =−
ˆ 0
−∞
dω
2ipi
eβ~k(ω+iÔ)
A− M2 (ω + iÔ)2 +
√
−CM(ω + iÔ)2
√
1−M(ω + iÔ)2/4C
−
ˆ −∞
0
dω
2ipi
eβ~k(ω−iÔ)
A− M2 (ω − iÔ)2 +
√
−CM(ω − iÔ)2
√
1−M(ω − iÔ)2/4C
[171]
The branch cut introduces a discontinuity in the imaginary part of φ, since if we choose the square root to have a branch cut
on the negative real axis we get
√
−CM(ω ± iÔ)2 =
Ô→0+
±i√CM|ω|. Hence for Ô→ 0+
Sk>0 =
ω→−ω
ˆ ∞
0
dω
pi
e−β~kω Im
(
1
A−Mω2 + I˜(0)(ωn → −iω + 0+)
)
[172]
Once again performing the total sum for ω > 0, the Bose-Einstein factor shows up:
∞∑
k=1
e−β~kω = 1
eβ~ω − 1 =: fB(ω) [173]
from which we conclude
S =S0 + 2
pi
ˆ ∞
0
dω fB(ω)Im
(
1
A−Mω2 + I˜(0)(ωn → −iω + 0+)
)
=S0 + 2
pi
ˆ ∞
0
dω fB(ω)
√
CMω
√
1−Mω2/4C
(A−Mω2/2)2 + CMω2(1−Mω2/4C)
[174]
where S0 is a constant.
B.2. Out of the landscape marginal stability line
The computation is similar to the the above case. The k > 0 contour is nearly the same as in Fig. S4(b), except that
here the horizontal branch cut does not extend up to z = 0 (see Fig. S3(a)) but extends up to the branch point where it is
closed by a small half circle around it. This branch point is easily calculated by imposing that the square root in φ(z) be zero
(marginally negative), which gives
|zbp| =
√
C +K −√C√M = ω− [175]
17Notice the slight notation abuse here: we extended the interval of integration to −∞ whereas it should be extended to only ω = −2
√
C/M owing to the square root in φ(z). But we will be
interested in the limit T → 0 in which ω is rescaled by β~, defining a new variable ω′ = β~ω which extends to−2β~
√
C/M →
T→0
−∞, see §5.G.
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with ω− defined in §7.A, the lower edge of the vibrational DOS (remember that here ε = 1). As we have checked numerically
that there are no poles inside the contour, the integral can be computed neglecting the closing parts of the contour which are
sent to infinity, and also the part along the non-horizontal branch cut, as it is damped for T → 0 by an exponential factor
much smaller than the one provided by the contour around the horizontal branch cut. The small half circle is parametrized by
z = −ω− + reiθ with θ ∈ [−pi/2, pi/2], which gives a vanishing contribution when the half circle shrinks to zero (r → 0+). Then
the only remaining integrals to compute are given by Eq. [171] with −ω− instead of 0 in the integral boundaries. Performing the
same manipulations one arrives to the conclusion that Sk>0 ∝ e−β~kω− , and then summing over k one gets that S ∝ e−β~ω−
for T → 0 up to an additive constant Sk=0 (not depending upon temperature).
B.3. Sum from the kinetic term
We can follow very similar steps for the sum S ′ in Eq. [168].
B.3.1. On the dAT line
As in App. B.1, one can write S ′ =∑
k∈Z S ′k with:
S ′k>0 = S ′−k =
ˆ i∞
−i∞
dz
2ipi
A+ φ(z)
A−Mz2 + φ(z)e
β~kz
∼
ˆ ∞
0
dω
2ipi e
−β~kω
[
A+Mω2/2− i√CMω
√
1−Mω2/4C
A−Mω2/2− i√CMω
√
1−Mω2/4C
− A+Mω
2/2 + i
√
CMω
√
1−Mω2/4C
A−Mω2/2 + i√CMω
√
1−Mω2/4C
]
=
ˆ ∞
0
dω
pi
e−β~kωMω2 Im
(
1
A−Mω2 + I˜(0)(ωn → −iω + 0+)
)
=
ˆ ∞
0
dω
pi
e−β~kω
M√CMω3
√
1−Mω2/4C
(A−Mω2/2)2 + CMω2(1−Mω2/4C)
[176]
where we follow the same contours to evaluate the integrals. The difference here is that the cut also affects the numerator. We
conclude
S ′ ∼ S ′0 + 2
ˆ ∞
0
dω
pi
Mω2 Im
(
1
A−Mω2 + I˜(0)(ωn → −iω + 0+)
)
fB(ω) [177]
B.3.2. Out of the dAT line
The calculation is identical to the one in App. B.2, with extra terms on the numerator of the integrand, which can be
treated as in App. B.3.1. We obtain similarly for T → 0, up to an additive constant, S ′ ∝ e−β~ω− .
C. Benchmarking the approach with the spherical Sherrington-Kirkpatrick model
In this section we consider a spherical version of the Sherrington-Kirkpatrick (SK) model (47) described by the Hamiltonian18
H2 =
P 2
2M +
1
2
1,N∑
i,j
JijSiSj +
µ
2
 N∑
i=1
S2i −N
 [178]
where Jij are i.i.d. Gaussian couplings with zero mean and variance J2ij = J˜2/N . As usual µ enforces the spherical constraint∑N
i=1 S
2
i = N . We added momenta Pi, i ∈ J1, NK, in order to define a quantum version of the model following Refs. (12, 48):
the spins are commuting position operators with commuting canonical momenta associated to them, obeying the commutation
relations [Sˆi, Pˆj ] = i~δij .
In the following we compute the specific heat of the model by the two methods used in this paper with the spherical
perceptron: the Debye approximation and a direct calculation in the imaginary-time formalism. Since the model is quadratic
the Debye approximation must be exact, thus providing a benchmark of the approach.
This model is solved by a replica-symmetric ansatz and is marginal at low temperature (12, 48); subsequently we expect
from Ref. (23) that CV ∝ T 3 for T → 0. We find that both approaches gives the latter law with the same prefactor, contrary
to the situation with the spherical perceptron, where it happens only at lowest order in ~ in the RS UNSAT phase. This is
because, as we shall see, for the spherical SK model the SGLD expansion truncates to the first order, which is not the case for
the spherical perceptron.
18We may define the Hamiltonian with a sum over spins that is either on the pairs
∑
i<j
or with self-interactions 12
∑
i,j
. In the largeN limit the spectrum of the Hessian in the Debye approach, and
respectively the partition function of the system, are not affected by this convention.
32 of 38
C.1. Debye’s approximation
The Hessian is ∂2H2/∂Si∂Sj = Jij + µδij , i.e. a random matrix with GOE statistics for large N whose eigenvalues
get shifted by µ. The value of this Lagrange multiplier must be computed for an absolute minimum of the Hamiltonian S∗. The
condition ∂H2/∂Si = 0 together with the spherical constraint give the value of the Lagrange multiplier µN = −
∑
i,j
JijS
∗
i S
∗
j .
This is difficult to compute for a single minimum or a single realization of the disorder, yet here one can calculate its value for
a typical minimum, important for the thermodynamics. This static value can be obtained through the saddle-point evaluation
of the classical free energy, which can be expressed by diagonalizing the interaction Hamiltonian or through the replica trick as
a function of the replica overlap Qab =
〈
Sa · Sb
〉
/N (49). The RS ansatz Qaa = 1, QaÓ=b = q is always stable in this model: for
high T the model is paramagnetic (q = 0) and at T = J˜ there is a critical transition to a spin-glass value q = 1− (T/J˜)2 (see
e.g. Ref. (50, Sec. 2.3.) for the derivation). The spherical constraint reads
βµ = (βJ˜)2 + 1− 2q(1− q)2 [179]
yielding µ = 2J˜ in the spin-glass phase. The density of eigenvalues follows therefore a shifted semicircle law (51, 52)
ρ(λ) =
√
4J˜λ− λ2
2piJ˜2
, λ ∈ [0, 4J˜ ] [180]
This low-T spectrum turns out to be marginally stable. As in §7 through λ =Mω2 we get the vibrational DOS
D(ω) = 2
pi
(
M
J˜
) 3
2
ω2
√
1− Mω
2
4J˜
, 0 6 ω 6 2
√
J˜/M [181]
We apply the Debye approximation relating the DOS to the thermodynamic energy through Eq. [133] and consequently get via
the same analysis as in §7 the following scaling
UDebye
N
= constant + 2pi
3
15 ~
(
M
J˜
) 3
2
(
T
~
)4
+O(T 6) [182]
C.2. Solution of the quantum thermodynamics
The quantum thermodynamics can be studied in a similar way to the classical model, with the overlap order parame-
ter Qab(t, t′) =
〈
Sa(t) · Sb(t′)
〉
/N which is RS stable: Qaa(t, t′) = qd(t− t′) and Qa Ó=b = q. We refer to Refs. (12, 48) for the
derivation. It is convenient to express the result with unit of energy J˜ and unit of time ~/J˜ i.e. J˜ = ~ = 1. We simply quote
the result (23), i.e. the energy and the saddle-point equations determining the overlaps and self-energy in the large-N limit:
〈H2〉
N
=z
′
2 +
1
2
ˆ β
0
dt [qd(t)− q]−
ˆ β
0
dt [qd(t)2 − q2]
q =1− 1
β
∑
n∈Z
1
Mω2n + z′ + Σ˜(ωn)
qd(t)− q = 1
β
∑
n∈Z
cos(ωnt)
Mω2n + z′ + Σ˜(ωn)
Σ˜(ωn) =
ˆ β
0
dt [1− cos(ωnt)][qd(t)− q]
[183]
ωn = 2pin/β are the Matsubara frequencies. z′ is related to the Lagrange multiplier; for a generic spherical p-spin model the
spherical constraint reads (z′)−2 = 2q2−p/[p(1 + xp)]. The marginality condition here reads xp = p− 2 (12, 23), hence here for
p = 2 in the spin-glass phase q Ó= 0 one has z′ = 1 (z′ > 0). With Eq. [183] one arrives at the energy
〈H2〉
N
= 2
β
∑
n∈Z
1
Mω2n + 1 + Σ˜(ωn)
− 1
β
∑
n∈Z
1[
Mω2n + 1 + Σ˜(ωn)
]2 [184]
and the self-energy can be straightforwardly computed
Σ˜(ωn)2 +Mω2nΣ˜(ωn) =Mω2n ⇒ Σ˜(ωn) = 12
(
−Mω2n +
√
M2ω4n + 4Mω2n
)
[185]
We notice it is exactly the (renormalized) self-energy of the perceptron in the RS UNSAT phase at lowest-order in the SGLD
expansion given in Eq. [105] with K = 0 (marginality) and C = 1. A difference here is that we don’t need to perform this
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expansion as the model is exactly solvable. Moreover the latter expansion is exactly given by its first order i.e. Σ˜ = Σ˜(0)
as Eq. [185] is of the form f(Σ˜(ωn),Mωn) = 0 implying no extra dependence in ~ than the one contained in the Matsubara
frequencies, in other words vanishing higher orders Σ˜(i)(ωn) = 0 ∀i > 0. It thus has the same analytic properties in the complex
plane, in particular it is singular around ω = 0 (Σ˜(ω) ∼ √M|ω|), which implies a gapless phase and power-law dependence of
the specific heat.
The Matsubara sums appearing in the energy Eq. [184] are evaluated at low temperature as in App. B. One has
〈H2〉
N
∼
T→0
constant + 4
pi
ˆ ∞
0
dω
√Mω
√
1−Mω2/4
(1−Mω2/2)2 +Mω2(1−Mω2/4)fB(ω)
− 4
pi
ˆ ∞
0
dω
√Mω(1−Mω2/2)
√
1−Mω2/4[
(1−Mω2/2)2 +Mω2(1−Mω2/4)
]2 fB(ω) [186]
The two integrals come respectively from the two sums in Eq. [184]. Each term is O(T 2) but this first order cancels from the
sum, as in the general mechanism identified in (23). The low-temperature behaviour is therefore, reinstating the dimensionful
constants J˜ and ~,
〈H2〉
N
= constant + 2pi
3
15 ~
(
M
J˜
) 3
2
(
T
~
)4
+O(T 6) [187]
which yields the exact same specific heat as in the Debye approximation Eq. [182], like it should for this quadratic Hamiltonian.
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Fig. S1. Comparison between the numerical computation of the integral (blue dots) and the analytic approximation (red solid line) in Eq. [87].
(Left) h = −3, χ = 4, χ′ = −4.5. (Right) h = 1.5, χ = 2, χ′ = 2.
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Fig. S2. Contour plot of K(σ, α), always strictly positive but K = 0 for σ = 0, α > 2 (LMS line). The red solid line represents the classical SAT-UNSAT transition line.
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Fig. S3. Representative plots of Re [φ(z)] for different values of (σ, α) withM = 1, exhibiting the branch cuts of φ (white solid lines).
(a) (σ, α) = (2, 3), in the replica-symmetric UNSAT phase. There is a gap between the two branch cuts on the real axis, so that φ is analytic around z = 0.
(b) (σ, α) = (0, 3), on the dAT line. The latter gap closes and φ is not analytic around z = 0.
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Fig. S4. (a) Log-log plot of the integral ξ2L(ξ) appearing in the scaling form of CkinV in Eq. [147].
(b) Contours used to compute Sk (green line). The green line is closed using the blue ones, wherein the integrand is analytic and the closed integral vanishes.
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