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Explorations in  
Monetary Cliometrics.  
The Reichsbank: 1876-1920 
Olivier Darné and Claude Diebolt∗ 
Abstract: The seasonal unit root tests make it possible to 
determine the nature of the deterministic and stochastic sea-
sonal fluctuations. In this paper, we apply this method to the 
original monthly series of the Reichsbank monetary stock 
(constructed in weekly data with 2160 observations) and 
emphasize deterministic seasonal fluctuations with notably 
a strong seasonality at the beginning and at the end of the 
year. This statistical result is closely related to the turning 
points detected by the historical analysis. 
I. Introduction 
One of the major characteristics of many economic time series is the presence of 
seasonal movements. The other main types of movements are the trend, the cycle 
and the irregular. For Hylleberg (1992), seasonality is the systematic, although not 
necessarily regular, intra-day movement caused by changes of the weather, the 
calendar, and timing of decisions, directly or indirectly through the production and 
consumption decisions made by the agents of the economy. These decisions are 
influenced by the endowments, the expectations and the preferences of the agents, 
and the production techniques in the economy. An important part in this definition 
shows that seasonal fluctuations can be deterministic because of, for example, 
calendar and weather effects, but they may also be caused by the behaviour of 
economic agents and may therefore not be constant. 
In general, the study of seasonal fluctuations has a long tradition in the 
analysis of economic time series. Historically, seasonal fluctuations have been 
considered as a nuisance that obscures the more important components, i.e. the 
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trend, growth and cyclical components. Consequently, seasonal adjustment 
procedures have been implemented to eliminate seasonality.1 Recently, a new 
viewpoint has emerged, showing that seasonal fluctuations are not necessarily a 
nuisance. They are an integral part of economic data and should not be ignored 
or obscured in economic analysis. Therefore, the study of the seasonal behav-
iour in the series is important for model evaluation and forecasting. 
Seasonal movements of economic time series might be deterministic. In this 
Case, they are modelled with seasonal dummies (see Barsky and Miron (1989), 
inter alia). Another approach is to model seasonality as a non-stationary sto-
chastic process, i.e. seasonality evolves over time by allowing for seasonal unit 
roots (see, for example, Osborn (1990) and Hylleberg, Jorgensen and Sorensen 
(1993)). 
Beaulieu and Miron (1993) Show that imposing a type of seasonality, when 
the other one is dominant, can involve severe bias and/or a loss of information2 
Therefore, they suggest distinguishing between determinist and stochastic 
seasonality by means of seasonal unit root tests. 
In general, when a time series displays non-stationary stochastic seasonality, 
the seasonal differencing filter (1 - BS) is applied. The filter used assumes the 
presence of the S roots over the unit circle of this polynomial in the autoregres-
sive representation (Box and Jenkins, 1970). Preliminary test procedures have 
been developed by Hasza and Fuller (1982), Dickey, Hasza and Fuller (1984),3 
and Osbom et al. (1988). These methods make it possible to test unit roots on 
the whole of seasonal frequencies and not only on some of them. However, 
when only some seasonal unit roots are present, applying a differencing filter 
can lead to an over-differencing of the series. Therefore, Hylleberg, Engle, 
Granger and Yoo (1990) [henceforth HEGY] proposed the testing of non-
seasonal and seasonal unit roots separately. This test determines the appropriate 
differencing filter for making the time-series stationary.4 
In this paper we present the seasonal unit root test procedure to determine 
the nature of seasonality (deterministic or stochastic). In Section 2, we define 
the main seasonal time series models and the seasonal integration notion. We 
describe the HEGY test procedure in Section 3. In Section 4, we apply this 
method to monthly Reichsbank monetary stock. Section 5 concludes the paper. 
                                                          
1  The most commonly used seasonal adjustment methods are those of Census X-11-ARIMA 
(e.g. INSEE) and TRAMO/SEATS (e.g. Eurostat). 
2  Ghysels et al. (1994) and Abeysinghe (1994) and others have shown that imposing a deter-
ministic seasonal pattern on a series by using either seasonal dummies or applying the sea-
sonal adjustment methods can lead to serious misspecification problems. 
3  These authors have extended the Dickey-Fuller tests to the seasonal context. 
4  This test procedure developed for quarterly time series has been extended by Franses 
(1991) and Beaulieu and Miron (1993) to monthly cases, by Franses and Hobijn (1997) and 
Feltham and Giles (1999) to biannual cases, by Caceres (1996) to weekly cases, and 
Andrade et al. (1999) and Darné, Litago and Terraza (1999) to daily cases. Smith and 
Taylor (1999a, 1999b) also proposed HEGY tests with arbitrary periodicity. 
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II. Integration and seasonality 
We briefly describe the three most commonly used seasonal time series models 
from the quarterly time series example (S = 4). 
1. Deterministic seasonal process 
The most elementary definition is that of the seasonal dummies model (see 
Barsky and Miron (1989)). A purely determinist seasonal process, i.e. seasonal-
ity does not change over time, is defined as follows: 
∑−
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where S is the order of seasonality, the D.jt `s are the seasonal dummies and 
ε t, is a white noise process. 
This process is perfectly predictable. The study of the variation of seasonal 
dummies allows interesting deductions because the factors which produce such 
variations are often directly recognizable (climate, school calendar, etc.). 
2. Stationary stochastic seasonal process 
A stationary seasonal process can be generated as follows: ( ) tttyB εµϕ +=  with ( )2,0...~ σε diit    (2) 
where φ(B) is a backshift polynomial operator, with Byt = yt-l, which has all of 
the roots of φ(z) = 0 lying outside the unit circle, and µt, is a deterministic term 
which can include any combination of a constant, a trend and a set of seasonal 
dummies. The stationary stochastic seasonality is characterised by peaks at the 
seasonal frequencies. 
3. Non-stationary stochastic seasonal process 
A non-stationary stochastic process has a seasonal unit root in its autoregres-
sive representation. This process can be generated as follows: ( ) tttyB εµϕ +=  with ( )2,0...~ σε diit  
where φ(B) polynomial has at least one unit root in its autoregressive repre-
sentation, and µt is defined as above. The integrated seasonal process has a long 
memory, i.e. a shock implies a permanent effect on the seasonal model behav-
iour. These seasonal shifts can be caused by economic movements. 
The seasonal integration notion was introduced by Engle et al. (1989). A series y t is 
integrated to d order at the θ frequency, y t ~ I θ (d), if its spectrum takes the form 
f(ω) = c(ω - θ)-2d. If the series is only integrated at zero frequency, we obtain the 
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Standard integration. Moreover, a series can be integrated at one or more seasonal 
frequencies, ωS = πj / S , j = 1 ,..., [S/2] (where [.] denotes the integer part), S is the 
periodicity. 
III. Seasonal unit root test procedure 
Using the framework of the Dickey-Fuller test, Hylleberg et al. (1990) devel-
oped a test procedure for non-seasonal and seasonal unit roots separately. 
We consider a series yt generated by a general autoregressive process φ(B)yt 
= µt + εt. In order to detect the unit roots at the zero and seasonal frequencies, 
we must rewrite the autoregressive polynomial according the Lagrange 
proposition (See Hylleberg et al., 1990, pp. 221-222): 
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with δk(B)=1-(1/θ k)B,∆(B)=∏pk = 1 δ k(B),λ k=φ(θ k)/∏j=k δ j (θ k), φ* (B) is a 
remainder with roots outside the unit circle, and the θ k's are the unit roots of the 
(1 - BS) polynomial, which can be written as follows: 
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To illustrate this method, we study the quarterly data case5 (S= 4). We expand 
the φ(B) polynomial around the roots 1, -1, i and -i, and the expression (4) 
gives: 
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To make estimation possible, we substitute π1 = -λ1, π2 0 – λ2, λ3 = (-π3 + 
iπ4)/2 and λ4 = (-π3 - iπ4)/2. Finally, we replace the expression (5) in the 
autoregressive equation, φ(B)yt = µt + εt , and obtain the auxiliary regression: 
ttttttt yyyyyB εµππππϕ +++++= −−−− 1,342,331,221,11)(*  (6) 
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5  See the note 4 for the extensions proposed to other periodicities. 
5 
 tt yBy )1(
2
,3 −−=  
 tt yBy )1(
4
,4 −=  
The series y1, t keeps the unit root at zero frequency and eliminates the seasonal 
unit roots, while the series y2, t keeps a unit root at biannual frequency ½(root -
1) and removes the roots at the zero and annual frequencies (roots 1, i and -i). 
On the other hand, the series y 3, t keeps the complex conjugated roots (roots i 
and -i) and removes the roots at the other frequencies. 
To apply the seasonal unit root tests, equation (6) can be estimated by Ordinary 
Least Squares (OLS). The test strategy is as follows: 
• For zero frequency, one uses a one-sided t-test to test the null 
hypothesis H0 : π1, = 0, against the alternative H1 : π 1 < 0 . 
If t1 > t1, tabulated’ H0 is not rejected and we have a zero frequency unit 
root. 
• For π frequency, we also use an one-sided t-test to test H0 :π2 = 0, 
against H1:π2 < 0 . If t2 > t2, tabulated’,H0, is not rejected and we have a unit 
root at the biannual frequency (π) . 
• For the conjugated seasonal frequency, we use an F-statistic6 to test 
H0:π3 = π4 = 0, against H1:π3 # π4 # 0 . 
• lf F34 < F34, tabulated’, H0 is not rejected and we have a unit root at the 
annual frequency (π/2). 
• Ghysels, Lee and Noh (1994) proposed F-statistics analogous to those 
of Dickey, Hasza and Fuller, which make it possible to test the unit 
roots at all the frequencies simultaneously with or without zero 
frequency (denoted F1…4 and F2…4, respectively). 
In general, this test procedure is estimated with φ * (B) =1. However, as shown 
by Beaulieu and Miron (1993), we must include some lagged dependant 
variable (i.e. lagged fourth-order differences for quarterly data) in the auxiliary 
regression to whiten the residuals. Nevertheless, power and size depend on the 
increase of φ * (B) , as a high number of lags negatively affects the power of 
the test and a low number of lags implies increasing size up to a significant 
level. In this case, we have a wrong rejection or acceptation of unit root. For 
example, information criteria, such as AIC or BIC, or the sequential procedure 
developed by Otto and Wirjanto (1990) can be applied to select the number of 
Tags.7 
                                                          
6  For complex roots, we can also test π4= 0 with a two-sided West, then π3 = 0 with a one-
sided t-test. Dickey (1993) and Smith and Taylor (1999b) advise the use of F-statistics 
rather than t-statistics because inference problems. 
7  See Taylor (1997) for a detailed discussion. 
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IV. Application 
As an original illustration, we apply the seasonal unit root tests to the monthly 
monetary stock of the Reichsbank (in thousands of Marks), constructed by 
Diebolt (in weekly data, with 2160 observations), covering the time period 
January 1876 to December 1920. Figure 1 displays the series in log form. The 
main data sources are given in the references. Our analysis begins with a his-
torical description, for a better understanding of the economic transformations 
in Germany during this period. 
 
l. Historical study 
The monetary unification of Germany was decreed on 22 September 1875. 
From 1 January 1876, the monetary system came into effect. A banking reform 
set up the Bank of Prussia as the central bank of the Empire, giving it the new 
name of Reichsbank in order to provide credit for the imperial government and 
to lead an active discount rate policy. 
Before World War 1, the Reichsbank had to give up its statutory reserve be-
cause of the difficult economic situation. The period from 1876 to 1894, for 
example, began with a very long recession (about 6 years) followed by insuffi-
cient recovery to surmount a new depression from 1883 to 1887, marked by 
high unemployment and falling incomes. During these years, the private banks 
tried to adopt a dominating position on the money market. The Reichsbank was 
then forced to dip below its rate to keep the control of the market in periods of 
excessive liquidity. This continued until 1896. 
On the other hand, the last five years of the nineteenth century were a period 
of extraordinary expansion for Germany. In spite of the short depressions of 
1901 and 1908, the trend continued until 1913. In fact, the German economy 
became increasingly interdependent with foreign countries. The balance of 
current payments nevertheless remained positive due to the excesses of the 
balance of services. At this time, gold outgoings did not disturb the Mark for 
the Reichsbank. The general situation was favourable, the company profits 
increased very quickly in spite of rising prices of raw materials and foodstuffs. 
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It resulted from intense technical progress and from a very dynamic economic 
and commercial organization based on a strong vertical and horizontal integra-
tion as well as a close connection between the industrial and Banking sectors. 
The Mark gradually became one of the strongest gold-backed currencies. 
However, it was also necessary to prepare for war from a financial viewpoint. 
From 1911, one notes a convergence of economic and financial reforms to-
wards a definite political purpose. During this period, monetary preparation for 
the war consisted of disciplining banks so that they increased reserves, persuad-
ing the public to use cheques rather than coin (not to use gold reserves) and, for 
the Reichsbank, to increase its gold reserves. This was the preoccupation of the 
law that authorized the issuing of 20 and 50 Mark banknotes, and that of the 
patriotic manufacturers who began paying their workers systematically with 
small denomination banknotes. Leading citizens and traders in Berlin and ad-
ministrations followed in order to contribute to the improvement of arnament. 
Furthermore, a war chest was constituted, of which Hume had already spoken 
ironically in the eighteenth century with reference to the money accumulated 
by the «king-sergeant», Frederich William I. Nevertheless, the result was fairly 
extraordinary. 
The last balance sheet of the Reichsbank during the peace period, that of 23 
July 1914, exceeds all that one can expect, because for the first time the money 
was covered to 90% by cash in hand (reserves), without counting the Supple-
ment of the war treasure. The margin of non-taxable issue then exceeded 3 
billion francs. Financial mobilization was as easy as military mobilization 
(from the ultimatum of Austria-Hungary to Serbia). The Reichsbank was ready 
to play its role of «war bank» until the moment when Russian gold was re-
quired at Brest-Litovsk. This was followed by accelerated depreciation, total 
bankruptcy of the Mark (alter the World War 1), a unique event in monetary 
history. It was a period of violent political opposition, great misery and also the 
enrichment of discriminating investors. We continue our analysis with the 
presentation of econometric test results. 
2. Econometric results 
Because the data are monthly, we use the test procedure developed by Beaulieu 
and Miron (1993), which is an extension of the HEGY test to monthly case. 
Table 1 Shows that a unit root at zero frequency is not rejected, while the 
seasonal unit roots are rejected. Therefore, applying a first differences filter 
makes the series stationary and the seasonal fluctuations are not non-stationary 
stochastic (i.e. seasonality does not evolve over time). However, study of AIC 
and BIC information criteria (See Table 2) Shows that the best model is that 
including seasonal dummies and we then estimate this model on the differ-
enced series (See Figure 2). 
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Table 2 Shows that almost all the seasonal dummies are significant and that the 
series includes deterministic seasonality, even if it is very weck. It is noted that 
the seasonal fluctuations of Reichsbank monetary stocks are greater at the 
beginning and the end of the year since the t-statistics are strongly significant. 
 
 
 
 
 
 
 
 
 
 
 
 
V. Conclusion 
The seasonal unit root tests developed by Hylleberg et al. (1990) make it possi-
ble to determine the nature of the deterministic or stochastic seasonal fluctua-
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tions. It also provides additional information concerning the historical analysis 
of the time series. We apply this method to the original monthly series of the 
Reichsbank monetary stock and emphasize deterministic seasonal fluctuations, 
with notably a strong seasonality at the beginning and the end of the year. This 
statistical result is closely related to the turning points detected by the historical 
analysis. This displays, once again, the power of the cliometric approach for the 
interpretation of Economic movements. 
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