Abstract. We consider the SU (n + 1) Toda system (S λ )
If 0 ∈ Ω and Ω is symmetric with respect to the origin, we construct a family of solutions (u1 λ , . . . , u k λ ) to (S λ ) such that the i−th component ui λ blows-up at the origin with a mass 2 i+1 π as λ goes to zero.
Introduction
Systems of elliptic equations in two dimensional spaces with exponential nonlinearity arise in many pure and applied disciplines such as Physics, Geometry, Chemistry and Biology (see Chern and Wolfson [9] , Chipot, Shafrir and Wolansky [9] , Guest [18] and Yang [41] ). Recently there is also considerable interest in the study of Toda-like systems, due to the importance in differential and algebraic geometry, and also mathematical physics.
We start with the single component Liouville equation ∆u + λe u = 0 in Ω ⊂ R 2 , u = 0 on ∂Ω (1.1) which has been extensively studied by many authors. Particular attention will be paid to the analysis of bubbling solutions. Let (u k , λ k ) be a bubbling sequence to (1.1), namely a family of solutions to (1.1) with λ k Ω e u k ≤ C, for some constant C, and max x∈Ω u k (x) → +∞, as k → ∞. Then it has been proved that all bubbles are simple, (see Brezis-Merle [3] , Nagasaki-Suzuki [34] , Li-Shafrir [23] ), i.e. the local mass lim r→0 lim k→+∞ λ k Br(x k ) e u k equals 8π exactly. In fact in this case there is only one bubbling profile: after some rescaling, the bubble approaches to a solution of the Liouville equation
∆w + e w = 0 in R 2 , On the other hand, it is also possible to construct bubbling solutions with multiple concentrating points (see Baraket and Pacard [1] , del Pino, Kowalczyk and Musso [13] , Esposito, Grossi and Pistoia [14] ). Degree formula has been obtained in Chen and Lin [6, 7] . Similar results can also be obtained when there are Dirac sources at the right hand side of (1.1) (see also Bartolucci, Chen, Lin and Tarantello [2] ). Let us now turn to systems of Liouville type equations. In particular, we concentrate on the so-called SU (3) Toda system    ∆u 1 + 2λe u 1 − λe u 2 = 0 in Ω, ∆u 2 + 2λe u 2 − λe u 1 = 0 in Ω, u 1 = u 2 = 0 on ∂Ω. arise from many different research areas in geometry and physics. In physics, it is related to the relativistic version of non-abelian Chern-Simons models (see Dunne [11] , Nolasco and Tarantello [36] , Yang [40] , Yang [41] and references therein). In geometry, the SU (3) Toda system is closely related to holomorphic curves (or harmonic sequence) of M into CP 2 (see Bolton, Jensen, Rigoli and Woodward [4] , Chern and Wolfson [9] , Griffiths and Harris [17] and Guest [18] ). When M = S 2 , it was proved that the solution space of the SU (3) Toda system is identical to the space of holomorphic curves of S 2 into CP 3 . We refer to Lin, Wei and Ye [26] and the references therein.
For equation (1.3) or (1.4), the first main issue is to determine the set of critical masses, i.e, the limits of local massess (λ k Br(x k ) e u 1,k , λ k Br(x) e u 2,k ) when u 1,k (x k ) = max Br 0 (x k ) max(u 1,k (x), u 2,k (x)) → +∞ and r 0 > 0 is small radius.
In [19] (see Lin, Wei and Zhang [27] for another proof), Jost-Lin-Wang proved the following Theorem 1.1. Let p j be a bubbling point, i.e., max Br 0 (p j ) max(u 1,k (x), u 2,k (x)) → +∞ for some r 0 > 0. Define the local mass at p j as Then there are only five possibility for (σ 1 , σ 2 ), i.e., (σ 1 , σ 2 ) could be one of (4π, 0), (0, 4π), (8π, 4π), (4π, 8π) and (8π, 8π).
Unlike single equations, according to Theorem 1.1, there are five possible blow-up scenarios. A natural question is whether or not all these blow-up scenarios are possible. Note that if we take u = v, this reduces to the single Liouville equation. By the construction in [13] or in [14] , (8π, 8π) is possible for any domain.
The last blow-up scenario is called fully blow-up case. The limiting equation becomes the SU (3) Toda system in R 2 ∆w 1 + 2e w 1 − e w 2 = 0 in R 2 , R 2 e w 1 < +∞, ∆w 2 + 2e w 2 − e w 1 = 0 in R 2 , R 2 e w 2 < +∞ (1.6) whose solutions are completely characterized in Jost and Wang [20] and Lin, Wei and Ye [26] . It is known that the masses are given by
The purpose of this paper is to show that the intermediate blow-up scenario does indeed occur. Namely for SU (3) Toda system (1.3) in a symmetric domain (see definition below), we shall prove the existence of blowing-up solutions with local masses (8π, 4π) and (4π, 8π). Note that there is no uniform limiting profile as in (1.6). Instead, both u 1 and u 2 have bubbles at the same place but with different blowing up rates and different limiting profiles (see remarks below).
In fact, more generally, we consider the SU (n + 1) Toda system
where Ω is a smooth bounded domain in R 2 and λ is a small positive parameter. We will assume that Ω is k−symmetric, i.e.
x ∈ Ω if and only if ℜ k x ∈ Ω, where
The following is the main result of this paper. [16] , where they consider the sinh-Poisson equation Let us comment on some recent related works. In [29, 30, 31] , Lin and Zhang studied general Liouville type systems with nonnegative coefficients. For Toda systems with singularities, the classification of local masses is given in Lin, Wei and Zhang [27] . Sharp estimates for fully blow-up solutions for SU (3) Toda system are given in Lin, Wei and Zhao [24, 25] . See also related studies by Malchiodi-Ndiaye [32] , Ohtsuka and Suzuki [37] . As far as we know, Theorem 1.2 seems to be the first existence result on bubbling solutions to the SU (3) Toda system.
The ansatz
Let α ≥ 2. Let us introduce the functions
which solve the singular Liouville problem
Functions w α δ with suitable choices of (α, δ) constitute the main terms in the bubbling profiles of u i .
Let us introduce the projection P u of a function u into
We look for a solution to (1.7) as 
(2.6) and the concentration parameters satisfy
Let us point out that from (2.7) the following relations hold
The rest term φ ∈ H k where (see (1.8))
The choice of δ i 's and α i 's is motivated by the need for the interaction among bubbles to be small. Indeed, an important feature is that each bubble interacts with the other one and in general the interaction is not negligible! The interaction will be measured in Lemma 3.1 using the function Θ := (Θ 1 , . . . , Θ k ) defined as
The choice of parameters α j and δ j made in (2.6) and (2.7) ensures that Θ j is small. In order to estimate Θ j we need to introduce the sets
where we set δ 0 := 0 and δ k+1 := +∞. We point out that if j, ℓ = 1, . . . , k
and so roughly speaking
shrinks to the origin if ℓ > j,
invades the whole space R 2 and A j δ ℓ runs off to infinity if ℓ < j. More precisely, in order to have Θ j small in Lemma 2.2 we will need to choose δ j 's and α j 's so that
and
where we agree that if j = 1 or j = k the sum over the indices i < j or i > j is zero, respectively. Here h i (x) := 4πα i H(x, 0). Moreover,
is the Green's function of the Dirichlet Laplacian in Ω and H(x, y) is its regular part. By (2.12) we immediately deduce
and therefore (2.6). Moreover, by (2.13) we immediately deduce that 17) which implies (2.7). By the maximum principle we easily deduce that Lemma 2.1.
and for any i, j = 1, . . . , k
(2.19)
Now, we are in position to prove the following crucial estimates.
Lemma 2.2. Assume (2.6) and (2.7). If j = 1, . . . , k we have
and in particular
Proof. By Lemma 2.1 (also using the mean value theorem h j (δ j |y|) = h j (0) + O (δ j |y|)), by (2.12) and by (2.13) we deduce
ln (δ j |y|)
By (2.17) we deduce that
and so if j = 2, . . . , k and i < j we have
, and if j = 1, . . . , k − 1 and i > j we have
We used (2.8) and (2.6). Collecting all the previous estimates, we get (2.20).
Estimate (2.21) follows immediately by (2.20), because if y ∈
In the following, we will denote by
the usual norms in the Banach spaces L p (Ω) and H 1 0 (Ω), respectively. We also denote by u := (u 1 , . . . , u k ) ∈ H 1 0 (Ω) k and we set
Estimate of the error term
In this section we will estimate the following error term
There exists p 0 > 1 and λ 0 > 0 such that for any p ∈ (1, p 0 ) and λ ∈ (0, λ 0 ) we have
Proof. We will show that if p is close enough to 1
The claim will follow. By (2.5) we have
Therefore, by (2.10) we get
Let us estimate the first term in (3.4), which gives the rate of R i λ p
. For any j = 1, . . . , k we have
dy (we use that e t − 1 = e ηt t for some η ∈ (0, 1) and Lemma 2.2)
Let us estimate the second term in (3.4). For any j = 1, . . . , k and r = j we have
. . , k and j < r.
(we use (2.7) and (2.8))
if r = 2, . . . , k and j < r.
(we compare with (3.5)) 6) for some provided p is close enough to 1.
Let us estimate the third term in (3.4). For any j = 1, . . . , k and r = j,
Firstly, we consider the case k = 2. We have only to estimate
. Therefore, we have
By (3.9) and (3.10), we can compare (3.7) with (3.5) and we get
provided p is close enough to 1. Now, let us consider the general case. We estimate (3.7) when p = 1. We have to estimate the following terms λ δ
where {σ 1 , . . . , σ k−1 } is a permutation of the indices {1, . . . , j − 1, j + 1, . . . , k}.
Let us estimate (3.12).
Therefore (3.12) follows. Let us estimate (3.13). We immediately get
because the function is integrable at the origin, since
which implies
If j = k we scale x = δ k y and we get
, because of (2.7) and (2.8).
(3.17)
By (3.15) and (3.17) we deduce (3.13) Let us estimate (3.14). It is useful to point out that 2α j = α j+1 . Therefore, it is clear that
It remains to consider the case σ i ≤ j−1 for any i = 1, . . . , h and α σ 1 +· · ·+α σ h +2−2α j < 0.
In particular, it means that the set of indices {σ h+1 , . . . , σ k−1 } has to contain a permutation of the indices {j + 1, . . . , k}. Then, we can write (3.14) as
By (3.18) and (3.19) we deduce (3.14).
It is clear that if cp is close enough to 1, by (3.7), (3.12), (3.13) and (3.14) we can compare (3.7) with (3.5) and we get
Finally, (3.2) follows by (3.4), (3.5), (3.6) and (3.20) . That concludes the proof.
The linear theory
Let us consider the linear operator
, where
Let us study the invertibility of the linearized operator L λ . 
Proof. We argue by contradiction. Assume there exist p > 1, sequences λ n → 0,
2) with δ 1n , . . . , δ k n defined as in (2.7) and
For sake of simplicity, in the following we will omit the index n in all the sequences and we write φ i = φ i n , ψ i = ψ i n . For any i = 1, . . . , k we defineφ i (y) := φ i (δ i y) with y ∈ Ω i :=
Step 1: we will show that
weakly in H α i (R 2 ) and strongly in L α i (R 2 ) (see (6.4) and (6.4)).
First of all we claim that
Indeed, we write (4.2) for two functions φ i and φ ℓ with i = ℓ 
we multiply by φ i , we use (4.3) and we deduce
which implies (by summing over the index ℓ)
On the other hand, if we multiply the first equation (4.6) by φ i and we use (4.3), we get
where the last equality follows by (4.9). By (4.10) we immediately deduce (4.5) when k = 3. When k = 3 we have to argue in a different way. For any index i, we write the equation (4.2) as
and we sum over the index i = 1, 2, 3, so we get
Since ψ 1 + ψ 2 + ψ 3 p = o(1) (because of (4.3)), the standard regularity implies that
. Now, we multiply equation in (4.12) by φ i and we sum over the index i = 1, 2, 3, so we obtain (using (4.3)) 3 2
, dx which implies
. That proves (4.5) when k = 3. Now, by (4.5) we deduce that each φ i is bounded in the space H α i (R 2 ) defined in (6.4). Indeed, if we scale we get
Finally, by Proposition (6.1) we can assume that (up to a subsequence)φ j ⇀φ * j weakly in H α j (R 2 ) and strongly in L α j (R 2 ). Now, by (4.2) we deduce that each functionφ j solves the problem
where ρ j (y) := 1 2
Now, let ϕ ∈ C ∞ 0 (R 2 ) be a given function and let K its support. It is clear that if n is large enough
where A j is the annulus defined in (2.11). We multiply equation (4.13) by ϕ and we get
Therefore, passing to the limit we get 
By (4.14) we deduce thatφ * j is a solution to the equation
Finally, since R 2 |∇φ j 0 (y)| 2 dy ≤ 1 it is standard to see thatφ * j is a solution in the whole space R 2 . By Theorem 6.1 we get the claim.
Step 2: we will show that γ j = 0 for any j = 1, . . . , k.
Here we are inspired by some ideas used by Gladiali-Grossi [15] . We set
We will show that
We know that φ i solves the problem (see (4.13))
We know that Z i solves (see Theorem 6.1)
Let P Z i be its projection onto H 1 0 (Ω) (see (2.3)), i.e.
By maximum principle (see also Lemma 2.1) we deduce that
frow which we get
Now, we multiply (4.17) by (ln λ)P Z i and (4.18) by (ln λ)φ. If we subtract the two equations obtained, we get
We are going to pass to the limit in (4.21). The last term is ln λ
because of (4.3) and since by (4.19) we get
(we scale x = δ i y and we apply (4.19))
(we use (4.15) and (4.4))
We estimate the second term. If j = i we get
(we use (4.15), (4.25), (4.26) and (4.27)) Therefore, (4.16) immediately follows. We used the following three estimates. If j < i we have
(we use α j > α i and we choose p close to 1) 25) and if j > i we have
(we use α i > α j and we choose p close to 1)
moreover for any i and j we have
( we choose p close to 1)
Finally, we have all the ingredients to show that
We know that P w i solves the problem
Now, we multiply (4.29) by φ i and (4.17) by P w i , we subtract the two equations and we get
(4.30)
We want to pass to the limit in (4.30). The L.H.S. of (4.30) reduces to
2φ i (y)dy = o(1) (because of (4.36) and (4.4)). (4.31)
The last term of the R.H.S. of (4.30) gives
because of (4.3) and since by (2.18) we get P w i ∞ = O(| ln λ|). Finally, we claim that the first term of the R.H.S. of (4.30) is It only remains to prove (4.33). We have
(we use the relation between δ i and λ in (2.7) and we use (4.25), (4.26), (4.27) and (4.35 
(we use the definition of σ i in (4.15) and we use (4.4) and (4.36))
(we use (4.16) and (4.4) because ln
(we use (4.37) and (4.38))
If we sum (4.34) over the index j we get (4.33).
We used the following estimate. For any j we have
A straightforward computation leads to
Step 3: we will show that a contradiction arises! We multiply equation (4.2) by φ and we get
and a contradiction arises!
Step 3: we will show that a contradiction arises!
We multiply each equation (4.2) by φ i , we sum over the indices i's and we get
A contraction mapping argument and the proof of the main theorem
First of all we point out that W λ + φ λ is a solution to (1.7) if and only if φ λ is a solution of the problem
where the error term R λ is defined in (3.1), the linear operator L λ is defined in (4.1), the higher order linear operator S λ (φ) is defined as
and the higher order term N λ is defined as
where
Proposition 5.1. There exists p 0 > 1, λ 0 > 0 and R 0 > 0 such that for any p ∈ (1, p 0 ), λ ∈ (0, λ 0 ) and R ≥ R 0 we have such that for any λ ∈ (0, λ 0 ) there exists a unique solution (2.9) ) to the system
Proof. As a consequence of Proposition 4.1, we conclude that φ is a solution to (5.4) if and only if it is a fixed point for the operator T λ :
where L λ , S λ , N λ and R λ are defined in (3.1), (5.2), (5.3) and (3.1), respectively.
Let us introduce the ball B λ,R := φ ∈ H k : φ ≤ Rλ
. We will show that T λ : B λ,R → B λ,R is a contraction mapping provided λ is small enough and R is large enough.
Let us prove that T λ maps the ball B λ,r into itself, i.e.
(5.5) By Lemma 5.2 (where we take h = N λ (φ) + R λ ), by (5.7), by Lemma 5.1 and by Lemma 3.1 we deduce that:
provided r and p are close enough to 1, R is suitable large and λ is small enough. That proves (5.5).
Let us prove that T λ is a contraction mapping, i.e. there exists L > 1 such that
By Lemma 5.2 (where we take ψ = N λ (φ 1 ) − N λ (φ 2 )) and by (5.8), we deduce that:
provided r and p are close enough to 1, R is suitable large and λ is small enough. That proves (5.6).
Lemma 5.1. Let S λ as in (5.2). There exists p 0 > 1 and λ 0 > 0 such that for any p ∈ (1, p 0 ) and λ ∈ (0, λ 0 ) we have
(we use Hölder's inequality with
(we use estimate (3.4))
which proves the claim.
Lemma 5.2. There exists s 0 > 1 and λ 0 > 0 such that for any p > 1, r > 1 with pr ∈ (1, s 0 ) and λ ∈ (0, λ 0 ) we have for any φ,
By the definition of N λ in (5.3) we immediately deduce that
We are going to prove that there exist some positive constants c i such that
Estimate (5.7) follows by (5.9) and (5.11) since φ ≤ 1 and estimate (5.8) follows by (5.10) and (5.12), since φ 1 , φ 2 ≤ 1.
Let us prove (5.11) and (5.12). Since (5.11) follows by (5.12) choosing φ 2 = 0, we only prove (5.12). We point out that
By the mean value theorem, we easily deduce that
Therefore, we have
(we use Hölder's inequality with (1 + |y| α ) 2 dy = 4πα. (5.14)
That concludes the proof.
Appendix
We have the following result. Proof. Del Pino-Esposito-Musso in [12] proved that all the bounded solutions to (6.2) are a linear combination of the following functions (which are written in polar coordinates) We observe that φ 0 always satisfies (6.1), while if α = 2 i for some integer i ≥ 1 the functions φ 1 and φ 2 do not satisfy (6.1). In [16] it was proved that any solution φ of (6.2) is actually a bounded solution. That concludes the proof. Proof. See [16] .
