Abstract. The classical Baker-Campbell-Hausdorff formula gives a recursive way to compute the Hausdorff series H = log(e X e
1. Introduction
Elementary summary.
The Baker-Campbell-Hausdorff formula naturally arises in the context of Lie groups and Lie algebras. Historically, the series H = log(e X e Y ) was used to define a multiplication law in a Lie group associated to a given Lie algebra.
A simple example of a Lie group is the group SL 2 of complex 2 × 2-matrices with unit determinant. The corresponding Lie algebra is the algebra sl 2 of traceless 2 ×2-matrices with matrix commutator [ In the algebra sl 2 we have H = log(e X e Y ) = X + Y + 1 2 [X, Y ]. In any finitedimensional Lie algebra the series H is also finite. In a free Lie algebra, H is a genuine infinite series containing commutators of an arbitrary degree (length) n > 1. Moreover, the number of linearly independent commutators of a fixed degree n grows exponentially in n. This fact explains why the classical BCH formula is awkward to apply for solving important exponential equations in Lie algebras.
Exponential equations and BCH formula itself appear in many branches of pure and applied mathematics. The original interest of the author in this topic came from knot theory and number theory. The Kontsevich integral of knots is a powerful invariant, which can be computed combinatorially via a Drinfeld associator [4, 18] . A Drinfeld associator [9] is a solution of so-called pentagon and hexagon equations involving 5 and 6 exponentials, respectively. It is well-known that the Hausdorff series starts as follows:
The series H can be expressed via associative words W in the letters X, Y as follows:
The generating function for the coefficients c W ∈ Q was computed by Goldberg [11] , see Theorem 2.8. [16] .
A presentation H(X, Y ) = SXS −1 + T Y T −1 for formally invertible series S, T in X, Y is equivalent to the fact that [22] the sum of the coefficients g W taken over all cyclic shifts of a word W of length at least 2 sum to 0. An unpublished proof by F. Rouvière of the following result was announced in [22, p. 21] . Theorem 1.7. Let L be the free Lie algebra generated by X, Y and H = log(e X e Y ).
We deduce a more general result in subsection 4.1. Our proof sheds light upon non-uniqueness of series F, G in the above exponential BCH formula.
Denote by L 1 the Lie algebra of formal vector fields on the line R. The algebra L 1 is linearly generated by the vector fields
The enveloping algebra of L 1 is isomorphic to the Landweber-Novikov algebra of cohomology operations in complex cobordisms [6] , see subsection 5.1.
The following result answers a question posed by V. Buchstaber.
is generated by the 6 vector fields
In section 5 we describe a recursive way to compute the whole series log(e v k e v l ).
Outline. The paper is organized as follows. In section 2 we recall classical versions of BCH formula. Section 3 contains two elementary proofs of compressed BCH formula from Theorem 1.6. Section 4 is devoted to another two versions of BCH formula.
In subsection 4.1 we prove an extension of Theorem 1.7 to the free Lie algebra generated by k elements. Subsection 4.2 contains an explicit form of the Zassenhaus version of BCH formula in the compressed quotient. In section 5 we compute recursively the Hausdorff series in the Lie algebra L 1 of formal vector fields on R. This subsection is devoted to classical variants of BCH formula (Theorem 2.4) originally proved by H. Baker [3] , J. Campbell [7] and F. Hausdorff [12] . Definition 2.1. The Bernoulli numbers B n are defined by the generating function:
One can verify that t e t − 1 + t 2 is an even function, which shows that B n = 0 for all odd n ≥ 3. Bernoulli numbers can be easily computed from the recursive relation
, is a derivation. 
Due to the property B n = 0 for odd n ≥ 3, the series H 1 can be rewritten as follows: 
2.2. BCH formulae in the forms of Dynkin and Goldberg. 
Note that the above Dynkin series is not written in a linear basis of the free Lie algebra generated by X, Y , e.g.
. It means that Theorem 2.7 is awkward to use for solving exponential equations in Lie algebras.
Let us express the Hausdorff series H = log(e X e Y ) via associative monomials:
Theorem 2.8.
[11] The generating function for the coefficients c x is We prove a couple of folklore formulae from [8] just for completness. Proof. The calculations are straightforward : (De
The inner sum ( * ) in the above right hand side is equal to
The formula
q n−1 q for 0 ≤ q ≤ n − 1 can be easily proved by induction on q. The inductive step from q to q + 1 goes as follows:
By the above formula we get
Hence the expression ( * ) is equal to 
The following reduction is a crucial step towards compressed BCH formula.
Lemma 3.6. Let H be the Hausdorff series in the free Lie algebra generated by 
Proof.
Since ad
long commutators only, the operators 1
By Claim 3.5 the operators acting on [X, Y ] should be equal, i.e.
2h + t∂ t h = 1 − tx + ty e tx+ty − 1 h + 1 − tyh, t∂ t h + 1 + ty + tx + ty e tx+ty − 1 h = 1,
The initial condition h| t=0 = 1 2 follows from
First elementary proof of Theorem 1.6. By the classical method through integrating factor and using a change u = e tx+ty we compute straightforwardly :
Hence the general solution is h(tx, ty) = 1 P (t)
Then h| t=0 = 1 2 and h(x, y)
x + y e x+y − 1 .
Compressed BCH formula from Goldberg's version.
Here we give the second proof of Theorem 1.6, which is even shorter than the first one, but uses sophisticated Goldberg's form of BCH formula. We need only the coefficients of monomials X r Y s in the Hausdorff series H(X, Y ), see Theorem 2.8.
Claim 3.7. For m = 2, the generating function c x of Golberg's coefficients is
Lemma 3.8. Let L be the free Lie algebra generated by X, Y . Write the Hausdorff series
The only terms making contribution to the monomials
Proof. 
Second elementary proof of Theorem 1.6. Let H be the Hausdorff series in the free Lie algebra generated by
By Lemma 3.8 the generating function C(X, Y ) of Goldberg's coefficients can be expressed via h(x, y) = k,l≥0
h kl x k y l as C(x, y) = xyh(x, −y). Claim 3.7 implies
In author's opinion, it would be interesting to extend compressed BCH formula to
This approximation to BCH formula should be highly more complicated than the compressed one.
Another two versions of Baker-Campbell-Hausdorff formula

Multi-variable exponential BCH formula.
Here we prove a multi-variable exponential BCH formula (Theorem 4.2) that is a general case of Theorem 1.7 formulated in subsection 1.3.
Lemma 4.1. Let L be the free Lie algebra generated by X 1 , . . . , X k . For any series H ∈L, H = X 1 , . . . , X k , there are elements G 1 , . . . , G k ∈L satisfying the
Proof. It suffices to find desired elements G 1 , . . . , G k only for an arbitrary commutator H in the free Lie algebra L. Due to Jacobi identity any commutator H can be rewritten as a linear combination of long commutators [A 1 A 2 . . . A m ], where each letter A i is one of generators X 1 , . . . , X k , see Definition 1.4. For instance,
, see a similar remark before Claim 3.5. It remains to look at the first symbols in every long commutator and collect all similar terms to get the required formula
A presention from Lemma 4.1 is not unique in general, e.g.
Theorem 4.2. Let L be the free Lie algebra generated by X 1 , . . . , X k . For the Hausdorff series H(X 1 , . . . , X k ) = log(e X 1 . . . e X k ) there are series
Proof. By Lemma 3.1 the required formula can be rewritten as H(X 1 , . . . , X k ) = e ad F 1 (X 1 ) + · · · + e ad F k (X k ). Represent the Hausdorff series as H(X 1 , . . . ,
, where H (n) is a homogeneous Lie element of degree n. For example,
We shall find desired series F 1 , . . . , F k in the same form by induction on the degree n.
Base n = 1. The operator e ad (F j ) acts on X j as follows:
. Therefore we may put
X i , for each j = 2, . . . , k. Our choice is not unique even for the base n = 1.
Inductive step from n − 1 to n. Suppose that we have found the series F 1 , . . . , F k up to degree n − 1, satisfying the commutator equation up to degree n. In degree n + 1 we need to define F
The second sum in the brackets contains already defined elements
since l ≥ 2 and each p i < n. Now Lemma 4.1 says that we are able to find elements F
satisfying the above formula. The induction step is complete.
The non-uniqueness in Theorem 4.2 essentially follows from the non-uniqueness of
In author's opinion, it would be interesting to describe all solutions to the above commutator equation appearing also in the Kashiwara-Vergne conjecture [14] . For a free Lie algebra, the Kashiwara-Vergne conjecture reduces completely to the commutator equation. The conjecture was recently proved for all Lie algebras [1] , but the uniqueness (up to a natural equivalence) was established only in partial cases [2] .
Compressed Zassenhaus form of BCH formula.
According to Magnus [19, section IV], Zassenhaus proved, but didn't publish the following remarkable result. Magnus proved the above theorem and gave a recursive way to compute the elements C n in [19, section IV] . We shall describe explicitly the compressed images C n of the elements C n in the quotientL. This shows how powerful compressed BCH formula is for solving exponential equations. 
Proposition 4.4. Let L be the free Lie algebra generated by letters
whereC n ∈L are homogeneous Lie elements of degree n = 2, 3, 4, . . .
Proof.
Firstly we use Theorem 1.6 to compute in the compressed quotientL :
[XY ], where x = ad X, y = ad Y.
To calculate log(e −Y e Z ) note that Z − Y belongs to [L, L], hence the fraction z − y e z−y − 1 = 1 in the compressed BCH formula, where z = ad Z. We get
It remains to notice that the elementsC n consist of commutators only, i.e.
log(e −Y e −X e X+Y ) = log 
Note that the elements computed above coincide with the original C 2 , C 3 , C 4 since the compressed quotientL contains all commutators up to degree 4.
Applications to formal vector fields on the line
In subsection 5.1 we give a motivation from algebraic topology to study the Lie algebra L 1 of formal vector fields on the line. Subsection 5.2 is devoted to a recursive BCH formula in L 1 and an explicit computation in the compressed quotientL 1 .
Cohomology operations in complex cobordisms.
Here we follow [13, Chapter 3, section 5.1].
Definition 5.1. Let f : M → N be a smooth map between compact smooth manifolds M and N. A complex structure of the map f is a complex vector bundle ξ over N such that T M ⊕ mε ∼ = f * (T N) ⊕ nε ⊕ Rξ for some m, n ∈ N.
All manifolds are supposed to be smooth with respect to a real structure, not a complex one, i.e. the dimension of the space CP n is 2n. • g| ∂W coincides with f 0 :
• g has a complex structure compatible with the complex structures of f 0 , f 1 . If N is a point, the ring U * (pt) = ⊕U −q (pt) is denoted by Ω U and consists of closed q-dimensional manifolds bounding compact (q + 1)-dimensional manifolds with complex structure in the stable normal bundle. It is known that the ring of complex cobordisms Ω U is isomorphic to the ring Z[x 1 , x 2 , x 3 , . . .], deg x q = −2q.
Briefly speaking, a stable cohomology operation of degree r in complex cobordisms is a family of maps α i (N) :
For any closed q-dimensional manifold K with a complex structure in a stable normal bundle, there is the simple operation
In fact Ω U embeds into the algebra A U of stable cohomology operations. We introduce only operations s ω corresponding to Chern classes σ i . • σ i are functorial, i.e. σ i (f * (ξ)) = f * (σ i (ξ)) for any continuous map f : K → M;
• for the Whitney sum of bundles ξ, η, we have σ i (ξ ⊕ η) = There is a canonical homomorphism to the integer cohomology: If N = pt, the class [f ] ∈ U −2n (pt) is represented by f : CP n → pt and ξ is the line bundle over CP n , then s (1,0,... ) [f ] ∈ U 2−2n (pt) is given by CP n−1 → pt. Recall that any closed manifold K representing a class in Ω U provides the operation α K , i.e. Ω U can be considered as a subalgebra of stable cohomology operations in A U . The following theorem is a fundamental result on complex cobordisms. Definition 5.7. Let G be the group of formal diffeomorphisms of the line R, x(t) :
The diffeomorphism x(t) is represented by (x 1 , x 2 , x 3 , . . . ). The composition x • y can be computed as follows: x(y(t)) = (t + j y j t j+1 ) + k x k (t + j y j t j+1 ) k+1 . The Lie algebra of G is the algebra L 1 of formal vector fields, generated by
Definition 5.8. For any finite sequence ω = (ω 1 , ω 2 , ω 3 , . . . ) of non-negative integers, define the differential operator D ω acting on diffeomorphisms x ∈ G by
2 · · · . So the algebra of D ω is the algebra of all left-invariant differential operators on G, which is isomorphic to the enveloping algebra U(L 1 ) of the Lie algebra L 1 of formal vector fields on R.
For example, we have
Theorem 5.9.
[6] The map s ω → D ω defines an isomorphism of the LandweberNovikov algebra S onto the enveloping algebra U(L 1 ) of the Lie algebra L 1 .
In particular, the algebra S embeds into U(L 1 ), e.g. 
The sum over n is finite since we count partitions of m and m − 1 into 2n positive integers. If m = 2 then 3a 3 = A(q 1 , . . . , q 2n ; l) .
The quantities A(p 1 , . . . , p 2n ; r) are taken from Theorem 5.10.
