How the information microscopically processed by individual neurons is integrated and used in organising the macroscopic behaviour of an animal is a central question in neuroscience. Coherence of neuronal dynamics over different scales has been suggested as a clue to the mechanisms underlying this integration. Balanced strong excitation and inhibition can amplify microscopic fluctuations to a macroscopic level and might provide a mechanism for generating coherent macroscopic dynamics from microscopic neuronal dynamics. Previous theories of brain dynamics, however, have been restricted to cases in which the balanced excitation and inhibition have constrained the macroscopic population-averaged activities to constant values, that is, to cases with no macroscopic degrees of freedom. In the present study, we investigate balanced neuronal networks with a non-zero number of macroscopic degrees of freedom that are coupled to microscopic degrees of freedom. In these networks, the microscopic fluctuations in the network dynamics are amplified by the strong excitation and inhibition to drive the macroscopic dynamics, while the macroscopic dynamics determine the statistics of the microscopic fluctuations. We develop a novel type of mean-field theory applicable to this class of interscale interactions, for which an analytical approach has previously been unknown. Irregular macroscopic rhythms similar to those observed in the brain emerge spontaneously as a result of such interactions. Microscopic inputs to a small number of neurons effectively entrain the whole network through the amplification mechanism. The neuronal responses of the whole network become coherent as the magnitude of either the balanced excitation and inhibition or the external inputs is increased. Our mean-field theory successfully predicts the behaviour of this model. Furthermore, our numerical results indicate that the coherent dynamics can be used for selective read-out of information from the network. In conclusion, our results show a novel form of neuronal information processing that bridges different scales, and advance our understanding of the circuit mechanisms of brain computing.
I. INTRODUCTION
How the information microscopically processed by individual neurons is integrated and used to organise the macroscopic behaviour of an animal is a central question in neuroscience. The brain exhibits characteristic activities on these two scales. On the microscopic scale, neurons in the mammalian cerebral cortex and hippocampus exhibit various temporal activity patterns in response to external stimuli or being driven internally. These activities are correlated with fine features of the information the animal is processing [1] [2] [3] [4] [5] . On the macroscopic scale, electroencephalograms (EEGs) and measurements of local-field potentials (LFPs) have revealed a diverse range of rhythmic activities. These vary in both frequency and amplitude, but are clearly correlated with the behavioural states of the animal, such as its attention and arousal level [6] [7] [8] [9] . Furthermore, in recent years, an increasing number of experimental results have suggested that coherence among activities on different scales in different brain areas is finely controlled, in the contexts of binding of sensory stimuli, sensori-motor coordination, and learning in behavioural tasks [10] [11] [12] [13] [14] [15] [16] [17] [18] . Hence, coherence of the dynamics on different scales appears to provide a clue to the mechanisms underlying the integration * takashi.hayakawa@riken.jp of information within the brain.
How the dynamics on different scales interact with each other is also a quite fundamental question in statistical physics. Various computational models have been investigated both numerically and theoretically in efforts to understand the activities in the brain from the physical viewpoint. In particular, a mean-field theory (MFT) of randomly connected neuronal networks (RNNs) has successfully accounted for several aspects of the dynamics in the brain [19] [20] [21] . Different versions of the theory have been developed for different models, ranging from simple networks with rate neurons to structured networks with spiking neurons, to enhance the applicability of the theory [20] [21] [22] [23] [24] [25] [26] [27] [28] . The application of RNNs is not limited to modelling the brain activities. It has also been shown recently by introducing and optimising a small number of non-random connections in RNNs that RNNs can generate arbitrarily designed target time series [29] [30] [31] . This framework is known as "reservoir computing." Use of the learning capability of reservoir computing has been extensively investigated for both biological and artificial learning systems [32] [33] [34] [35] [36] [37] [38] (see [36] for a review). MFT has also been applied to the learning of time series by these RNNs [39, 40] .
Despite the usefulness of RNNs and MFT as tools for modelling neuronal dynamics, interscale interactions between the microscopic neuronal dynamics and macroscopic rhythms observed in EEGs and LFPs are not understood theoretically. In most previous theories, the fluctuating components of the activities of N neurons make an o(1) contribution to the average synaptic input from the neuronal population. As a result, only the synchronous component of the neuronal activities contributes to the macroscopic dynamics, and hence, macroscopic degrees of freedom are separated from microscopic degrees of freedom. Such a theory does not allow us to understand how microscopically processed information is used to determine the macroscopic behaviour of an animal. This separation of scales might be the reason why the macroscopic dynamics predicted by previous theories are much simpler and more regular than EEGs and LFPs, despite recent pioneering studies that have numerically or theoretically investigated both the microscopic and macroscopic dynamics of RNNs [23, [41] [42] [43] [44] [45] [46] . It is therefore hypothesised that the fluctuating components of the neuronal activities are amplified by some mechanism so as to make an O(1) macroscopic contribution in order to provide a substrate for a novel class of interscale interactions and to account for the irregularity of EEGs and LFPs.
A natural candidate mechanism for such amplification would be balanced O( √ N ) excitation and inhibition. According to this concept, each neuron receives an O(N ) number of excitatory and inhibitory synaptic inputs of O(1/ √ N ) sizes. Although each of the total excitatory and inhibitory inputs to the neuron is O( √ N ) and hence diverges, most excitations and inhibitions cancel each other out and an O(1) component remains as the net input. Experimental studies have demonstrated that neurons in the brain do operate on a balance between such strong excitation and inhibition [47, 48] . It has also been shown experimentally that the amplitudes and frequencies of LFPs are modulated by fluctuations in the inputs to neurons near the balance point between strong excitation and inhibition [49] . Balanced strong excitation and inhibition have also been investigated in some previous computational studies [21, 27, [50] [51] [52] [53] . These studies showed that neuronal networks in such a balance are stable and that they can be useful in several functional aspects, such as for the active decorrelation of inputs [21] or for the retention and coding of information [50] [51] [52] . In these studies, however, balance conditions were applied to constrain the macroscopic activity to a constant equilibrium value to ease the theoretical analyses. As a result, the models had no macroscopic degrees of freedom. To the best of our knowledge, only phenomenological descriptions have so far been made for networks with balanced strong excitation and inhibition and a non-zero number of macroscopic degrees of freedom [54, 55] , and no comprehensive theory has been established that predicts the behaviour of RNNs in this model setting. A very recent unpublished study has pointed out that different realisations of RNNs with the same values of the model parameters show qualitatively different types of behaviour, and the authors presented a pessimistic view of the usefulness of MFT in this setting [56] .
With the goal of constructing a theory to describe the direct interscale interactions in RNNs, in the present study, we develop an MFT for networks of rate neurons with balanced strong excitation and inhibition and a nonzero number of macroscopic degrees of freedom. Due to the strong excitation and inhibition, the macroscopic degrees of freedom are coupled to microscopic degrees of freedom. In constructing this theory, we note that amplified microscopic fluctuations serve as driving forces for the macroscopic dynamics, while the macroscopic dynamics determine the statistics of the microscopic fluctuations. We show that irregular macroscopic rhythms similar to those observed in the brain arise from such interscale interactions. We observe that external inputs to a small O( √ N ) number of neurons effectively entrain the whole network through amplification by the strong excitation and inhibition. We also observe that these dynamics become coherent as the magnitude of either the excitation and inhibition or the external inputs is increased. These dynamics are predicted by a novel type of MFT that yields good quantitative agreement with numerical results. The numerical results further suggest that such coherent dynamics can be tuned to a specific range of external inputs and used for reading out information from the network selectively.
The rest of this article is organised as follows. We first describe our model settings in Sec.II. Then, in Sec.III, we develop an MFT for this model for cases with or without external inputs. Although we rely on intuitive arguments in this section in constructing the theory, we refer readers interested in a more formal argument based on pathintegral representations to Appendix B. In Sec.III, we also explain a method for numerically solving the derived mean-field equations and analysing the linear stability of the solutions. Next, in Sec.IV, we show the results of numerical simulations. In Sec.IV A, we first show the results for the simplest version of the model. We observe how rhythmic activities emerge through interactions between microscopic and macroscopic activities. Considering the basic results obtained in this section, we further investigate different model settings. In Sec.IV B, we investigate the same model, but now with external inputs, and observe how the network activities are entrained by the inputs. In Sec.IV C, we investigate networks with multiple pairs of excitatory and inhibitory neuronal groups, noting how multiple rhythms generated by these neuronal groups are synchronised with each other. We also observe that the intrinsic structure of a model containing multiple pairs of neuronal groups serves as a mechanism for selectively generating coherent dynamics for a certain range of external inputs. For each model setting, we compare the results obtained either by solving the mean-field equations or by directly simulating the model. We find that the two results are in good agreement. In Sec.V, we discuss these results in comparison with those of previous studies. We also discuss the prospects for future studies suggested by the present results. We refer readers interested in the technical details to the Appendix.
II. MODEL
Our theory is based on the following general model, consisting of P groups of N neurons, which is quite similar to a model investigated in a previous study [27] : 
In these equations, h
denotes a real-valued dynamical variable for the i-th neuron in the k-th group. The function φ can be any smooth function for which the derivatives vanish at infinity; however, we use only φ(h) = tanh(h) throughout this article. The variables J ij kℓ and I k,i (t) denote the synaptic strengths and external inputs to the i-th neuron in the k-th group, respectively. The synaptic strength is further divided into a random component and a deterministic component. The random component is the product of a quenched random variable, J ij kℓ , and a scaled parameter, σ kℓ / √ N . The scaled parameter σ kℓ / √ N represents the standard deviation of the random component. The deterministic component depends only on group indices and is subdivided into strong and weak components parameterised by g kℓ and g kℓ , respectively. Note that the random variables used in the description of the random component are slightly adjusted so that the sum of the random components of the connections to each neuron is zero in the last line of Eq. (1) . Here, the quantities { J ij kℓ } k,ℓ,i,j are independently and identically distributed (i.i.d.) quenched random variables with zero mean and unit variance. This adjustment of the random variables is introduced for ease of theoretical analysis in the present study. In regard to this adjustment, a recent unpublished study [56] has shown that a model similar to ours, but without such an adjustment, produces qualitatively different dynamics for different realisations of the random connectivity, even in the limit N → ∞. The authors showed this by applying a mathematical theory developed in [57] to their connectivity matrices, and found that the stochastic matrices have outlier eigenvalues, even in the limit of an infinite matrix size. In addition, as pointed out in [56] , this model can describe neuronal networks that do not violate Dale's law, a principle that prohibits neurons from feeding both positive and negative synaptic inputs (see Appendix A).
In addition to the above general setting, we further assume that the network consists of pairs of excitatory and inhibitory neuronal groups [ Fig.1(a) ] and that the parameters g kℓ and g kℓ and the external input I k,i (t) are set to values that allow the model to balance the excitatory and inhibitory inputs to the neurons dynamically and automatically. As illustrated in Fig.1(b) , we assume that, for two such pairs of excitatory and inhibitory neuronal groups, indexed by (k 1 , k 2 ) and (k 3 , k 4 ), we have
As also illustrated in Fig.1(b) , for such a pair of excitatory and inhibitory neuronal groups indexed by (k 1 , k 2 ), and for any neuronal group indexed by ℓ, we assume
As illustrated in Fig.1(c) , the two assumptions above are also applied to the connections within the pairs, namely, to the case for (k 1 , k 2 ) = (k 3 , k 4 ) in Eq.(2) and ℓ = k 1 or k 2 in Eq.(3). For the external input, we assume approximate equality between the average inputs to any paired neuronal groups indexed by (
Under these assumptions, the mean activities of the excitatory and inhibitory groups within the same pair are exactly the same in the limit N → ∞, as will be seen in the construction of the MFT below.
We have made these assumptions on the basis of the "balance equations" derived in previous studies (see [27] ). Letφ ℓ (t) be the populational average of φ(h (ℓ) j (t)) over the ℓ-th group. Let √ N I k (t) be the mean of the external inputs to the k-th group with the explicit scale factor √ N :
In the present study, we assume I k,i (t) ∼ O(1). This gives I k (t) ≈ 0, where small O(1/ √ N ) residuals are ignored. With these notations, the following balance equations must be satisfied (except for O(1/ √ N ) residuals):
If the balance equations are not satisfied, the right-hand side of the model equation (1) diverges, implying either that the solution instantaneously jumps to values satisfying the balance equations or else diverges to infinity. In our construction of an MFT, we will see that assumptions (2)-(4) ensure that the dynamics of {φ ℓ } ℓ automatically satisfy the balance equations, being included in the null space of the equations. This contrasts with previous theories of strong excitation and inhibition, where the solution for the balance equations is a single point representing a set of macroscopic equilibrium firing rates. Selected connections in (a) are shown in further detail to illustrate the assumptions of the model. In the illustration, interpair connections are divided into groupwise connections, which are further divided into strong and weak deterministic components (thick and thin lines, respectively). Lines in the same style with the same symbol denote connections with average strengths of the same absolute value. With these notations, assumption (2), with (k1, k2) = (3, 4) and (k3, k4) = (5, 6), and assumption (3), with (k1, k2) = (3, 4) and ℓ = 5, 6, are illustrated in panel (b). Assumptions (2) and (3) are also applied to the connections within a pair. This case is illustrated in panel (c), with (k1, k2) = (k3, k4) = (1, 2) for assumption (2) and (k1, k2) = (1, 2), ℓ = 1, 2 for assumption (3). Assumption (4) is illustrated in panel (d).
III. MEAN-FIELD THEORY
A. Strong dependence between microscopic and macroscopic dynamics
In this section, we derive an MFT for the above model. A more formal (but essentially the same) argument based on path-integral representations is given in Appendix B. For clarity, we first consider the case with I k,i (t) ≡ 0. In a similar manner to the analysis in a previous study [27] , we first divide the dynamics of the model into macroscopic populational dynamics and microscopic neuronal dynamics:
In these equations, m k denotes the average of h (k) i over the k-th group and δh
− m k denotes the deviation of the individual neuronal variables from the average. We similarly divide φ(h (ℓ) j ) into an average part and deviation part:
In the above equation, we make explicit the dependence of the two components on the history of the mean activities, {m k (t)} k . Before stating the precise definitions of these two components, we note that-due to the adjustment of the random variables in Eq. (1) 
This has been used in deriving Eq. (8) . We also note that the macroscopic part of the dynamics is exactly the same within each pair of excitatory and inhibitory groups due to Eq.(7) and the assumptions in Eqs. (2)- (4) . With the same assumptions, this fact is used to ensure that the contribution of φ ℓ [m](t) to the interaction through the strong deterministic component of the connectivity cancels out within the pair, yielding
This is ensured by defining φ ℓ [m] such that,
for t ′ ≤ t and for any paired excitatory and inhibitory groups indexed by (k 1 , k 2 ), implies
The quantity φ ℓ [m](t) is defined as the average of φ(h (ℓ) * j (t)) over the ℓ-th neuronal group and over the configurations of the random connectivity in the following fictitious dynamics, in which the mean activity is fixed and the microscopic dynamics of δh 
For such a system, we can apply the standard procedures of dynamic MFT and obtain a solution for {δh (k) * i } k,i . We will show the concrete procedure in Sec.III C. In this solution, the second term on the right-hand side of Eq. (15) for the neurons in the k-th group is assumed to be an i.i.d. sample path drawn from a Gaussian process. Formally, we write
This is intuitively justified by the central-limit theorem, although a rigorous proof is still lacking. The Gaussian process in the above is uniquely determined up to time t once the entire history of the mean activity up to the current time t is specified. We also note that the solutions for {δh Returning to the original equations, (7) and (8), we note that the solutions of Eq.(8) are-as an "ensemble of sample paths"-expected to have the same distributional form as those for the fictitious system with the same mean activity. This is because the microscopic parts of both the original system and the fictitious system satisfy the same equations. The difference lies in the constraint provided by Eq. (7) for the macroscopic part of the original system. Since the number of equations for the macroscopic parts is at most finite, drawing infinitely many sample paths for the microscopic dynamics from the same Gaussian process as the fictitious system under the constraint is infinitely more probable than drawing sample paths from a stochastic process of other distributional forms (this is clearer in the path-integral representation provided in Appendix B).
Considering this argument, we assign the ensemble of sample paths from the Gaussian process to individual neurons under the constraint given by Eq. (7) . Note that, if we randomly assign the sample paths to the neurons, the second term on the right-hand side of Eq. (7) is randomly drawn from the Gaussian process described in Eq. (18) ; that is,
The number of assignments satisfying the constraint among the above random assignments is proportional to the probability that the sample path for the quantities {m k (t)} k under consideration is realised. We therefore conclude that different sample paths are realised for m k (t) and η ℓ (t), with probabilities proportional to those of drawing a sample path for
As seen above, although the microscopic neuronal dynamics are a Gaussian process that is uniquely determined by the macroscopic mean activity, the probability of realising the mean activity is determined by the Gaussian process itself. Because of this strong dependence, the entire dynamics are, in general, no longer Gaussian. Therefore, one cannot expect a solution for the model to be obtainable simply by computing the first and secondorder moments, as in conventional MFTs. Nevertheless, we will successfully obtain numerical solutions for the mean-field equations below.
B. External inputs to
Next, we apply external inputs to the model. We focus on a specific type of external input that takes a common value for all neurons in the same pair of neuronal groups, except for ζ √ N neurons in each group that may possibly receive inputs of different values. Neurons in the brain have been thought to receive such sparse input [58, 59] . Thus, for paired excitatory and inhibitory neuronal groups indexed by (k 1 , k 2 ), we apply the following common input:
The set S is a collection of indices of the neurons receiving a common input. Inputs to the ζ √ N exceptional neurons are described by
Under this assumption, the dynamics on the two different scales can be decomposed as
In these equations, the definitions of m k and δh
are the same as in the previous section. Here we define φ ℓ [m](t) as the average of φ(h (ℓ) * j ) over the neurons in the ℓ-th group that receive the common input as well as over the configurations of the random connectivity in the following fictitious dynamics:
The deviations of the activities of individual neurons from this average are denoted by δφ
. Note that the effect of the variation in the inputs to the ζ √ N neurons has been excluded from the definition of φ ℓ [m](t). From this definition, the contribution of the average φ ℓ [m](t) to the interaction through the strong deterministic connections cancels out within the pair.
Through the same argument as in the previous section, we define the following Gaussian process:
In the same manner as the previous section, we argue that the microscopic dynamics of the original system must coincide with the fictitious microscopic dynamics as an ensemble of sample paths drawn from the above Gaussian process. Here, note that the microscopic dynamics in Eq. (27) are essentially uninfluenced by the dynamics of the exceptional ζ √ N neurons, because the total input from the exceptional neurons is evaluated as a randomly weighted sum of O( √ N ) of the δφ
√ N , and this term vanishes in the limit N → ∞. For the same reason, inputs from the exceptional neurons in the second term of the right-hand side of Eq.(28) are also negligible. We then argue that the ensemble of sample paths drawn from the Gaussian process must be assigned to individual neurons so that the constraints due to Eq.(23) are satisfied.
The constraining equation, (23) , can be further decomposed as
In the last line above, the average φ(h
N neurons has also been newly defined. Now, with all these rearrangements of the original equations, the same argument as that given in the previous section about the realisation of sample paths for
N can be applied. We conclude that the probability of realising a sample path for m k (t) and η ℓ (t) is proportional to that of draw-
We can then solve the mean-field equations for cases with or without external inputs by using the same numerical scheme, which we describe in the next section.
C. Solving the mean-field equation
We solve the stochastic mean-field equations derived in the previous sections by computing all quantities characterising the dynamics using small, discrete timesteps. In the following, these quantities are considered as column vectors or matrices, whose indices are timesteps arranged from the past to the future. These quantities include
, and two correlation matrices characterising the Gaussian processes,
for timesteps t 1 , t 2 . Using the matrix C ℓ , the Gaussian processes in (18) and (31) are represented as
where ξ i kℓ is a random vector consisting of independent unit Gaussian variables. The matrix D k is computed from L ℓ as follows. We first define a matrix for which the s-th column
Note that, although the solution for this equation depends on boundary conditions, solving the linear equation from initial conditions at a time sufficiently far in the past gives an almost unique solution at the timesteps of current interest, because variations due to the initial conditions decay exponentially with a unit time constant. From this observation and Eqs. (15) , (18) , ((27) , (31)), (37) , and (38), we obtain
This approximate computation is valid only at times where the effects of the boundary conditions have been removed by relaxation. This apparently requires us to deal with very large matrices, but there is a way to avoid this (see Appendix C).
We can now obtain the solution for the dynamics by extending these vectors and matrices from time t up to time t + ∆t. Initially at t = 0, we assume m k (t) = 0 and I k,i (t) = 0 for t ≤ 0. For this case, previous theories [19, 27] have given us all necessary values for t ≤ 0. We then observe that this clamped mean activity relaxes to stationary dynamics for t > 0. Suppose that we have obtained the values of First, assuming that η ℓ is continuous, we can compute m k (t + ∆t) with the Euler method applied to Eq. (20) or (34) . We can also compute Q ℓ , D k at time t + ∆t, applying the Euler method to Eqs. (38) and (39) . Then, φ ℓ and C ℓ (and hence also L ℓ ) at time t + ∆t can be obtained from D k and m k with the aid of the following formulas:
The variables {z α } α=1,2 in these equations are Gaussian variables that have the same moments as {h (ℓ) j (t α )} α=1,2 , which are computed from m ℓ and D ℓ . We denote dummy variables having the same distributions as {z α } α=1,2 by {z ′ α } α=1,2 . The variable δv ℓ,j , (j / ∈ S) is obtained by filtering the inputs to the exceptional neurons:
Once the matrix C ℓ is updated, the random driving force η ℓ at time t + ∆t is drawn from the conditional Gaussian distribution P (η ℓ (t + ∆t)|{η ℓ (t − s)} s≥0 ). From the argument in the previous sections, we have
Denoting the mean and variance of this conditional Gaussian distribution by µ ℓ,t+∆t and ν ℓ,t+∆t , respectively, we obtain η ℓ (t + ∆t) from
In this equation, ξ ℓ,t+∆t is an i.i.d. unit Gaussian random variable. All quantities have thus been updated. The actual numerical simulations shown below, however, have been performed in a much more efficient manner (see Appendix C for the technical details). Note that the solutions thus obtained are those from a randomly chosen realisation of our RNN, not solutions from a particular network.
D. Analysis of linear responses to perturbation
Previous studies have investigated linear responses to infinitesimal perturbations, δh
i , and have obtained the associated Lyapunov exponents. In the present model settings, such an analysis is numerically intractable. In numerical solutions of the mean-field equations, we instead calculate the change in the statistics of the Gaussian processes, such as
, at a suitably chosen initial time t ptb . In this calculation, we evaluate the linear response around the realised dynamics for fixed sequences of (unit-Gaussian) random numbers, ξ ℓ,t+∆t . We measure the magnitude of the response using the 2-norm:
The 2-norm of a matrix is the Frobenius norm. To calculate these norms, we consider vectors and matrices over a truncated time period from t − T 1 to the current time t (see Appendix D). We can also determine the magnitudes of multiple responses by calculating in the same manner as is done with the widely used algorithms for determining the Lyapunov exponents based on QR decomposition [60, 61] . The average of the responses calculated in this manner over the sample paths for the mean-field equations is the average response of a whole ensemble of networks with different configurations for the values of the parameters under consideration. Although it is numerically intractable to calculate this average explicitly, examination of the responses and their exponents around a few typical sample paths is expected to provide information about the average response. See Appendix D for the technical details.
IV. NUMERICAL SIMULATIONS
A. A single pair of dynamically balanced excitatory and inhibitory neuronal groups
Qualitatively different solutions
We first consider the simplest case, where the network consists of a pair of excitatory and inhibitory neuronal groups (indexed by k = 1, 2, respectively) with the following parameters: σ kℓ = σ 0 , g kℓ = 0, I k,i (t) ≡ 0 for any k, ℓ, i and g 11 = g 21 = −g 12 = −g 22 = g 0 . The architecture of the network is illustrated in Fig.2(a) . If g 0 = 0, the model is essentially the same as that for a network with a single neuronal group for which the random synaptic weights have zero mean and a rescaled variance, 2σ 2 0 /2N . The dynamics in this case are essentially the same as those investigated in a previous study [19] . From this, we conclude that the present model with g 0 = 0 will undergo a transition from a fixed point to a chaotic state at σ 0 = 1/ √ 2 (not shown). For the regularly oscillating solutions, multiple plots of the activity patterns are shown to illustrate the diversity of waveforms and frequencies. In (l), we show magnified images of the regular oscillations, where the coherence between the mean activity and the activities of individual neurons can be seen.
We are particularly interested in cases with non-zero values of g 0 . We have studied this case both by solving the mean-field equations numerically and by directly simulating the model. For σ 0 < 1/ √ 2, we obtain only a trivial fixed-point solution, similarly to the case with g 0 = 0. Increasing the value of σ 0 beyond 1/ √ 2, we observe qualitatively different solutions. Since the repertoire of solutions is qualitatively the same for different values of σ 0 , we show the results only for the fixed value σ 0 = 1.2. We show typical activity patterns of the model in Fig.2(b) -(p). Since the excitatory and inhibitory neuronal groups in the present model have statistically the same dynamics, according to the MFT, we show only a single plot of the activities obtained from the meanfield equations for each case. In fact, in the results from the direct simulations presented in Fig.2(b) -(p), we observe that the mean activities of the excitatory and inhibitory neuronal groups are almost equal and that the microscopic fluctuations in the two groups exhibit similar temporal patterns, which is consistent with the theory in this respect. Comparing the plots obtained from the mean-field equations and from direct simulations, we also observe that both have similar amplitudes and temporal patterns for the mean activities and the microscopic fluctuations around them. This suggests that our theory successfully predicts the behaviour of the model. We evaluate this apparent similarity between the theory and direct simulations quantitatively below.
As we increase the value of g 0 from zero, we find that the mean activities of the model start to show fluctuations with non-zero amplitudes. For relatively small values of g 0 , the waveforms of the fluctuations in both the mean activity and individual neuronal activities are similar to the fluctuations exhibited by the individual neurons at g 0 = 0 [coloured Gaussian noise; Fig.2 (b) and (c)]. This is expected from the theory, which shows that the driving force for the mean activity is the summation of individual neuronal fluctuations scaled by g 0 / √ N [Eq. (7)]. For small g 0 , fluctuations in the mean activity are therefore small and have little effect on those in the neuronal activities. Fluctuations in the neuronal activities are thus similar to those observed for a case with zero mean activity (the case with g 0 = 0 and previous studies [19, 27] ). Since these microscopic fluctuations serve as the driving forces for the mean activities, small fluctuations in the mean activities also resemble the neuronal fluctuations for g 0 = 0 .
With a further increase in the value of g 0 , we observe that the model starts to show irregular intermittent dynamics, varying between positive and negative values close to ±1, with patterns that are reminiscent of the UP-DOWN states observed in the brain [6, 15] The existence of the two stable fixed points suggests that irregular intermittent dynamics are interpreted as chaotic fluctuations centred around the two fixed points and that the regular oscillation is a state in which the microscopic and macroscopic fluctuations have become coherent in the intermittent dynamics. Since there is no external input in this model, the coherence in the regular oscillations is maintained internally. According to the MFT, this can be interpreted as mutual entrainment between the mean activity and the activities of the individual neurons.
Symmetry breaking with respect to configurations of the random connectivity
Further examining the three types of solutions for larger values of g 0 , we find that the attractors of the network dynamics are also determined from configurations of the random connectivity. Fig.3 (a) shows plots of activity patterns of three networks with the same parameter values but different configurations. We find that a network with the same configuration shows dynamics convergent to the same attractor when it is simulated from different initial conditions, while those with the same parameter values but different configurations show various dynamics. In a recent unpublished study [56] , such individuality among networks with different configurations has been attributed to outlier eigenvalues of the connectivity matrices. For this reason, we numerically calculate the entire eigenvalue spectra of the connectivity matrices that give rise to the three types of qualitatively different solutions. As predicted by the mathematical theory in [57] , all eigenvalues of the connectivity matrices for different configurations are uniformly distributed in the same circle, with radius √ 2σ 0 , and no outlier eigenvalues are found. Thus, we conclude that symmetry breaking with respect to configurations of the random connectivity occurs regardless of the lack of apparent asymmetry in the model equation and its connectivity matrix, which is reminiscent of the replica symmetry breaking in spinglass models [62] . Hereafter, we also call this individuality among the dynamics for the same parameter values replica symmetry breaking.
We further investigate the origin of this symmetry breaking. Previous studies [56, 57] showed that the random connectivity described by The eigenvalue spectra of the Jacobian matrix {B ij kℓ } k,ℓ,i,j computed at an arbitrarily chosen network state in the attractor for configuration 1 using the connectivity matrices for configurations 1 and 2. Magnified images of the edge regions of the spectra are also shown. In the magnified images in (b) and (c), the eigenvalues of configuration 2 are hidden behind those of configuration 1. In the spectra for both configurations 1 and 2, most of the eigenvalues are uniformly distributed over a common disc, as seen in the left panels of (b) and (c). In the magnified image of (c), however, outlier eigenvalues are observed (arrowheads).
with g 11 = g 21 = −g 12 = −g 22 = g 0 does have outlier eigenvalues; however, the random connectivity of the present model,
does not. One of these studies [57] actually proved that imposing the constraint that the sum of the entries in each row of the connectivity matrix be zero eliminates the outlier eigenvalues. This proof suggests that the linear variational equation around a solution, (49) which determines the linear stability of the solution, has a coefficient Jacobian matrix with outlier eigenvalues on the right-hand side. This is because the zero-sum adjustment no longer works when the entries in each row of the connectivity matrix, {J Note that most eigenvalues are distributed over a common disc, even though Fig.3 (c) compares eigenvalues of the Jacobians for configurations 1 and 2 at a network state included only in the attractor for configuration 1. As far as we have examined, the eigenvalue spectra always consist of a common disc and a small number of outliers, suggesting that these outliers crucially determine the stability of the orbits. However, the positions of these outliers are highly variable, and we have not found a general rule governing them. Also, to examine the overall stability of the dynamics, the effects of eigenvalues must be integrated along the entire trajectory. However, this calculation is intractable and we leave it to a future study.
Statistical agreement between the mean-field theory and direct simulations
The fact that each realisation of an RNN with the same values of the parameters has a qualitatively different solution has led to a pessimistic view of the usefulness of MFT [56] , because the model behaviour cannot be predicted using the conventional MFT. Our solutions for the mean-field equations, however, are quite similar to those obtained from direct simulations. To examine the extent 
The panels in the left two columns show the values of the autocorrelation functions of the mean activities µ1(τ ) and of the neuronal activities D1(τ ), and the fourth-order statistics of the mean activities κ1(τ ) and of the neuronal activities q1(τ ), as estimated from the direct simulations (labelled "direct") and from the MFT, with different types of lines. These quantities are averaged over the time period 1000 ≤ t ≤ 2200 and over fifteen random configurations. In the panels of the rightmost column-(c), (f), and (i)-the same plots of µ1(τ ) are overlaid with three estimates of µ1(τ ) averaged over only the longer time period 1000 ≤ t ≤ 40000 (an orange line from MFT and two purple lines from direct simulations with two different configurations).
to which the description provided by our MFT is accurate, we calculate statistics of the dynamics using both mean-field equations and direct simulations. We calculate the autocorrelation functions of the mean activities and of those of individual neurons as
respectively. Since the dynamics are expected to be nonGaussian, we also calculate the fourth-order statistics defined by
In these equations, bracketing indicates averaging over both a long period and configurations. In Eqs. (51) and (53), the averages are also taken over the neurons in the k-th group. The fourth-order statistics defined above vanish if the dynamics are Gaussian. We first calculate these statistics by averaging the arguments of the brackets over the period 1000 ≤ t ≤ 2200 (and over the neuronal group for D k and q k ), as well as over fifteen different configurations of the random connectivity in both direct simulations and solutions of the mean-field equations. The panels in the left two columns of Fig.4 compare these calculated statistics, and show good agreement between the theory and direct simulations. This indicates that our theory predicts the behaviour of the model quantitatively, at least statistically. In this figure, we also note that the fourth-order statistics have large values for networks with large values of g 0 , and small values for networks with small values of g 0 . This is consistent with the discussion in Sec.III A, which shows that the dynamics for large values of g 0 are non-Gaussian because of the dependence between the microscopic and macroscopic dynamics, while those for small values of g 0 are almost Gaussian.
Next, we calculate the statistics µ 1 (τ ), now taking averages only over the long period 1000 ≤ t ≤ 40000 but not over the configurations (the panels in the rightmost column of Fig.4) . In this case, we find that the tails of the calculated correlation functions are highly variable, especially when the parameter g 0 has large values. This is consistent with the replica symmetry breaking observed in the previous section. However, despite the agreement between the theory and direct simulations found from the statistics averaged over configurations, we do not observe the highly variable parts of the correlation functions when we calculate their values by solving the mean-field equations only over the long period. This discrepancy in the long-time averages-but not in the configurational averages-suggests that our solutions for the mean-field equations has switched from a solution for one configuration to that for another configuration. A plausible cause of this is the limitation on the size of the correlation matrices used for solving the mean-field equations (see Appendix C). This size limitation allows the solution to "forget" the individuality it had at the initial period and to switch to a solution for a different configuration. The statistics averaged over long times in solutions of the mean-field equations are therefore expected to be close to those averaged over configurations rather than those for a particular configuration.
Nevertheless, we also find that solutions that are not significantly affected by the size limitation exist. For relatively small values of g 0 , the solutions are not significantly affected by the size limitation, because the individuality of each configuration is not large compared to the randomness of the dynamics common to all configurations. In fact, in Fig.4(c) and (f) show that the variability in the tails of the statistics is not large. Also, for large values of g 0 (g 0 = 50, for example), the random component of the driving forces of the mean activities at each timestep is much smaller than the deterministic component, which suggests that most of the information about individual configurations is retained within the correlation matrices for this limited size. In fact, neither regularly oscillating solutions with various waveforms and frequencies nor fixed-point solutions switch to solutions of different types or to solutions with different waveforms and frequencies. Since the computational costs of our solutions of the mean-field equations are huge, we do not attempt to show agreement between the theory and direct simulations in configurational averages of the highly variable dynamics of networks with large values of g 0 .
Linear responses to perturbations
To further characterise the dynamics, we compute Lyapunov exponents from the direct simulations, and find that the largest Lyapunov exponents are positive, zero, and negative for the irregular dynamics, regular oscillations, and fixed points, respectively. Fig.5(a) shows the values of the largest Lyapunov exponent for the dynamics of networks with different values of g 0 . We find that networks with larger values of g 0 have dynamics with the smaller largest Lyapunov exponents. This indicates that, as the value of g 0 increases, the chaoticity of the dynamics decreases and the dynamics become non-chaotic at some point. Fig.5 (a) also shows that the values of the Lyapunov exponents vary among networks with the same parameter values but different configurations. Hence, the transition to non-chaotic dynamics occurs at different values of g 0 depending on the configuration.
We also compute the exponents for linear responses to infinitesimal instantaneous perturbations from the meanfield equations (see Sec.III D and Appendix D for details), and find that the exponents have negative values for the chaotic solutions and small positive values for regularly oscillating solutions. Fig.5(b) shows how the estimated values, λ MF (t), converge as we increase the time length of the simulations used for the estimation. This result is surprising to some extent, because the signs of the exponents estimated from the mean-field equations are different from those of the largest Lyapunov exponents.
The negative value of the exponent for the chaotic solution indicates that the chaoticity is only seen in the representation as a Gaussian process, and the entire dynamics are no longer chaotic once the sequence of random numbers used for generating sample paths is fixed. The very small positive value of the exponent for the regularly oscillating solution suggests that there is a solution infinitesimally close to the original, regular oscillation but that the two diverge slowly. Recall that a solution of the mean-field equations up to some time point does not necessarily identify a unique configuration of the random connectivity. We can interpret a solution determined up to some time point as an orbit common to the solutions for multiple networks with different config- In the slightly perturbed solution, a small instantaneous perturbation is applied at the indicated time (arrowhead; t ptb = 480). Magnified images of the rising parts of the perturbed and unperturbed solutions just after, and a long time after, the perturbation are also shown. It is seen that the two oscillations have slightly different frequencies.
urations. In addition, solving the mean-field equations further along the time axis can be interpreted as narrowing the range of possible configurations. We can then interpret the infinitesimally perturbed solution examined above as a solution for a configuration slightly different from that of the unperturbed solution. Fig.5 (c) compares a regularly oscillating solution and a solution obtained by applying an instantaneous, small-amplitude perturbation to it. We find that the two solutions have quite similar waveforms but oscillate at slightly different frequencies. Such oscillations, with two slightly different frequencies branching from two close orbits, explain the small positive value of the exponent, which appears to slowly converge to zero in the limit t → ∞.
Remark on other values of variance σ 2 0
Above, we focused on a specific value of σ 0 . Other values of σ 0 lead to qualitatively similar results, although we cannot present all of them in this article. In general, smaller values of σ 0 lead to irregular dynamics with temporal correlations over longer times or oscillations at smaller frequencies. For such smaller values of σ 0 , we also tend to find regularly oscillating solutions more frequently at smaller values of g 0 .
B. External inputs to
√ N neurons
Next, we apply external inputs to √ N excitatory neurons (and hence set ζ = 1 in the notation of Sec.III B) in the model examined in the previous section [see the model architecture in Fig.6(a) ].
Sinusoidal external inputs
We first apply sinusoidal inputs of amplitude A and period T per as follows:
In this model setting, we observe two qualitatively different types of behaviour. We show their typical activity patterns in Fig.6(c)-(k) . From the figure, we note that the activity patterns obtained from the direct simulations and from the MFT are quite similar, suggesting that our theory successfully predicts the behaviour of the model in the case with external inputs as well. As we increase the amplitude A for a fixed value of g 0 , the solutions undergo a transition from irregular dynamics partially entrained by the input to regular dynamics synchronous with the input. This indicates that inputs to an O( √ N ) number of neurons can effectively entrain the whole network in this model.
Similarly to the case without external inputs, we observe that replica symmetry breaking affects this transition behaviour. The transition from partially entrained dynamics to synchronous dynamics occurs at different values of A, depending on the configuration, but not on the initial condition [ Fig.6(l) ]. In Fig.6(b) , we show a histogram depicting the percentage of twenty networks with random configurations that synchronise with the inputs for each value of A. We find that the transition point is highly variable among networks with different configurations. Nevertheless, similarly to the case without external inputs, we observe that the statistics of the dynamics estimated from direct simulations and from MFT are in good agreement, as they are averaged over both configurations and time. In Fig.6(m) , we plot the autocorrelation function of the mean activities, µ 1 (τ ), estimated from the theory and from direct simulations according to the definition in Eq. (50) . For this calculation, we take averages over the period 1000 ≤ t ≤ 2500 and over fifteen random configurations.
In parallel with the transition from partially entrained, irregular dynamics to synchronous, regular dynamics, we find by calculating the largest Lyapunov exponent, λ LE , for the direct simulations that the partially entrained dynamics are chaotic, while the synchronous dynamics are non-chaotic. We show the values of the largest Lyapunov exponent calculated for different values of A in Fig.7(a) , and note that the largest Lyapunov exponent tends to decrease as we increase the amplitude A, but the values of λ LE are highly variable, depending on the configuration. We also calculate the exponent, λ MF (t), from solutions of the mean-field equations, and find that the exponent is zero for regular synchronous dynamics and negative for partially entrained, irregular dynamics [ Fig.7(b) ]. The zero exponent is confirmed by plotting λ MF (t) as a function of elapsed time since the perturba- Fig.7(c) ]. This contrasts with the very small positive value (possibly slowly converging to zero) obtained for the coherent dynamics of networks without external inputs in Fig.5(b) . In the case without external inputs, the small positive exponent suggests the existence of perturbed dynamics in a slightly different configuration that are infinitesimally close to the original dynamics but diverge over time. In comparison with this case, the zero exponent suggests that there exist perturbed dynamics in a slightly different configuration that are infinitesimally close to the original dynamics and neither diverge nor converge over time. For such perturbed dynamics, it is reasonable to postulate dynamics with waveforms slightly different from those of the original dynamics but that are synchronous with the same external input. Although we actually observe synchronous dynamics with different waveforms for the same parameter values [ Fig.7(d) ], the change in the waveform in the perturbed dynamics cannot be confirmed directly by applying an instantaneous small perturbation, probably because the response is too small. By performing model simulations with different values of period T per , we can examine the frequency dependence of the entrainment. In Fig.8(a)-(c) , we show the values of A at which ninety percent of the random configurations result in T per -periodic synchronous dynamics and the values of A at which ninety percent do not. These values have been statistically estimated by repeating direct numerical simulations and applying a statistical method (local linear logistic regression) to the simulation results (see Appendix E for details). For larger values of g 0 , we often observe network dynamics synchronous with external inputs for which the periods are integer multiples of T per [ Fig.8(e) ]. In Fig.8(a)-(c) , we separately show the values of A at which ninety percent of the configurations result in nT per -periodic synchronous dynamics for some integer n and the values of A at which ninety percent do not for any integer n. For small A and large g 0 , we sometimes observe that network dynamics have periodicities that appear to be incommensurate with the period of the external input (and are hence regarded as quasi-periodic and counted as "not nT per -periodic for any n") [ Fig.8(f) ]. This suggests that there is a route from T per -periodic dynamics to chaotic dynamics via nT per -periodic and quasiperiodic dynamics as we decrease the amplitudes of the inputs. This is typical behaviour observed at the border between non-chaotic and chaotic regimes in different systems [63] .
In Fig.8(a) -(c), we find preferences for inputs at certain frequencies. For comparison, we also examine networks with g 0 = 0 under uniform sinusoidal inputs to all neurons:
As we increase the amplitude A uni of the input to a network with g 0 = 0, we find that the network under- goes a transition from irregular chaotic dynamics to T perperiodic synchronous dynamics. Note that the mean-field equations for this case are deterministic and that the network with g 0 = 0 does not suffer from replica symmetry breaking. Thus, we can easily estimate the values of A at the transition points by using repeated numerical simulations. We show these values in Fig.8(d) . In contrast to the networks with finite values of g 0 , the transition points for this network are nearly independent of the input frequencies in this range. Comparing the two cases, we conclude that the preferences for certain input frequencies that are observed in networks with finite values of g 0 originate from interactions between the microscopic and macroscopic dynamics. For inputs at certain frequencies, the microscopic and macroscopic fluctuations are more likely to become coherent. We cannot find a rule predicting what frequencies are preferred by networks with given parameter values, but we do find that networks with larger values of g 0 tend to have fewer such preferences, being entrained to different inputs by generating nT per -periodic synchronous dynamics for some integer n.
2. Reading out information from coherent dynamics 
Recall thatφ k is the populational average of φ(h i (t)) over the k-th group. If the dynamics are coherent, we expect suitably read-out values, γ(t), to be O(1). In contrast, if the dynamics are chaotic, the ensemble of neuronal activities can be regarded as an incoherent Gaussian process, and therefore, values read out from them are expected to be O(1/ √ N ). We numerically test this hypothesis by examining the values read out with the following weighting coefficients:
In this equation, we set the coefficients to such values that the initial value of γ(t) at time t init is O(1). We show network activities and typical read-out values obtained from them in Fig.9(a)-(d) . The values read out from the coherent regular oscillation show a regular pattern of magnitudes comparable to the initial value, γ(t init ), [ Fig.9(b) ], while those read out from the irregular activity rapidly decay from the initial value [ Fig.9(d) ]. This observation is consistent with the above argument. To further evaluate the magnitudes of the read-out values, we calculate the following normalised standard deviation, S γ , of γ(t) read out from networks of different system sizes:
The bracket in this equation indicates the average over the entire network. We also take the average over a long time, of length T avg , starting from a suitably chosen initial time t 0 , for a simulation that starts from a random initial condition different from that of the simulation for which we have determined the weighting coefficients. We also show the activity patterns obtained from this initial condition in Fig.9(a)-(d) . In Fig.9 (e) and (f), we show the calculated values of the normalised standard deviations on logarithmic scales, and find that values read out from regular oscillations do not depend much on the system size, while those read out from irregular dynamics are roughly proportional to 1/ √ N , as we expect. These results suggest that the above mechanism for reading out O(1) values only when the network dynamics are coherent enables neuronal networks to transmit information selectively. Note that we have repeatedly read out the same pattern from the coherent dynamics, regardless of the independent initial conditions [ Fig.9(b) ]. Regardless of the symmetry among the neurons that receive inputs through statistically the same set of synaptic weights, identical coherent dynamics-not coherent dynamics randomly reshuffled with respect to the neuronal indices-are always realised. This reproducibility appears to be a consequence of the replica symmetry breaking.
Irregular external inputs
A different type of external input of particular interest is an irregular input with no periodicity. As an example of such an input, we use the following filtered noise:
where F and F −1 indicate Fourier and inverse-Fourier transforms, respectively. We denote white Gaussian noise with unit variance, I WG (t)I WG (t − τ ) = δ(τ ), by I WG . The domain of integration is between ω min and ω max , which are given suitably in the discrete Fourier transforms we use for the numerical calculations below [64] . To filter out the high frequency components, we use the step function Θ(ω) = 1 for ω ≥ 0 and Θ(ω) = 0 for ω < 0. Examining the properties of the network dynamics resulting from these irregular inputs, we find that the largest Lyapunov exponent decreases and become negative as we increase the amplitude A of the input. By analogy with the results of the previous section, we hypothesise that neuronal activities are coherent in the dynamics with the negative largest Lyapunov exponents. In Fig.10(a) and (b) , we show typical activity patterns for the networks with the negative and positive largest Lyapunov exponents, given these irregular inputs. Coherence among the neurons is not seen in the activity patterns. To further test the hypothesis, we read out values linearly from these networks according to Eqs. (56) and (57) and examine the scaling of the read-out values in the same manner as for Fig.9 (e) and (f). Fig.10(c) and (d) show that the normalised standard deviations of the values read out from networks with negative exponents do not depend much on the system size, while those calculated from networks with positive exponents are roughly proportional to 1/ √ N . This suggests that the networks undergo a transition to coherent dynamics as we increase the amplitude of the irregular external input, even though coherence among the neurons is not obvious from their activity patterns.
C. Intrinsic drift terms among multiple pairs of excitatory and inhibitory neuronal groups
Finally, in this section, we examine the interactions among multiple pairs of excitatory and inhibitory neuronal groups. Networks consisting of multiple pairs may show a diverse range of activity patterns, depending on the values of the parameters, and it is beyond the scope of this study to describe all those activity patterns comprehensively. Thus, we restrict the discussion to the most basic cases shown below.
Frustration introduced to two pairs of excitatory and inhibitory neuronal groups
Having observed the emergence of oscillations and coherence in previous sections, the most straightforward and basic question to consider next would be how these oscillations are synchronised with each other. We address this question by examining a network consisting of two pairs of excitatory and inhibitory neuronal groups [see Fig.11(a) for the network architecture and parameterisation]. The parameters are set to values that allow each pair of neuronal groups to generate oscillations. Because of replica symmetry breaking, the two pairs typically generate irregular-or regular-asynchronous oscillations with different frequency characteristics if they do not interact with each other. We then examine the effects of the weak deterministic components of the intergroup connections. Recall that interactions through the weak deterministic components are interpreted as drift terms . Panel (h) shows activity patterns similar to (g) but obtained from the mean-field equations. During the period indicated by asterisks, (*) and (**), the connections terminating on group 1, 2 or 3, 4 are weakened to half their original strengths, that is, (σ kℓ , g kℓ , g kℓ ) → (σ kℓ /2, g kℓ /2, g kℓ /2) for k = 1, 2 (*) or k = 3, 4 (**). In the last segments of (f)-(h), indicated by three asterisks, we adjust a subset of the parameters, (σa, σ b , ga, g b ), from in our MFT. If the parameter g kℓ has a positive value, oscillatory activity in the ℓ-th group is fed into the kth group as input. Based on the results in the previous section, the k-th network is expected to be synchronous with the input if the parameter value is sufficiently large. Similarly, if the value of g kℓ is negative, the k-th network is expected to be synchronous but in antiphase. We actually observe such entrainment, both in the direct simulations and in solutions of the corresponding mean-field equations [ Fig.11(b)-(e)] .
In previous sections, we noted that network dynamics typically have only a single attractor that varies depending on the configuration of the random connectivity. In a network consisting of multiple pairs of neuronal groups, we also observe frustrated dynamics. We examine a network consisting of two pairs interconnected by both positive and negative weak connections [see the parameter values in the caption for Fig.11(f)-(h) ]. The positive and negative weak connections act to synchronise the two pairs in the same phase and in antiphase, respectively. Thus, the network is expected to show both types of synchronisation. We actually observe this. We show plots of typical activity patterns in the initial time period, 500 ≤ t ≤ 1000, of Fig.11 (f) and (g). This figure shows that the two pairs of neuronal groups in a single network are synchronised in the same phase or in antiphase depending on the initial condition.
In the initial period of Fig.11 (f) and (g), we observe that the dominant pair determines which type of synchronisation occurs. In Fig.11(f) , the first and second neuronal groups primarily determine the rhythm, while the third and fourth groups are passively entrained to the rhythm. Since the first and second neuronal groups feed positive connections to the others, the entire network is synchronised in the same phase. In contrast, in Fig.11(g) , the third and fourth groups are dominant and feed negative connections to the others, and the entire network is synchronised in antiphase.
These observations suggest a mechanism by which the two types of synchronisation can be switched. A biologically plausible mechanism for this switching is to adjust the parameter values temporarily. Previous experiments have reported a mechanism that may be responsible for modulating the overall synaptic efficacy in a local network in the brain [65] (see Discussion for the argument about the biological plausibility). Inspired by this experimental result, in Fig.11(f) , we set all synaptic weights terminating on the first and second groups to half the original values, namely (g kℓ , g kℓ , σ kℓ ) → (g kℓ /2, g kℓ /2, σ kℓ /2) for k = 1, 2, during the indicated period, 1000 ≤ t ≤ 1250, and then set them back to the original values for t > 1250. In this simulation, the first and second networks are dominant in the initial period, 0 ≤ t ≤ 1000. Then, during the modulation of the synaptic weights, the driving forces in the first and second groups are temporarily weakened, and consequently, the third and fourth groups become dominant. After the synaptic weights are set back to the original values for t > 1250, this switched dominance is maintained. In Fig.11(g) , we observe the opposite switch from synchrony in antiphase to synchrony in the same phase. In Fig.11(h) , we confirm that this phenomenon is also observed in a solution for the mean-field equations with the same parameter values. For suitably chosen parameter values, the frustrated dynamics examined above also become coherent dynamics with two distinct attractors. In the last time period of Fig.(f)-(h) , the dynamics become regular oscillations synchronised in the same phase or in antiphase after the parameter values are suitably adjusted (see the figure caption for the specific values). While irregular frustrated dynamics occasionally switch from one of the two types of synchronisation to the other, the synchronisation among regular oscillations persists unless external inputs are applied or the parameter values are changed.
2. Intrinsic structures that shape the selective entrainment to external inputs Fig.8 shows that networks are entrained to sinusoidal inputs with complicated preferences regarding the frequency of the input. It also shows that networks with larger values of g 0 tend to be entrained to a wider range of inputs, sometimes generating nT per -periodic synchronous dynamics for some integer n. If information processing in the brain takes advantage of such an entrainment of network dynamics by external inputs, it is also important to investigate mechanisms for further shaping the selectivity of the entrainment. In our model setting and the corresponding MFT, drift terms due to the weak deterministic component of the connectivity are thought to play this part. To investigate this possibility, we again examine networks with the same architecture as in the previous section. As illustrated in Fig.12(a) , we apply two sinusoidal inputs-with a variable phase relation parameterised by ∆θ-to √ N neurons in each excitatory group of this network:
We focus on the following specific values of the parameters:
.1, and T per = 35. For these values, the drift terms act as a force to rotate the mean activities anticlockwise in the m 1 -m 3 plane. Because |φ ℓ (t)| ≤ |m ℓ (t)| always holds, the drift terms themselves cannot sustain an oscillation. For this model setting, we examine the thresholds for entrainment of the networks by the external inputs in the same manner as in Fig.8 . Fig.12 integer n and those at which ninety percent are not for any integer n. In Fig.12(b) -(d), we find that inputs with certain phase relations entrain networks with smaller amplitudes than those with other phase relations. Since the drift terms act as a force that rotates the mean activities anticlockwise in the m 1 -m 3 plane, we expect that external inputs driving the mean activities against this rotation need larger amplitudes to produce entrainment. The results in Fig.12(b) -(d) support this idea. In the figure, we also find that networks with larger values of g 0 have less selectivity, being entrained more easily to unpreferred inputs and generating nT per -periodic dynamics for some integer n. These results suggest the weak deterministic component of the connectivity as a mechanism for shaping selectivity to the inputs and the strong deterministic component of the connectivity as a mechanism for widening the selectivity to less preferred inputs.
V. DISCUSSION
In the present study, we investigated RNNs with dynamically balanced strong excitation and inhibition. We developed a novel type of MFT for balanced networks with a non-zero number of macroscopic degrees of freedom coupled to microscopic degrees of freedom; this type of MFT has not been investigated theoretically in any previous study. In constructing the theory, we noted that microscopic fluctuations in the neuronal activities that are amplified by the strong excitation and inhibition serve as driving forces for the macroscopic dynamics of the mean activities, while the mean activities constrain the statistics of the microscopic fluctuations. In the simplest network, comprising a pair of excitatory and inhibitory neuronal groups, we observed both regular and irregular macroscopic rhythms. As we increased the magnitude of excitation and inhibition, the irregular dynamics lost their chaoticity and became regular oscillations or fixed points. During the transition, the mean activities of neuronal groups and the activities of individual neurons became coherent. The transition point-and the dynamics both before and after the transition-varied among networks with different configurations for the same parameter values. Thus, replica symmetry breaking was suggested. Nevertheless, our theory successfully predicted the behaviour of the model, in that the statistics of the dynamics averaged over configurations were in good agreement between the theory and direct simulations of the model.
In networks with external inputs, periodic inputs to an O(
√ N ) number of neurons effectively entrained the whole network. We showed that, as the amplitude of the periodic inputs was increased, the networks underwent a transition from irregular, partially entrained dynamics to regular dynamics synchronous with the input; the transition point again depended on the configuration. During the transition, the mean activities of the neuronal groups and the activities of the individual neurons became coherent. In the entrainment by periodic inputs, the networks preferred inputs at certain temporal frequencies. Such a preference was not observed in networks without balanced strong excitation and inhibition under uniform inputs. Therefore, the interscale interactions due to balanced strong excitation and inhibition is thought to underlie this preference. We also showed that the induced coherent dynamics can be used as media for selectively transmitting information. When values were read out from our network, by taking a weighted average of neuronal activities with O(1/N ) weighting coefficients, only the coherent dynamics allowed the read-out of O(1) values. Conversely, by examining values read out in this manner, we showed that coherent dynamics are induced not only by regular inputs but also by irregular inputs, although the coherence induced by the irregular inputs was not obvious at first glance.
While we observed only a single attractor of the dynamics in networks consisting of a single pair of excitatory and inhibitory neuronal groups, we observed frus-trated dynamics in networks consisting of multiple interconnected pairs. Multiple rhythms generated by multiple pairs were synchronised with each other in different manners, depending on the initial conditions. The type of synchronisation was switched by temporarily adjusting the overall synaptic efficacy of certain neuronal groups. Interactions among multiple pairs also served as a mechanism for designing induced coherence. The weak components of intergroup connections shaped the range of external inputs that can induce coherent dynamics at a certain amplitude. We found this selectivity to be widened or narrowed by adjusting the magnitudes of the balanced strong excitation and inhibition. These results suggest that networks with coherent dynamics tuned to a desired range of external inputs can be designed using pairs of excitatory and inhibitory neuronal groups as building blocks.
The present study was largely inspired by a previous investigation of RNNs [27] and by a couple of published and unpublished studies on models similar to ours [54, 56] . In the former study [27] , the authors investigated a network with a balance of strong excitation and inhibition, providing a theoretical framework for dealing with a network with multiple neuronal groups and analysing its non-trivial fixed points and transitions to chaos. Our study used their theoretical framework as a starting point to further analyse non-trivial populational dynamics that they had not analysed. In the latter published study [54] , the authors numerically analysed the same network as one of ours and found similar oscillatory dynamics. They further analysed the dynamics with approximate reduced equations and related the dynamics to eigenvalues of the connectivity matrices. Although these results were quite inspiring, their approach-focusing on the eigenvalues with the largest real parts-was not always sufficient to characterise behaviour of the model. It is known that eigenvalues of the connectivity matrices of their networks in the limit N → ∞ are uniformly distributed over a disc [57] , as observed in Fig.3(b) . This implies that it is difficult to select a single eigenspace that effectively determines the dynamics in this limit, on which their theory relied. In the unpublished study with a similar approach [56] , the authors argued that a model similar to ours showed qualitatively different dynamics, depending on the configuration of the random connectivity. They attributed this phenomenon to stochastically determined outlier eigenvalues of the connectivity matrices, and came to the pessimistic conclusion that MFT cannot predict the behaviour of the model. This view is not accurate, because the connectivity matrices of our model do not have such outlier eigenvalue but do show qualitatively different dynamics depending on the configuration. In contrast with these two previous studies [54, 56] , we developed an MFT that works for a model similar to the previous models, but with the further assumptions contained in Eqs. (2)-(4). Although different configurations of the random connectivity resulted in qualitatively different solutions in our model, too, our MFT successfully predicted the behaviour of the model in the statistical sense described above.
However, it is only fair to mention that our theory cannot be applied to the most general case, where the assumptions (2)-(4) are relaxed. Recall that our theory applies to the case in which the entire solution space for mean activities,φ ℓ , is included in the null space of the balance equation. The most general case would be one in which the null space of the balance equation is a proper subspace of the entire solution space for the mean activities. This extension would be complicated and is beyond the scope of the present study; it remains a challenge for a future study.
We also note that we have not given a detailed bifurcation analysis around the transition point from irregular dynamics to regular coherent dynamics. This requires a very careful analysis of the mean-field equations or the corresponding path-integral representation. Our analysis of the exponents for linear responses to perturbations showed negative exponents for chaotic incoherent dynamics and small positive or zero exponents for coherent dynamics. This analysis is expected to provide information about the way bifurcation occurs near the transition point from negative to positive exponents. However, such an analysis would cost too much computationally to enable it to be naively repeated for examining the bifurcation. The stochastic nature of our MFT also makes bifurcation analysis difficult. We leave this problem also to a future study.
Another line of approach related to ours has been given in recent studies that apply the techniques of statistical field theory to neuronal networks [40, [66] [67] [68] [69] . In an unpublished study [70] , the authors analytically estimated the time that a network of spiking neurons takes to transfer from a quasi-stable fixed point to another fixed point, and suggested a future study of oscillations between the fixed points. In that study, they used perturbation techniques in a path-integral formalism under the assumption of replica symmetry. Analytical treatments of this type might have an advantage over our approach because our numerical solution of the mean-field equations still incurs approximation errors due, e.g., to the limited size of the correlation matrices. However, such analytical techniques cannot be directly applied to the present model because of the replica symmetry breaking observed in the present study. Recall the history of studies of spinglass models, in which examinations of the stability of replica-symmetric solutions and considerations of replicasymmetry-breaking solutions led to the solution by Parisi for the Sherrington-Kirkpatrick model [62] , which was ultimately proved to be correct [71] . It is reasonable to analytically investigate the solutions for our model and their properties in a similar manner, bearing in mind the properties of our solutions.
As an investigation of coherence among individual neurons and macroscopically observed quantities such as EEGs and LFPs, there is an obvious drawback in our approach, in that our model consists of rate neurons. In the present study, we gave priority to the analytical tractability of a model consisting of rate neurons. Recall that the dynamics of the present model are linear, once the values of the interaction terms are given. Since the interaction terms can be regarded as a Gaussian process for which the statistics can be computed explicitly, we obtained the dynamics of the entire network by solving the differential equations satisfied by the correlation matrices of the Gaussian process [Eqs. (37)- (39) and Eq.(B21)]. The computational costs for solving the mean-field equations were thus considerably reduced by the linearity of the model. It is clear from the derivation that the same type of MFT can, in principle, be constructed for a network consisting of general nonlinear elements, by regarding the inputs to the elements as a Gaussian process and consistently determining the statistics of the Gaussian process from the nonlinear dynamics of the individual elements. Solving the mean-field equations for this case, however, will incur much greater computational costs. A simple, randomly connected network consisting of nonlinear rate elements without a balance between strong excitation and inhibition was investigated in [26] . In that case, the authors solved the mean-field equations by generating a large number of sample paths, each of which followed a nonlinear equation with random driving forces. Applying this method to a network similar to ours, but with nonlinear elements, and solving its mean-field equations would be computationally even more demanding but not necessarily impossible. We leave this challenge to a future study. For networks consisting of a finite number of spiking neurons, a previous study [72] derived a recursive formula in a form similar to ours, approximating the model as a renewal process and computing the renewal kernels. Although that study did not investigate the dynamics resulting from a balance between strong excitation and inhibition, a future investigation of the formal similarity to our calculation might be interesting.
Our results suggest future directions of studies in terms of not only dynamics but also learning. In previous studies of RNNs, learning was first considered in the context of the "edge of chaos," where the variety and stability of network dynamics at the transition to chaos were exploited in learning [73] [74] [75] . More recent studies have focused on a different regime with various nonchaotic neuronal dynamics under external or feedback inputs [31, 40, 76] . In particular, the authors in the seminal work [31] stably reconstructed desired patterns from the coherent dynamics induced by randomly weighted O(1) feedback from read-out values to all of the neurons in the network. This strong random global feedback is thought to break the symmetry with respect to shuffling of the neuronal indices, making the read-out pattern stable (see also [77] for a similar result with strong random global feed-forward input). This requirement for a strong global input, however, restricted the applicability of their framework to the supervised learning of a small number of temporal patterns. Our results suggest a new regime of dynamics, in which coherent dynamics emerge spontaneously and do not need to be passively entrained by strong global inputs. As a result of replica symmetry breaking, networks with different configurations showed qualitatively different dynamics, while values read out from a network with a particular configuration were reproducible [ Fig.9(b) ]. Our results in Sec.IV C showed that complicated behaviour-such as switching between two types of synchronisation and selective induction and read-out of coherent dynamics-can be designed by simply combining pairs of neuronal groups. These characteristics of the regime of dynamics studied here might be useful in learning. For these reasons, learning in our model-beyond the supervised learning of a small number of temporal patterns-is a worthy challenge for a future study. Experimental studies have shown that configurations of the connectivity in the brain change on a relatively fast time scale (that of a few hours-days) [78] , and that cortical circuits are in a regime of dynamical balance similar to ours [49] . We therefore hypothesise that the brain can rapidly change the attractors of its dynamics while maintaining the reproducibility of readout patterns by taking advantage of coherence and replica symmetry breaking, and that this mechanism underlies the highly efficient and versatile learning in the brain.
Another direction that should be investigated from a biological viewpoint is the dendrite-wise modulation of synaptic efficacy. Experiments have shown that a certain type of inputs to the upper-part of the apical dendrites of cortical neurons multiplicatively modulate the efficacy of all synapses on the dendrites [65] . If this multiplicative modulation of synaptic efficacy occurs synchronously in most neurons in a local circuit, it amounts to a modulation of parameters σ kℓ , g kℓ , and g kℓ of the present model, in which we observed that chaoticity, coherence, and selective entrainment to specific inputs depend on these parameters. In particular, we observed the crucial part played by the parameter g kℓ , the magnitude of the strong excitation and inhibition. Although we assigned the parameters fixed values-or values that we manually adjusted-for the present study, the inputs to the upper parts of the dendrites in the brain are supplied by neuronal activities. This suggests a future investigation of a case in which the parameters are dynamically modulated by the activities of neurons in the model. This idea reminds us of recurrent neuronal networks with long shortterm memory (LSTM) [79] . In a model with LSTM, the gating variables that multiplicatively modulate the synaptic inputs are determined by another set of synaptic inputs. This mechanism and its modified versions have been widely used in engineering, especially in the processing of time-series data, and have been shown to improve the performance of recurrent neuronal networks significantly (in many papers, but see [80, 81] , for example). This similarity should be kept in mind for future investigation.
The present results also suggest a more concrete modelling of the phenomena observed in the brain. For example, we observed that multiple rhythms generated by multiple pairs are synchronised with each other in the same phase or in antiphase. We also observed switching between these two types of synchronisations, which has been suggested as a clue to the mechanisms underlying different perceptions of the same physical stimulus [17] . As another example, in Fig.8(f) , we observed that the phase relation between the network response and the external input changed slowly in a network near the border between chaotic and non-chaotic regimes. This is reminiscent of the phase precession between neuronal activities and theta oscillations observed in the brain [13] . It would be interesting to investigate whether these experimental observations can be explained by constructing models based on our results.
In the modelling of brain dynamics, our results should also be compared with previous computational models. For networks of integrate-and-fire spiking neurons, irregular fluctuations in the populational firing rate have been observed in [82] . This study concluded that the network undergoes a transition from a state with irregular spiking activities at constant firing rates to one with irregular fluctuations in firing rates of neurons as the mean strength of the synaptic connections was increased. This conclusion evoked a controversy, and in a criticism of it, some researchers [83] indicated the absence of a divergence of the correlation time, which must occur at a transition from fixed firing rates to chaotic fluctuations in the firing rates. In our rate networks, the transition from a fixed populational firing rate (g 0 = 0) to populational rate fluctuations (g 0 > 0) is not a true phase transition accompanied by a divergence of the correlation time. The transition from irregular populational fluctuations to regular oscillations in our model should be associated with a divergence of the correlation time, but this transition occurs at different parameter values, depending on the configuration of the random connectivity. This variability among transition points might mask the divergence of the correlation time if the correlation time is estimated from an average over different configurations. Since the same type of MFT, in principle, applies to a network of integrate-and-fire neuron models, as discussed above, this observation in our model suggests that the network studied in [82] also undergoes a qualitative change in network dynamics similar to the change we have observed. In fact, the populational firing rate of the network studied in [82] was shown to start fluctuating significantly in a similar manner to the change from g 0 = 0 to g 0 > 0 in our model, as they increased the mean strength of the synaptic weights. Keeping this line of debate in mind, one should investigate whether previous numerical results for dynamically balanced networks of spiking neurons [55] and for models of behavioural variability with strong shared inputs [84] can also be explained by our theory. A previous study [24] that investigated a simple RNN receiving sinusoidal inputs with randomly distributed phases between 0 and 2π found a dynamical phase of non-chaotic coherent dynamics. In Sec.IV B, we investigated networks with sinusoidal inputs. However, our network is balanced between strong excitation and inhibition, and the phases of the sinusoidal inputs in our study were the same for all neurons receiving the inputs. Thus, the two results cannot be compared directly. In [24] , the sinusoidal inputs examined had much shorter periods, close to the unit time constant. Since the unit time constant in this model can be interpreted as the membrane constant of the neurons in the brain (15-30ms) , the examined oscillations can be interpreted as gamma oscillation (> 30 Hz). In contrast, the oscillations examined in the present study were on slower time scales . This distinction suggests that the slower time scale in the dynamics of our model is inherent in the interscale interactions we have studied and is related to the timescale on which the macroscopic behaviour of animals is determined.
Although we have investigated neuronal networks exclusively, in the broader context of statistical mechanics, a future study should investigate whether the methods developed in the present study can be extended to characterise systems in other branches of physics, especially, in condensed matters with long-range interactions and in systems described as a complex networks. The construction of our theory suggests that these systems have similar mechanisms for amplifying microscopic signals to a macroscopic level, based on a balance between strong positive and negative forces. For example, a condensed plasma might be considered as a balanced system with strong positive and negative electromagnetic interactions. Some biological networks of signaling substances might also be regarded as a strongly balanced system. This speculation should be experimentally tested with support from a theory similar to ours. In the main text, we simulated the model equations (1) directly. In this section, we describe the details of the simulations. We first describe the random variables J ij kℓ . As indicated in [56] , we can choose random variables for the connectivity, so that the model does not violate Dale's law, a rule that prohibits neurons from feeding both excitatory and inhibitory connections. We use the following random variables with zero mean and unit variance:
The sign before J ij kℓ is positive if the ℓ-th group is excitatory, and negative otherwise. Using these random variables, we have
Note that the effect of the adjustment in the last line of Eq. (1) There is also another advantage in employing the above random variables. In direct simulations, most of the computational cost is due to the multiplication of synaptic weights and neuronal activities. However, the above set of synaptic weights takes only two values for each neuron. We can then compute the total inputs to the neurons simply by dividing the presynaptic neurons into two groups, summing up the neuronal activities in each group, and then multiplying the activities by one of the two synaptic weights. This considerably reduces the computational costs. With this trick, we integrate the model equations using the fourth-order Runge-Kutta algorithm [64] with discrete timesteps of size ∆t = 0.05. We used N = 10, 240 for most of the results, except that we use N = 40, 960 in Fig.4 In the main text, we derived mean-field equations based on an intuitive argument about the interaction between the mean activities of the networks and fluctuations in individual neuronal activities. In this section, we derive the same formula again based on a path-integral representation. This yields the same result as that in the main text, but in a more formal manner. The approach based on path-integral representations has recently become increasingly popular in the analysis of RNNs and other disordered systems [68, 69, 85] . Our argument and notation follow [85] . We refer readers to the first two chapters of [85] for precise definitions and notations for the path integral we use below.
As defined in [85] , the moment-generating functional for the dynamics of the present model from an initial condition a is given by
In the above, following [85] , we collectively denote {h
by h as a single column vector, and add the subscript α as the time index. The superscript T denotes transposition. The probability density over the sample paths is denoted by p. Hereafter, we sometimes use the same sort of collective notation but omit subscripts and superscripts without mentioning it. The main step in deriving the mean-field equations is to transform the above functional into an integral with respect to the sample paths for the mean activities. Putting the right-hand side of the model equation equal to f (h), the above generating functional can be further transformed into a Fourier representation. Using the Fourier representation of the Dirac delta functional,
we have
In the above, we introduce an auxiliary field, j, for calculating the response function (see [85] ). In the above definition, we adopt the Ito convention and take the noiseless limit in defining the path integrals for the dynamics. In this section, we assume that the noiseless limit, thermodynamic limit, and stepsize limit all commute with each other. Note that we have
because this quantity is the limit of integrals of proper probability densities. In the following, we represent inner products with respect to time in the L 2 sense, using a vectorial notation such as
Rewriting the above with a concrete form of f and making the dependence on configurations explicit, we obtain
Here, we define the action:
We denote the vector and matrix for which all entries are unity at each timestep by 1 and M 1 , respectively. The left action of M 1 is thus given by
We also denote the column vector which consists of φ(h Next, we take the configurational average of the integrand in the above equation. We consider unit Gaussian measures for J ij kℓ , which we denote by N ( J ij kℓ ). Other distributions for these random variables can be analysed in essentially the same manner, where distributions with zero mean and unit variance give the same result (to see this, expand the exponential in the integrand in terms of small values). Focusing on the term involving J ij kℓ , we have
Taking the product of the second line over k, ℓ, i, j, we obtain the part of the integrand involving {J
Recall thatφ ℓ is a populational average of φ(h (ℓ) j ) over the ℓ-th neuronal group. We now introduce an auxiliary field corresponding to the Gaussian noise and drift terms by inserting the following Dirac delta functionals:
Following the convention in [85] , we regard Q ℓ,i (i = 1, 2) as matrices and use the following notation:
Using Eqs.(B11)-(B13), we take the average of the moment-generating functional over the probability distribution P J (J) of J ij kℓ as follows:
Here, we denote φ(h
j . Using this representation, we note that the argument of the first exponential takes the form of an independent interaction between each neuron and the auxiliary fields if the values of θ k ,φ ℓ , ψ ℓ , Q ℓ,1 , and Q ℓ,2 are fixed. We also note that, for fixed sample paths for θ and m, the inner integrals of the first exponential function give the generating functional for the fictitious system discussed in Sec.III A:
The essential part of the method for obtaining the dynamics described by the above moment-generating functional has been given in previous studies [27, 85] . We briefly describe the solution as follows. The above functional can be rewritten as
In the second equation, h (k) and h (k) are no longer collections of variables corresponding to individual neurons but instead are variables for a representative neuron feeling the mean-fields. Similarly, l (k) and l (k) are one-dimensional variables that take values randomly drawn from the empirical measure P j, j corresponding to j and j:
Applying the saddle-point method, we find that the entire probability mass of the path integral of the dynamics at j = j = 0 concentrates at the values ofφ ℓ , ψ ℓ , Q ℓ,1 , and Q ℓ,2 that maximise the integrand of the first of Eq.(B17). Taking the functional derivatives and examining the stationarity conditions, we obtain these optimal values as
The zeros for Q * ℓ,2 and ψ * ℓ are obtained by taking directional functional derivative with respect to j i (t) = α (k) (t) at α = 0 and j = 0 and using the normalisation of the probability density (see also the arguments in [85, 86] ). We actually have
because we have Z * [0, j|θ] = 1 for any j, similarly to Eq.(B4). Then, following the argument in [85] , we can regard the dynamics of individual neurons, as described by the second of Eq.(B17), as linear dynamics driven by a set of i.i.d. Gaussian noise with correlations Q * ℓ,1 and drift terms θ k + ℓ g kℓφ * ℓ . We obtain
Hence, we obtain the solution for the fictitious system. Note that the integrand of Eq.(B16) gives a proper probability density over the sample paths for the fields. Then, because of the independence among neurons for fixed values of the auxiliary fields, the integrand in Eq.(B15) can be rearranged into the following form through the central limit theorem:
The above equations indicate that the fictitious dynamics determine the probabilities with which the sample paths for η and θ are realised. The auxiliary field m k is imposing equality between θ k and ℓ g kℓ η ℓ . The weight for each value of η is given by
Note that this weighting coefficient is at most O(1) in terms of the neuron count, and therefore, does not affect the values of Q ℓ,1 and Q ℓ,2 , which have most of the probability mass. We thus obtain the mean-field equations. We can actually obtain the update rules for the statistics of the dynamics in Sec.III C from Eqs.(B19)-(B21) and Eq.(B22). Note that, in the updates of η ℓ (t + ∆t), the variation in Q * ℓ,1 due to the updated values is negligible for a small stepsize ∆t.
Appendix C: Efficient method for solving the mean-field equations
In the main text, we show that the stochastic meanfield equations can be solved by recursively updating the statistics characterising the microscopic and macroscopic dynamics of the system. However, in several rspects, the straightforward implementation of this approach costs too much numerically. In what follows, we describe essentially the same-but a practically much more efficientmethod for solving the mean-field equations.
Eqs. (37)- (39), which relate the matrices that characterise the dynamics, are rewritten as
The initial condition in Eq.(C2) does not affect the values of Q ℓ with time indices sufficiently long after the initial step because of the exponential convergence of the solutions with unit time constant. Thus, we suppose that the initial value is zero. In this case, the transformation
is linear transformation. Then, Eq.(C3) gives
Since this approximation is valid only at timesteps sufficiently long after the initial time, we need to retain matrices of large size and use only values with larger time indices. To reduce the computational cost, we recursively update matrices of smaller size using an auxiliary matrix that retains the effect of the boundary conditions. Let R k be the matrix obtained by applying the operator in Eq.(C4) to a weighted sum of {C ℓ } ℓ from the left as follows:
Note that, if the value of σ kℓ changes during the simulation, Eq.(C6) is modified as
Next, suppose that we have values of m k (t 1 ), η ℓ (t 1 ), (34) .
Next, we update R k . The values of R k (t + ∆t, t 3 ) for t−∆t ≥ t 3 ≥ t−T 1 are obtained by solving Eq.(C6) from the initial values, R k (t, t 3 ), by using the Euler method.
For the values of R k (t 1 , t), we need to solve Eq.(C6) from the unknown initial value, R k (t − T 1 , t). We obtain the initial value by applying a discrete Fourier transform to Eq.(C6):
This implicitly assumes that the regularity of the correlation function A k is captured by the discrete Fourier transform. Actually, if the microscopic dynamics of the model are chaotic and have a relatively short correlation time, then, A k (t 1 , t) ≈ 0 for t 1 ≤ t − T 1 holds and we can use the initial condition, R k (t − T 1 , t) = 0, which is given also by Eq.(C8). If the entire dynamics have periodic components with a relatively short period, the Fourier transform detects the corresponding peak of the correlation function in the frequency domain and Eq.(C8) is expected to provide an accurate initial condition. Either one of these two situations is almost always the case if we use a sufficiently large value of T 1 . The exception among the cases we have investigated in this study is one in which the external input is irregular and the network dynamics possibly retain a finite irregularly varying correlation over time. In this case, the above two assumptions do not hold and we need to work with correlation matrices of a large size. We use the initial value of the solution obtained by solving Eq.(C8) and then applying inverse discrete Fourier transform. Note that, although the discrete Fourier transform captures decaying and regular patterns in the autocorrelation function, it does not necessarily provide a good approximation to the solution over the entire time domain. Thus, we solve the ordinary differential equation (C6) again from the initial values thus obtained, not directly using the solution obtained from the inverse discrete Fourier transform.
Once we obtain the updated values of R k , those of D k are obtained straightforwardly with the Euler method by noting that Eq.(C5) can be rewritten as
We are not concerned about the initial conditions for this equation; for the values of D k (s, t + ∆t) with s ≤ t, we can use the values of D k (s, t) as initial conditions. The value of D k (t + ∆t, t + ∆t) is almost independent of the initial value, D k (t + ∆t, t − T 1 ), since the variation at time t 2 = t − T 1 converges exponentially with unit time constant.
Next, we obtain the updated values of C ℓ (t + ∆t, s), φ In the above, y 1 , y 2 and w are independent unit Gaussian variables integrated with dN (w) = exp(−w 2 /2)dw/ √ 2π. We use the abbreviations D ℓ,αβ = D ℓ (t α , t β ) and m ℓ,α = m ℓ (t α ) for α, β = 1, 2, and assume that δI(t 1 ) takes only a single value, which is the case for the numerical simulation discussed in the main text. Otherwise, we need to perform an integration with respect to δI(t 1 ) in Eq.(C12). To calculate the double integral in the above efficiently, we use a table that retains the values obtained by performing one of the two integrations with respect to y 1 or y 2 for a fixed value of w. More precisely, we prepare a table consisting of the values of the integral Dyφ(αy + β),
for different values of (α, β). In the calculation of Eq.(C10), we perform the double integration by interpolating the values in the table and integrating them with respect to w. Finally, we obtain a realisation of the random variable, η ℓ (t + ∆t). Recall that the realisation probability of η ℓ is proportional to the probability of drawing η ℓ from G ℓ [m]. This can be written in the form of the following conditional probability: 
In these equations, we define the column vector c ℓ,t+∆t (s 1 ) ≡ C ℓ (s 1 , t+∆t) and matrix C ℓ,t:t−T2 (s 1 , s 2 ) ≡ C ℓ (s 1 , s 2 ) for the restricted range of time indices, t−T 2 ≤ s 1 , s 2 ≤ t. Since approximation errors might be larger at the boundary of the time domain, we use a smaller value of T 2 (< T 1 ). From the above, we obtain a realisation of η ℓ (t + ∆t) using independent unit Gaussian random variable ξ ℓ,t+∆t as η ℓ (t + ∆t) = µ ℓ,t+∆t + √ ν ℓ,t+∆t ξ ℓ,t+∆t . (C17)
In this way, we obtain all necessary updated values. For the computation in Eq.(C17), we need to calculate the inverse matrix, C −1 ℓ,t:t−T2 . Since our computation of matrix C ℓ is based on numerical integration, small amounts of errors are inevitable. When the inverse matrix is computed, the effects of small errors in the small eigenvalues of the matrix can be large. Thus we introduce a small ridge, computing (C ℓ,t:t−T2 + ǫdiag(C ℓ,t:t−T2 )) −1 instead of C −1 ℓ,t:t−T2 , where the diagonal matrix diag(C ℓ,t:t−T2 ) consists of the diagonal elements of C ℓ,t:t−T2 . This amounts to ignoring the small eigenvalues of C ℓ . Also, since taking matrix inverse at every timestep is inefficient, we update the inverse matrix using the formula, 
Applying this formula with A = C ℓ,t:t−T2 , p(t−T 2 ) = −1, p(t − s 1 ) = 0 for s 1 = T 2 , q(t − T 2 ) = 0 and q(s 2 ) = C ℓ (t − T 2 , s 2 ) for t − T 2 < s 2 ≤ t gives the inverse matrix of C ℓ,t:t−T2+∆t in the upper left part of the output matrix. Applying this formula with A(t + ∆t, t + ∆t) = C ℓ (t + ∆t, t + ∆t), A(s 1 , t + ∆t) = A(t + ∆t, s 1 ) = 0, A(s 1 , s 2 ) = C ℓ (s 1 , s 2 ), p(t + ∆t) = 1, p(s 1 ) = 0, q(t + ∆t) = 0, and q(s 1 ) = C ℓ (t + ∆t, s 1 ) for t − T 2 < s 1 , s 2 ≤ t then gives C −1 ℓ,t+∆t:t−T2+∆t . To avoid the accumulation of numerical errors, we directly compute the inverse matrix every 500 timesteps. In the main text, we use the following values of the parameters: T 1 = 480, T 2 = T 1 /2 for Fig.4, 6 , and 7, T 1 = 960, T 2 = T 1 /2 for Fig.2, 5 , and 11. We use ǫ = 1.0 × 10 −6 for g 0 = 0.25 in Fig.2 and for the rest. We use the discrete timesteps with stepsize ∆t = 15/128. Each simulation is performed parallelly with 16 cores of recent versions of Intel Xeon processors for a few hours-a few days.
Appendix D: Linear responses to perturbation
In this section, we describe a method for computing a linear response to perturbation introduced to the solution obtained in the previous section. In this method, we linearise all the updating procedures around the solution with the random number ξ ℓ,t+∆ used in Eq.(C17) fixed. Suppose again that we have the values, m k (t 1 ), η ℓ (t 1 ), φ ℓ [m](t 1 ), C ℓ (t 1 , t 2 ), D k (t 1 , t 2 ), and R k (t 1 , t 3 ), for timesteps t ≥ t 1 , t 2 ≥ t−T 1 and t−∆t ≥ t 3 ≥ t−T 1 . Also suppose that we have the values of the responses to an infinitesimal perturbation, δm k (t 1 ), δη ℓ (t 1 ), δφ ℓ [m](t 1 ), δC ℓ (t 1 , t 2 ), δD k (t 1 , t 2 ), and δR k (t 1 , t 3 ). For the model with external inputs, also suppose that we have the values of φ ℓ [m](t 1 ) and δ φ ℓ [m](t 1 ).
For the update of δm k (t + ∆t), we derive linearised equations from Eqs. (20) and (34) The partial derivatives used in these equations will be shown below. Finally, we update δη ℓ (t+∆t) using a linearised version of Eqs.(C15) and (C16): δµ ℓ,t+∆t = δc 
δν ℓ,t+∆t = δC ℓ (t + ∆t, t + ∆t) − 2δc In deriving these equations, we have used the chain rule and the formula for differentiating an inverse matrix. From the above and Eq.(C17), we obtain δη ℓ,t+∆t = δµ ℓ,t+∆t + δν ℓ,t+∆t 2 √ ν ℓ,t+∆t ξ ℓ,t+∆t ,
and thus obtain all updated values of the responses to the perturbation.
