ABSTRACT Depression has become a serious disease that affects people's mental health. How to detect it promptly and accurately is a difficult task. Electroencephalogram can reflect the spontaneous biological potential signals in the cerebral cortex and is widely used in the prediction and diagnosis of depression. With electroencephalogram, the key and most difficult challenge is to find the brain regions and frequencies associated with depression, especially mild depression. At present, the most commonly used method is the combination of feature selection and classification algorithm for detection. However, the classification accuracy needs to be further improved. The differential evolution is a population-based adaptive global optimization algorithm. Due to its fast convergence and strong robustness, this paper uses it to optimize the extracted features to achieve better result. Then the k-nearest neighbor classification algorithm is used to classify patients with mild depression and normal people. The experiment is performed on a data set of 10 subjects with mild depression and 10 normal subjects. The results show that the method can find the relatively optimal features and distinguish the two groups of subjects better. It effectively improves the classification accuracy and efficiency, and is superior to other feature optimization methods.
I. INTRODUCTION
Depression is an important type of mood disorder with prominent, prolonged, and depressed moods as the main clinical features. Attacks are often accompanied by slow-thinking, decreased willpower, and somatic symptoms such as loss of appetite and weight loss. Its high prevalence, high disability, and high disease burden make depression a serious health problem that afflicts the world and is expected to become the second most common disease by 2020 [1] . In addition, the onset of depression has begun to occur at younger ages (university, and even primary and secondary school students). Studies such as Othieno et al. [2] , Asante et al. [3] found that the incidences of depression among students in universities in Kenya and Ghana were 35.7% and 31.1%, respectively. Peltzer [4] used the Centre for Epidemiological Studies Short Depression Scale (CES-D10) to assess Nigerian undergraduates and found that the incidence of depression was 32.2%. Ibrahim et al. [5] and others also had similar findings. They found that the incidence of depression in college students was between 10-85%, and the incidence of mild to moderate depression in Egyptian college students was as high as 37% [6] . At present, for the diagnosis of depression, the Diagnostic and Statistical Manual of Mental Disorders (DSM) [7] is the testing standard used by doctors, but different doctors may prefer different standards, and this could lead to different diagnostic results. Moreover, many patients with depression often hide real emotions and refuse to express their psychological conditions to doctors. Therefore, current diagnostic techniques are inaccurate and uncertain. The immediate problems to be solved are how to find a simple, accurate, and practical method to detect depression, and to identify depression at an early stage to prevent it from reaching a severe and irreversible state. Thus, this paper will explore the use of electroencephalogram (EEG) technology to detect mild depression.
EEG technology uses sophisticated electronic instruments to amplify and record the spontaneous biopotential signals in the brain from the scalp. These signals are the spontaneous, rhythmic electrical activities of brain cells that are recorded through the electrodes. According to whether the electrodes are placed in the brain or the extracranial region, EEG is divided into scalp electrode electroencephalogram and intracranial electrode electroencephalogram. The characteristics of EEG signals are usually described using waveforms, amplitudes, frequencies, and cycles to find any respective differences. Clinical practice divides the signals into the following four categories based on their frequency:
Alpha: Their frequency is 8-14 Hz, and their amplitude is approximately 20-100 µV. Most of them appear in the back of the head (occipital, apical, and posterior temporal) under awake, quiet, and closed states. The rhythm has the largest amplitude in the occipital region. Alpha waves disappear when one blinks, thinks or undergoes other stimuli, which is known as alpha wave blocking. Alpha waves mainly manifest when the cerebral cortex is in a closed and quiet state.
Beta: Beta waves have a frequency > 13 Hz and a low amplitude of approximately 5∼20 µV, and are widely distributed. They are fast waves that occur during normal awake states. Beta waves are the main manifestation of electrical activity when the cerebral cortex is tense or excited.
Theta: Theta waves' frequency is 4-7 Hz, their amplitude is 20-150 µV, and they are closely related to the age and state of people. Normal adults generally have slower θ waves during sleepiness, mainly in the frontal and central areas, and θ waves are common in infants and young children. θ waves occur when the central nervous system is in a suppressed state.
Delta: Delta waves have a frequency <4 Hz, and an amplitude of 20-200 µV. They almost never appear in normal adults when they are awake. The most common δ waves appear during sleep, deep anesthesia, brain hypoxia or organic diseases.SS There has been much research on the diagnosis of depression. The processing of EEG data generally includes preprocessing, feature extraction, feature selection and classification. In the preprocessing stage, the work basically includes electrooculogram removal, event extraction, EEG subsection, pseudotrace removal and so on. Sharma et al. [8] proposed a computer aided depression diagnosis system using a newly designed bandwidth-duration localized (BDL) three-channel orthogonal wavelet filter bank (TCOWFB) and EEG signal for the detection of depression. Cai et al. [9] used a pervasive prefrontal-lobe three electrode EEG system at the Fp1, Fp2, and Fpz electrode sites to collect signals based on a psychophysiological database. After denoising, a total of 270 linear and nonlinear features were extracted. Then, the minimal-redundancy-maximal-relevance feature selection technique reduced the dimensionality of the feature space. Four classification methods (support vector machine, k-nearest neighbor, classification trees, and artificial neural networks) were used to distinguish the depressed participants from normal ones. Acharya et al. [10] presented recent studies on the computer-aided diagnosis of depression using EEG signals, including linear and nonlinear methods. Acharya et al. [11] presented a novel depression diagnosis index (DDI) through the judicious combination of the nonlinear features. Then these features extracted from nonlinear methods were ranked using the t value and fed to the support vector machine (SVM) classifier. The SVM classifier yielded the highest classification performance with an average accuracy of approximately 98%. Acharya et al. [12] presented a novel computer model for EEG-based screening of depression using a deep neural network machine learning approach, which is known as the convolutional neural network (CNN). It automatically and adaptively learned from the input EEG signals to differentiate depressed and normal subjects. The algorithm attained accuracies of 93.5% and 96.0% using EEG signals from the left and right hemispheres, respectively. It was discovered in this research that the EEG signals from the right hemisphere were more representative of depression than those from the left hemisphere. Zhang et al. [13] proposed an EEG-based approach for females. The linear and nonlinear features extracted from the artifact-free EEG epochs were subjected to statistical analysis to examine the significance of the differences. The results showed that the differences were significant for some EEG features between the two groups (p<0.05) and the classification rates reached up to 92.9% and 94.2% with KNN and BPNN, respectively.
In addition, some studies have combined various feature selection methods and classification techniques to classify the EEG signals of depressed patients and normal subjects. For example, Zhao et al. [14] used a nonlinear feature selection algorithm based on partial mutual information (PMIS) to eliminate less important features and used a fast nonlinear classification algorithm extreme learning machine (ELM) to identify the two different types of brain wave signals. Their experimental results showed that the PMIS can effectively find important features and the ELM can identify the two types of EEG signals better, which achieved a classification accuracy of 91.5%. Erguzel et al. [15] used the genetic algorithm (GA) to select the features of 147 patients with a major depressive disorder, and then used the backpropagation neural network (BPNN) classification to obtain 89.12% accuracy. Liu et al. [16] proposed a method combining the firefly algorithm and learning automaton (LA) to optimize the feature selection of moving image EEG. They combined common spatial patterns (CSPs) and local characteristic scale decomposition (LCD) algorithms to obtain high-dimensional feature sets, and classified them using a spectral regression discriminant analysis (SRDA)
classifier. The validity of the proposed method was verified on the fourth brain-computer interface competition data and real-time data; Hosseinifard et al. [17] used the feature selection method GA in combination with a support vector machine (SVM) classifier. An accuracy rate of 88.6% was achieved; Hosseinifard et al. [18] selected four EEG band power features and four nonlinear features to distinguish 45 depressive patients from 45 normal peoples and used the k-nearest neighbor classifier (kNN), linear discrimination analysis (LDA) and logistic regression (LR) to conduct the classification. The results showed that the use of nonlinear feature selection and the LR classifier can achieve the highest accuracy rate of 90%; Faust et al. [19] used the wavelet packet decomposition coefficient to extract the entropy of EEG signals as a feature, and the probabilistic neural network classifier (PNN) was used to distinguish the depressed from the normal subjects, which can achieve an accuracy of 99.5%; Kumar et al. [20] proposed rough set feature selection technology based on particle swarm optimization (PSO) in their study, which achieved the minimal correlation among the extracted features. The selected features were applied to the proposed novel neighborhood rough set classifier (NRSC) method to classify multiple classes of moving images. The experimental results based on the 9 topics of the BCI 2008 Dataset IIa showed the superior performance of this algorithm and were superior to other research methods using this dataset.
It can be seen that the features are the key factors influencing the classification results, but the commonly used feature selection technologies have the following disadvantages: they cannot effectively remove redundant features, and the simple ones usually reduce the dimension without considering the classifier stage. If the linear transformation of the original features reduces the dimension, we still need to consider the original features of the transformation, and thus how to optimize the extracted features is a difficult problem. Moreover, although there have been many studies on depression identification based on EEG signals, there are relatively few studies on people with mild depression, and the identification accuracy needs to be improved. Good features are essential to improving the classification accuracy of the task of identifying mild depression. Therefore, the differential evolution (DE) [21] is introduced in this paper. DE is a highly efficient global optimization algorithm, and a kind of adaptive global optimization algorithm and evolutionary algorithm based on groups. Due to its simple structure, easy implementation, fast convergence, and strong robustness, it is widely used in data mining, pattern recognition, artificial neural networks, and other fields. DE is proved to be the fastest evolutionary algorithm. Like the genetic algorithm, DE is an optimization algorithm based on modern intelligence theory. Through the cooperation and competition between individuals in the group, the swarm intelligence can guide the direction of the optimization search. In the extracted feature space of this paper, DE can be used to optimize the features and lay a good foundation for the next step of classification. In this space, the crossover mutation operation of DE is used for the optimization to obtain the best features, and then the kNN classifier is used for classification. The experimental results show that compared with other methods, this method can effectively improve the classification accuracy.
The rest of the paper is structured as follows. In section 2, the experimental design and methods are introduced in detail. Section 3 analyzes and discusses the experimental results. Section 4 concludes the paper and proposes future research directions.
II. EXPERIMENTS AND METHODS
In view of the current high incidence of campus depression, we conducted the experiment using a data set of 20 college students. Before the start of the experiment, 37 volunteers were asked to complete the Beck Depression Scale (BDI-II) [22] , with BDI scores ranging from 14 to 28 corresponding to mild depression, and those from 0 to 13 corresponding to normal conditions. Ten patients (4 females, 6 males) with mild depression were selected with ages from 18 to 24 (mean = 20.60, standard deviation = 1.74). In addition, 10 normal subjects (2 females, 8 males) with BDI scores ranged from 6 to 13 were selected, and their ages corresponded to the mild depression group. Therefore, the total number of subjects was 20. All subjects were righthanded had no history of mental pathology, and had normal or corrected vision. All participants knew the details of and agreed with the experiment, and were given corresponding rewards.
A. EXPERIMENT STIMULUS AND PROCEDURE
From the China Facial Affective Picture System (CFAPS) [23] , 60 facial expression pictures were selected as th experimental stimuli. There are a total of 870 facial expression pictures representing 7 types of emotions in the CFAPS, including 74 angry faces, 47 disgusted faces, 64 fearful faces, 95 sad faces, 120 surprised faces, 248 happy faces and 222 neutral faces. The 15 negative images we used were randomly selected from anger, disgust, fear and sadness. The experiment contained two modules: the Neu_block and the Emo_block. Each module contained 15 trials for a total of 30 trials. For the Neu_block, two neutral Chinese facial expressions were selected for each trial. For the Emo_block, one of the two Chinese facial expression images included in the trial was neutral, and the other was emotional (sad, anger, disgust, or fear). Each image was displayed on the left or right side of screen randomly. In addition, each module was viewed sequentially as a whole, and the image that was shown at random.
The subjects sat 60 cm away from the screen. Before each module started, each participant could see the displayed instructions on the screen. Each test image was shown for 6 seconds and was followed by a 2 second gray background. Therefore, the entire experiment lasted approximately 5 minutes.
B. EEG DATA RECORDING AND PREPROCESSING
The EEG data were recorded using a 128 channel HCGSN (HydroCel Geodesic Sensor Net). According to the standard international 10-20 system, 16 electrodes (Fp1, Fp2,  F3, F4, F7, F8, C3, C4, T3, T4, P3, P4, T5, T6, O1 and  O2) were selected. In this description, considering the time complexity and computational efficiency, only 16 electrodes were used instead of 128. In addition, existing studies [18] , [24] , [25] have widely used these electrodes for depression research. The sampling frequency was 250 Hz and the electrode impedance was kept below 70K [26] .
In our experiment, each subject completed the Neu_block and Emo_block. Each block contained 15 trials for a total of 30 trials, and EEG signals were recorded during the stimulus presentation. According to the time-series TTL markers of each subject, the EEG signal was divided into 30 segments. The Neu_block and Emo_block data were processed separately for the 20 subjects, where each generated 300 6-second samples. For noise reduction, the low-pass and high-pass filters were set to the 0.5 Hz and 70 Hz cut-off frequencies, respectively. We use a notch filter to remove the 50 Hz frequency noise and the Net Station waveform tool to remove artifacts due to eye movements and muscle activities. Since the frequency of ocular artifacts (OAs) ranges from 0 to 16 Hz, it overlaps with the alpha rhythm band of 8-13 Hz. Therefore, this study first used the FastICA for the initial stage of denoising, which has been proved to be able to effectively describe overlapping frequency bands [27] . The data processing tool was MATLAB R2016a.
C. FEATURE EXTRACTION
The EEG signals were filtered using the Hanning filter and three frequency bands θ (4-8 Hz), α (8-13 Hz) and β (13-30 Hz) were extracted for further feature extraction. These frequency bands have been confirmed by many researchers [28] , [29] , [31] to be very different between depressed patients and the normal population. In this study, we used an adaptive AR (auto regressive) model to compute the power spectrum density (PSD), max power spectrum density (MPSD), and Sumpower. The calculation formulas are as follows:
(1)
Where p e jω is the signal power spectral density of ω, M is the order of the AR model, σ 2 ω is the white noise variance, and a is the correlation coefficient of the AR model.
Based on the time-varying Hjorth [32] parameter, we calculated the activity, mobility, complexity and other features (variance, meanSquare, ppMean) for a total of 9 linear features. The brain is usually a nonlinear system, and so we also extracted 9 nonlinear features according to previous studies [18] , [25] , [33] - [36] , such as the approximate entropy (ApEn), Kolmogorov (Kol), Correlation dimension (RC), Lyapunov exponent (LLE), C0-complexity (C0), Lempel-Ziv complexity (LZC), permutation entropy (Per_en), singular-value deposition entropy (SVDen) and spectral entropy (Spectral), as shown in table 1. Therefore, there were 16 electrodes, each with 18 EEG features and 3 frequency bands for a total of 864 features. 
D. DIFFERENTIAL EVOLUTION
The differential evolution was proposed by Storn and Price [37] in 1995. It is an evolutionary algorithm that simulates the natural evolutionary rule of the ''survival of the fittest''. DE is based on group evolution. It has outstanding performance in solving complex global optimization problems. It remembers the individual optimal solutions, shares the information among individuals in the population, and achieves the solution to the optimization problem through cooperation and competition, which can essentially be regarded as a real-coded, well grounded, greedy genetic algorithm. The workflow is similar to other evolutionary algorithms. As shown in Fig. 1 , the process is simpler and has fewer controlled parameters. Therefore, it has been widely used in recent years.
The basic operations of DE include mutation, crossover, and selection. First, we initialize the population, and set the population size as NP and the dimension of the feasible solution space as D. In addition, X (t) represents the population that evolved to the t th generation.
(1) Randomly generate the initial population as follows:
The i th individual is as follows:
(2) Mutation operation: In each iteration, DE randomly selects three different individual vectors from the population space. Two of the vectors are subtracted to obtain a difference vector, a weight is attached to it, and it is added to the third VOLUME 7, 2019 vector to generate a mutation vector. For any target vector x i , its variation vector v i is as follows:
x r 1 , x r 2 , x r 3 is three different individuals that are randomly selected in the parental population, and r 1 = r 2 = r 3 = i. F, the scaling factor, is a real constant between [0,2] that controls the influence of the difference vector.
(3) Crossover operation: We randomly recombine each dimensional component of the variation vector v i and the target vector x i to improve the diversity of the individual population. For the cross-vector u i = u i,1 , u i,2 , . . . , u i,D , the reorganization rule is based on the following formula:
CR is the crossover probability, which is a constant in the range of [0,1]. The larger the CR value is, the greater the probability of DE crossover and the faster the convergence rate; conversely, the smaller the CR value is, the better the robustness of DE, and the longer the execution time. rand j [0, 1] is a random number between [0,1], which guarantees that the crossover has been performed and avoids stopping the evolution, where j rand ∈ [0, N − 1].
(4) Selection operation: DE executes greedy selection mode. When the performance of the new individual u i is better than x i , x i is replaced by u i , and otherwise x i is retained in the next generated population, and the crossover and mutation operations continue. The performance is determined by the fitness value. We set the optimization problem as min f (x) minf (x), and then select the operation as follows:
According to the above formula, the individuals of the population are always superior to or equal to the previous generation, and thus they always evolve toward the optimal solution.
E. CLASSIFICATION
In this paper, after preprocessing and feature extraction, the EEG data was optimized using the DE's mutation and selection operations before the classification. The feature space was regarded as the population space, and the feature vector was regarded as an individual. This makes full use of DE's global optimization performance to obtain the optimal eigenvalues, thereby improving the classification accuracy. The classifier used in this paper was the k nearest neighbor (kNN), a commonly used distance-based classification method that classified the target based on the majority of its K nearest neighbors in the training set. The distances used here were the Euclidean distance and they were calculated as follows:
The process of this method is shown in Figure 2 .
III. EXPERIMENTAL RESULTS AND DISCUSSION
This paper applies the feature optimization based on the DE cross mutation operation and the KNN classification method to the alpha band (288 features), the beta band (288 features), and the theta band (288 features) of the Emo_block and Neu_block data in the data set, and k was set to 3. We randomly select 10% of the features as the test set and iterate the test 10 times to calculate the average classification accuracy. Tables 2 and 3 compared the results of the DE + KNN combination method with the direct KNN classification. It can be seen from the two tables that the classification accuracy of the DE + KNN combination method was higher than that of the KNN classification algorithm. The average classification accuracy of the three bands on the Emo_block data was 94.67%, which was about 16% higher, and on the Neu_block data it was 97.44%, which was approximately 17% higher. This result reflected the effectiveness of the DE method and objectively reflected that the features after the DE cross mutation operation were superior to the previous features, thereby better distinguishing mild depression patients from normal people. Careful analysis found that the average classification accuracy of the beta band was higher than that of the alpha and the theta bands on the Emo_block and Neu_block data. Therefore, it can be concluded that the relationship between the beta band and depression may be greater than that of the alpha and the theta bands, which was consistent with the significant increase in the power of the beta waveband in patients with depression [28] , [30] . It is generally believed that high-amplitude slow waves (theta or delta waves) may be the main manifestations of electrical activity when the cerebral cortex was in a suppressed state.
To further verify the validity of the method, this experiment selected the beta band data of the Emo_block and Neu_block, and compared it with the combination method of the five search algorithms and the KNN classifier based on correlation-based feature selection (CFS). CFS is a feature subset evaluation algorithm. Feature subsets were selected by search algorithms, and then the correlations between the features and features-categories were calculated to find the feature subsets with low correlation between the features and high correlation between the features-categories.
Algorithm 1 Algorithm Description
Parameters: population space m = 288, feature dimension w = 300, number of iterations n = 10, Replace the original value with the mutated value: f ij = v ij ; step 8:
Use the variated eigenvector as the input of the KNN classifier, and output the classification accuracy P t ; step 9: Calculate average classification accuracy P; step 10: END The five search algorithms used in the experiment were BF (Best First) [38] , GSW (Greedy Stepwise), GS (Genetic Search) [39] , LFS(Linear Forward Selection) [40] , and RS (Rank Search) [41] . The experimental results are shown in Figure 3 and Table 4 . From Fig. 3 , we can find that the classification accuracy of the DE + KNN was better than the combination of the CFS-based search algorithm + the KNN classifier, again demonstrating the superior performance of the method
There may be redundancy in the features extracted from EEG signals, and complex transformation features are involved, which require extensive computations and will lead to a high dimension. Therefore, the feature selection algorithm will select a different number of features to overcome this problem and obtain a certain improvement. However, it was found in the experiment that the features obtained after the mutation and crossover operations of the DE had good performance. Therefore this paper retained all the features and guided the search process to approach the optimal solution in the mutation and crossover processes, thus making full use of the global optimization performance of the DE. Table 5 and table 6 show the number of features selected by different algorithms when obtaining the maximum precision.
From the experimental process, it can be seen that the DE adopted in this paper involves three main parameters (population size NP, scaling factor F, and crossover probability CR), and the parameters are easy to adjust and implement. The DE has a fast convergence speed and high accuracy as seen from the experimental results. It is not easy to fall into the local optimum and the algorithm is stable, which is very suitable for the depression identification problem in this paper. However, it is also found in the experiment that if the number of individuals is small, and the adaptive value of the new generation of individuals is worse than the original, it makes it difficult for the individuals to update, and the search will be stagnant. In addition, the parameters should be reasonably set to achieve the optimal solution. For the DE itself, we can continue to study its principle in our follow-up work in order to overcome its shortcomings by selecting appropriate data sets and setting parameters and to continue to improve its performance and stability for clinical applications.
IV. CONCLUSION AND FUTURE WORK
In the classification problem, the feature quality can directly affect the accuracy of the classification result. In this paper, a new method based on the differential evolution for crossover mutations is proposed. The 864 features of three bands are extracted from two groups of tested EEGs and optimized, and the optimized features are classified by the kNN. The experimental results show that this method is superior to other methods in distinguishing mildly depressed patients from normal people, and it has higher accuracy and effectiveness. As an efficient global optimization algorithm, the differential evolution solves the difficulties of recognizing depression. In our future research work, we can consider how to improve the crossover and mutation operations of the differential evolution to find better features and combine the differential evolution with other classification algorithms in order to obtain higher classification accuracy. In addition, we will study other algorithms for depression recognition, such as deep learning. Deep learning proposes a method to allow computers to automatically learn features, and integrates feature learning into the process of building the model, thus reducing the imperfection caused by artificially designed feature. At present, some machine learning applications with deep learning as the core have achieved better recognition or classification performance than existing algorithms in certain cases. Therefore, deep learning can be applied to big data sets in future work.
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