Abstract-We consider robust geolocation in mixed line-of-sight (LOS)/non-LOS (NLOS
I. INTRODUCTION
T HE problem of position estimation has been well studied in line-of-sight (LOS) environments, i.e., in the case of Gaussian measurement error. In harsh situations, such as indoor environments and some urban areas, however, the measurement error is non-Gaussian and heavy-tailed, which may seriously degrade the estimation performance of conventional techniques (see e.g., [1] - [7] ) developed under the Gaussian error assumption.
In this paper, we take a mixture distribution to characterize the non-Gaussian and heavy-tailed nature of the measurement error. This has been experimentally validated in different scenarios. For instance, round-trip time-of-arrival (RTOA) measurements were collected in different indoor environments around the MIT campus, and the measurement errors was reported to well match a Gaussian mixture distribution with three components under both LOS and non-LOS (NLOS) conditions [8] . In [9] , it was corroborated that measurement errors well fit a contaminated Gaussian model for both an indoor situation (anechoic chamber) and an outdoor situation (parking lot). In [10] , field-trial results demonstrated that RTOA measurement errors suit a two-mode Gaussian mixture distribution in an operating cellular radio network in a German city center.
Designing a robust position estimator under the non-Gaussian and heavy-tailed measurement error assumption is not an easy task. Amongst all kinds of position estimators toward that end, the maximum-likelihood estimator (MLE) is most attractive due to its notable asymptotic performance [11] . However, we may confront two challenges in obtaining an MLE in practice. First, the probability density function (PDF) of the measurement error distribution is unknown, and so is the log-likelihood function, from which the MLE shall be resolved. Secondly, the regular ML estimation is cumbersome, implying tremendous efforts for solving the MLE. Many efforts have been paid to find alternatives, which are easy to implement and meanwhile capable of approximating or reproducing the MLE with rather low computational complexity. In the sequel, we show two examples in the context of robust geolocation.
The first challenge can be overcome by performing a nonparametric PDF estimation step prior to the regular ML estimation. This idea was initially proposed for robust multiuser detection in impulsive noise channels in [12] and revisited for robust TOA based geolocation in mixed LOS/NLOS environments in [13] . Therein, the developed robust iterative nonparametric (RIN) algorithm seeks to approximate the actual measurement error PDF (albeit unknown) using the adaptive kernel density estimation (AKDE) and update the position estimate in an attempt to maximize the approximated log-likelihood function. These two steps iterate until a given convergence condition is met. Simulation results demonstrated that the RIN position estimator approaches the MLE as the number of measurements increases, whereas it deviates from the MLE with small measurement sample size due to the poor performance of the AKDE in this case. The computational complexity of the RIN algorithm is moderate and meets the demand of E-911 services by far.
In this paper, we reconsider the geolocation problem in [13] except that we explicitly appoint a specific two-mode mixture distribution to represent the measurement error. To avoid offline calibration, we set the mixture model parameters to be unknown. Our task is to jointly estimate the position and the mixture model parameters. This joint parameter estimation problem, considered afterwards, falls in the second challenge. As we will see later, the log-likelihood function contains "the log of the sum", implying difficulties in obtaining the MLE through standard approaches. Instead, we apply the expectation-maximization (EM) criterion [14] and the joint maximum a posteriori-maximum likelihood (JMAP-ML) criterion [15] to approximate the MLE. The EM criterion is well known due to its ability to reproduce the MLE. Hence, there exist many works (see e.g., [16] - [19] ) developed based on it. However, the JMAP-ML criterion is less popular, mainly because the produced estimator is biased and inconsistent [15] . The optimality of the developed EM algorithm will be impaired when the underlying measurement error statistics deviates from the assumed model, for instance, in our geolocation problem. As we will see later, the JMAP-ML algorithm would outperform the EM algorithm in that case.
For clarity, we summarize our original contributions of this paper as follows:
• We apply EM-and JMAP-ML criteria, respectively, to a specific NLOS mitigation problem and consequently develop two iterative algorithms for approximating the ideal MLE of the unknown parameters with low computational complexity; • Along with concrete examples, we carry out convergence analysis and complexity analysis of the proposed algorithms.
• We numerically compute the Cramér-Rao lower bound (CRLB) for our joint estimation problem. The remaining parts of this paper are organized as follows. In Section II, we introduce the signal model and state the problem at hand. In Section III, we show the difficulties involved in implementing the ideal MLE in practical applications and give our solution. In Section IV, we introduce two iterative algorithms to approximate the ideal MLE. Section V further elaborates on the algorithm implementation, the convergence analysis, and the complexity analysis with concrete examples. In Section VI, we perform CRLB analysis and show the best achievable localization accuracy, followed by a comprehensive simulation based on a real-world experimental setup in Section VII. Finally, Section VIII concludes the paper.
Notation: Throughout this paper, matrices are presented with boldface uppercase letters and vectors with boldface lowercase letters. denotes the set of integers. The operator stands for vector/matrix transpose, while means that the matrix difference is positive semidefinite. The symbol denotes a column vector of all ones. The operator denotes the statistical expectation taken with respect to the PDF . The operator denotes the natural logarithm. Further, denotes the gradient operator and denotes the Laplace operator. Lastly, the operator denotes the dimension of vector .
II. SIGNAL MODEL
We consider a scenario where base stations (BSs) surround a stationary mobile station (MS) of interest in a cellular network. Let be the a priori known geographical coordinates of the th BS and let be the unknown geographical coordinates of the MS. 1 For each BS, we obtain range measurement(s) and subsequently relay them to a fusion center for post-processing [20] .
The BSs and the MS are assumed to be precisely synchronized in time. As a consequence, the th range measurement collected at the th BS, , is expressed by (1) where represents the exact Euclidean distance between the MS and the th BS; and denotes the measurement error associated with the th BS and the th time instance.
In this paper, we focus on geolocation of a single user in mixed LOS/NLOS scenarios, where the channel state for each BS-MS pair can be either in LOS or in NLOS. Moreover, the channel state stays unaltered during the measurement collection (quasi-stationary for at least samples). The measurement error distribution is represented by under LOS condition whereas under NLOS condition. Throughout the paper, we make the following assumptions: (1) the sources of error stem from propagation channel, not from the hardware [21] ; (2) the two measurement error distributions belong to designated families; (3) environmental parameters and are unknown so as to get rid of the offline calibration usually performed prior to the geolocation. The reasons for the last assumption are twofold. On the one hand, offline calibration is expensive. On the other hand, the underlying environmental parameters responsible for the measurement collection mostly likely differ from those measured "long time ago" in the offline calibration.
For better readability, we express our signal model in a compact vector form as follows: 
III. IDEAL MAXIMUM-LIKELIHOOD ESTIMATION: CHALLENGES AND SOLUTION
In this paper, we pursue the maximum-likelihood estimator for its famous asymptotic property [11, Theorem 7.3] . The maximum-likelihood estimator of the unknown parameters,
, given the precise knowledge about the channel states, can be solved through globally maximizing the log-likelihood function (6) with respect to . In (6), we assume, without loss of generality, the first BSs are LOS BSs while the rest BSs are NLOS BSs. 2 Unfortunately the knowledge of the channel states is rarely available without running any channel identification procedure, which hinders the practical use of this ideal estimator. NLOS identification can be done, for instance, by investigating some features extracted from the received waveform or by directly comparing the received waveform with known patterns [22] . The former requires the knowledge of and , while the latter is workable only in some certain situations. Alternatively, we could carry out the ML estimation in (6) for every hypothesis characterized by the subset of BSs that are assumed to be in NLOS with the MS (and the subset of the BSs in LOS with the MS) and ultimately choose the estimate with the highest likelihood. This idea is similar to the one proposed in [23] . Apart from the possibility of missing the right hypothesis, the overwhelming drawback of this method is the high computational complexity.
To avoid the above drawbacks, we seek for alternative algorithms with the following features:
• no offline calibration of the environmental parameters, • simultaneous determination of the positions, the channel states, and the environmental parameters, • rather low computational complexity. Our solution is due to the fact that when we treat the available data as a whole in the fusion center, the corresponding measurement error samples can be deemed as coming from two clusters-one for LOS measurements with (albeit unknown) samples and the other for NLOS measurements with samples. To simplify our estimation problem, the measurement error is represented by a two-mode mixture distribution where and are unknown. Despite the sub-optimality of our assumed model, we can then apply both the EM criterion and the JMAP-ML criterion to reach our goal.
IV. ALTERNATIVE MAXIMUM-LIKELIHOOD ESTIMATION:
GENERAL RESULTS
Based on the signal model in (1) and the newly assumed noise model in (7), a new log-likelihood function of is given by (8) and the MLE is obtained through solving (9) It is noteworthy to mention that the unknown parameters should not be confused with the one defined for the ideal case. The cost function in (9) is cumbersome, thus we take a detour to approximate the MLE with hopefully low computational complexity. To that end, we introduce a complete data set with being a vector of random variables (also called latent variables) whose value tell us which mixture component has generated the corresponding measurement error. More specifically, one can define and set if is generated by the first mixture component or otherwise. The complete data log-likelihood function is easily expressed by (10) where the second equality relies on the assumption that 's are independent and as a consequence 's are also independent. To avoid ambiguity, we refer to the original log-likelihood function in (8) as incomplete data log-likelihood function. It is clear that the newly introduced complete data log-likelihood function has a more tractable form, from which the MLE shall be approximated either via the EM criterion or via the JMAP-ML criterion. In what follows, the resulting algorithms are called "EM algorithm" and "JMAP-ML algorithm", respectively.
A. EM Algorithm
As it is well known, the idea behind the EM criterion is to estimate the unknown parameters iteratively in two steps-an expectation (E)-step and a maximization (M)-step. In the first step, i.e., the E-step, statistical expectation of the complete data log-likelihood is taken with respect to the conditional probability of the latent variables. In the second step, i.e., the M-step, the conditional expectation obtained above is maximized with respect to the parameters of interest. The two steps iterate until a predetermined convergence condition is met. Given the a priori parameter estimate , we show in the sequel the work-flow of the proposed EM algorithm on the th iteration. The first step (E-step): Let us first define the conditional expectation of the complete data log-likelihood as follows: (11) Following similar steps as given in [24] for simplifying , we obtain (12) where is a short-hand notation of the conditional probability , which can be computed by means of Bayes' rule as follows: (13) with (14) The second step (M-Step) : We maximize , derived in (12) , with respect to the vector parameter , and thus obtain on the th iteration (15)
B. JMAP-ML Algorithm
As another means of approximating the MLE, we adopt the JMAP-ML criterion, where the complete data log-likelihood function is maximized directly with respect to both and , that is, (16) The JMAP-ML criterion, as its name suggests, incorporates an MAP estimation step (in terms of the latent variables in ) and an ML estimation step (in terms of the deterministic parameters in ) [15] . In general, an algorithm developed based on the JMAP-ML criterion starts with a carefully selected initial guess and alternates between the above mentioned two steps in an iterative process. Details about these two steps are shown for our problem in the sequel.
The first step (MAP estimation of ): Let us first re-write the log-likelihood function of the complete data as follows: (17) where the term is independent of . Replacing with in (17) and solving for the MAP estimate of , yields (18) which can be slashed into simpler pieces as follows: (19) with being calculated in light of (13). Since is discrete-valued, the global optimal solution to (19) must be the one among that maximizes . Since is a monotonic operation, we need only to compare (20) We set (LOS) if , or (NLOS) otherwise.
The second step (ML estimation of ): Substituting the obtained MAP estimate into the complete data log-likelihood , yields
where if otherwise (22) is Kronecker's delta. In the subsequent step, we maximize with respect to , and thus obtain on the th iteration (23) Remark 1: In fact, one can merge the cost functions (12) and (21) into a general form as follows: (24) Therein, the weighting factor is distinguished by EM algorithm, JMAP-ML algorithm. (25) It is interesting to see that corresponds to a "soft fusion" of information in the EM algorithm whereas a "hard fusion" of information in the JMAP-ML algorithm.
Remark 2: Although differs in the two algorithms, it is a priori determined (in the first step) and contains no optimization variable, meaning that we could follow the same strategy to optimize (12) and (21). Consequently, the corresponding results differ only by the weighting factors.
Remark 3: When the measurement errors are indeed independently and identically distributed (i.i.d.) according to (7), the EM algorithm is able to reproduce the MLE that globally maximizes the incomplete-data log-likelihood function in (8) [14] . However, the JMAP-ML algorithm merely produces biased and inconsistent estimator [15] . We give one example in Section VII-C to justify the above statement.
Remark 4: For our geolocation problem, the EM algorithm becomes suboptimal in terms of localization accuracy. However, the JMAP-ML algorithm is less influenced. This is because by inserting accurately estimated , , and in (21), the reduced cost function (in terms of the position only) can well approximate the ideal one with known , , 2 in (6).
V. ALTERNATIVE MAXIMUM-LIKELIHOOD ESTIMATION: CASE STUDY
In this section, we use concrete examples to elaborate our proposed algorithms in terms of:
• implementation of the maximization step (cf. Section V-A), • convergence property (cf. Section V-B), • computational complexity (cf. Section V-C).
A. Algorithm Implementation
Example-I: The first example starts with a GaussianGaussian mixture whose PDF is given by (26) Here, we assume and to be strictly larger than zero. The vector parameter to be estimated now becomes , and the cost function in (24) becomes (27) Before proceeding with the maximization, we re-formulate the cost function as (28) where (29) and for , 2, (30) First, we maximize with respect to the mixture model parameters by following the route shown in [24] . More precisely, we solve the following equations:
The solutions are in closed form and they are shown in Table I . Note that in (31) is the Lagrange multiplier and the influence of in (32) will be canceled out in the calculation. Next, we update the MS position by (34) where , , , 2 are respectively substitutions of the unknown parameters. After some simple manipulations, the above maximization problem boils down to (35) where the cost function is given explicitly in Table I . Unfortunately, a closed form solution does not exist because the term in is nonlinear in terms of both and . Hence, we resort to numerical methods. In order to keep this position update step computationally fast and meanwhile maintain a good numerical result, we adopt here the BFGS quasi-Newton method [25] as it guarantees downhill progress towards the local minimum in each Newton step [26] .
Example-II: In the second example, we consider a Gaussianexponential mixture distribution with its PDF given by (36) where (37) and the distribution parameter is strictly larger than zero. We stick to the same procedure shown above to update the param- 
The distribution parameter is strictly larger than zero. The parameter update process is very similar to the second example. Due to space limitations, we only show the final expressions in Table I .
For clarity, we summarize the main results of the given examples in Algorithm 1. The convergence conditions for the proposed algorithms follow the results to be given in Section V-B. Finally, we end up this subsection with the following remarks:
Remark 5: The ideal MLE, given precise propagation channel states in (6), can be solved iteratively using the same methodology shown in our examples. For the special case that the measurement error distributions (LOS and NLOS) are both Gaussian, we additionally show its parameter update on the th iteration in Table I for comparison purposes. Remark 6: Comparing the parameter update (apart from ) in Example-I with that in the ideal case, we can immediately find that the JMAP-ML estimator is equivalent to the ideal MLE for perfectly reconstructed the channel states . Whereas, the EM estimator always deviates from the ideal MLE as the weighting factors can be any value between zero and one.
Remark 7: Clearly, the two algorithms are simpler to implement as compared to the regular ML implementation of (9) in the given examples, since only the geographical coordinates have to be solved numerically and effective methods exist.
Algorithm 1: EM-and JMAP-ML Algorithms for Joint Parameter Estimation using Range Measurements
Step 1-Initialization:
Choose a convergence tolerance and the maximum number of iterations ; Set the iteration index ; Choose an initial guess .
Step 2-Joint Estimation:
In the th iteration , -Compute according to (25) for , , and , 2. -Find closed form in attempts to maximize . -Find in attempts to maximize via numerical methods.
Step 3-Convergence Check:
If the increment of the log-likelihood value is less than or has been reached, then terminate this algorithm; otherwise set and return to Step 2.
B. Convergence Analysis
As it is shown in Algorithm 1, both the EM algorithm and the JMAP-ML algorithm are iterative in nature. One question thus naturally arises: are the two algorithms ensured to converge? To answer this question, the following corollaries are derived.
Corollary 1: The proposed EM algorithm converges monotonically to some stationary point 3 of the incomplete data log-likelihood function . Proof: In order to prove this corollary, we need to show in the first place that (42) holds for any in its parameter space. The proof is as follows. For a given a priori position estimate , it is easy to show (we refer the readers to [27] , [28] ) that the updates , , , for the Gaussian distribution or for the exponential distribution or for the Rayleigh distribution are global optimal solutions to the corresponding maximization problems. Therefore, we can easily conclude that (43) where the right-hand side is exactly . We find a new position estimate by minimizing with respect to via the BFGS quasi-Newton 3 In this paper, a stationary point could be a saddle point, a local optimum or a global optimum. method with the initial guess set by . As mentioned beforehand, it guarantees downhill progress towards the local minimum in each Newton step, thus we conclude that the new position estimate will not decrease on the th iteration, more specifically, (44) where the left-hand side is identical to . Combining the results in (43) and (44), we complete the proof of (42). Since is clearly bounded from above, a direct application of [14, Theorem 1] in the next step will prove our corollary.
Corollary 2: The proposed JMAP-ML algorithm converges monotonically to some stationary point of the complete data log-likelihood function . Proof: In the first step of the JMAP-ML algorithm, we maximize with respect to for a given a priori parameter estimate . Since is the global optimal solution, it is guaranteed that (45) holds for any in its parameter space. In the second step, we maximize with respect to . Following the same procedure for proving in Corollary 1, we can easily prove that (46) which means that the value of increases monotonically over iterations. Since is bounded from above, the convergence to some stationary point of is ensured.
C. Complexity Analysis
In the complexity analysis, we spotlight the evaluation of the joint estimation step (the second step of the above algorithms), as it consumes the most computational power. The complexity is evaluated in terms of floating-point operations (FLOPs). Due to space limitations, we only show the details of this analysis in Appendix A for the EM algorithm in the Gaussian-Gaussian mixture case. Therein, it is shown that the EM algorithm requires FLOPs to compute an estimate. The computation of a JMAP-ML estimate is very similar to that of an EM estimate. Hence, it is easy to verify that the complexity of the JMAP-ML algorithm is of order FLOPs as well. The complexity analysis of the RIN algorithm can be performed in the same manner, and it needs FLOPs to compute a position estimate. The same conclusion can be drawn for the other two examples given in Section V-A.
VI. CRAMÉR-RAO LOWER BOUND COMPUTATION
It is well known that the covariance matrix of any unbiased estimator of an unknown vector parameter is lower bounded by the Cramér-Rao lower bound [11] . In the sequel, a numerical method is proposed to compute the CRLB for our joint estimation problem. The vector parameter to be determined is . 4 Let be an unbiased estimator of and let denote the covariance matrix of . Assuming that certain regularity conditions are fulfilled [29 where the expectation is taken with respect to , namely the PDF of parameterized by . Often, it is more convenient to express the FIM as follows: (49) Under the mixture density assumption, the integration in (49) is hard to evaluate analytically. In order to give a numerical solution, we perform Monte Carlo integration [30] as follows:
(50) where , are sample vectors generated independently from . 5 The calculation of is straightforward for the examples shown in Section V-A and thus not shown here due to space limitations. However, we have to be careful with the regularity conditions [29, C.2]. Violation of any regularity condition may result in unwanted results.
In this paper, we focused on the performance of the position estimator amid . Serving as localization accuracy in practice, the positioning root mean square error (RMSE) is considered here to evaluate different position estimators. As it is well known, the RMSE of an unbiased position estimator is defined by (51) and it is related to the obtained CRLB according to (52) where denotes the dimension of , and is defined to interpret the best achievable localization accuracy of any unbiased position estimator. 4 Note that in (6) or in (8). 5 Here, follows the expression in (6) for the ideal case or the expression in (8) for the approximated case. In the former case, we generate in the th Monte Carlo run, where contains samples generated either from or depending on the channel state. A sample vector is immediately obtained owing to the relationship as defined in (2). In the latter case, contains measurement error samples that are generated independently and identically from . 
VII. SIMULATIONS
We consider a specific geolocation problem in a cellular radio network comprising . The positions of the BSs are obtained from an operating cellular radio network in a German city and they are depicted in Fig. 1 . Gaussian distribution is assumed for the measurement error under both LOS and NLOS conditions. The measurement error model parameters are set according to the measurement campaigns conducted in the same city [10] . It is noteworthy to mention that we reset from 51 meter 6 to 0 meter and assume it to be known in order to comply with the common assumption that the measurement error in LOS channel is unbiased. In Table II , we summarize the simulation parameters that will be used throughout this section. Based on these parameters, we generate simulated data to test different algorithms.
The newly proposed estimators are compared to the following competitors:
• Robust iterative nonparametric (RIN) position estimator, cf. [13, Algorithm 1].
• Generic identify and discard (IAD)-ML estimator. The gist of the IAD based algorithms is to identify and discard the NLOS measurements and use the LOS measurements only for geolocation. As we assume very limited prior knowledge about the measurement error statistics, the identifi- cation step of the existing algorithms, e.g., those in [23] , [31] , is either infeasible or fails to generate reliable performance. For comparison purposes only, we consider two simplified cases. In the first case, we ideally assume both the LOS channels and the NLOS channels are precisely categorized in every Monte-Carlo run. In the second case, we assume one NLOS channel is wrongly recognized as LOS channel for 5% of the total Monte-Carlo runs. Like in [32] , the remaining LOS measurements are used in the maximum-likelihood estimation of the position.
• Ideal maximum-likelihood estimator, given the precise prior knowledge about the channel states (cf. (6) ). This ideal estimator is computed in an iterative process as described in Section V-A. Moreover, we compare the positioning RMSE of different estimators with the best achievable localization accuracy computed by (52) with the log-likelihood function (6) .
The initial guess of the MS position for the above algorithms is equal to the true value contaminated by whose elements are generated from a uniform distribution (in meter). The initial guess of the mixture model parameters for the JMAP-ML algorithm and the EM algorithm is computed according to Algorithm 2, given in Appendix B. All the simulations considered afterwards are performed in a MATLAB R2010a environment.
A. Convergence Properties
In the first experiment, we numerically study the convergence properties of the newly proposed iterative algorithms. Here, we assume that the second BS is a NLOS BS while the rest are LOS BSs. The number of measurements collected at each BS is set to samples. In order to experimentally assess Corollary 1 and Corollary 2, we perform a Monte Carlo experiment with 1500 independent runs. For each Monte-Carlo run, we record the parameter estimates and the corresponding data log-likelihoods 7 versus the number of iterations for both the EM algorithm and the JMAP-ML algorithm. Thereafter, we compute the mean of the parameter estimates as well as the mean of the data log-likelihoods, respectively. The mean of the data log-likelihoods is shown versus the number of iterations in Fig. 2 . Due to space limitations, we only show the mean of the parameter estimates for , , , and in Fig. 3 and Fig. 4 . For better illustration, the true values of the desired parameters are also depicted.
Next, we summarize some important observations and give the relevant explanations as follows:
• Fig. 2 shows that the two data log-likelihoods increase monotonically over iterations until the convergence condition has been fulfilled, which coincides with our theoretical proofs. • Both the EM algorithm and the JMAP-ML algorithm generates biased estimator. The JMAP-ML estimator is biased in itself, but in this example the resulting bias is nearly negligible. On the contrary, the EM estimator shows larger bias. This is due to the mismatch of the underlying measurement error statistics and the assumed one.
• Given the same initial guess, the JMAP-ML algorithm outperforms the EM algorithm in terms of convergence speed.
B. Localization Accuracy
In the second experiment, we shall investigate the localization performance (in terms of the positioning RMSE) for different estimators. The simulation parameters remain unaltered, unless otherwise specified.
The first example assumes three different geolocation scenarios: (1) {LOS BS#1, LOS BS#2, LOS BS#3, NLOS BS#4}, (2) {NLOS BS#1, LOS BS#2, NLOS BS#3, LOS BS#4}, and (3) {LOS BS#1, NLOS BS#2, NLOS BS#3, NLOS BS#4}. For each scenario, we evaluate the positioning RMSE for different estimators. The results are shown in Fig. 5 . In the second example, we study the influence of on the positioning RMSE. Herein, we focus on the {LOS BS#1, LOS BS#2, LOS BS#3, NLOS BS#4} scenario and increase from 30 to 70 meter. The results are shown in Fig. 6 . In the third example, we investigate how the number of measurements affects the RMSE curves. For this example, we consider the {LOS BS#1, NLOS BS#2, LOS BS#3, NLOS BS#4} scenario and vary from 10 to 50 samples. The RMSE curves are depicted in Fig. 7 . In the above examples, the best achievable localization accuracy is also computed and depicted along with the RMSE curves.
From the illustrations, we summarize the performance of the selected estimators as follows:
• The ideal MLE is nearly unbiased (although not shown here) and attains the performance bound for large . This coincides with the asymptotic property of the MLE in theory.
• The JMAP-ML estimator is closest to the ideal MLE in terms of both the RMSE and the bias (cf. Fig. 3 and Fig. 4 ). This is because the knowledge of the actual channel states is mostly well reconstructed.
• The EM estimator is biased as well and provides inferior RMSE as compared to that of the JMAP-ML estimator. But still, it serves as a good approximation of the ideal MLE in many cases.
• The EM estimator always outperforms the RIN estimator.
The reason is that it possesses more information about the measurement error than the RIN algorithm.
• In some cases, both the EM algorithm and the RIN algorithm break down. The key reason is that the cost function for updating the position deviates too much from the ideal one. To remedy the performance loss of the RIN algorithm, we could run AKDE individually at each BS.
• The IAD-ML estimator (with 5% erroneous identification rate) performs the worst due to the outliers (the survival NLOS measurements). The performance will further deteriorate as the erroneous identification rate increases. • The IAD-ML estimator (with 0% erroneous identification rate) can even achieve almost the same performance as the ideal one in some cases. Possible reasons are the following. First, the number of remaining LOS BSs is still sufficient (larger or equal to three). Secondly, after discarding the NLOS measurements the geometric dilution of precision (GDOP) is improved. Thirdly, although we assume known distribution for the NLOS measurement error, the associated parameters are unknown and the variance is set large. Hence, the information about the position hidden in the NLOS measurements is negligible. As is known from [32] , NLOS measurements can be discarded without losing any information when the noise variance goes to infinity. Fourthly, we have more parameters to estimate for the proposed algorithms as compared to the IAD-ML algorithm (only the position needs to be estimated according to our simulation setup).
• The IAD-ML estimator (with 0% erroneous identification rate) degrades largely when the number of LOS BSs is insufficient for geolocation after discarding the detected NLOS BSs. In the third experiment, we consider another model mismatch problem and give a glimpse of its impact on the localization accuracy. Here, we consider a scenario {LOS BS#1, LOS BS#2, NLOS BS#3, NLOS BS#4}. In contrast to the above experiments, we assume the measurement error distributions are different for the third and the fourth NLOS BSs. More precisely, we assume , for the first two LOS BSs, and , :5:90 for the third NLOS BS, and , for the fourth NLOS BS. We generate simulated data based on the new parameter settings but still apply the EM algorithm and the JMAP-ML algorithm developed intentionally for a two-mode mixture. Serving as the benchmark algorithm, the ideal MLE is adapted to the new settings. The positioning RMSE curves are drawn as a function of in Fig. 8 . In this experiment, only moderate performance loss has been observed. The reason is that the proposed algorithms (assuming ) can always arrive at a two-mode Gaussian mixture that well approximates the "truth". However, we believe that this mismatch problem may incur more severe performance loss in certain cases. A comprehensive study of this issue is beyond the scope of this paper.
C. Under the i.i.d. Assumption
In our geolocation problem, we suboptimally represent the measurement error with a two-mode mixture distribution to trade the desired properties of the proposed algorithms. As we have seen in the previous experiments, the performance loss due to the model mismatch exits but turns out to be moderate. In some real geolocation applications, the underlying measurement error can well match a mixture distribution. For instance, the application of the single moving sensor geolocation [33, Chapter 17] . Besides, there may exist other applications, cf. [13, , where the measurement error samples are truly i.i.d. and follow a mixture distribution. Our aim in the last experiment is to shed some light on the performance of the proposed algorithms assuming no model mismatch. Although unrealistic, we redo the third example of the second experiment by assuming the measurement error items are i.i.d. and follow a two-mode Gaussian distribution with . We plot the RMSE curves of the EM estimator, the JMAP-ML estimator, the RIN estimator, and the ideal MLE along with the performance lower bound in Fig. 9 . Note that the ideal MLE in this example is the solution of (9), which is resolved via the MATLAB function FMINCON, configured with the "interior-point" algorithm. In order to increase the probability of hitting the global maximum, we employ several different initial guesses in the vicinity of the true value of and choose the one maximizing the cost function. Although the global maximum is not guaranteed to be found by a local search algorithm in every Monte Carlo trial, we believe that this numerical solution well reveals the ground truth in most cases. From Fig. 9 , we found that the EM algorithm is able to reproduce the ideal MLE and outperforms both the JMAP-ML algorithm and the RIN algorithm. Moreover, all the three algorithms tend to archive the performance lower bound for large data records.
VIII. CONCLUSION
We presented here an EM algorithm and a JMAP-ML algorithm for robust geolocation in mixed LOS/NLOS environments. In the algorithm design, we suboptimally represent the underlying measurement error with a two-mode mixture distribution. In return, the proposed algorithms avoid the offline calibration and require no prior knowledge about the exact channel states. Although starting from different design criteria, the proposed algorithms arrive at similar maximization problems, from which the parameter estimates are updated correspondingly. The proposed algorithms are both iterative in nature, and we demonstrated their convergence properties along with examples. Therein, we also proved that the complexity of the two algorithms increases linearly with the number of measurements . Despite the model mismatch problem, the JMAP-ML estimator well approximates the ideal MLE in our simulations. Although the EM algorithm loses its optimality, it still outperforms various competitors by far. In the applications where the underlying measurement error exactly fits our assumed model, both the EM algorithm and the JMAP-ML algorithm tend to achieve the performance bound for large data records.
APPENDIX A COMPUTATIONAL COMPLEXITY OF THE EM ALGORITHM: GAUSSIAN-GAUSSIAN MIXTURE CASE
We define the FLOPs required for some elementary operations as follows: 1) : FLOPs for addition.
2)
: FLOPs for substraction.
3)
: FLOPs for multiplication.
4)
: FLOPs for division.
5)
: FLOPs for exponential. 6)
: FLOPs for raising to real power. 7)
: FLOPs for square root. Note that the actual FLOPs required for the above operations may vary with processors. Typical values based on a Pentium 4 processor were given in [34] .
Since the EM algorithm is iterative in nature, we spotlight the analysis in one EM iteration, for instance the th. The joint estimation step starts with the evaluations of for , and , 2, given the prior parameter estimate . This requires us to compute
for .
(54) for , . The numerical evaluation of attempts to minimize via the BFGS quasi-Newton method which involves another iterative procedure similar to [13, Algorithm 2] . Analogously, we count the FLOPs required for one iteration of this local search. This requires constant evaluation of the cost function and its gradient at a certain point , namely,
Some parts of (61), (62) and (63) 
