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Abstract. The paper deals with state models with queues 6s state varia- 
bles, which are the most appropriate ones to describe traffic control- 
led by signal settings, as it is in urban areas. In a first part, 
several features are scanned which are relevant in analizing traffic 
conditions in urban areas on the base of a general model. Then the 
“free-flow” condition is defined, and some results are derived about 
its properties and on the influence the control variables may have on 
it. Finally a class of normative models is presented for periodic 
traffic control problems, which prescribe conditions for the control 
variables in order to guarantee free-flow. 
Kevwords. Traffic control; urban traffic models; state variable models; 
free flow. 
INTRODUCTION 
In the last two or three decades, SSVS- 
rdl dozen of papers have been issued 
concerning traffic control methods. Due 
to the intrinsic complexity of the pro- 
cess to be controlled, as it results 
from the mutually interrelated actions 
of many individuals with different 
goals, attitudes, etc., it is clearly 
hopeless to look not only for a conclu- 
sive solution to such a problem in its 
more general setting, but even for an 
ultimate and comprehensive formulation 
of it. 
In fact, the existing literature spreads 
on a wide range of different specific 
situations, each characterized by defi- 
nite traffic conditions and feasible 
control structures, for which solutions 
to the control problem are proposed 
using appropriate models. 
Clearly, the most detailed category of 
traffic models, tracking the dynamic 
attributes of each vehicle within the 
area of interest, is absolutely unsuita- 
ble for any practical control purpose, 
and may be used only to simulate some 
well pre-defined traffic conditions. 
Therefore simpler models are required, 
apt to provide an adequately aggregated 
description of all the relevant phenome- 
na for the specific situation of inte- 
rest. This paper deals with state models 
with queues as state variables, which 
are th& most appropriate ones to des- 
cribe traffic controlled by signal set- 
tings, as it is in urban areas. 
A GENERAL MODEL 
FOR URBAN TRAFFIC CONTROL PROBLEMS 
This chapter presents a general mathema- 
tical model of urban traffic describing 
the most important phenomena that are 
relevant to the traffic control problem. 
Urban traffic 
Urban traffic has several features that 
make it different from vehicular traffic 
in other environments, such as for in- 
stance in freeways or in rural roads. 
This is mainly due to the fact that 
particularly (if not exclusively) in 
urban areas vehicles may follow many 
completely different paths, thus produ- 
cing many distinct flows, and not only 
one or two, like in one- or two-way 
roads. 
Ynh.nvnr, diffrrcnt flows conflict whe- 
rever their paths intersect. As a conse- 
quence, interactions among vehicles are 
much stronger and more complex than in 
other cases, since they take place not 
only within the same vehicular flow, but 
also between so many different flows. 
A General Model 
The most relevant quantities for the 
models considered here are queue sizes, 
which express at each time instant how 
many vehicles are directly affected by 
each signal. Formally, the queue size at 
a signal may be defined as the number of 
vehicles behind its stopline whose con- 
ditions are represented by the congested 
region of the flow-density curve. 
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where: This leads quite naturally to finite 
state dynamic models, with states repre- 
senting queue sires. 
The balance equation 
The fundamental relation describing the 
state behdviour expresses the balance of 
each queue: 
x(t+l) - x(t) + F(t) - L(t), (1) 
where x is the state vector, F is the 
vector of the "feeding" flows (more 
precisely, flow integrals), expressing 
how many vehicles have joined each queue 
during the unit time interval from t to 
t+'l, and L is the corresponding vector 
of "leaving" flows. expressing how many 
vehicles have left the queue during the 
same interval. (A discrete-time formula- 
tion will be adopted throughout this 
paper only for convenience). 
Each component Fi of F may be expressed 
as 
Fi(t) / I: Fji(t], (2) 
JEJi 
where F ji represents the contribution of 
the flow arriving from signal j. and Ji 
is the set of all the "direct" upstream 
signals, that is signals whose stopline 
is the last one to be crossed by vehi- 
cles facing signal i. 
Each Fji(t) then depends on: 
a) the traffic and control condition of 
signal j at the time tji when the 
;z:~;:;s relative to Fji(t) (that is. 
at time t the i-th queue) 
were crossing the j-th stopline; 
b) the flow conditions on the link from 
the j-th stopline to the tail of the 
i-th queue during the time interval 
(tjietl. 
The effect of the control may be modeled 
in a quite simple way using the concept 
of "effective" green (cf. Webster and 
Cobbe. 1966). so that it may be assumed 
that the flow rate may switch istanta- 
neously from zero to the saturation 
value, and vioeversa. 
Then Fji(t) may be 
Fji(t) p 
with uj being zero 
red of j and one 
green. 
The structure of 
expressed as 
during the effective 
during the effective 
fji_iS more compli- 
cated; in quite general terms, it can be 
expressed as the product of some fac- 
tors: 
I Sj'rji 4ji Pji if xj > 0 f . = Jl 
I 
(41 
aj =ji qji if Xj‘0 
- sj is the saturation flow at j; 
- 'ji is the turning rate at j towards 
i; 
- qji is the flow reducing factor from j 
to i; 
- Pji is the platoon dispersion factor 
from j tu i; 
- aj is the arrival rate at j. 
Each of them deserves to be analyzed in 
some detail. 
Saturation flow sj 
It represents the maximum value the flow 
rate may assume at the j-th stopline, 
and it may be reasonably assumed to be a 
constant. 
Turning rate rji 
It represents the fraction of vehicles 
crossing the j-th stopline and leading 
towards i; it is a constant only for the 
case of uniformly merged flows (as 
usually are the ones with the same “P- 
stream path) splitting at j; in general 
it may be considered as a function of 
time, Since flows with different “P- 
stream paths must necessarily cross at 
different times the same stopline. and, 
at least in principle. of the upstream 
past control values, that determine the 
order in which such flows face that 
stopline. 
Modelling in a quantitative way such 
relations may be often quite awkward, 
since it would require to trace back and 
compare the past controls of upstream 
signals for all flows leading to each 
signal; however, disregarding them may 
be also quite misleading in some cases. 
Therefore, at least in principle, it 
must be assumed that ’ 
rji i: rji(tji9u[t',tji]), (5) 
with t' < tji being an appropriate refe- 
rence time such that all the relevant 
control actions have occurred after it. 
Flow reducing factor ~ji 
It represents the fraction by which the 
flow rate is reduced from the j-th stop- 
line to the tail of the i-th queue, by 
effect either of physical obstructions 
or of the overflow of other "upstream 
lateral" queues; So in general it is a 
function of the queue lengths in the 
time interval [tji,t], which in turn 
depend on queue size evolution in a 
quite complex way (cf. Stephanopoulos, 
Michalopoulos, 1977). Therefore it must 
assumed that 
qji - qjitxrtjiet11. (61 
Platoon dispersion factor Dji 
Tt. rcprn!;nnts the fraction by which the 
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flow rate is modified from the j-th 
stopline to the tail of the i-th queue, 
dS an effect of the fact that the pla- 
toon leaving j spreads as it proceeds 
towards i because of differences --in 
speed and acceleration of its vehicles; 
in general it may be assumed to be pro- 
portional to the traveled distance, 
which in turn depends on the length of 
the i-th queue, and therefore it must 
assumed that 
pji = Pji(xi(t)) (7) 
Arrival rate aj 
It represents the rate at which vehicles 
arrive at j (and pass through during 
effective green, if there is no queue); 
it depends on control and flow chdrdcte- 
ristics of the unstream signal .1. There- 
fore, at 
aj = a 
with t' 
=ji. 
least in prinicple, - 
j(tji,*(t',tjil,u[t',tji 
playing a similar role 
Transit time Tji 
I), (8) 
15 for 
Finally, it must also be puinted out 
that the transit times 
Tji = t - tji, 
that introduce finite delays in the 
above models, may also be affected by 
SDme of the phenomena just considered: 
in a first place they depend on the 
distance travelled, hence on the i-th 
queue length, as for Pji; lnoreover, 
platoon dispersion makes them vary for 
vehicles in different positions within 
the platoon; finally, they may be in- 
fluenced by other lateral queues, as for 
qji. 
Ledvine flows 
Similar arguments apply to the leaving 
flows relative to L in the balance cqud- 
tion; its i-th component may be expres- 
sed as 
Li(t) = X Likct). (10) 
kEKi 
with Ki denoting the set of "direct 
downstream" signals for signal i, and 
Lik(t) = fik vi(t), (111 
with 
I 
si rik qik if Xi > 0 
fik = 
i 
(‘121 
ai “ik qik if Xi = 0. 
Note that the above expressions are 
slightly simpler than the corresponding 
ones for. ‘ the feeding flows, since no 
finite delays are involved, all quanti- 
ties being evaluated at the current time 
t, and the platoon dispersion is no 
longer relevant. 
There 
d&2 
nu nG?ed to gu I nta fur%h:Y 
to rC!al ,:Ie thdt tlWl_ olodel (,V,:-- 
sented so far, al though providing a 
quite accurate description of the most 
relevant phenomena for urban traffic 
control, cannot be easily handled by the 
usual techniques of control theory, 
since it turns out to be time dependent, 
with finite delays, highly nonlinear, 
etc. 
Nevertheless it may provide a basis for 
deriving, within a unifying framework, 
various simpler models that have been 
proposed in the literature for several 
special situations, such as the isolated 
intersection. the saturated condition, 
the periodic control. etc. 
For them it is easy to poilbt uut how thu 
peculiarities of the specific case ef- 
fect the model, making it simpler; fur- 
thermore, it is also possible to define 
clearly the bounds within which each 
such model is applicable, that is the 
range of traffic situations (and of 
control problems for them) for which the 
simplifications introduced are reasona- 
ble (or at least make sense). 
Lack of space does not allow to investi- 
gate in detail such simplified models; 
however, some aspects of them will be 
dealt with in the next chapter. sug- 
gesting the guidelines for more complete 
analyses. 
THE FREE-FLOW CONDITION 
As it has been pointed out, the flow 
reducing factor q is one of the most 
complex factors affecting traffic flows; 
it expresses the fact that, in general. 
feeding and leaving flow rates at each 
signal i of Eq. 1 depend not only on the 
queue sizes at i a"d Ji (Eqs. 11, 4, 
respectively), but also on other "late- 
ral" upstream and downstream states, 
thus introducing new interactions among 
states; moreover, such interactions are 
much more complex since they depend on 
queue lengths rather than queue sizes. 
Even if most models used in the litera- 
ture implicitly assume q = 1, it is 
evident that in practice such a con- 
dition is not always satisfied, and this 
may produce quite severe restrictions to 
the validity and applicability of the 
conclusions obtained without considering 
this fact. 
This chapter aims essentially to poin- 
ting out explicitly the importance of 
flow reducing phenomena; in perticular 
it is analyzed how they may be affected 
by some control parameters and how they 
effect certain characteristics of the 
traffic process. 
Definition 
The free-flow condition may be formally 
stated in terms of the flow reducing 
factor according to the following 
Definition 1: the free-flow condition 
(FF) is satisfied at time t for signal i 
iff 
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implies 
Ui(t) = 1 (13) 
qik(t) = 1 ( ;4 ) 
for all downstream signals k E Ki. 
Note that restricting Eq. 14 to the 
effective green is essential, since 
during effective red the downstream flow 
conditions are completely irrelevant for 
the vehicles of the i-th queue. 
Bounds on the queues 
In practice FF depends on queue lengths: 
for each signal i appropriate “PP== 
bounds bih for the qUeUs lengths l(Xh) 
of its downstream signals may be easily 
derived from purely geometrical conside- 
rations such that 
l(xh(t)) ’ bih 
implies Eq. 14. 
(151 
This motivates introducing upper bounds 
on queue sizes: 
xh(t) < bh for all t and h (161 
dS it is done in several models; hawe- 
ver, it must be observed that Eq. 16 
provides sufficient, but not necessary 
conditions for FF, for three reasons: 
- conservative bounds must be mantained, 
since queue lengths are replaced with 
sizes (in fact, as the same length may 
be produced by different sizes, the 
maximal of such sizes must be consi- 
dered) ; 
- for each h, bh i mini {bib); 
- the condition of Eq. 13 is disregarded 
Ill some cases Eq. 16 may result to be 
too restrictive, so it seems more appro- 
priate to deal with FF rather than with 
bounds on queues. 
Leavine flows in FF 
A basic consequence of FF is given by 
the following 
Propertv 1: if FF holds, then the lea- 
ving flow rate Li(t) dssumes the values 
1 
Si Ui(t) if Xi(t) > 0 
Li(t) = (171 
ai Ui(t) if xi(t) = 0. 
P.1 is an immediate consequence of Eqs. 
9. 10, 11, 13. 14. and of the obvious 
fact that 
rkrik = 1. (181 
Eq. 17 gives an expression of the lea- 
ving flow i-ates which is commonly used 
by most models; it is essential to point 
out that it is valid only if it may be 
assumed that FF holds. 
Saturated conditions 
A furt.hnr annzcquence of FF is immediate 
in saturation conditions, that is if 
queues never vanish: 
Corollarv 1: in saturation conditions, 
if FF holds. then the total leaving flow 
during any time interval T, given by 
r Li(tl 
tET 
is proportional to the duration of the 
effective green within T. 
Again, the crucial role played by FF in 
the above results must be pointed out; 
it is even more critical in this case, 
since, as it has been observed by Lim et 
al. (1981) (cf. Singh and Tamura. 1974) 
a necessary condition for saturation is 
given by appropriate lower bounds on 
queue sizes (so that they don’t vanish 
during green time), and they may well 
conflict with some constraints like Eq. 
IS, thus producing a self-contradictory 
model. This is always the case, for 
instance, when in Eq. 15 SOme bih turns 
out to be zero. 
The all-or-nothing FF assumption 
In the following, it will be convenient 
to use the following 
Assumption 1: if FF does not hold for 
signal i, then 
qik(t) = 0 (201 
for all downstream signals k E Ki. 
Although it could seem rather drastic, 
A.1 is quite realistic in practice, 
since usually traffic conditions with 
q < 1 either evolve vet-y rapidly towards 
complete jamming, which satisfies Eq. 
20, Dl-, if they keep stable, may be bet- 
ter modeled with q = 1. and reducing the 
corresponding saturation flow rate s. 
Equivalent controls with FF 
An immediate consequence of A.1 is given 
by the following 
Propertv 2: for any given control fun- 
ction u(t), another function u’(t) may 
be produced such that the system beha- 
viour with u’ is the same as with u, and 
FF holds with respect to u’. 
In fact it is completely pointless to 
keep any Ui at 1 when FF does not hold 
at i; putting it to zero makes FF to be 
not violated any more, as a consequence 
of the condition of Eq. 13. without 
altering the System behaviour, since 
flows are not affected, as a consequence 
of A.l. 
Queue boundedness 
Another important concept describing the 
traffic condition and related to queve 
size is given by the following 
Definition 2: for any given traffic 
demand, the queue i is said to satisfy 
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the boundedness condition (8) if there 
is some constant Yi such that 
- the vector p of the “offsets”, i.e. of 
the time shifts between the end of 
green of spatially contiguous signals. 
Xi(t) < Yi for all t. 6211 
Boundedness is a crucial property for 
any traffic situation, since lack of it 
for internal signals is just equivalent 
to jamming. 
Two basic properties 
It is now interesting to investigate how 
the above control parameters may infuen- 
cc free flow and boundedness. 
Saturation. Free-Flow 
and Clueue Soundedness relations 
A preliminary result is given by the 
following 
It is interesting to investigate the 
relations among three different condi- 
tions on queue sizes, such as satu- 
ration, free-flow and boundedness of 
internal queues (IB). 
Prooertv 5: if FF holds, the i-th inter- 
nal queue is bounded if 
si Oi ! r sj oj r’jie (22) 
JEJi 
It must first observed that saturation 
is only concerned with queue sizes at 
some well defined instants, that is at 
the end of green, whereas internal boun- 
dedness refers to the maximum value 
queue size attain over time, and free- 
flow deals with queue lengths being 
within pre-specified bounds. 
with the average turning ratio r’ji 
given by 
r’ji = 1 vj(t) rji(t1 (23) 
0:t:c 
It is then evident that: 
In fact, multiplying the r.h.5. of Eq. 
22 by the cycle length C yields an upper 
bound for 
Propertv 3: undersaturation implies 
boundedness (except than in highly pa- 
thological cases, such as of signals 
never showing green or red). 
1 Fi(t), (24) 
a<t<c _ _ 
since only the case with xj > 0 in Eq. 4 
is considered; hence Eq. 22 implies 
In fact, “unbounded” queues cannot va- 
nish during the finite time of effective 
green. 
1 Li(tl ! I Fi(t)v (25) 
a<t<c _ - 0:t:c 
A relation between internal boundcdness 
and free-flow is given by the following 
Propertv 4: on a suitable time horizon. 
IB is a necessary condition for FF. 
In fact, queues growing beyond any limit 
will eventually reach any bound on their 
length. 
which in turn produces 
Xi(t+C) < Xi(t) (26 I 
by Eq. 1. 
A further result is given by the follow ing 
NORMATIVE MODELS FOR FREE-FLOW 
IN THE PERIODIC CASE 
Corollarv 2: if FF holds, Eq. 22 is also 
a sufficient condition if all signals 
jEJi are saturated. ’ 
In this chapter some interesting proper- 
ties.are presented for the case with pe- 
riodic (“fixed-time”) controls and sta- 
tionary or saturated inputs. 
In fact, in this case multiplying the 
r.h.s. of Eq 22 by C produces exactely 
the global feeding flow of Eq. 24, as a 
consequenca of C.I. 
On such bases a class of normative mo- 
dels is presented which prescribe condi- 
tions for the control variables that, if 
fulfilled, guarantee that the free-flow 
condition is always satisfied. 
Again, it must be stressed that the 
above results, of common use in several 
models, rely heavily on the FF assum- 
ption. 
Sufficient conditions for free-flow 
The results of this chapter are derived AS 
according to the lines developed in 
it has been pointed out in the pl-e- 
SeVeral papers by the authors (of. 
vious chapter. imposing upper bounds on 
Camus, D’Amore, Ukovich, 1982) 1903) 
the queue sizes suffice to guarantee the 
1984). 
free-flow condition (cf. Eqs. 15 and 
16). 
Control variables in the periodic case Pueus bounds 
AS it is usual in such cases, the con- 
trol law may be expressed in terms of 
three parameters: 
- the period, usually referred to as the 
cycle length C; 
In the periodic case, a sufficient con- 
dition for Eq. 16 may be conveniently 
expressed in terms of the control para- 
meters, thus yielding the following 
Propertv 6: the condition 
- the vector u of the “splits”, i.e. of 
the ratios between green duration and 
C for each signal; 
1 sj dj r’ji 5 bji 
jEJi 
(271 
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with 
dj = oj C (28) 
is a sufficient condition for free-flti. 
In fact. the 1.h.s. of Eq. 27 is obviou- 
sly a” upper bound for Xi in Eq. 16. 
HOWeVer, the condition of P.6 is too 
much conservative to be realistic in 
most situations, as it has bee” observed 
above: in practice it would impose so 
tight constraints on the controls to 
produce a” empty region of admissible 
strategies, or‘. anyway. to cut out po- 
tentially efficient solutions in an 
inacceptable way. 
Coordination 
A common way to overcome such a drawback 
consists in splitting each Ji i” two 
disjoint subsets: 
Ji = J’i u J”i, (29) 
and restricting the sum in Eq. 27 only 
to J’i. while the flows relative to J”i 
are “coordinated” in an appropriate way. 
It may be first observed that 
Propertv 7: in free flow, and with no 
platoon dispersion. the conditions 
Vji > 6ji 
and 
dj+pji-di 5 6ji - L: dj SJ 
jEJ’i 
where 6ji expresses the 
(301 
r’ji/si* (31) 
transit time 
from j to i, guarantee that Fji doesn’t 
affect the queue at i. 
In fact, by tq. 30 the tail of the 
platoon coming from signal j may CrOSS 
the i-th stopline before the correspon- 
ding signal turning red, and by Eq. 31 
the head of the same platoon reaches the 
i-th stopline after the possible queue 
present there has been completely eva- 
cuated. 
Therefore no vehicle is stopped l-l0r 
slowed down from signal j to signal i. 
It is now immediate to derive from P.6 
and P.7 the most interesting result, 
given by the following 
Corollarv 3: for any partition of Ji as 
in Eq. 29. the conditions of Eq. 28 
imposed On J’i and of Eqs. 30. 31 im- 
posed On J”i are sufficient to maintain 
the free-flow condition for all Fji* 
jEJi, if there is no platoon dispersion. 
I” fact, all queues are bounded accor- 
ding to Eq.. 16, either explicitly by Eq. 
28, or because they aren’t affected by 
the coordinated flows. 
Furthermore. it is easy to see how the 
above results may be conveniently exten- 
ded in order to account for platoon 
dispersion, for instance by appropriate- 
ly acting on 6Jia 
Finally, a very interesting feature from 
a practical point of view of the model 
just outlined is given by the following 
Propertv 8: Eqs. 28, 30 and 31 are li- 
“ear with respect to the control varia- 
bles (r, P and l/C. 
The practical relevance of P.B cannot be 
overemphasized; it is widely used in the 
normative models developed for the SO- 
called “Multi-Junction Nodes” (cf. Ca- 
mus, D’Amore, Ukovich, 1983, 1984). 
CONCLUSIONS 
The most important phenomena relevant to 
traffic control have been considered in 
a general model ; then the free-flow 
condition has been defined, its main 
properties and its relations with other 
significant traffic situations have been 
analyzed ; finally, sufficient condi- 
tions for free flow have been derived. 
The interest of the resu1 ts presented 
here lies on one hand in the fact that 
they constitute a general framework into 
which a wide class of traffic models may 
be compared and evaluated; furthermore, 
the concept of free flow and the condi- 
tions for it suggest promising ways to 
face urban traffic control. 
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