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Abstract—We present two nonparametric approaches to
Kullback-Leibler (KL) control, or linearly-solvable Markov de-
cision problem (LMDP) based on Gaussian processes (GP) and
Nystro¨m approximation. Compared to recently developed para-
metric methods, the proposed data-driven frameworks feature
accurate function approximation and efficient on-line operations.
Theoretically, we derive the mathematical connection of KL
control based on dynamic programming with earlier work in
control theory which relies on information theoretic dualities for
the infinite time horizon case. Algorithmically, we give explicit
optimal control policies in nonparametric forms, and propose
on-line update schemes with budgeted computational costs. Nu-
merical results demonstrate the effectiveness and usefulness of
the proposed frameworks.
I. INTRODUCTION
Stochastic optimal control plays one of the key roles in mo-
tor control of complex nonlinear systems. Recently, Kullback
Leibler (KL) control, or linearly-solvable Markov decision
problem (LMDP) has demonstrated remarkable applicability
to robotic control and planning problems [7]. In [11][12],
the Bellman principle of optimality was applied for discrete
time optimal control problems in which the control cost is
formulated as the KL divergence between the controlled and
uncontrolled dynamics. The resulting framework applies to a
large class of control problems which include finite, infinite
horizon, exponentially discounted and first exit [12].
One of the most challenging tasks in KL control or LMDP
is the approximation of desirability function defined in contin-
uous state space. Recently, parametric approaches have been
developed and implemented in real robotic systems [13][7].
Although the linearly-solvable formulation has shown superior
efficiency compared to policy and value iteration [11][13],
there are still major limitations with these parametric methods.
Despite the guaranteed convergence, the parameters of the
basis functions used to approximate the desirability function
may converge to the wrong solution depending on the control
problem under consideration[13]. This behavior results in in-
accurate approximation of the underlying desirability function.
In this paper, we provide a unified view of KL control for
the infinite time horizon case. This unified view brings together
earlier work in control theory [5] with more recent work in ma-
chine learning and robotics [7, 11, 12]. In particular, we show
two alternative derivations of KL control which rely on the
dynamic programming principle and the information theoretic
dualities between free energy and relative entropy, respectively.
We propose two nonparametric frameworks for infinite hori-
zon KL control. The first framework is based on Gaussian
processes (GP) [14], which is a Bayesian modeling approach
with data-driven, generative models. The second framework is
based on Nystro¨m approximation, which is considered as a
sampling-based low-rank matrices approximation method and
is originated from the numerical solver of integral equations
[1]. We employ both GP and Nystro¨m method to approximate
desirability functions associated with KL control. We show
the nonparametric forms of the corresponding optimal control
policies and we present efficient on-line update schemes to
improve applicability.
The rest of the paper is organized as follows: In Section
II and III, we derive KL control based on both dynamic
programming and information theoretic dualities, and show
their connections for infinite time horizon case. Section IV and
V introduce the proposed nonparametric frameworks for KL
control based on GP and Nystro¨m approximation. Numerical
results are provided and discussed in Section VI. Finally
Section VII concludes this paper.
II. INFINITE HORIZON KULLBACK LEIBLER CONTROL
BASED ON DYNAMIC PROGRAMMING
A. Infinite Horizon Stochastic Optimal Control
We consider the stochastic optimal control problem with
state x ∈ RD and control u ∈ Rm of the following form:
v(x) = min
u
lim
T→∞
1
T
E
[ ∫ T
0
L(x(t), π(x(t))dt
]
,
subject to the dynamics: dx = α(x)dt + B(x)(udt + σdω),
and the cost rate function: L(x(t),u(t)) = q(x) + 12σ2 ||u||
2
.
The function q(x) ≥ 0 and the drift α(x) and diffusion B(x).
Let v(x) be the value function and vx(x) its gradient. The
optimal control control has the following form:
u = −σ2B(x)Tvx(x). (1)
The value function v(x) satisfies the Hamilton-Jacobi-Bellman
(HJB) equation
c = q(x) +D[v](x) −
1
2
vTx (x)Σ(x)vx(x), (2)
where the linear Differential operator D is defined as
D[v](x) = α(x)Tvx +
1
2
tr
(
Σ(x)vxx
)
, (3)
and Σ is the noise covariance matrix: Σ(x) = σ2B(x)B(x)T.
For the case of infinite horizon average-cost-per step, c > 0
is the unknown average cost-per-step and v is the differential
operator cost-to-go. Moreover, for the case of first-exit prob-
lems, c = 0 and v is the actual cost-to-go. The HJB equa-
tion takes a linear form under the exponential transformation
z(x) = exp(−v(x)). By exponentiating v(x) we get
(q(x) − c)z(x) = D[z](x). (4)
B. Discrete time formulation
In the discrete time case, the stochastic dynamics are
discretized and therefore x(k) in discrete time corresponds
to x(kdt). In addition the controller specifies the transition
probability π(y|x). Therefore in discrete time we will have:
x(k + 1) ∼ π(·|x(k)). The cost rate is now formulated as
L(x, π(·|x)) = q(x)dt+KL(π(·|x)||p(·|x)), (5)
with the term π(·|x) denoting the transition probability under
the control dynamics and p(·|x) is the transition probability
under the uncontrolled dynamics. The distribution under the
optimal control law is
π∗(y|x) =
p(y|x)z(y)
G[z](x)
. (6)
The term G is a linear integral operator defined as G[z](x) =∫
p(y|x)z(y)dy. The minimized Bellman equation can now
be exponentiated and expressed in terms of z as follows
exp
(
dtq(x)− dtc
)
z(x) = G[z](x). (7)
It has been shown that the equation above has a unique positive
solution z(x) that corresponds to the largest eigenvalue [11]
λ = exp(−dtc). For the case of discrete-state Markov Decision
Process (MDP) we define a set of states {xn}. In this case
equation (7) can be rewritten as
λz = QPz, (8)
with z(xn) the desirability function at every states xn in the
set,Q a diagonal matrix of elements exp(−dtq(xn)) andP the
passive transition probability matrix. This eigenvalue problem
can be solved by various methods such as power iteration.
C. Relationship between Continuous and Discrete Case
To make the connection with the continuous case we
represent the passive dynamics p(y|x) as
p(y|x) = N (y;x + dta(x), dtΣ(x)). (9)
Consider the generator of a stochastic process:
lim
dt→0
E[z(y)|y(0) = x]− z(x)
dt
= D[z](x). (10)
Since G[z](x) = E[z(y)|y(0) = x] we will have
G[z](x) = z(x) + dtD[z](x) + o(dt2). (11)
Substitute (11) into (7) results in (4).
III. KULLBACK LEIBLER CONTROL BASED ON
INFORMATION THEORETIC DUALITIES
The work in [9] have shown the mathematical links be-
tween 1) the information theoretic point of view of stochastic
optimal control theory as presented within the control theory
community, and 2) the path integral and Kullback Leibler
formulations for finite horizon stochastic control as presented
within machine learning and statistical physics communities.
In this section we will show the corresponding connections for
the case of infinite horizon stochastic optimal control problems.
To do so, below we provide the definition of free energy
and relative entropy and review the Legendre transformation.
In particular, Let (Ω,F) be a measurable space, where Ω
denotes the sample space and F denotes a σ-algebra, and let
P(Ω) define a probability measure on the σ-algebra F . For
our analysis we consider the following definitions.
Definition 1: Let P ∈ P(Ω) and let the function J (x) :
Ω→ ℜ be a measurable function. Then
E
(
J (x)
)
= loge
∫
exp(ρJ (x))dP, (12)
is called free energy of J (x) with respect to P.
Definition 2: Let P ∈ P(Z) and Q ∈ P(Z), the relative
entropy of P with respect to Q is defined as
KL((Q||P) =
{ ∫
loge
dQ
dPdQ if Q << P, loge
dQ
dP ∈ L
1
+∞ otherwise
where “<<” denotes absolute continuity of Q with respect to P
and L1 denotes the space of Lebesgue measurable functions on
[0,∞). We say that Q is absolutely continuous with respect to
P and we write Q << P if P(H) = 0⇒ Q(H) = 0, ∀H ∈ F .
We will also consider the function
ξ(x, T ) =
1
ρ
E
(
J (x, T )
)
=
1
ρ
loge EP
[
exp (ρJ (x, T ))
]
,
with J (x, T ) = φ(xtN ) +
∫ T
0
q(x)dt is the state depended
cost. The objective function above takes the form ξ(x) =
EP (J ) +
ρ
2VAR (J ) as ρ → 0.
1 To derive the basic rela-
tionship between free energy and relative entropy we express
the expectation EP taken under the measure P as a function
of the expectation EQ taken under the probability measure Q.
More precisely will have
EP
[
exp (ρJ (x, T ))
]
=
∫
exp (ρJ (x, T ))
dP
dQ
dQ.
By taking the logarithm of both sides of the equations above
and making use of the Jensen’s inequality we will have
loge EP
[
exp (ρJ (x))
]
≥
∫
loge
(
exp (ρJ (x))
dP
dQ
)
dQ
=
∫
ρJ (x)dQ −KL (Q||P) .
1For small ρ the cost is a function of the mean the variance. When ρ > 0
the cost function is risk sensitive while for ρ < 0 is risk seeking.
We multiply the inequality above with 1ρ for case of ρ < 0 or
ρ = −|ρ| and thus we have
ξ(x) = −
1
|ρ|
E (J (x)) ≤ EQ (J (x)) +
1
|ρ|
KL (Q||P) .
(13)
The inequality above gives us the duality relationship between
relative entropy and free energy. Essentially one could define
the following minimization problem
−
1
|ρ|
E (J (x)) = inf
[
EQ (J (x)) +
1
|ρ|
KL (Q||P)
]
. (14)
The infimum in (14) is attained at Q∗ given by
dQ∗ =
exp (−|ρ|J (x))dP∫
exp (−|ρ|J (x))dP
. (15)
In the next section we follow the steps of [5] to show how
inequality (14) is transformed to a stochastic optimal control
problem for the case of Markov diffusion processes.
A. Connections to Dynamic Programming
We start our analysis with the free energy term in the
Legendre transformation (13). We follow the steps as in [5]
but for the case of the risk seeking version of the free energy.
Since our analysis is on infinite horizon stochastic control case
we divide the free energy term with 1T and take the limit as
T →∞. In addition, to simplify our analysis we will assume
ρ = 1. More precisely
µ = − lim
T→∞
1
T
loge EP
[
exp (−J (x, T ))
]
︸ ︷︷ ︸
φ(x,T )
≤ lim
T→∞
1
T
[
EQ (J (x)) +KL (Q||P)
]
. (16)
The function φ(x, T ) is the parameterized, by the time horizon
T , desirability function. The expectations EP and EQ are taken
over state trajectories generated with forward sampling of the
dynamics
dx = α(x)dt+B(x)σdω, (17)
dx = α(x)dt+B(x)(udt + σdω). (18)
The desirability function satisfies the PDE that follows
∂φ(x, T )
∂T
= D[φ](x) − q(x)φ(x, T ), (19)
which is a form of the Feynman-Kac formula [5]. It is different
from the forms used so far in the finite horizon stochastic
optimal control case [9]. Next we formally separate variables
as in [5], namely
φ(x, T ) ∼ exp(−µT )z(x). (20)
Substitute back into (19) results in
− µz(x) = D[z](x)− q(x)z(x). (21)
Which can be further written as
(q(x) − µ)z(x) = D[z](x). (22)
For µ = c the equation above is exactly the same a (4).
Up to this point, we have shown the equivalence with the
approach in Section II-B and II-A. Next we go one step
further by deriving the HJB equation. More precisely, under
the exponential transformation of z(x) = exp(−v(x)) the
equation (20) heuristically takes the form
− loge φ(x, T ) ∼ µT + v(x). (23)
To show the validity/motivation of (23), multiply both
side with 1T and take limit as T → ∞. We have
limT→∞−
1
T loge φ(x, T ) = µ which is the same as (16).
In addition, substitute the exponential transformation z(x) =
exp(−v(x)) into (21) and taking into account that zxx =
−zvxvTx + zvxx and zx = −zvx results in:
D[z](x) = −zα(x)Tvx +
1
2
zvTxBB
Tvx −
1
2
ztr
(
vxxBB
T
)
.
Substitution of the operator above into (21) results in:
µ = α(x)Tvx −
1
2
vTxBσ
2BTvx +
1
2
tr
(
Σ(x)vxx
)
+ q(x).
The above equation is the Hamilton-Jacobi-Bellman PDE for
the case of infinite time horizon stochastic control and is
exactly the same with (2). As we can see µ and v(x) satisfy the
HJB equation. The term µ is the optimal expected cost per unit
time and v(x) is the associated cost potential function. The op-
timal control is formulated as u(x) = −σ2BTvx = σ2BT zxz .
Finally we make use of the derivative dPdQ , that is the Radon-
Nikodym derivative [15] for the stochastic dynamics in (17)
and (18) to find an expression for the Legendre transformation
in (25). This expression completes the connection with stochas-
tic optimal control formulation. More precisely we have:
KL (Q||P) = EQ
(
loge
dP
dQ
)
= EQ
(∫ T
0
1
2σ2
||u||2dt
)
.
(24)
Based on this last result the Legendre transformation takes the
form
µ = − lim
T→∞
1
T
loge EP
[
exp (−J (x, T ))
]
≤ lim
T→∞
1
T
[
EQ
(∫ T
0
(
q(x) +
1
2σ2
||u||2
)
dt
)]
︸ ︷︷ ︸
Stochastic Optimal Control Cost
. (25)
The left-hand side of the inequality is the control cost under
minimization that is lower bounded by µ. This last form
of Legendre transformation completes the connection with
stochastic optimal control.
IV. GAUSSIAN PROCESSES FOR KL CONTROL
The desirability z(x) is a well-defined functional map-
ping of continuous, possibly high-dimensional inputs to scalar
outputs. The goal is to infer the desirability given a newly
observed state. This inference can be viewed as a nonlinear
regression problem. In this section, we introduce an on-line
Gaussian process approach to KL control (GP-KL). In the
rest of the section, consider that we are given a set of N
observed states X = {x1,x2, . . . ,xN} and corresponding
desirability functions Z = {z(x1), z(x2), ..., z(xN )} where
each state x ∈ RD. We can define the state set as a vector
X = [x1,x2, . . . ,xN ] ∈ RD×N and corredponding desirabil-
ity z(X) = [z(x1), z(x2), ..., z(xN )] ∈ R1×N .
A. Desirability learning via Gaussian process regression
A GP is defined as a collection of random variables,
any finite number subset of which have a joint Gaussian
distribution. Given an input vector x, and corresponding output
z(x), a GP is completely defined by a mean function and
a covariance function. The joint distribution of the observed
output and an unknown output corresponding to a given test
input x∗ can be written as
p
(
z(X)
z(x∗)
)
∼ N
(
0,
[
K(X,X) + σ2nI K(X,x
∗)
K(x∗,X) K(x∗,x∗)
])
.
The covariance of this multivariate Gaussian distribution is
defined via a kernel matrix K(xi,xj). σn represents zero-
mean white noises. In particular, in this paper we consider the
Gaussian kernel, which is most widely used kernel function
K(xi,xj) = σ
2
s exp(−
1
2 (xi − xj)
TW(xi − xj)) + σ2n, with
σs, σn,W the hyper-parameters of the GP. The kernel function
can be interpreted as a similarity measure of random variables.
More specifically, if inputs xi and xj are close to each other
in the kernel space, their output z(xi) and z(xj) are highly
correlated. The posterior distribution, which is also a Gaussian,
can be obtained by constraining the joint distribution to contain
the output z(x∗) that are consistent with the observations.
Therefore, the predictive distribution can be computed by
conditioning the joint prior over the observed output as
p
(
z(x∗)|z(X),x∗,X
)
∼ N
(
z¯(x∗),Σ[z(x∗)]
)
,
where the mean and variance are given by
z¯(x∗) =K(x∗,X)(K(X,X) + σ2nI)
−1z(X),
Σ[z(x∗)] =−K(x∗,X)(K(X,X) + σ2nI)
−1K(X,x∗)
+K(x∗,x∗).
(26)
The kernel or hyper-parameter Θ = (σn, σs,W) can be
learned by maximizing the log-likelihood of the training out-
puts given the inputs
Θ∗ = argmax
Θ
{
log
(
p
(
z(X)|X,Θ
))}
. (27)
The optimization problem can be solved using numerical
methods such as conjugate gradient [14]. We use the mean
of predictive distribution to infer the desirability function of a
given newly observed state x∗.
B. Optimal control policy based on GP
Given the approximated desirability function z(x∗), we can
compute the optimal control as:
u(x∗) = −σ2B(x∗)T vx∗(x
∗) = σ2B(x∗)T
zx∗(x
∗)
z(x∗)
, (28)
where zx∗(x∗) = [∂z(x
∗)
∂x(1)∗
, . . . ,
∂z(x∗)
∂x(d)∗
, . . . ,
∂z(x∗)
∂x(D)∗
]. With each
element
∂z(x∗)
∂x(d)∗
=
∂K(x∗,X)
∂x(d)∗
(K(X,X) + σ2nI)
−1z(X), (29)
where ∂K(x
∗,X)
∂x(d)∗
can be evaluated analytically. Due to the
data-driven nature of the proposed GP-based approach, the
optimal control policy can be computed without assumed
parameterizations as in [13]. In the next subsection, we will
show how to further improve the on-line efficiency of the
proposed framework.
C. On-line update of optimal control policy
One way of applying the control policy on-line is to
incorporate every newly observed state to the state set X at
each time step. For instance, let the state space vector be
X ∈ RD×N at time t. At time step t+1, the newly observed
state vector becomes
Xt+1 = [Xt,x
∗
t ] ∈ R
D×(N+1). (30)
However, as the observed state vector grows, the size of
kernel matrices used for computing optimal control policy
grows as well, such that K(Xt+1,Xt+1) ∈ R(N+1)×(N+1).
In particular, when computing the inverse of kernel matrix
K(Xt+1,Xt+1)
−1
, the time complexity becomes O(N +1)3,
which will increase cubically over time. Therefore, computing
the optimal control policy on-line would become computation-
ally intractable for the infinite horizon case. Now we introduce
an on-line update scheme with fixed size of kernel matrices
based on sparse Gaussian processes [3].
Our goal is to compute the optimal control policy without
increasing the dimension of the kernel matrices. To do so, we
introduce a scheme to delete one state from X when a newly
observed state x∗t is incorporated at t+1. To determine whether
or not to add/delete a state from the current state set, we would
like to know how well the whole state set is approximated by
the new one with fixed dimension. When a new state x∗t is
observed at t, assume we can represent the kernel function as
K(Xt,x
∗
t ) =
N∑
i=1
αiK(Xt,xit), (31)
where αi is a coefficient, and each xit is a element in state
set X at t. Eq. (31) means that the kernel can be represented
without the newly observed point. However in general cases
the equation does not hold, therefore we introduce an error
measure:
e = ‖K(Xt,x
∗
t )−
N∑
i=1
αiK(Xt,xit)‖
2, (32)
where e is a scalar. When the error measure e is within the
range of a specified threshold etol, the new state will not be
added into the state set; when e is larger than the tolerance
measure, the new state should be added to the state set to
maintain a reasonable approximation. Eq. (32) is called kernel
independence test [3]. In the second case, we have to delete one
state vector from the state set to keep a fixed kernel size (use β
as the maximum size). We applied the sparse online Gaussian
process method developed by Csato´ and Opper [3], which
efficiently approximate the KL divergence between the current
GP and the GP with one data point missing. The data point
corresponding to the largest KL divergence will be removed.
The on-line algorithm can be summarized in Algorithm 1.
For initialization, we use discretized Markov Decision Process
(MDP) to find z(X) by an eigensolver [13].
1 Initialize GP-KL using MDP;
2 for t = 1 to T do
3 Observe a new state x∗t , infer desirability z(x∗t )
using GP as introduced in IV-A;
4 Compute optimal control policy u(x∗t ) as in IV-B;
5 if e > etol then
6 Add x∗ to the state set X such that
X ∗ = {X ,x∗}
7 if SIZE(X ) > β then Delete one element from
X ∗ using the method in [3];
8 end
9 Apply control policy u(x∗t ) to the system;
10 end
Algorithm 1: Algorithm for on-line GP-KL
V. NYSTRO¨M APPROXIMATION FOR KL CONTROL
A. Desirability learning via Nystro¨m approximation
In the last decade, the Nystro¨m approximation is increas-
ingly used as a sampling-based low-rank matrix approximator
[4][2]. Originally, the Nystro¨m method was developed to find
numerical solutions to integral equations by replacing the
integral with a representative weighted sum [1]. Suppose we
have the following integral equation:∫ b
a
W(x,y)φ(y)dy = λφ(x). (33)
This integral equation can be approximated by
b− a
n
n∑
j=1
W(x, y˜j)φ(y˜j) = λφ(x). (34)
The approximation is based on evaluating the original integral
equation at a set of evenly spaced points y˜1, y˜2, . . . , y˜n on
the interval [a, b]. We can solve the above equation by setting
x = y˜i such that i ∈ {1, 2, . . . , n}. Then the equation becomes
b − a
n
n∑
j=1
W(y˜i, y˜j)φ(y˜j) = λφ(y˜i). (35)
Here we set [a, b] to be [0, n] without loss of generality. Then
we can rewrite the equation as AΦ = AΛ, where Aij =
W(y˜i, y˜j). Φ = [φ1, φ2, . . . , φn] is the eigenvector of matrix
A and Λ is a diagonal matrix with elements λ1, λ2, . . . , λn
the corresponding eigenvalues. Therefore, solving the original
integral equation problem becomes solving an eigenvalue
problem. Given a new data point x∗ that is not in the set
{y˜1, y˜2, . . . , y˜n}, we can compute its eigenvector as:
φ˜(x∗) =
1
λ
n∑
j=1
W(x∗, y˜i)φ(y˜i). (36)
where φ˜(x∗) is the approximation of φ(x∗). The Nystro¨m
method provides a means of approximating desirability func-
tion for newly observed state. Based on the above formula, we
can efficiently solve the eigenvalue problem associated with
KL control. Motivated by (8), we define
W(x∗,xi) = Q(x
∗)P(x∗,xi), i = 1, 2, . . . , N, (37)
then we compute the approximated desirability function
z˜(x∗) =
1
λ
N∑
i=1
W(x∗,xi)z(xi),
where z(xi) is the desirability function for previously observed
states. The main idea of this method is to use only partial
state set information to firstly obtain the desirability function
by solving a simpler eigenvalue problem, and then extend the
eigenvectors using complete state set information (with newly
observed states). Suppose the complete state space vector is
given by [X,X∗] ∈ RD×(N+T ), where X∗ is a vector with
all newly observed state over time: X∗ = [x∗1,x∗2, . . . ,x∗T ] ∈
RD×T , and X is a prior state knowledge. The task of com-
puting desirability function for the whole state set becomes
finding the eigenvectors for the following matrix:
W =
[
Q(X)P(X,X) Q(X)P(X,X∗)
Q(X∗)P(X∗,X) Q(X∗)P(X∗,X∗)
]
. (38)
Based on the Nystro¨m method, we can approximate the eigen-
vector of the above matrix as:
z˜ =
[
z(X)
z˜(X∗)
]
=
[
z(X)
Q(X∗)P(X∗,X)z(X)Λ−1X
]
. (39)
For each newly observed state x∗, the approximated desirabil-
ity function can be approximated as
z˜(x∗) = Q(x∗)P(x∗,X)z(X)Λ−1X . (40)
The matrix z˜ΛXz˜T is called the Nystro¨m approximation of
W. However, one assumption for applying the Nystro¨m ap-
proximation is thatW should be a symmetric matrix. Although
P(X,X∗) = P(X∗,X)T , we observed that generally the diag-
onal matrices Q(X∗) 6= Q(X), therefore W is not symmetric.
Here we use a simple approach to compensate this issue.
For a newly observed state x∗, instead of computing the cost
function q(x∗), we compute q(mean(x∗, X¯)) where X¯ is the
mean of prior state space vector X. Intuitively, when the newly
observed state x∗ is far from X¯, the Nystro¨m approximation
would become inaccurate. It has been shown that Nystro¨m
method performs poorly for points located further than a
particular distance from the current manifold [8]. However,
computing (40) is much more efficient than computing (26),
since no inverse of kernel matrices need to be evaluated.
B. Optimal control policy based on Nystro¨m method
Given the approximated desirability function z˜(x∗), we
can compute the optimal control policy using the same ba-
sic formula as in (28): u(x∗) = σ2B(x∗)T z˜x∗(x∗)z˜(x∗) , where
z˜x∗(x
∗) = [∂z˜(x
∗)
∂x(1)∗
, . . . ,
∂z˜(x∗)
∂x(d)∗
, . . . ,
∂z˜(x∗)
∂x(D)∗
], with each element
∂z(x∗)
∂x(d)∗
=
∂Q(x∗)
∂x(d)∗
P(x∗,X)z(X)Λ−1
X
+
∂P(x∗,X)
∂x(d)∗
Q(x∗)z(X)Λ−1
X
,
the partial derivatives ∂P(x
∗,X)
∂x(d)∗
∂Q(x∗)
∂x(d)∗
can be computed
analytically given the passive dynamics (9) and a differentiable
cost function q(x).
C. On-line update of optimal control policy
In this subsection we use a simple but efficient approach
to on-line update of control policy. When incorporating new
observed state to the state set, the size of the state set would
increase. For efficient implementation, we would like to limit
the size of the state set. Similar to the on-line policy update
for GP-KL, we define a error measure ǫ such that when the
distance between newly observed state and the mean of current
state space ‖x∗ − x‖ ≤ ǫ, the new state will note be added
into the state space.
When the new state is added into the state space, we enforce
a restriction on the number of maximum allowable size of the
state set. As discussed in Section V-A, the Nystro¨m method
yields compromised performance when new state x∗ is far
from the mean of the current state vector X¯. Therefore, the
criteria for deleting elements from the state set depends on
the distance between x∗ and elements in X. We measure the
Euclidean distance and remove
x = argmax
x∈X
‖x∗ − x‖, (41)
where the most distant state is deleted. The Nystro¨m-KL
scheme is summarized in Algorithm 2. Initialization details
will be discussed in the next section.
1 Initialize Nystro¨m-KL using MDP;
2 for t = 1 to T do
3 Observe a new state x∗t , compute approximated
desirability z˜(x∗t ) using Nystro¨m method as
introduced in V-A;
4 Compute optimal control policy u(x∗t ) as in V-B;
5 if ‖x∗ − X¯‖ > ǫ then
6 Add x∗ to the state set X such that
X ∗ = {X , x∗}
7 if SIZE(X ) > β then Delete one element from
X ∗ according to (41) ;
8 end
9 Apply control policy u(x∗t ) to the system;
10 end
Algorithm 2: Algorithm for on-line Nystro¨m-KL
VI. NUMERICAL RESULTS
In this section, we focus on two dynamical systems: inverted
pendulum and car-on-a-hill. We will show the desirability
learning and on-line stochastic control performances of the
proposed GP-KL and Nystro¨m-KL frameworks.
A. Inverted pendulum
The passive dynamics for the inverted pendulum is
αpen(x) = [xv sin (xp)]
T
, where x = [xp xv]T and B(x) =
[0 1]T. The first task for inverted pendulum is to move at
constant velocity in either direction. Therefore, the desired
behavior is a limit cycle. vd = 2.6 is the desired velocity
in both directions. The second task is to balance the inverted
pendulum at [0, 0].
B. Car-on-a-hill
The passive dynamics for the car-on-a-hill is:
α
T
car(x) =
[
xv
(1+(xp exp(−x2p/2))
2)
1
2
,
−9.8 sign(xp)
(1+(xp exp(−x2p/2))
−2)
1
2
]
,
where x = [xp;xv] and B(x) = [0; 1]. The task is to be at
one of the two desired state with non-zero velocities (which
means it won’t stay at these states). Therefore, the desired
behavior is a limit cycle as well. The desired state [pd1; vd1] =
[−2;−2], [pd2; vd2] = [2; 2].
C. Initialization
Firstly, we estimate the range of the state space using
sampled data obtained by propagating passive dynamics, and
create a uniform grid on the constrained state space. Then we
evaluate the desirability z(x) on the grid by discretized MDP
(8) given cost function q(x) and transition matrix [13]. The
transition matrix can be computed with or without knowing the
system dynamics [7]. For the inverted pendulum task, the state
ranges are assumed to be xp ∈ {−pi3 ,
pi
3 } and xv ∈ {−6, 6}.
For car-on-a-hill, the assumptions are xp ∈ {−5, 5} and
xv ∈ {−6, 6}. However, the controlled dynamics could fall
outside this estimated state ranges, we will address this issue
in VI-E.
D. Desirability learning performances
In both examples we initialize with a 20-by-20 estimated
grid, which is assumed to be our prior knowledge about the
state set X (400 states). Then we apply GP and Nystro¨m
methods to approximate the desirability on a 100-by-100 state
space for both tasks, the 10000 states do not include any of
the element in X . The resulting z(x∗) are shown in Fig. 1. It
can be seen that both GP and Nystro¨m methods yield smooth
and accurate approximations given limited knowledge about
the state space.
An interesting problem is when the optimal behavior in-
volves a point attractor, e.g., balancing an inverted pendulum.
In [13], it was reported for this class of task, the parametric
eigenfunction approximation methods converge to wrong so-
lutions. Here we use the same inverted pendulum balancing
example to test the proposed nonparametric methods. Results
are shown in Fig. 2. Both methods work effectively.
(a) (b)
(c) (d)
(e) (f)
Fig. 1: Approximation of desirability functions. In all plots, X-
axis corresponds to positions, Y-axis corresponds to velocities.
Blue corresponds to smaller values and red to larger values. (a)
MDP for inverted pendulum. (c) Nystro¨m approximation for
inverted pendulum. (e) GP for inverted pendulum. (b) MDP for
- car-on-a-hill. (d) Nystro¨m approximation for car-on-a-hill. (f)
GP for car-on-a-hill.
E. Control performances
Now we test the on-line control performances of the pro-
posed GP-KL and Nystro¨m-KL schemes. For each task, 20
stochastic trajectories are sampled with random initial states,
500 time step per trajectory. Recall that the desired behaviors
are limit cycles while keeping constant velocities or reaching
specified states. Results are shown in Fig. 3. The proposed on-
line schemes autonomously add/remove elements in the state
set and update optimal control policies according to Algorithm
1 and 2. As mentioned earlier, the controlled dynamics may
reach the states that are far away from X and fall outside the
(a) (b)
(c) (d)
Fig. 2: Approximation of desirability function and optimal
control for inverted pendulum balancing task. (a) - MDP. (b) -
Nystro¨m approximation. (c) - GP. (d) - Optimal control policies
on an uniformly distributed state space for GP-KL (top) and
Nystro¨m-KL (bottom)
estimated range. For the inverted pendulum task, the actual
range for position is {−π, π} which is beyond our assumption
{−pi3 ,
pi
3 }. It can be seen from Fig.3 (a) and (b) that GP-
KL provides slightly better performance than Nystro¨m-KL.
As we discussed in section V-A, the Nystro¨m approach to
approximating z(x∗) yields less accurate solutions when x∗
is far away from X. However, since the Nystro¨m-KL does
not compute inverse of kernel matrices as GP-KL does, it
costs significantly less computational effort. While the GP-
KL scheme took 71 sec, Nystro¨m-KL only took 19 sec to
complete the task. In the car-on-a-hill task, we assume knowing
the state range (the trajectories will reach new states within the
known range), both methods provide reasonable performances.
The GP-KL scheme took 103 sec, and Nystro¨m-KL took 32
sec. Generally speaking, GP-KL works with higher accuracy
when we have inaccurate assumption of the state range. On the
other hand, Nystro¨m-KL demonstrates higher efficiency and is
suitable when we have more confident state range assumption.
VII. CONCLUSIONS AND DISCUSSIONS
Over the last decade there has been increasing number
on stochastic optimal control within the machine learning
community [12, 6, 10] and with a plethora of applications in
autonomous systems and robotics. In this paper, we showed
the mathematical connections of KL control for infinite time
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Fig. 3: Illustration of cost functions and controlled state trajec-
tories. Black traces are stochastic trajectories sampled under
the proposed on-line control schemes. (a) - GP-KL for inverted
pendulum task. (b) - Nystro¨m-KL for inverted pendulum task.
(c) - GP-KL for car-on-a-hill task. (d) - Nystro¨m-KL for car-
on-a-hill task.
horizon problems with an information theoretic point of view
of stochastic optimal control theory. This view was mainly
developed within the control theory community [5] and it is
based on the relationship between free energy and relative
entropy as represented by the Legendre transformation. On
the algorithmical side, firstly, we gave two nonparametric
forms of optimal control policies based on GP and Nystro¨m
approximation; secondly, we proposed two frameworks for
on-line update of optimal controls: GP-KL and Nystro¨m-KL.
Both methods feature efficient state space exploration schemes
without increasing the computational demand by incorporating
newly observed states and removing less necessary elements
from the state training set.
Compared to recently developed parametric approaches, the
proposed algorithms have some notable merits: (i) accurate
approximation of desirability functions; (ii) data-driven frame-
works without assumed parameterization; (iii) enhanced appli-
cability due to on-line control update with fixed computational
cost. Current limitation of the proposed approaches is that the
initialization scheme requires discretization of MDP which
restricts the scalability of the algorithms. The initialization
scheme can be improved by various means such as local
approximation of desirability function, non-uniform sampling
methods to create local state grids, low-dimensional mani-
fold embedding of high-dimensional state space, etc. Many
challenging tasks requires in-depth exploration, and our future
work will focus on further improving the applicability of both
frameworks.
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