Abstract. The cohomology of the affine flag varietyFl G of a complex reductive group G is a comodule over the cohomology of the affine Grassmannian Gr G . We give positive formulae for the coproduct of an affine Schubert class in terms of affine Stanley classes and finite Schubert classes, in (torus-equivariant) cohomology and K-theory. As an application, we deduce monomial positivity for the affine Schubert polynomials of the second author.
Introduction
Let G be a complex reductive group with maximal torus T and flag variety G/B, and denote by ξ v G/B the Schubert classes of H * T (G/B) (all cohomology rings are taken with integer coefficients), indexed by the finite Weyl group W . LetFl G denote the affine flag variety of G and Gr G denote the affine Grassmannian of G. There is a coaction map
. It is induced via pullback from the product map of topological spaces ΩK × LK/T R → LK/T R , where K ⊂ G is a maximal compact subgroup and T R = K ∩ T is the maximal compact torus. The cohomology ring H * T (Fl G ) has Schubert classes ξ w indexed by the affine Weyl groupŴ . The inclusion ϕ : ΩK ֒→ LK/T R induces a "wrongway" pullback map ϕ * : H * T (Fl G ) → H * T (Gr G ). By definition, the equivariant affine Stanley class F w ∈ H * T (Gr G ) is given by F w := ϕ * (ξ w ). We refer the reader to [LLMSSZ] for further background. 
where u ∈Ŵ and v ∈ W and we write w . = uv if w = uv and ℓ(w) = ℓ(u) + ℓ(v).
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Affine nilHecke ring and the equivariant K-theory of the affine flag variety
The proofs of our results for a complex reductive group easily reduces to that of a semisimple simply-connected group. To stay close to our main references [KK, LSSa] , we work with the latter. Henceforth, we fix a complex semsimple simply-connected group G.
The results of this section are due to Kostant and Kumar [KK] . Our notation agrees with that of [LSSa] .
2.1. Small-torus affine K-nilHecke ring. Let T ⊂ G be the maximal torus with character group, or weight lattice P . We have P = i∈I Zω i where ω i denotes a fundamental weight and I denotes the finite Dynkin diagram of G. LetP = Zδ ⊕ i∈Î ZΛ i be the affine weight lattice with fundamental weights Λ i for i in the affine Dynkin node set I = I ∪ {0}, and let δ denote the null root. The natural projection cl :P → P has kernel Zδ ⊕ ZΛ 0 and satisfies cl(Λ i ) = ω i for i ∈ I. Let af : P →P be the section of cl given by af(ω i ) = Λ i − level(Λ i )Λ 0 for i ∈ I, where level(Λ) is the level of Λ ∈P [Kac] .
The finite Weyl group W acts naturally on P and on R(T ), where R(T ) ∼ = Z[P ] = λ∈P Ze λ is the Grothendieck group of the category of finite-dimensional T -modules, and for λ ∈ P , e λ is the class of the one-dimensional T -module with character λ. Let Q(T ) = Frac(R(T )). The affine Weyl groupŴ also acts on P , R(T ), and Q(T ) via the level-zero action, that is, via the homomorphism clŴ :Ŵ ∼ = Q ∨ ⋊ W → W given by t µ v → v for µ in the coroot lattice Q ∨ and v ∈ W . In particular, s 0 = t θ ∨ s θ satisfies cl(s 0 ) = s θ where θ is the highest root and θ ∨ is its associated coroot. For w ∈Ŵ and f ∈ R(T ), the action of a Weyl group element w on f is sometimes denoted by w f . Let W 0 denote the minimal-length coset representatives inŴ /W .
We let u * v ∈Ŵ denote the Demazure (or Hecke) product of u, v ∈Ŵ . It is the associative product determined by
LetK Q(T ) be the smash product of the group algebra Q[Ŵ ] and Q(T ), defined bŷ
for p, q ∈ Q(T ) and v, w ∈ W . We write qw instead of q ⊗ w. Define the elements
We have the commutation relation inK Q(T ) (2.3)
it is well-defined by (2.2). It is easily verified that
where < denotes the Bruhat order onŴ . The algebraK Q(T ) acts naturally on Q(T ). In particular, one has (2.4)
The 0-Hecke ringK 0 is the subring ofK Q(T ) generated by the T i over Z. It can also be defined by generators {T i | i ∈Î} and relations (2.2). We haveK 0 = w∈Ŵ ZT w .
Lemma 2.1. The ringK 0 acts on R(T ).
Proof.K 0 acts on Q(T ), and T i preserves R(T ) by (2.4) and the following formulae for λ ∈ P :
(2.5)
Define the K-NilHecke ringK to be the subring ofK Q(T ) generated byK 0 and R(T ).
2.2.K-K-bimodule structure on equivariant K-theory of affine flag variety. We have an isomorphism K * T (pt) ∼ = R(T ). We have an R(T )-algebra injection w∈Ŵ ι * w :
, where Fun(Ŵ , R(T )) denotes the space of R(T ) valued functions on R(T ). For ψ ∈ K * T (Fl), write ψ(w) := ι * w (ψ), so that ψ is identified with an element of Fun(Ŵ , R(T )). The subalgebra of R(T )-valued functions onŴ that can be obtained this way is characterized by the small torus affine GKM condition [LSSa] . We denote the product on K * T (Fl) by ∪. Under the injection K * T (Fl) ֒→ Fun(Ŵ , R(T )), it becomes the pointwise product on Fun(Ŵ (R(T ))).
There is a R(T )-bilinear perfect pairing ·, · :
for w ∈Ŵ and ψ ∈ K * T (Fl). Abusing notation, for a = w∈Ŵ a w w ∈K with a w ∈ Q(T ), let
There is a left action ψ → a · ψ ofK on K * T (Fl) given by the formulae (see [LLMSSZ, Chapter 4, Proposition 3.16] for the very similar cohomology case)
, q ∈ R(T ), i ∈Î, and w ∈Ŵ . Here, T i acts on R(T ) as in 2.4 and (2.5).
There is another left action
for a, b ∈K and ψ ∈ K * T (Fl). Remark 2.2. For those familiar with the double Schubert polynomial S w (x; a) (or also the double Grothendieck polynomial), the · action is on the equivariant variables a i and the • action is on the x variables.
Let p :Fl → Gr be the natural projection and p * : K * T (Gr) → K * T (Fl) the pullback map, which is an injection. A class ψ ∈ K * T (Fl) lies in the image of p * if and only if ψ(wv) = ψ(w) for all w ∈Ŵ and v ∈ W . We abuse notation by frequently identifying a class ψ Gr ∈ K * T (Gr) with its image under p * . Let [L λ ] ∈ K * T (Fl) denote the class of the T -equivariant line bundle with weight λ ∈ P onFl. Explicitly using the level zero action ofŴ on R(T ) we have [KS, (2.5 
Proof. Localizing at t µ v for µ ∈ Q ∨ and v ∈ W , we compute that t µ v , e λ • ψ is equal to
3. Two endomorphisms of K * T (Fl) 3.1. Wrong-way map and Peterson subalgebra. Recall that K ⊂ G is the maximal compact subgroup and T R := K∩T is the maximal compact torus. We have T R -equivariant homotopy equivalences between Gr and the based loop group ΩK, and betweenFl and the space LK/T R . There is a T R -equivariant map ϕ : ΩK → LK → LK/T R given by inclusion followed by projection. It induces an R(T )-algebra homomorphism ϕ * : Gr) which is called the wrong-way map, and characterized by (see Lemma 3.3)
Let K T * (Gr) and K T * (Fl) denote the equivariant K-homology groups (see [LSSa] ). There is a map of R(T )-modules ϕ * : Let L = ZK(R(T )) be the centralizer of R(T ) inK, called the K-Peterson subalgebra. We have the following basic result [LSSa, Lemma 5.2] . 
is the pullback map in equivariant K-theory of the following composition
where abusing notation, we are denoting also by p the natural quotient map LK/T R → LK/K ≃ ΩK.
Proof. It is enough to observe that the T R -fixed point t µ v maps to t µ under the composition (3.1).
3.3. Coaction. The inclusion ΩK ֒→ LK induces an action ΩK × LK/T R → LK/T R of ΩK on LK/T R . This action is T R -equivariant where T R acts diagonally on the direct product, acting on ΩK by conjugation and on LK/T R by left translation. This in turn induces a map K Fl) . This map corresponds to the action of L onK by left multiplication, giving a commutative diagram
By duality, we also have a coproduct map
and a , ψ Gr is the pairing between L and K * T (Gr) induced by Theorem 3.2 and the duality between K T * (Gr) and K * T (Gr). But then since ϕ * • p * is the identity, we have that a , ψ
In the second equality, we have used the projection formula
This gives the desired formula.
3.4. Loop evaluation at identity. Let ev 1 : LK/T R → K/T R be induced by evaluation of a loop at the identity. Since this is a T R -equivariant map (via left translation) it induces an R(T )-algebra homomorphism
The algebraic analogue of q identifies G/B with the finite-dimensional Schubert variety X w 0 ⊂Fl.
Proof. It suffices to note that the T R -fixed point t µ v is sent to v under the composition (3.6).
The following identity is the main result of this section.
where
In particular, taking a = 1, we have the identity
by Lemmas 3.3, 3.5 and 3.6
3.6. Commutation relations. We record additional commutation relations involving the nilHecke algebra actions, and the endomorphisms θ and η.
be the pullback map in equivariant K-theory induced by the compositionF
where id denotes the basepoint ofFl. It is an R(T )-algebra homomorphism.
Proof. Straightforward from Lemmas 3.3, 3.6, and 3.9.
For w ∈Ŵ , define the endomorphism
Proposition 3.11. The map θ interacts with the two actions · and • ofK on K * T (Fl) in the following way:
where q ∈ R(T ), w ∈ W , and µ ∈ Q ∨ . By (1), (2), (3), we see that θ(K *
Proposition 3.12. The map η interacts with the two actions · and • ofK on K * T (Fl) in the following way:
where q ∈ R(T ), w ∈ W , and µ ∈ Q ∨ . By (1)- (6) we see that η(K *
Proposition 3.13. The map κ interacts with the two actions · and • ofK on K * T (Fl) in the following way:
where q ∈ R(T ), w ∈ W , and µ ∈ Q ∨ .
3.7. Action ofK on tensor products. DefineK Q(T ) ⊗ Q(T )KQ(T ) to be the left Q(T )-bilinear tensor product such that
for a w ∈ Q(T ). Then for all i ∈Î we have
for all a ∈K, m ∈ M and n ∈ N.
Lemma 3.14.
Proof. We have
consistent with ∆(w) = w ⊗ w. Next, we check that the formulae are compatible with R(T )-linearity. It is enough to work with the algebra generators e λ of R(T ). We have ∆(e λ w) = e λ w ⊗ w and
Using Lemma 2.3 we have
3.8. Finite nilHecke algebra. The finite nilHecke ring K is the subring ofK generated by R(T ) and T i for i ∈ I. There are left actions · and • of K on K * T (G/B) that are similarly to the actions ofK on K * T (Fl). There is a K-K-bimodule and ring homomorphism clK :
In particular,
Thus we have · and • actions ofK on K * T (G/B) that factor through clK :K → K.
3.9. Tensor product decomposition of K * T (Fl). The equivariant K-theory ring K * T (Gr) is a leftK-submodule of K * T (Fl) under the ·-action. Thinking of ψ Gr ∈ K * T (Gr) as a function from cosetsŴ /W to R(T ), we have (w · ψ Gr )(xW ) = w (ψ Gr (w −1 xW )). The leftK-module structures via · on K * T (Gr) and K * T (G/B) give a leftK-module structure on K *
with componentwise multiplication on the tensor product. This map is also an isomorphism of leftK-modules under the · action.
The proof is delayed to after Theorem 4.7.
Affine Schubert classes
We have
. We write · , · F l , · , · Gr , and · , · G/B for the R(T )-bilinear pairings between T -equivariant K-homology and K-cohomology, so that for example ψ x , ψ y F l = δ xy .
Remark 4.1. p * is an isomorphism of K * T (Gr) with its image u∈Ŵ 0 R(T )ψ u , whose elements are W •-invariant by Proposition 3.11.
The localization values of Schubert classes are determined by the following triangular relation. For all w ∈Ŵ , inK we have [KK] 
The Schubert basis {ψ w | w ∈Ŵ } interacts with the · and • actions ofK as follows. For i ∈Î, define 
Proof. (4.7) is [LSSa, Lemma 2.2] and (4.6) has a similar proof. (4.8) follows from the definition and (4.9) follows from (2.13). 
Equivariant affine K-Stanley classes. Theorem 3.2 interacts with Schubert classes as follows.
This can be proved using Theorem 3.2 and (4.4).
For w ∈Ŵ the equivariant affine K-Stanley class G w ∈ K * T (Gr) is defined by
Lemma 4.5. For w ∈Ŵ , we have
where the k w u are defined in (4.10). Proof. For u ∈Ŵ 0 , by (3.4) and Theorems 3.2 and 4.3 we have
Recall that u * v denotes the Demazure product of u and v.
Proposition 4.6. For w ∈Ŵ , we have
Proof. For u ∈Ŵ 0 and v ∈Ŵ , we have
This gives a formula for the matrix of the multiplication map L ⊗ R(T )K →K with respect to the bases k u ⊗ T v and T w . The dual map K *
has the transposed matrix of Schubert matrix coefficients, giving the stated formula.
Coproduct formula for affine Schubert classes.
The following formula decomposes ψ w according to the tensor product isomorphism of Theorem 3.15.
Theorem 4.7. For w ∈Ŵ , we have
Proof. Apply Proposition 3.8 with a = 1 and ψ = ψ w , and use Proposition 4.6.
Proof of Theorem 3.15. As p * and ev * 1 are R(T )-algebra homomorphisms, so is (3.17). Note that for u ∈Ŵ 0 , G u = ψ u Gr . To show that (3.17) is an isomorphism, it suffices to show that the image of the basis {ψ Fl) . But the latter collection of elements is unitriangular with the Schubert basis of K * T (Fl), by Theorem 4.7. Thus (3.17) is a R(T )-algebra isomorphism.
Finally, (3.16) is a left (K ·)-module homomorphism, due to Lemma 3.14 and the fact that ev * 1 and p * are left (K ·)-module homomorphisms.
Corollary 4.8. For i ∈Î, we have
(4.18) Proposition 4.9. For all i ∈Î we have
where ℓ = level(Λ i ). For all µ ∈ Q ∨ and v ∈ W we have
Applying this equation twice, we have
since for any level zero element λ we have t µ (λ) = λ − µ , λ δ. We have the following variants of Lemma 4.5, Proposition 4.6, and Theorem 4.7 with identical proofs. Theorem 4.13. For w ∈Ŵ , we havē
4.5.
•-action on affine Schubert classes. We investigate the behavior of the decomposition in Theorem 4.7 under the •-action ofK. By Lemma 3.14 and Theorem 3.15, it is enough to separately describe how θ(ψ x ) for x ∈Ŵ , and η(ψ w ) for w ∈ W , behave under the •-action. For η(ψ w ), Proposition 3.12 gives the following.
Proposition 4.14. For a ∈K and w ∈ W , we have
and in particular,
where y −θ := 1 + T −θ .
Since θ(ψ x ) can be expanded in the basis ψ u for u ∈Ŵ 0 , it is enough to consider the • action on ψ u .
Theorem 4.15. For λ ∈ P , i ∈Î, and u ∈Ŵ 0 , we have
Proof. These formulae may be deduced from Proposition 4.2 using s 0 = e −θ + (1 − e −θ )y 0 .
Remark 4.16. The · and • actions ofK make K *
4.6. Recursion. The affine Schubert classes in the tensor product K *
are determined by the following recursion.
(1) ψ u = ψ u Gr ⊗ 1 for u ∈Ŵ 0 , and (2) For all i ∈Î,
The operator y i acts on K *
which follows from (3.13).
Cohomology
In this section, we indicate the modifications necessary for the preceding results to hold in cohomology.
5.1. Small-torus affine nilHecke ring. Instead of R(T ), we work over S = Sym Z (P ) ∼ = H * T (pt). The algebraK is replaced by the small-torus affine nilHecke ringÂ, as defined in [LLMS, Chapter 4] . The S-algebraÂ is generated by symbols S and symbols A i (satisfying the nilCoxeter relations), and we have the analogue of (2.6)Â = w∈Ŵ SA w .
Instead of the Demazure product, we will make use of length-additive products. Write w . = uv if w = uv and ℓ(w) = ℓ(u) + ℓ(v). This notation naturally extends to longer products.
5.2.Â-Â-bimodule structure on cohomology of affine flag variety. Localization identifies H * T (Fl) with a S-subalgebra of Fun(Ŵ , S). We identify a cohomology class ξ ∈ H * T (Fl) with a function ξ ∈ Fun(Ŵ , S) taking values ξ(v) = ι * v (ξ). For the small torus affine GKM condition see [LLMS] .
There is a S-bilinear perfect pairing ·, · :Â × H * T (Fl) characterized by w, ξ = ξ(w). There is a left action ξ → a· ξ ofÂ on H * T (Fl) given by the formulae [LLMSSZ, Chapter 4, Proposition 3.16] (q · ξ)(a) = q ξ(a) (5.1)
for a ∈Â, ξ ∈ H * T (Fl), q ∈ S, i ∈Î, and w ∈Ŵ . Here, A i acts on S via
There is another left action ξ → a • ξ ofÂ on H * T (Fl) given by [LLMSSZ, Chapter 4, Section 3.3] (a • ξ)(b) = ξ(ba) (5.6) for a, b ∈Â and ξ ∈ H * T (Fl). Let c 1 (L λ ) ∈ H * T (Fl) denote the first Chern class of the T -equivariant line bundle with weight λ ∈ X onFl. Explicitly [LLMSSZ, Chapter 4, Section 3] 
Lemma 5.1. For any λ ∈ X and ξ ∈ H *
5.3. Endomorphisms. Let P = ZÂ(S) be the centralizer of S inÂ, called the Peterson subalgebra. We have the cohomological wrong way map ϕ * : H *
Theorem 5.2 ([Pet] [Lam08] [LLMSSZ, Chapter 4, Theorem 4.9]).
There is an isomorphism j : H T * (Gr) → P making the following commutative diagram of ring and left R(T )-module homomorphisms:
are defined as for K-theory. Lemma 3.3, Proposition 3.4, Lemma 3.5, Lemma 3.6 hold in cohomology with the obvious modifications. Lemma 3.7 holds with c 1 (L λ ) replacing [L λ ].
Proposition 5.3. For ξ ∈ H * T (Fl) and a ∈Â, we have
where ∆(ξ) = (ξ) ξ (1) ⊗ ξ (2) . In particular, taking a = 1, we have the identity
Lemmas 3.9,3.10, and Propositions 3.11, 3.12, 3.13 hold in cohomology.
5.4. Action ofÂ on tensor products. Equation (3.13) is replaced by
Lemma 3.14 holds with no change in cohomology. 
with componentwise multiplication on the tensor product. This map is also an isomorphism of leftÂ-modules under the · action. The analogue of Proposition 4.2 is as follows.
Proposition 5.5. [LLMSSZ, Chapter 4, Section 3 .3] For λ ∈ X ⊂ S and A i for i ∈Î, on the Schubert basis element ξ w ∈ H * T (Fl) for w ∈Ŵ , we have: 
5.9. Formulae for Schubert divisors.
Corollary 5.11. For i ∈Î we have
(5.17)
Proposition 5.12. For all i ∈Î and λ ∈ Q ∨ we have .18) 5.10.
•-action on affine Schubert classes. Proposition 4.14 holds with A 0 replacing y 0 and A −θ := −θ −1 (1 − s θ ) replacing y −θ .
Theorem 5.13. For λ ∈ X ⊂ S, i ∈Î, and u ∈Ŵ 0 , we have
Remark 5.14. The · and • actions ofÂ make H * Here, the operator A i acts on H *
is computed via (5.8) and Theorem 5.13. 6. Examples 6.1. Type A in cohomology. Letting G = SL(n), we now consider the affine Schubert polynomials [Lee] . Recall the isomorphism
. By [Lam08] , the cohomology H * (Gr G ) is isomorphic to Λ/I n where Λ is the ring of symmetric functions and I n is the ideal m λ | λ 1 ≥ n in Λ. Also, H * (G/B) = Z[x 1 , . . . , x n ]/ e j (x 1 , . . . , x n ) | j ≥ 1 where e j (x 1 , . . . , x n )'s are elementary symmetric functions. Hence we have
We list some affine Schubert polynomials for n = 3.
The polynomialS s 2 s 1 can be computed in a number of different ways. First, we can start fromS s 2 s 1 s 0 which is the same as the affine Schur function indexed by s 2 s 1 s 0 , and use the monomial expansion of the affine Schur functions [Lam06] . Then one can act with the divided difference operator A i • to obtainS s 2 s 1 . The action of A i • is explicitly given in [Lee] .
On the other hand, using the coproduct formula (Theorem 5.10) directly giveS s 2 s 1 :
where F w is the affine Stanley symmetric function, the non-equivariant version of F w in Section 5, and S v (x) is the Schubert polynomial. Using the coproduct formula together with monomial expansions of F w [Lam06] and S v (x) [BJS] provides the following theorem:
Theorem 6.1. Affine Schubert polynomials are monomial-positive.
The same coproduct formulae hold in equivariant cohomology, with the affine double Stanley symmetric function F w [LS2] replacing F w , and the double Schubert polynomial § v (x, y) [LaSc] replacing § v (x). However, there is no combinatorially explicit formula for the equivariant affine Stanley classes F w , see [LS2, Remark 23] .
6.2. Type A in K-theory. Let G = SL(n). We now consider affine versions of the Grothendieck polynomials. We have the isomorphism
. . , x n ]/ e j (x 1 , . . . , x n ) | j ≥ 1 [LSSa] and K * (Gr G ) ∼ = Λ/I n , where Λ/I n denotes the graded completion. By Theorem 4.7, we have the formulã G w = (w 1 ,w 2 )∈Ŵ ×W w 1 * w 2 =w (−1) ℓ(w 1 )+ℓ(w 2 )−ℓ(w) G w 1 G w 2 in Λ/I n ⊗ Z Z[x 1 , . . . , x n ]/ e j (x 1 , . . . , x n ) | j ≥ 1 , whereG w is the affine Grothendieck polynomial, G w 1 ∈ Λ/I n denotes the affine stable Grothendieck polynomial [LSSa] , and G w 2 is the Grothendieck polynomial of Lascoux and Schützenberger. For example, let 
2 = s 2 − s 21 + s 211 − s 2111 + · · · Note that the lowest degree term is s 2 + s 1 x 1 + x 2 1 =S s 2 s 1 . We plan to compare these formulae with the affine Grothendieck polynomials of Kashiwara and Shimozono [KS] in future work.
6.3. Classical type in cohomology. The affine coproduct formula in cohomology can be applied to obtain formulas for Schubert classes in finite-dimensional flag varieties G/B. For classical type this recovers the Schubert class formulas of Billey and Haiman [BH] for nonequivariant cohomology and those of Ikeda, Mihalcea, and Naruse [IMN] for equivariant cohomology. Consider the affine Dynkin diagrams of types C
(1) n and D
(1) n in Figure  1 . Let W ′ = W ′ n be the subgroup ofŴ generated by s j for j ∈Î \ {n}. Since the node n is conjugate to the node 0 by a length-zero element of the extended affine Weyl group, W ′ is isomorphic to the finite Weyl group W . Let G and G ′ denote the subgroups of the corresponding loop group (or affine Kac-Moody group) with Weyl groups W and W ′ respectively, and let G/B and G ′ /B ′ be the two finite-dimensional flag varieties (either the symplectic flag variety or the orthogonal flag variety). Finally, note that the subgroup ofŴ generated by s j for j ∈Î \ {0, n} is isomorphic to the type A n−1 Weyl group W A n−1 .
For w ∈ W ′ , if we have w . = w 1 w 2 for (w 1 , w 2 ) ∈Ŵ × W , then (w 1 , w 2 ) ∈ W ′ × W A n−1 . Applying the affine coproduct formula (Theorem 5.10) and pulling back to H * 
