Abstract
Introduction
The key purpose of data mining is to create a system that efficiently search the information from the data complexity and find the information user need. Data mining can be used for many purposes i.e., Sales marketing, by knowing the shopping pattern of customer. This pattern/information can be used to as sales strategy and help increase revenue. Fraud Detection, Banks may wish to determine if any of their credit cards are being used for fraudulent purposes. Unusual spikes in a customer's spending pattern may indicate fraud. With the help of data mining techniques we can logically search through a large amount of data in order to extract important data. This is normally accomplished by finding the interesting hidden patterns. The relation between these patterns can be later process or analyze to solve number of problems. Mining data sometimes called data KDD (knowledge discovery in database). KDD is the process of analyzing data from different viewpoints and summarizing it into valuable information. Typically it is processed in three different steps Preprocessing, Mining and Evaluating. Preprocessing is where data cleaning, transformation, integration and selection of data happen. Next step is the main step, where different algorithms are used to find hidden knowledge from preprocessed data. After that is the evaluation of the mined data which is also called post processing.
Association Rules
Association rule mining was first proposed in [14] . The main goal of this research is to calculate and find hidden knowledge frequent patterns, correlations, associations or casual structures among sets of items in the transaction databases or other data repositories. Following is the original definition from [14] . The problem of association rule mining is defined as: Let I= {i1, i2, i3,…… in} be a set of n binary attributes called items. Let D= {t1, t2, t3,…… tm} be a set of transactions called the database. Each transaction in D has a unique transaction ID and contains a subset of the items in I. A rule is defined as an implication of the form X Y where X, Y  I and X  Y =. The sets of items (for short itemsets) X and Y is called antecedent (left-hand-side or LHS) and consequent (right-hand-side or RHS) of the rule respectively.
Association rules are usually required to satisfy a user-specified minimum support and a user-specified minimum confidence at the same time. Association rule generation is usually split up into two separate steps. First, minimum support is applied to find all frequent itemsets in a database. Support is the rule holds with support sup in D if sup % of transactions contain X  Y, sup = Pr(X  Y). Second, these frequent itemsets and the minimum confidence constraint are used to form rules. Confidence is the rule holds in D with confidence conf if conf % of transactions that contain X also contain Y, conf = Pr(Y | X). An association rule is a pattern that states when X occurs, Y occurs with certain probability.
Measures Association Rules
Basically association mining is about discovering a set of rules that is shared among a large percentage of the data. Association rules mining tend to produce a large amount of rules. The objective is to find the rules that are useful to users. There are two ways of computing usefulness, being subjectively and objectively. Objective measures involve statistical analysis of the data, such as support and confidence [14] . Support The rule X Y holds with support s if s% of transactions in D contains X  Y. Rules that have as greater than a user-specified support is said to have minimum support. Confidence-The rule XY holds with confidence c if c% of the transactions in D that contain X also contain Y .Rules that have a c greater than a user-specified confidence is said to have minimum confidence.
Related Work
Association rule mining, a data mining technique was first introduced in [14] . The objective of the research was to extract frequent patterns, hidden relationships among sets of items in the transaction databases. Nowadays, frequent itemset mining is a main interest of research and already a lot of algorithms have already been proposed [1] , simplest and most common ARM algorithm. The main focus of ARM is on the subproblem of efficient frequent rule generation. Some of other researches have shown great interest in infrequent associations for mining the rare association rules. In [2] extraction of rare association is done by setting the level of support low enough to find rare association rules. The number of itemsets is much larger than the text database, in [15] the research was done by cutting off the infrequent itemsets and dividing database to improve the algorithm efficiency. This technique has shown greater efficiency as compared to Apriori algorithms. In [7] , a partition algorithm is proposed which can minimize the scans on database to only two by further dividing the database into small partitions to fit them into main memory. Chao Tang in [8] , proposed a model for mining grammatical rules from Chinese text utilizing. Model was based on three main steps, preprocessing, mining association rules and then verification of those rules. The results showed that the algorithm works better on smaller length sentences. In [9] , Solution based on Association Rules mining and Apriori algorithm for Word Sense Disambiguation problem was proposed. The result has shown a promising result extracting association rules between sense of ambiguous words and context. Dough Won Choi proposed an improved version of Apriori algorithm for candidate and frequent itemsets in [10] , this idea was to eliminate the candidate itemsets on the basis of 'minimum and minimum relative support' values to find transitive relations. The results show that this method generated more items. Recent studies on reducing the large amount of mined association rules has been done in, normally two different ways, either by increasing the minimum confidence parameter or by increasing the minimum support parameter. In [11] [12] , proposed the work on reducing the amount of mined association rules by adjusting the rule induction or pruning the rule set.
Association Rules Mining for Korean Language
Association rules mining for Korean language is a complex task because, it is a mixture of Hanja, Chinese and Japanese languages and it is written as a group of blocks and each block transcribes a syllable Modern Hangul syllable blocks can be expressed with either two or three jamo, either in the form consonant + vowel or in the form consonant + vowel + consonant. There are 19 possible leading (initial) consonants (choseong), 21 vowels (jungseong), and 27 trailing (final) consonants (jongseong). Thus there are 399 possible two-jamo syllable blocks and 10,773 possible three-jamo syllable blocks, giving a total of 11,172 modern Hangul syllable blocks [5] . Followings are the objectives of our research project for text mining.
 Pre-processing of data: Data in the text form is multifaceted to extract something meaningful data needs to be preprocessed. Major task to measure the quality of data is done by data cleaning, data integration, data transformation, data reduction, data discretization is done  Management of words transactional database: In text databases, distribution of words varies from the conventional transactional databases. Numbers of unique words are significantly larger than the number of unique items in a transactional database. One of the most important tasks for mining association rules is to perform preprocessing on Korean text files and convert them in a transactional database.
Step required to deal with complexity of preprocessing of Korean language are discussed as below in detail.
Mining Association Rules from Korean Text
Our proposed mining association rule method (model) provides one solution to specific natural language processing tasks for Korean language, from the first step, preprocessing of data up to extraction of association rules. Figure1 illustrates a Korean language model. It consists of following major steps: pre-processing of Korean text files (corpus), then, is to create a transactional database from the preprocessed data and finally applying algorithm to search and find meaningful patterns within processed data from Korean text and collection of databases, using association rules mining technique. It is very important to Pre-process data because it contains some unnecessary and meaningless data, numeric and punctuation data. These unnecessary data causes the higher number of meaningless frequent itemsets also wastage of time and resources.
Figure 1. Korean Text Mining Model

Normalization/Unification
Performing normalization is the first step and it further has two main functions. Han unification is an effort by the authors of Unicode and the Universal Character Set to map multiple character sets of the so-called CJK languages into a single set of unified characters. Han characters are a common feature of written Chinese (hanzi), Japanese (kanji), and Korean (hanja). First is to unifying different Unicode, which means that characters of identical shape but with different encoding or meaning in other language. Table1 and Figure 2 show an example of this situation. Figure4 on left is the dictionary of words borrowed from other languages. Second, if text documents contain any Romanized (konglish) words, then to remove diacritical so latter it can be processed for better understanding and mining (Korean government officially revised the Romanization of the Korean language in July 2000 to eliminate diacritic). 
Figure 2. Hanja and its Meaning in Korean and Chinese
Tokenization
The next step is, word segmentation also known as tokenization. The main focus of tokenization is to recognize word boundaries exploiting orthographic word boundary delimiters, punctuation marks, written forms of alphabet and affixes. We have combined rule based methods and dictionary based methods and converts various forms of writing to a unique standard one. Tokens from Korean language text as shown in Figure 3 
Figure 3. Korean Text Tokens
Tokenization strategies  Whitespace  Word, boundaries  Unicode category-based  Linguistic  Whitespace/newline-preserving
Handling Word Joiner and Zero Width Space
Text that is encoded with both a DBCS and SBCS is typically displayed such that the glyphs representing DBCS characters occupy two display cells-where a display cell is defined in terms of the glyphs used to display the SBCS (ASCII) characters. In these systems, the two-display-cell width is known as the fullwidth and the one-display-cell width is known as the halfwidth form [5] [6] [7] [8] [9] [10] [11] . When Hangul compatibility jamo are transformed with a compatibility normalization form, NFKD or NFKC, the characters are converted to the corresponding conjoining jamo characters. Where the characters are intended to remain in separate syllables after such transformation, they may require separation from adjacent characters. This separation can be achieved by inserting any non-Korean character.
 U+200B zero width space is recommended where the characters are to allow a line break.
 U+2060 word joiner can be used where the characters are not to break across lines.
Figure 4. Separating Jamo Characters
Tokenization of Clitics
Clitics are elements having some properties of affixes and words but they are not different from affixes and word. When contrasted with independent words, clitics have some of the properties of affixes and when contrasted with clitics, words have some of the properties of syntactic phrases. Sometimes clitic acts as a verb, sometimes as an object and so on. Both nouns and pronouns take case clitics. Pronouns are somewhat irregular. As with many clitics and suffixes in Korean, for many case clitics different forms are used with nouns ending in consonants and nouns ending in vowels. The most extreme example of this is in the nominative (subject), where the historical clitic I 이 is now restricted to appearing after consonants, and a completely unrelated (suppletive) form -ka (pronounced -ga) appears after vowels as show in Figure 5 [6]. 
Stemming
Stemming is a simple experimental process which is often used to chops off the affixes of words to get the concrete and precise sense of the word. To obtain information using morphological techniques Stemming has been widely adopted for morphological technique for extracting information [13] . We have used five different databases for stemming our Korean text files, out of five databases 3 were individually built by our group members. The First database just contains some irregular nouns and their corresponding stems. Second database consists of Korean words with their POS tags along with frequencies. Third database is collection of Korean verbs stems linked to both present and past stem. Fourth dictionary contains words borrowed from other languages and its written variations. The last database stores the entire pattern collection which for each syntactic category keeps their acceptable morphological rules and valid prefixes and affixes. These patterns are later classified according to different syntactic categories and then for each category every possible and valid rules, prefix and postfixes were collected. 
Figure 6. Part of Word Database
Every single Korean sentence ends in either a verb or an adjective syllable 다 100% of the time, also several verbs and adjectives end with the two syllables 하다 which means 'do'. 하다 is a very important verb, because you can simply eliminate the 하다 to make the noun form of that verb/adjective. Table3 shows some of the collected patterns from the pattern database. 
Experiment and Results
For testing and experiment we have run test on Korean news corpus and performance result of different processes of our Korean language mining model. Our Korean language mining model has extracted some interesting association rules. Initially Korean text files have contained 98,693 words, after preprocessing the number of words reduced to 43,002 words as shown in Figure 10 . Each word has maximum length of 15 characters and minimum. A transactional database was created on the basis of these token extracted from corpus and assigning each word a unique transactional ID. Testing is done by using monthly news data of 30 news casters with different number of words. Figure 7 (right) show some of the extracted frequent term sets from the collection of documents. A graphical view of associations between words is shown in Figure 8 and Figure 9 below, Result show some interesting relations/patterns among words and it would produce better result with little bit better techniques while pruning and pre-processing data. During processing of data it has observed that the number of association rules are increased as the number of words are increased, validity of Korean language are greatly affected by the number of words being processed. 
Conclusion and Future Work
Data mining techniques can effectively apply for extracting association rules from unstructured Korean text. Corpus plays a vital rule for association rules mining as the association rules vary from corpus to corpus and are affected by the number of words, sentences, paragraphs and even text files. Proposed methods worked just fine for Korean text news documents. To extract more accurate rules, it is necessary that corpus is significantly large and contains logically related data. Another important consideration for Korean language is processing of unification and normalization with huge and accurate amount of data dictionaries and Unicode processing i.e. file pre-processing, conversion from text to transactional database and implementation are needed to be set according to Unicode coding scheme that varies among programming languages and database management system. Korean language requires research work on association rules not only among letters but on a broader spectrum i.e. among words, sentences and grammar. Korea text is needed to be digitized and more Korean databases are required for this purpose. So Korean scholars and users will have more automated tools such as grammar rules extractor, thesaurus and efficient web search in future. We have presented the method of text mining tasks to extract the information from collections of unstructured text data and the result showed great satisfaction. Further research on text mining will be carried out to explore for better and accurate association between words from unstructured text in large collections of data.
