The chirality-induced spin selectivity (CISS) effect has been confirmed experimentally for a large class of organic molecules. Adequately modeling the effect remains a challenging task, with both phenomenological models and first-principle simulations yielding inconclusive results. Building upon a previously presented model by K. Michaeli and R. Naaman (J. Phys. Chem C 123, 17043 (2019)) we systematically investigate an effective 1-dimensional model derived as the limit of a 3-dimensional quantum system with strong confinement and including spin-orbit coupling. Having a simple analytic structure, such models can be considered a minimal setup for the description of spin-dependent effects. We use adiabatic perturbation theory to provide a mathematically sound approximation procedure applicable to a large class of spin-dependent continuum models. We take advantage of the models simplicity by analyzing its structure to gain a better understanding how the occurrence and magnitude of spin polarization effects relate to the model's parameters and geometry. a)
I. INTRODUCTION
Spin-selective transfer processes related to chiral symmetries of molecular systems have increasingly attracted the attention over the past few years. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] The effect, which has been termed Chirality-Induced Spin-Selectivity (CISS), had already been experimentally demonstrated by Ray et al. 15 as early as 1999, but a real breakthrough took place with the two experimental studies by Göhler et al. 16 and Xie et al. 17 , using photoemission and AFMbased electrical transport probes, respectively. Meanwhile it seems well confirmed that the CISS effect is a generic feature of molecular systems displaying helical symmetry, although a fully consistent theoretical description is still needed. The vast majority of theoretical models proposed so far assume a close connection between chirality and spin-orbit interactions in the molecular systems, a result which seems to be supported by recent DFT-based calculations. 39, 40 However, part of the focus has been shifted recently to a more detailed treatment of interface effects, which may play a non-trivial role, 36 as well as on correlation effects. 38 Although most of the theoretical approaches are based on tight-binding formulations, few of them started from a continuum formulation of the problem. 18, 22, 28, 37 When starting with a continuum model, it is common to simplify it by restricting the electron's movement to a curved path and thus reducing its spatial degrees of freedom to one, either by using a quantized version of the classical Hamilton function for a particle moving on a curve 28 , or by assuming an infinitely strong confinement potential transversal to the helical path, leading to an exactly 1-dimensional effective Hamiltonian. 22 In contrast, in Ref. 37 the exact eigenfunctions of an assumed transverse harmonic potential were used in order to approximately map the 3D Hamiltonian onto an effective 1D Hamiltonian (including an effective spin-orbit coupling). These transverse energy eigenstates (spinors) were labelled with an angular momentum index, thus keeping part of the 3D nature of the model. The resulting effective Hamiltonian, while providing a simple connection between geometry and spin-dependence, had some issues, such as the presence of terms proportional to an inverse power of the confinement length scale. This would imply arbitrarily large (spin-orbit) coupling constants.
The quantization approach 28 has the advantage that no confinement or projection is needed since the classical motion is already restricted to the curve via holonomic constraints. However, it is, from a formal mathematical point of view, not unambiguous 41 and the relation of the resulting description to the physics in the ambient 3-dimensional space is not very clear.
Provided a well-defined limiting procedure exists, the approach based on a finite transversal confinement does not suffer from these problems. It is known that the effective Hamiltonian does depend on extrinsic properties of the curve (or more generally, the submanifold), i. e. its embedding into the ambient space 42 and thus cannot be obtained by intrinsic quantization. This also means that the confined system will retain some information about its surroundings.
Starting with the work of da Costa 42 , adiabatic approximations of constrained quantum systems have been studied both in theoretical 43, 44 and mathematical physics 45 . These results have been generalized for potentials varying arbitrarily along the submanifold, 46 using the concept of adiabatic perturbation theory. [47] [48] [49] [50] The works cited so far in this paragraph are all concerned with Schrödinger operators, consisting only of a kinetic and a potential energy term. In order to model spin-dependent processes in the absence of external magnetic fields, we need to include spin-orbit interactions, which make decomposing the Hamiltonian into a longitudinal (or tangent) and a transversal (or normal) contribution more complicated.
An approximation scheme similar to da Costa's has been applied to systems including magnetic fields and spin-orbit coupling. [51] [52] [53] [54] However, an in-depth investigation concerning the applicability of this procedure in the presence of spin-orbit coupling is still missing.
Taking as starting point and motivation the study of Ref. 37 , we exploit the approach presented by Wachsmuth et. al. 46 to show that an adiabatic approximation is still possible for an electron confined to a helix in the presence of spin-orbit coupling, and calculate the effective Hamiltonian for different field configurations. Contrary to Ref. 37 , where the spin-orbit interaction arose from the transversal confinement field, we consider a separate electric field as the source of spin-orbit coupling which is different from the confinement. We lay our focus on fields radially symmetric to the helix axis, but also give expressions for helical fields and fields parallel to the helix axis (like those related to an applied bias or the molecular dipole moment). Investigating these different field configurations allows us to determine which types of spin-orbit coupling terms can occur in this kind of geometry without using a fully general differential-geometric approach that might yield less transparent results.
The adiabatic theory is used to show that physically well-motivated approximations involving a separation ansatz are mathematically sound. In this regard, this work can be seen as an application of an adapted version of the adiabatic approximation to derive an explicit physical model, which due to the inclusion of spin-orbit coupling lies beyond the range of applications of this theory discussed so far in the literature. Considering a greater variety of spin-orbit coupling terms makes it easier for us to determine whether the adiabatic approximation is applicable and how the existing approach has to be altered to do so. In particular, we find that the separation of the confinement and the spin-orbit inducing field is necessary to fulfill the requirements of the adiabatic method used here. Since our approach can be generalized to a broader class of geometrical set-ups, we intend to clear the way forward to the inclusion of spin-orbit coupling to the adiabatic description of confined quantum systems.
We also provide a classification of the terms in our effective Hamiltonian by applying unitary transformations and rewriting it in terms of an effective gauge and magnetic field. This allows for an easier comparison with other models and provides simple analytic expressions for the spin-related effective fields revealing their dependence on the model parameters. To round up our discussion, we also compute the spin polarization in the obtained effective model and show its dependence on various parameters.
II. THE MODEL
To describe an electron in 3D space with helical confinement and a generic spin-orbit coupling, we use the Pauli equation
with a confinement potential V and an additional scalar field Φ. The potential V rapidly increases in the directions normal to the helix (or some submanifold in general), thus restricting the particle motion to a small neighborhood of the helix, while the field Φ generates the spin-orbit coupling. The confinement can also be realized via homogeneous boundary conditions (which are equivalent to an infinitely deep potential well). σ = (σ x , σ y , σ z ) is the vector with the Pauli matrices as its entries and Ψ is a wave-function. The wave function Ψ takes values in spin space C 2 (i. e. Ψ ∈ L 2 (R 3 , C 2 ) which is the space of square integrable
The kinetic part of the Hamilton operator H kin,R 3 = − 2 2m + V + Φ is of Schrödinger type and is diagonal in spin space. The remaining part H SOC,R 3 is referred to as the spin-orbit-coupling (SOC) term. Notice that we are assuming that the confinement potential does not give rise to spin-orbit interaction terms; it just controls the extension of the electronic wave functions in the direction transversal to the helical path. The strength of the confinement is controlled by a confinement scale ε which the potential V depends on (see Sec. II C).
A. Adapted local coordinates
When dealing with a confined system we need to choose suitable coordinates that cover a sufficiently large neighborhood of the submanifold to which the particle motion is restricted.
We consider a helix, which is 1-dimensional and can be described as an infinite Frenet curve c in 3D space with constant curvature and torsion (see Fig. 1 ). Introducing local curvilinear coordinates, we obtain a map
with e 2 := cos θn + sin θb ,
which represents a diffeomorphism from Ω ε = R×(0, ε)×(0, 2π) to the tubular neighborhood B ε of c for all ε < 1/κ. The first coordinate of the new system is simply the parameter of the curve c, while ρ and ϕ are polar coordinates (with origin c (s)) in the plane normal to t (s). This is the most convenient choice if the confinement potential is spherically symmetric in the normal directions. Note that the function θ (s) fixes a certain rotation of the planar coordinate axes around t in each point s.
The metric tensor in these coordinates is given by:
and det g = ρ 2 (1 − κρ cos (ϕ + θ)) 2 .
We choose which implies that the local frame dr ds , dr dρ , dr dϕ is orthogonal on Ω ε and g is a diagonal matrix. This choice is usually referred to as a Tang frame.
The map r induces a transformation of the wave functions A : L 2 (B ε ) → L 2 (Ω ε ) given by:
The transformation A is unitary and its inverse is:
The factor (det g) 1/4 was introduced to absorb the volume element coming from the curvilinear coordinates.
B. The helix
An explicit unit speed parametrization for the helix can be given as:
with
Using it, the corresponding Frenet frame reads:
The helix has constant curvature and torsion which are related to its radius R and pitch b by the expressions:
and
It is worth noting that any curve with curvature and torsion both nonzero and constant is a (left-or right-handed) helix, so this parametrization describes all such curves. Therefore, the coordinates introduced in (2) with κ, τ = const = 0 are called helical coordinates. Both b and R change signs when the helicity is reversed (i. e. the helix is replaced by its mirrored counterpart).
Furthermore, the following abbreviations will be used later on:
which denotes all vectors orthogonal to the tangent vector t (s). As a result, the local
are the projections of these normal vectors onto the Frenet frame.
C. Confinement potential
The confinement potential V in (1) restricts the particle motion to the proximity of the curve c. In curvilinear coordinates we have:
Assuming that the shape of the potential does not vary along the curve and that the potential is spherically symmetric, V • r only depends on ρ and the scaling factor ε which controls the strength of the confinement. If V is spherically symmetric, this can be imagined as the radius of a tube to which the electron motion is confined. As ε becomes small, the confinement increases while the tube radius shrinks. We require that V tends to +∞ for ρ → ε, which implies that the wave functions obey homogeneous Dirichlet boundary conditions. 55 This requirement is met by the potential well with walls of infinite height and radius ε. This potential is zero within the tube and thus realized by simply imposing the aforementioned boundary conditions on the wave functions. The tube radius ε is also our confinement scale, so the limit of strong confinement is equivalent to the tube having a radius close to zero.
Mathematically H R 3 can be defined as the Friedrichs extension 56 of the operator in Eq. (1)
So instead of a harmonic confinement as in Ref. 37 we use boundary conditions that are equivalent to an infinite-height two-dimensional potential well in the normal plane of each point of the helix. This potential has the advantage of being globally defined and also the accessible space is covered by one single coordinate patch.
We also define rescaled operators by
with (D ε Ψ) (s, ρ, ϕ) := ε −1 Ψ (s, ε −1 ρ, ϕ). The transformation (17) corresponds to switching to microscopic time units t = ε −2 t while at the same time rescaling V 0 to become independent of ε which means we have homogeneous boundary conditions on the cylinder Ω 1 with radius
III. THE EFFECTIVE HAMILTONIAN

A. Transformation to helical coordinates
As we have seen in Sec. II A, the adapted local coordinates which are appropriate to describe our geometry are helical coordinates which give rise to the unitary transformation A as defined in Eq. (7) . The relation between the Hamiltonian in euclidean and curvilinear (helical) coordinates is
for Ψ ∈ C ∞ c (Ω ε ) which extends to the entire domain of H curv due to the uniqueness property of the Friedrichs extension (see Sec. III in the supplementary information).
We now rewrite the Hamilton operator (1) using the curvilinear coordinates (2) . We start with the kinetic energy term in the Tang frame and obtain the following expression after applying the scaling transformation from Eq. (17):
H ε kin,c can be written as the sum of a longitudinal part H ε kin,l and a transversal part H kin,t with the latter being
which is independent of ε. The longitudinal part of H ε kin,c now only depends on partial derivatives with respect to the arc length s. Outside of H kin,t , partial derivatives with respect to the transverse coordinates ρ and ϕ still appear in the spin-orbit coupling term
We assumed homogeneous boundary conditions for the tube B ε , which is transformed and rescaled to the cylinder Ω 1 = R × B 2 (0, 1) (in cylinder coordinates). Therefore H kin,t is proportional to the 2-dimensional Dirichlet-Laplace operator − on the 2d-ball B 2 (0, 1) with radius 1. Later we will also explicitly write down H SOC,c , the spin-orbit coupling term in helical coordinates.
For the following two sections we assume initial conditions Ψ 0 with Ψ 0 = 1 and ε 2 Ψ 0 2 ≤ C which is sufficient to show adiabatic approximation. In Section III E we will restrict ourselves to initial conditions with ε 2 Ψ 0 2 ≤ Cε 2 in order to obtain a simplified formula for the approximate Hamiltonian allowing for its direct computation using H curv . 57
Furthermore, the Taylor expansion of H ε curv up to second order in ε shall be denoted by
We observe that for states Ψ ∈ χ (−∞,E] (H ε ) L 2 (Ω δ ), which is the subspace with energy cut-off at E, the Taylor expansion H ε of H ε curv differs from H ε curv itself only by an error of order 3:
That this approximation is also valid for the time evolution generated by H ε curv and H ε can be shown by transferring the arguments in the proof of Ref. 46 (Corollary 1) to our situation. 58 Therefore, we can use the second order Taylor expansion H ε of H ε curv instead of the full expression.
B. Transversal solutions
We shall now determine the eigenfunctions of the transverse Hamiltonian H kin,t , together with the boundary condition which requires the solutions to vanish on the boundary of the unit circle (after the rescaling (17)). Those are required to calculate the effective (approximate) Hamiltonian below. Being a Dirichlet-Laplacian, H kin,t has a purely discrete spectrum, 56 implying that all eigenenergies are isolated points. Since the transverse part does not depend on spin, we omit spin-degrees of freedom in this section entirely, thus dealing with complex-valued wave functions.
Using the ansatz ψ N,l (ρ, ϕ) = k N,|l| ρJ |l| k N,|l| ρ e ilϕ (23) with k N,|l| = √ 2mE N,|l| , we obtain for x = k N,|l| ρ:
i. e., the J |l| are solution's of Bessel's differential equation. Since ψ has to be square integrable, the solutions J |l| are Bessel functions of the first kind. The energy E N,|l| is determined by the boundary condition J |l| k N,|l| = 0 to
where j |l|,N is the N -th zero of the Bessel function J |l| . l is an integer due to the periodicity of ψ N,l while J |l| only depends on the absolute value of l. The quantum number l labels the angular momentum part of the full wave function. The lowest enery with l = 0 is E 1,1 with eigenstates ψ 1,1 and ψ 1,−1 . The projection to the subspace of the L 2 (Ω 1 )-functions with the transverse part lying in the eigenspace of E 1,1 is defined as:
We also define a map U 0 :
with the adjoint
This operator obeys the relations U 0 U † 0 = id and U † 0 U 0 = P 0 . Note that the subspace which U 0 maps into is L 2 (R, C 2 ), the space of square-integrable functions on the real line with values in C 2 which does not describe spin (which is omitted here) but angular momentum orientation. So if we include spin again, we are dealing with C 2 × C 2 -valued functions, which have both a spin and an angular momentum index.
C. Adiabatic approximation
We now aim at finding an approximation for the Hamiltonian H ε curv in the limit of a strong confinement potential. The potential V 0 in Eq. (16) scales the directions normal to the helix by ε −1 , so that the confinement becomes strong for small ε. This means the potential well we use for confinement has radius ε and becomes arbitrarily narrow if ε goes to zero. This limit has structural similarities to the Born-Oppenheimer approximation with the transversal scaling factor ε taking the role of the electron to nucleus mass ratio. Therefore, ideas from adiabatic perturbation theory can be taken over to the case of strong confining forces.
We are looking for an effective Hamiltonian which is defined on the reduced space
. Based on our previous considerations, an educated guess would be
Indeed, for vanishing curvature and torsion and without spin-orbit coupling the H R 3 can be written as a sum of a purely transversal and a purely longitudinal contribution, allowing for a simple separation ansatz. In other words [H R 3 , P 0 ] = 0 would hold and
would follow. However, both the SOC term and the curved geometry spoil this simple behaviour and Eq. (30) is no longer true in general. Therefore, a careful estimate for the error introduced by replacing H ε curv with some effective Hamiltonian is needed. In the following we sketch a way to get such an estimate using adiabatic perturbation theory.
Following the approach in Ref. 46 one starts by constructing a closed subspace of L 2 (Ω 1 ) which is invariant up to some small error under the dynamics generated by H ε . We call the orthogonal projector associated with this subspace P ε and require the properties: 59
The construction of P ε is sketched in Sec. IV of the supplementary information.
By setting
we obtain a unitary map U ε : L 2 (Ω 1 ) → L 2 (Ω 1 ) whose restriction to P ε L 2 (Ω 1 ) is also unitary as a map from P ε L 2 (Ω 1 ) to P 0 L 2 (Ω 1 ). U ε is bounded as an operator on D ((H ε ) m ) and admits an expansion
with the U ε i being of order ε 0 (as operators on D ((H ε ) m )) and P 0 U ε
Using U 0 and U ε we define an operator U := U 0 U ε with the properties:
Setting
i. e. on the subspace P ε L 2 (Ω 1 ) with cut-off energy E, H ε and H eff yield approximatly the same dynamics up to an error of order ε 3 (and up to an error of ε on the macroscopic time scale or times of order ε −2 t respectively). This error estimate which follows from property 3. of P ε by Duhamel's principle as in Ref. 46 (Eq. (31)) is our main technical result. It shows that the deviation between the time evolution of the effective and the full Hamiltonian is controlled by the adiabatic scale. This approximation is sometimes called a superadiabatic 46,60 since the estimate depends on a power of ε greater than one. Likewise exp −it H ε and P ε L 2 (Ω 1 ) are called superadiabatic evolution and subspace respectively.
Estimates like (33) can be obtained without this super-adiabatic construction but with a power of ε below 3 which is insufficient for approximation on macroscopic time scales (see Ref. 46 (Sec. 1.2)).
While Eq. (33) gives us an error estimate for the adiabatic approximation, the effective Hamiltonian still differs from the guess we made in (29) , which is more straightforward to calculate. However since U ε is a second order polynomial in ε by (32) , an additional argument similar to Ref. 46 (p. 52ff.) yields that we can neglect all higher order terms in (33) and
with B e = E 0 − H ⊥ kin,t −1 P ⊥ 0 and H ⊥ kin,t being the restriction of H kin,t to P ⊥ 0 L 2 (Ω 1 ): We can show
As in Ref. 46 (Corollary 2, see also p. 44) we can additionally replace U by U 0 in (33) while only aqcuiring an additional time-independent error of order ε to obtain 61
with H eff = H (0) eff +H corr as in (36) . One might ask why those higher order terms were required in the first place. The answer is that we needed [H ε , P ε ] χ (−∞,E] (H ε ) = O (ε 3 ) to get the third order error estimate in (33) . Using P 0 instead of P ε together with H
would only give an error estimate of order ε because of [H ε , P 0 ] = O (ε) due to the spin-orbit coupling terms and the higher order kinetic terms coming from the helical geometry.
We will now explicitly write down the kinetic part of H (0) eff . The scalar product ψ 1,l |H ε ψ 1,l involves integrations over ϕ and ρ. Because ψ 1,l is an eigenvector of −i ∂ ∂ϕ , the latter is always replaced by l . From our calculation of H curv , we now that the prefactors of the derivatives are rational functions ofb andn (see Eq. (19)). So H and the orthogonality of the eigenfunctions. In the following, we therefore neglect terms with an uneven number of Sine and Cosine because these vanish upon projection anyway and therefore do not contribute to H
eff . So by taking the Taylor expansion of H ε kin,c and omitting uneven powers of the trigonometric functions, we obtain for the kinetic term:
where the definitions + := exp (i2ϕ) and − := exp (−i2ϕ)
were used.
D. Spin-orbit coupling
We assume that the spin-orbit coupling is induced by a scalar potential Φ leading to a radial field around the (global) x 3 -axis, i. e.
As for H ε kin , the spin-orbit coupling term H ε SOC is obtained by calculating the Taylor expansion of the full expression for the SOC up to second order in ε. We again omit uneven powers of Sine and Cosine because they vanish upon projection anyway. Using again the definition (40) this results in:
Since the full SOC Hamiltonian is self-adjoint, this series expansion is self-adjoint as well, which can also be checked by direct computation.
It is instructive to consider potentials with different symmetries as well. If we choose
i. e. a constant external field parallel to the global x 3 -axis which could be the result of a molecular dipole moment or an applied bias, we obtain
which reproduces the result from Ref. 28 (Eq. (2)).
Another example is a field which is radially symmetric to the helix, i. e. it only depends on the normal distance parameter ρ:
In this case the spin-orbit coupling reads
This expression differs from (42) and (46) in that terms occur at different orders of ε. In case of Φ (0) = 0 the SOC term is of the same form (∝ lσ · t) as in Ref. 37 where the helical confinement potential acted as the source of the SOC.
s-dependent versions of all these fields can be considered as well; this leads to additional terms proportional to σ x as well as s-dependent prefactors. Expressions for s-dependent fields are given in Sec. V of the supplementary information.
Had we used the confinement potential as the source for SOC as in Ref. 37 , we would have run into an issue here: in this case Φ (ρ) = 2 2m ρ 2 ε 4 would hold and therefore
would be the leading order term in H ε SOC . This is a contribution of order ε −2 which does not fit into the adiabatic approach presented here. Since the term becomes arbitrarily large for small ε it will be difficult to include it in any systematic approximation procedure dealing with the limit ε → 0.
E. Projection with transversal states
We write down the particular cases of (38) that we need to calculate the effective Hamiltonian 
for l ∈ {−1, 1}.
Using these integrals we obtain
For Φ (R) = 0 (e. g. if the radial field as a minimum at the radius of the helix) we again obtain an SOC term proportional to −lσ · t as in Ref. 37 At this point we note that unlike H SOC,e , H kin,e is not proportional to δ ll . However we can get rid of the off-diagonal term by using a more restricted initial condition. So instead of an initial state Ψ 0 with ε 2 ∂ 2 Ψ 0 ∂s 2 ≤ C we shall use a state with ε 2 ∂ 2 Ψ 0 ∂s 2 ≤ Cε 2 from now on, 62 i. e. the kinetic energy of Ψ 0 is of order ε 2 instead of ε 0 . The off-diagonal term will then be of order ε 4 and can therefore be neglected (see Eq. (22)).
We still have to address how to deal with the second term H corr in (36) . It depends on the resolvent map E 0 − H ⊥ kin,t −1 and the first order part H 1 of the Hamiltonian which reads:
With our updated initial condition we can neglect all the terms coming from H corr involving partial derivatives. The only remaining term is the one quadratic in the spin-orbit coupling constant 2 4m 2 c 2 Φ (R), which is a negligibly small correction to the first order spin-orbit coupling. The remainder of H eff is now of the form (29), i. e. the second order Taylor expansion of the Hamiltonian in helical coordinates projected with the transversal states.
Finally, the potential Φ which was included for consistency in Eq. (1) is up to second order in ε just the constant Φ (R), which leads to a trivial energy shift upon projection. The remaining kinetic and SOC terms are of second order in ε and we can simply divide them by ε 2 to switch back to the macroscopic time scale, thus getting an effective Hamiltonian completely independent of the scaling and also diagonal in l-space.
As mentioned before, the effective Hamiltonian acts on C 2 × C 2 -valued wave functions (including spin); in other words the wave functions carry a (transversal) angular momentum and a spin index. However, our effective Hamiltonian is diagonal w. r. t. angular momentum. Therefore the reduced space U 0 L 2 (Ω 1 , C 2 ) = L 2 (R, C 2 × C 2 ) decomposes into two orthogonal sub-spaces, the eigenspaces of −i∂ ϕ . In the following we will take advantage of this by fixing a certain initial value for l (1 or −1 in our case) since no transition between the values can occur in our approximation, i. e. we fix l in Eq. (27) thereby getting an effective Hamiltonian depending on l as a parameter. Note that time reversal symmetry transforms this Hamiltonian into its −l counterpart. This means that a certain choice of l, which is equivalent to restricting the Hamiltonian to the corresponding eigenspace, violates time-reversal symmetry.
We stress that this compact result can only be obtained with the revised initial conditions introduced above. Had we instead used an initial state with kinetic energies of order 1 (which was our first choice in Section III A) not only would the first term in Eq. (53) contribute to H corr , but also the terms off-diagonal in l-space would no longer be small. As a result, we could no longer switch to macroscopic times by simply dividing by ε 2 , because the first term in (51) would be of order ε −2 afterwards. Also we could not separate the l and −l states due to the off-diagonal terms in H eff . While this situation is fully covered by our perturbation scheme, the resulting effective Hamiltonian would be much more complicated and contain different orders in ε as well as terms allowing transitions from l to −l.
F. Structure of the effective hamiltonian
Although H eff can be expressed solely by invariants like σ · t and geometrical parameters, it is not obvious how the different terms influence spin transport. We can make the structure of H eff more transparent by applying a unitary transformation 37 This will not only allow us to write the Hamiltonian in an even more compact way but also yield s-independent pre-factors, allowing us to determine the electronic band structure using Fourier transformation. With the identities
as well as
We now rewrite U H eff U † in terms of effective fields:
and redistribute terms to obtain
(62)
Here we introduced the parameters
and the fields A = σ · A, A = (A x , A y , A z ) and B = (B x , B y , B z ) with components
The transformed Hamiltonian consists of a kinetic term including a non-abelian gauge field Therefore in Fig. 2 both helicities are plotted, with the spin orientation indicated for l = 1 in the positive and l = −1 in the negative case.
Applying the gauge transformation
leads to the Hamiltonian
So if B = 0, the result (67) is diagonal in spin space, i. e. the spin-orbit coupling can be removed entirely via the transformation (66) . This is consistent with the fact that Rashba-like spin-orbit interaction terms in a one-dimensional quantum wire can always be removed using a unitary transformation. 20 Therefore, the Zeeman-like term is essential for our model to include spin-dependent effects. This term stems from the projection of SOC contributions proportional to ∂ ϕ with the transversal states, leading to the transversal angular momentum l. The occurrence of the Zeeman term is therefore a direct result of the adiabatic approximation procedure. It is not present in models based on quantization, 28 or an approximation that neglects transversal states entirely, 63 but it appears in Ref. 37 since their effective Hamiltonian is calculated using rules similar to those we arrived at in Section III C.
We note, however, that taking into account transversal operators as we do is not sufficient to obtain a model with a Zeeman term; it only occurs for certain field configurations. Indeed, the Hamiltonian (46) coincides with the quantization result and therefore only depends on the intrinsic geometry of the helix without retaining any information about the ambient space.
The Zeeman term is also remarkable since it does not involve momentum operators anymore (at least after choosing a certain l-eigenstate), thus yielding local (same-site) spin-orbit interactions after mapping on a discrete tight-binding Hamiltonian, as we shall see in the following section. Note that the gauge transformation (66) depends on λ/r which translates into the spin-orbit to electronic coupling ratio in the discrete case.
The transformed Hamiltonian also allows us to infer some of the dependence of spin-related effects on the model parameters. For example, looking at the expressions (65) we see that in the case Φ = 0 (e. g. for a field which is linear in the radial coordinate close to the helix radius R) these effects are very sensitive to the magnitude of the pitch. If on the other hand Φ = 0 while Φ = 0 (e. g. if Φ has a local minimum at R), there is no gauge field A present at all and only the z-component of B depends on the pitch. Even in the limit of a straight line which can be realized as b → 0 and R → ∞, the spin-dependence does not vanish since
G. The discretized Hamiltonian
Since we want to employ the Landauer formalism based on Green's function techniques to calculate spin transport, we map the continuum Hamiltonian obtained in the previous section on a more appropriate discrete tight-binding model. With the usual rules ∂ ∂s −→ 1 2a (δ kj−1 − δ kj+1 ) and ∂ 2 ∂s 2 −→ 1 a 2 (δ kj−1 + δ kj+1 − 2δ kj ) we discretize the Hamiltonian:
from Eq. (62) to obtain:
a is the discretization parameter. In second quantization, Eq. (69) reads:
Here, d k,σ annihilates a particle on lattice site k with spin σ. It is now apparent that the discretized version of the Zeeman term λ 2 l k d † k,σ (σ · B) σσ d k,σ couples electrons with different spins at the same site as previously mentioned. Such a term is not present in the hitherto considered phenomenological methods regardless of their respective origin with the exception of Ref. 37 . This brings us to the conclusion that a carefully performed approximation can lead to substantially different results. Since we presented a way to derive our approximation scheme from basic quantum mechanical principles, we are confident that this additional term is not merely an artifact of the calculation but is physically justified, provided that the prerequisites for the application of our procedure are fulfilled in the applications. As the discussion after Eq. (67) already suggested, this term also has profound consequences regarding the occurrence of spin-polarization, which we will further discuss in the results section.
IV. TRANSPORT
To investigate the implications of the discretized model from Eq. (72) regarding the CISS effect, we calculate the transmission and polarization in the Landauer regime. The quantum mechanical transmission function in a two-terminal setup can be written as [64] [65] [66] 
where
is the retarded Green's function 64 of the isolated molecule with the total self energy Σ (E) = Σ L (E)+Σ R (E) accounting for the coupling to the metallic electrodes and encoding both the strenght of this coupling as well as the density of states in the electrodes. The spectral densities Γ L,R (E) are, as usual, defined in terms of the self-energies as Γ L,R (E) = i Σ L,R − Σ † L,R . To simplify the calculations, we will assume in what follows the wide-band approximation, where the self-energies (and hence the spectral densities) are assumed to be purely imaginary, energy-independent quantities. We therefore obtain:
where γ µ depends on the couplings between lead and molecule and the electronic coupling in the lead. So in this case the Γ's are just diagonal matrices with all diagonal entries either zero or equal to the coupling γ µ of the lead attached to the corresponding site of the molecule.
Assuming that the leads are not spin-polarized, the spin-polarization can be obtained by calculating the current spin polarization vector 65, 67 (P x , P y , P z ) = P =
where σ = (σ x , σ y , σ z ) is the vector containing the Pauli matrices in the appropriate dimension, e. g.
The z-component in particular reads
For spin-polarized incoming electrodes we use the transmission function
with G r,u (E) = (E1 − H eff − Σ u (E)) and Σ u (E) = π ↑ Σ L (E) + Σ R (E) which describes a system with its left electrode totally polarized in the spin-up direction and the analogously defined transmission T d for the spin-down case.
While T ↑ and T ↓ as used in Eq. (79) are just components of the full transmission for certain spin-channels, the transmissions T u and T d that appear in and after Eq. (80) refer to transmissions with one incoming spin-channel entirely disconnected from the molecule. We define the spin polarization for this scenario by 
V. RESULTS
The transmission and polarization for the Hamiltonian (72) were calculated using two sets of geometrical parameters: one for DNA and one for Helicene as listed in Table I . Since we only have one characteristic electronic coupling t, we chose it to be 0.2 eV for DNA and of the order of 1 eV for helicene. The first value is roughly of the order of magnitude obtained in semi-empirical calculations of realistic DNA structures, 70 the second value is roughly half of the typical π −π interaction in carbon-based systems. The value of the spin-orbit interaction was taken as 5 meV in both cases to have a commnon reference point. It is of the same order of magnitude as in our recent estimations for helicene based on a coarse-grained model. 71 The specific values of these parameters have only a quantitative effect on our results. Since we have a single electronic state per site on the helix, the obtained electronic structure would display no gap; hence, we add a staggering potential U k = (−1) k ∆ε (with ∆ε = t/2) to open a band gap mimicking the HOMO-LUMO gap in a molecule.
The results for different combinations of helicity and angular momentum for DNA are shown in Fig. 3 . The polarization changes sign only if both helicity and angular momentum are reversed, which is not surprising in light of our statement on the correspondence of these quantities at the end of Sec. III E. Indeed, Fig. 3 shows that the spin polarization depends on the helicity if the corresponding angular momenta are considered. We note that the linear behavior of the polarization around E = 0 may be a spurious numerical effect related to calculating the ratio of two small quantities when computing the polarization. Since electrons with opposite angular momentum have opposite spin polarization, the model can only yield a non-vanishing polarization if the two angular momenta occur at unequal rates in the initial state because otherwise the two contributions would cancel out.
In Fig. 4 and Fig. 5 for unpolarized incoming states. We did the same calculations using Eq. (81) and found only a negligible difference (less than 0.5%) between (79) and (81) for Helicene. For DNA there is a slightly larger deviation; yet comparing the result for Eq. (81) depicted in Fig. 6 with Fig. 4 shows overall similarity in magnitude and oscillatory behavior. This result shows that independently of the spin of the incoming state (which can be controlled by selecting the values of the coupling Γ L,↑ and Γ L,↓ for the corresponding incoming spin channels) the polarization has the same sign for most energies.
We remark that in this approach a finite spin polarization is obtained in the conductance of the system already for a single linear chain with a single electronic state per site. This is a consequence of the peculiar form of the spin-orbit interaction in Eq. (62), obtained after projecting the 3d problem on to the effective 1d model. This leads to the Zeemanlike term, which cannot be fully removed by any unitary transformation as previously discussed. Other models required more than one coupled chain with several in-and outgoing electrodes 63 or, alternatively a decoherence mechanism described as Büttiker probes 20,31 to yield non-vanishing spin polarization. Relying on multiple coupled chains to prevent removal of the SOC also renders the results sensitive to electronic versus spin-orbit coupling ratios, which in cases like helicene can lead to very small polarization compared to experimental observations 71 .
We also investigate the dependence of the spin polarization on the molecule length. Assuming 10 lattice sites per helical turn for DNA and 6 for helicene we calculate the polarization at a fixed energy close to the gap depending on the number of helical turns in the molecule. The spin polarization increases with the length of the molecule with a roughly linear correlation despite oscillations as shown in Fig. 7 for DNA and helicene.
VI. CONCLUSIONS
We have derived a 1-dimensional effective model for eletrons moving through a helical confinement. The model includes spin-orbit coupling coming frome a generic scalar field to describe spin-dependent effects. We have applied a mathematically sound approximation procedure to show that the effective Hamiltonian follows from basic quantum mechanical principels in the limit of strong confinement. Since the adiabatic approximation theory we applied was developed for a far more general differential geometric setting (but without spin-dependent effects) it is likely that our approach can be carried out for a much wider class of systems including spin-dependent effects as well, starting from confinement to arbitrary curves to generic submanifolds. Restricting ourselves to the helical case we obtained a model suited to contribute to the description of the CISS effect. The model is similar in some respect to the one put forward in Ref. 37 with which it shares a momentum-independent SOC term that does not occur in other models, and which is the result of the inclusion of transversal degrees of freedom during the approximation. This term prevents removal of the spin-orbit coupling using a gauge transformation as it is possible in 1-dimensional models lacking the term. One can thus expect non-zero polarization, as confirmed by our transport calculations in the linear transport regime. This sets this kind of models apart from others that require multiple incoming and outgoing transport channels or, alternatively, dephasing and decoherence effects to produce similar results. Being able to obtain similar terms in tight-binding models might therefore introduce sizeable spin polarization in a larger class of models.
The Pauli equation (1) with spin-orbit coupling we started with is already an approximation of the relativistic Dirac equation for energies which are small compared to the rest energy mc 2 . In this regard our effective Hamiltonian is the result of two subsequent limits: the non-relativistic limit and the adiabatic confinement. These limits are not interchangeable,
which was recently pointed out by Shitade and Minamitani. 73 They showed that by taking the non-relativistic limit of the Dirac equation confined to a helix, a spin-orbit coupling of order (mc 2 ) −1 coming from the confinement potential persists, while the usual SOC term in the Pauli equation is of order (mc 2 ) −2 . Clarifying the relation between these two approaches could help understanding the role of the different SOC terms contributing to the CISS effect.
SUPPLEMENTARY MATERIAL
The supplementary information contains a brief summary of the required tools from differential geometry, additional details on the adiabatic approximation as well as expressions for the spin-orbit coupling terms generated by s-dependent fields. 
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