In Brief
Rohe and Noppeney show that multisensory interactions are pervasive but governed by distinct computational principles across the cortical hierarchy. Critically, only parietal cortices integrated signals weighted by their bottom-up sensory reliabilities and top-down task relevance into multisensory spatial priority maps.
Human observers typically integrate sensory signals in a statistically optimal fashion into a coherent percept by weighting them in proportion to their reliabilities [1] [2] [3] [4] . An emerging debate in neuroscience is to which extent multisensory integration emerges already in primary sensory areas or is deferred to higher-order association areas [5] [6] [7] [8] [9] . This fMRI study used multivariate pattern decoding to characterize the computational principles that define how auditory and visual signals are integrated into spatial representations across the cortical hierarchy. Our results reveal small multisensory influences that were limited to a spatial window of integration in primary sensory areas. By contrast, parietal cortices integrated signals weighted by their sensory reliabilities and task relevance in line with behavioral performance and principles of statistical optimality. Intriguingly, audiovisual integration in parietal cortices was attenuated for large spatial disparities when signals were unlikely to originate from a common source. Our results demonstrate that multisensory interactions in primary and association cortices are governed by distinct computational principles. In primary visual cortices, spatial disparity controlled the influence of non-visual signals on the formation of spatial representations, whereas in parietal cortices, it determined the influence of task-irrelevant signals. Critically, only parietal cortices integrated signals weighted by their bottom-up reliabilities and topdown task relevance into multisensory spatial priority maps to guide spatial orienting.
RESULTS
Our senses are exposed to a constant influx of signals. To make sense of this cacophony, the brain needs to solve two computational challenges: first, it needs to determine which signals emanate from a common source based on them co-occurring in time (e.g., temporal synchrony) and space (e.g., spatial disparity) [4, 10, 11] . Second, it needs to integrate signals from a common source into a statistically optimal percept by weighting them in proportion to their reliabilities [1] [2] [3] . To determine the functional relevance and computational principles that govern multisensory interactions across the cortical hierarchy, we presented five participants with synchronous audiovisual spatial signals that varied in their spatial disparity and visual reliability ( Figures 1A and 1B) . On each trial, participants reported their perceived location of the auditory or visual signal. The study was approved by the human research review committee of the University of Tü bingen.
Combining psychophysics and multivariate fMRI pattern decoding, we characterized how human observers integrate auditory and visual signals into spatial representations in terms of the audiovisual weight index w AV that quantifies the influence of the true auditory and visual locations on (1) the perceived/reported auditory and visual spatial estimates (i.e., participants' behavioral localization responses; Figure 1C ) and (2) the spatial estimates decoded from regions of interest along the auditory [12] and visual [13] dorsal processing hierarchy ( Figure 2 ). This audiovisual weight index ranges from pure visual (90 ) to pure auditory (0 ) influence. We performed the statistics on the behavioral and neural audiovisual weight indices using a two (auditory versus visual report) 3 two (high versus low visual reliability) 3 two (large versus small spatial disparity) factorial design based on circular statistics [14] .
Behavioral Results
Our results demonstrate that participants integrated auditory and visual signals weighted by their reliabilities and task relevance (see Table 1 ; see Figure S1 for histograms of reported signal locations across all conditions). The relative influence of the visual signal on participants' perceived location was greater for high relative to low visual reliability (main effect of visual reliability: p < 0.001; permutation testing of a likelihood ratio test statistic). Moreover, it was greater when the location of the visual signal needed to be reported than when the location of the auditory signal needed to be reported (main effect of task relevance: p < 0.001). Thus, participants flexibly adjusted the weights according to the task-relevant sensory modality. As a consequence, they reported different auditory and visual locations for identical audiovisual signals. Critically, this difference significantly increased for large (>6. 6 ) relative to small (%6. 6 ) spatial disparities. In other words, audiovisual integration broke down when auditory and visual signals were far apart and more likely to be caused by independent sources (i.e., a significant interaction between task relevance and spatial disparity; p = 0.015). (Table S1 ). Using the same analysis approach as for behavioral localization responses, we then investigated how the neural audiovisual weight w AV index was affected by visual reliability, task-relevant sensory modality, and spatial disparity (Figures 2A-2D ). As the two (auditory versus visual report) 3 two (high versus low visual reliability) 3 two (large versus small spatial disparity) repeatedmeasures analysis did not reveal a significant three-way interaction (Table 1 ), Figure 2 presents the neural audiovisual weights separately as a function of visual reliability, task relevance, and spatial disparity (Figures 2A-2C) and of both task relevance and spatial disparity ( Figure 2D ).
Effect of Sensory Reliability on Audiovisual Integration
First, we asked which regions integrate auditory and visual signals weighted by their reliability as expected from principles of statistical optimality [1] [2] [3] and participants' behavioral localization responses ( Figure 2A) . Surprisingly, visual reliability did not significantly influence audiovisual weighting in lower visual or auditory areas. Only higher parietal cortices (IPS0-IPS4) were governed by the classical reliability-driven reweighting with more weight being given to the auditory signal when the visual signal was unreliable. Whereas IPS0-4 mainly represented the location of the visual signal for high visual reliability (i.e., the audiovisual weight index was approximately 90 ), its spatial estimate shifted toward the location of the concurrent auditory signal for low visual reliability.
Effect of Task Relevance on Audiovisual Integration and Its Interaction with Spatial Disparity
Next, we asked where auditory and visual signals were integrated into spatial representations weighted by their task relevance ( Figure 2B ). Whereas we found a marginally significant main effect of task relevance (i.e., visual versus auditory report) on the audiovisual weight index already in higher-order auditory areas (hA) encompassing the belt and the planum temporale, the effect emerged predominantly in higher-order association areas such as IPS0-4 (cf. Table 1 ). In these areas, the visual signal exerted a stronger influence on the decoded location during visual than auditory report. Thus, both planum temporale and IPS0-4 formed different spatial estimates for identical audiovisual stimuli depending on which sensory modality was attended and reported. Importantly, the difference between spatial estimates for auditory and visual report was further increased in IPS3-4, when the spatial disparity between auditory and visual signals was large (i.e., significant interaction between task relevance and spatial disparity; cf. Table 1 ). In other words, when audiovisual spatial disparity was large and signals were unlikely to emanate from a common event, audiovisual interactions broke down and IPS3-4 predominantly represented the location of the task-relevant signal. Thus, spatial disparity controlled the influence of the task-irrelevant signal on the spatial estimate in IPS3-4.
Effect of Spatial Disparity on Audiovisual Integration
In contrast to the interaction between task relevance and spatial disparity that was found in parietal areas, we observed a main effect of spatial disparity in low-level visual areas V1 and, marginally significant, in V2 (cf. solid lines are below dotted lines in V1 and V2; Figure 2C ; Table 1 ). Only for small spatial disparities auditory signals exerted an ''attractive'' influence on the spatial representations decoded from low-level visual areas (cf. solid lines below 90 in V1; p = 0.094 in a one-sample permutation test in Figure 2C) . Likewise, we observed a limited but significant attractive influence of visual signals on spatial representations decoded from auditory areas for small spatial disparities (solid lines above 0 in A1 in Figure 2C ; p = 0.032 for unidirectional hypothesis in a one-sample permutation test). These results suggest that integration in low-level sensory areas depends on auditory and visual signals co-occurring within a spatial window [15] . In short, spatial disparity controls the influence of the non-preferred sensory signals on the spatial estimates in low-level sensory areas.
Note, however, that spatial disparity was inherently correlated with the eccentricity of the audiovisual signals by virtue of the factorial and spatially balanced nature of our design. Whereas signals were presented para-foveally or peripherally for smalldisparity trials, they were presented in the periphery for largedisparity trials.
Interaction between Spatial Disparity and Visual Reliability For completeness, we also observed an interaction between reliability and spatial disparity in V3AB. This interaction results from a larger spatial window of integration for less-reliable sensory signals (see [16] ). Basically, it is easier to determine that two signals come from different sources when the visual input is reliable.
Relation of Neural and Behavioral Weight Indices of Audiovisual Spatial Integration
Finally, we asked how and where along the cortical hierarchies the neural audiovisual weights were related with the behavioral audiovisual weights. Hence, we computed the correlation between the neural and behavioral weight indices for each of the regions of interest. The correlation coefficient increased along the visual processing hierarchy culminating in IPS3-4 ( Figure 2E ). Likewise, in the auditory system, the correlation between neural and behavioral weights was enhanced in higher-order auditory areas relative to primary auditory cortex.
To further investigate which region predominantly drove participants' perceptual localization responses, we decoded the reported signal location from fMRI activation patterns while accounting for the physical signal location and visual reliability. IPS3-4 showed the greatest and selectively significant correlation coefficient between true and decoded reported locations (Table S1) .
Collectively, these results suggest that audiovisual integration processes in higher-order visual (in particular IPS3-4) and auditory areas are closely related to participants' trial-by-trial perceived stimulus location.
Controlling for Eye Movements and Hemifield of Signals as Potential Confounds
To address potential concerns that our decoding results may be confounded by eye movements, we performed a series of See also Figure S2 and Tables S1 and S2. control analyses. First, we evaluated participants' eye movements based on eye-tracking data recorded concurrently during fMRI acquisition. Fixation was well maintained throughout the experiment with post-stimulus saccades detected in only 2.293% ± 1.043% (mean ± SEM) of the trials. Moreover, four (visual location) 3 four (auditory location) 3 two (visual reliability) 3 two (task relevance) repeated measures ANOVAs performed separately for (1) % saccades or (2) % eye blinks revealed no significant main effects or interactions (Table S2 ). The repeated measures ANOVA on post-stimulus mean horizontal eye position (0-875 ms post-stimulus onset) revealed no significant effects either. Small trends were observed for the main effect of task relevance and visual local positions.
As a further control analysis, we therefore re-performed the linear regression analyses to compute the neural weight index w AV (with fMRI-decoded spatial location as dependent variable; see the Supplemental Experimental Procedures) and included post-stimulus mean horizontal eye position as a nuisance covariate in addition to the true auditory and visual locations to predict the fMRI-decoded locations. This analysis basically replicated our initial results ( Figure S2 ; Table S3 ).
Finally, we investigated the effect of within/across hemifield of presentation on our results (i.e., w AV ) by including a nuisance variable that coded whether the auditory and visual signals were presented in the same or different hemifield in the linear regression analysis (with fMRI-decoded spatial location as dependent variable). This analysis again basically replicated our initial results ( Figure S2 ; Table S3 ).
DISCUSSION
This study combined psychophysics and multivariate fMRI pattern decoding to characterize how the brain integrates audiovisual signals into spatial representations along the auditory [12] and visual [13] processing hierarchies. Our results demonstrate that distinct computational principles govern audiovisual interactions in primary sensory and higher-order association areas.
Accumulating evidence has demonstrated that multisensory integration is not deferred to association cortices [17] [18] [19] [20] [21] [22] but starts already at the primary, putatively unisensory level [23] [24] [25] [26] [27] [28] via thalamo-cortical mechanisms [27] , direct connectivity between sensory areas [29] , or top-down influences from higher-order association cortices [30] . Our data also reveal bidirectional audiovisual influences at the primary cortical level. In particular, the auditory location influenced the spatial estimate encoded in primary visual cortex. In line with the spatial principle of multisensory integration [15] , a concurrent auditory (resp. visual) signal attracted the spatial estimate in V1 (resp. A1) only when the two signals co-occurred close in space. In other words, spatial disparity controlled the influence of auditory signals on spatial estimates in primary visual areas. Yet, even for low spatial disparity, audiovisual influences in primary sensory areas were relatively small when compared to parietal cortices. These findings dovetail nicely with previous neurophysiological studies showing about 15% ''multisensory'' neurons in primary sensory areas [31] but more than 50% in classical association areas such as intraparietal or superior temporal sulci [32] .
Critically, our study did not only show that multisensory interactions increased progressively along the cortical hierarchy but that they changed their computational operations from primary sensory to higher-order parietal areas. Only higher-order parietal areas (IPS0-4) integrated auditory and visual signals weighted by their reliability in line with principles of statistical optimality [1] [2] [3] . Yet, despite profound audiovisual interactions in IPS0-4, sensory signals were not fused into one unified amodal spatial representation [1, 3] . Instead, the sensory weights in IPS0-4 depended on the sensory modality that needed to be reported (cf. Figure 2B ). This context-dependent weighting of the auditory and visual signals led to different spatial estimates for identical audiovisual stimuli under visual and auditory report.
Critically, spatial disparity increased this difference between the spatial estimates. When auditory and visual signals were far apart and hence likely to come from independent events, audiovisual integration was attenuated and IPS3-4 encoded predominantly the location of the task-relevant signal. Thus, IPS3-4 gracefully transitions between information integration and segregation depending on the probability of the two signals being generated by a common cause [4, 10] .
A recent model-based fMRI study showed that IPS3-4 is more likely to encode spatial estimates formed by Bayesian causal inference [33] than by traditional forced fusion [1, 3] or full segregation models. Yet, the principles that drove this result remained unclear (for further discussion, see the Supplemental Experimental Procedures). Using ''model-free'' multivariate decoding, the current study reveals three fundamental computational principles that determine audiovisual integration in IPS3-4: IPS3-4 integrates sensory signals weighted by (1) their bottom-up sensory reliabilities and (2) their top-down task relevance into multisensory spatial priority maps. (3) Critically, these spatial priority maps take into account the causal structure of the environment (i.e., interaction of task relevance with spatial disparity). The influence of task relevance and its interaction with spatial disparity implicate different spatial estimates for auditory and visual report in particular when the two signals are far apart, as expected under Bayesian causal inference. Yet, as we manipulated task relevance in long blocks, attention may potentially have increased the reliability of the auditory (resp. visual) signal and thereby influenced its weight in the final IPS3-4 spatial estimate for visual (resp. auditory) report [34] . Future studies manipulating task relevance in a cuing paradigm may help to further disentangle these different explanatory mechanisms. Collectively, these computational operations enable IPS3-4 to form multisensory spatial priority maps that go functionally beyond traditional unisensory spatial priority maps [35, 36] . Multisensory spatial priority maps define attentional priority in space jointly based on the bottom-up salience and reliability of signals from multiple sensory modalities [22] , their current task relevance, and their causal structure.
Indeed, the behavioral relevance of the IPS3-4 spatial estimates was further indicated by the correlation between the neural and behavioral weights, which progressively increased along the auditory and visual processing hierarchies to culminate in IPS3-4 [22, 37] . Likewise, IPS3-4 was the only region where perceptual report was decoded significantly better than chance.
Previous studies focusing selectively on the auditory ventriloquist illusion have highlighted the importance of the planum temporale in audiovisual integration at the perceptual level [21, 38] . Indeed, our study also revealed a high correlation between neural and behavioral weights indices in higher auditory areas. Yet, unlike IPS3-4, higher auditory areas integrated sensory signals weighted by their task relevance but were not significantly affected by visual reliability. As null results need to be interpreted with caution, future studies are needed to further define the computational similarities and differences of the planum temporale and IPS3-4 in audiovisual integration (for further discussion, see the Supplemental Experimental Procedures).
In conclusion, our results reveal distinct computational principles governing multisensory interactions in primary and association cortices. In primary visual cortices, spatial disparity controlled the influence of non-visual signals on the formation of spatial estimates. In parietal cortices, it determined the influence of task-irrelevant signals. Critically, parietal cortices integrated signals weighted by their bottom-up sensory reliabilities and top-down task relevance into multisensory spatial priority maps guiding spatial orienting and effective interactions in a multisensory world. Moving beyond identifying multisensory influences toward characterizing their computational principles reveals a hierarchical organization of multisensory perception in human neocortex. Our results demonstrate that multisensory interactions are pervasive in human neocortex but subserve distinct computational tasks [5, 39] . 
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