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iiiivIntroduction
We are concerned with symplectic locally principal n-torus bundles with Lagrangian ﬁbres,
called Lagrangian bundles, which occur naturally in integrable Hamiltonian systems. We
review the theory of obstructions to triviality, in particular monodromy, as well as the ensuing
classiﬁcation problems with involve the Chern and Lagrange class. Another topic of interest is
the manifestation of global invariants in examples of classical and quantum systems. Namely,
we consider perturbations of the hydrogen atom by small static near orthogonal electric and
magnetic ﬁelds and show that for a large class of parameters the integrable approximation of
such a system exhibits non-trivial monodromy, and the corresponding quantum monodromy
is detected in the joint spectrum of the quantum realisation of the hydrogen atom.
We recall a few basic deﬁnitions from symplectic geometry [1,2,56] and show that each
integrable system has an associated Lagrangian bundle. Let (M,σ) be a connected symplectic
manifold, and let H : M → R be a smooth function, called the Hamiltonian. The dynamics
in the system is given by the Hamiltonian vector ﬁeld XH, deﬁned by
σ(XH,−) = −dH.
Recall that a function F : M → R is a ﬁrst integral of H if
XH(F) = dF(XH) = 0,
and a Hamiltonian system (M,σ,H) is called integrable if there exist n smooth functions
F1,...,Fn = H on M such that: (i) dF1,...,dFn are linearly independent everywhere on M
except on a set of critical points of measure zero, and (ii) F1,...,Fn are pairwise ﬁrst integrals
of each other.
Example 1 (The spherical pendulum) An example of an integrable system with 2 de-
grees of freedom is the spherical pendulum. Recall (Duistermaat [27], Cushman and Bates
[22]) that the spherical pendulum consists of a unit mass particle moving on the surface of
the unit sphere S2 ⊂ R3 under the constant vertical gravitational force. Thus the conﬁgu-
ration space is S2, and the phase space is the cotangent bundle T ∗S2 with canonical 2-form
σ. The Hamiltonian H of the pendulum is the sum of the kinetic and the potential energy
of the particle. The system is invariant under the rotation with respect to the vertical axis
in R3, and by Noether’s theorem there is another ﬁrst integral of the problem, the angular
momentum J with respect to the vertical axis. The functions J and H commute with respect
to the Poisson bracket on T ∗S2. The map
(J,H) : T
∗S
2 → R
2,
called the energy-momentum map, has maximal rank almost everywhere on T ∗S2 (see Figure 1).
vFigure 1: Image of the energy-momentum map in the spherical pendulum
Now let B be a smooth manifold. A bundle f : M → B is called Lagrangian if df has maximal
rank everywhere on M and the ﬁbres of f are compact connected Lagrangian submanifolds
of M.
Next consider an integrable Hamiltonian system, as deﬁned above, and take f = (F1,...,Fn).
If one removes singular ﬁbres from M, then df has maximal rank. Then, if the common level
sets of F1,...,Fn are compact and connected, the bundle f is Lagrangian. By the Liouville-
Arnold theorem (see Chapter 2, [1,2,27]) the ﬁbres are n-tori. Thus in Example 1 the map
f = (J,H) is a Lagrangian bundle after the singular ﬁbres have been removed from T ∗S2.
In Chapter 2 we are concerned with global properties of Lagrangian bundles. We will consider
the invariants of Lagrangian bundles, monodromy and Lagrange class, which were introduced
by Duistermaat [27], who showed that these invariants are obstructions to triviality of La-
grangian bundles. Nguyen Tien Zung [89] considered a slightly more general question: do the
monodromy and the Lagrange class classify Lagrangian bundles up to a symplectic isomor-
phism? The answer is negative, and the complication is due to the integer aﬃne structure on
the base manifold B. Our purpose is to provide new proofs and elucidate certain geometrical
aspects of the results in [27,89]. In particular, we stress the role of the integer aﬃne structure,
which will be deﬁned later in Chapter 2, and explain in more detail the relation between the
Lagrange and Chern class of the Lagrangian bundle.
If the integer aﬃne structure on the base space B is ﬁxed, two Lagrangian bundles are
isomorphic as general locally principal n-torus bundles if and only if they have the same
Chern class. They are symplectically isomorphic if they have the same Lagrange class. The
Chern class is the obstruction to the bundle admitting a global section. The Lagrange class
is a complete invariant of Lagrangian bundles and the obstruction to the bundle admitting
a Lagrangian global section. The following example, which is explained in more detail in
Chapter 2, illustrates the relation between the Chern and the Lagrange classes.
Example 2 (Lagrangian bundles over a torus) Let B = T2, let (x1,x2) be coordinates
modulo 1 on T2, and let (x1,x2, ¯ y1, ¯ y2) be symplectic coordinates on T ∗T2 with the canonical
form ω. Choose α1,α2 ∈ R \ {0}, and consider a trivial Z2-subbundle of T ∗T2, given by
Pα = {¯ yi = `iαi | `i ∈ Z, i = 1,2}.
Then the quotient T ∗T2/Pα is a trivial bundle with ﬁbre T2. It has the symplectic structure
ω induced from T ∗T2, so T ∗T2/Pα is a Lagrangian bundle. It has global Lagrangian zero
section, induced from T ∗T2, hence both its Chern and its Lagrange class vanish.
We want to ﬁnd out how many Lagrange classes correspond to the same Chern class. To this
end we note that each global section of T ∗T2/Pα has the form
z : (x1,x2) 7→ (x,A(x
>)),
viwhere
A =

n0 n1
n2 n3

∈ gl(2,Z),
and juxtaposition denotes matrix multiplication. Computing the pullback z∗ω one obtains
that such a section need not be Lagrangian with respect to ω. However, it can be made
Lagrangian with respect to the symplectic form
ω
0 = ω − f
∗Θ, where Θ = γdx1 ∧ dx2,
where γ = α2n2 − α1n1 ∈ R. The set of numbers (α2n2 − α1n1) ∈ R, where n1,n2 ∈ Z,
is an additive subgroup of R denoted by (α1,α2)Z. If γ ∈ (α1,α2)Z, then the correspond-
ing Lagrangian bundle (T ∗T2/Pα,ω0) admits a global Lagrangian section and, therefore, has
zero Lagrange class. It follows that, for given Pα and any Chern class, the set of isomor-
phism classes of Lagrangian bundles, characterized by their Lagrange class, are in one-to-one
correspondence with the group R/(α1,α2)Z.
In Chapter 3 we are interested in manifestations of global invariants in real-world integrable
systems, both classical and semi-classical. We consider a fundamental atomic system, the
hydrogen atom in weak external electric and magnetic ﬁelds. With spin and relativistic
corrections neglected, the model of this system is a perturbed Kepler problem. The study of
this system was initiated by Pauli [67], and continued by many researchers (see Efstathiou et
al. [32] for an overview), who mostly studied the dynamical behavior in speciﬁc conﬁgurations
of the system. All strictly orthogonal conﬁgurations were studied by Cushman and Sadovskii
[24], who showed that for a large class of perturbing forces the integrable approximation of
the system exhibits non-trivial monodromy, and the non-trivial monodromy is also detected
in the joint spectrum of the quantized integrable approximation.
In the quantized integrable system commuting ﬁrst integrals of the problem are replaced by
commuting operators, which, therefore, have the joint spectrum. San Vu Ngoc [85] deﬁned
monodromy in the quantized system and showed that it is determined by the monodromy of
the underlying classical system. The joint spectrum can be represented as an n-dimensional
lattice, and the monodromy manifests itself in the violation of the regularity of such a lattice,
i.e. in the form of lattice defects (see Zhilinskii [87]).
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Figure 2: Lattice defect in the n-shell system in a dynamical stratum A2 (to be deﬁned later)
Thus, Figure 2 represents the joint spectrum of the n-shell system of the hydrogen atom
in the strictly orthogonal conﬁguration superimposed with the bifurcation diagram of the
corresponding classical system. The monodromy of the latter is described by the matrix
( 1 0
−2 1) (see Chapter 3). The irregularity of the corresponding quantum lattice is veriﬁed by
viiconsidering a 2-dimensional elementary cell, deﬁned by two vectors, which correspond to the
increment of each local quantum number by 1. Parallel transporting the cell along a closed
path, we obtain a new basis, which is related to the initial one by the transposed inverse of
the classical monodromy matrix ( 1 0
−2 1).
We continue this study of the hydrogen atom, considering the conﬁgurations where the ex-
ternal forces are near orthogonal. To obtain an integrable approximation, the Hamiltonian
of the problem is normalized with respect to its unperturbed part and truncated. After the
reduction of the symmetry, it turns out that the lowest non-trivial term of the ﬁrst normal
form truncation generates a linear action on the reduced space S2 ×S2, which is resonant for
the strictly orthogonal conﬁguration. A second normalization and truncation is implemented
with respect to this resonant action. The resulting 2-DOF system system is integrable.
For the classical integrable approximation of the problem we determine domains in the pa-
rameter space for which the system has non-trivial monodromy. By [85] the monodromy
should manifest itself in the joint spectra of the corresponding quantum systems, which is
veriﬁed by computation. As was shown by Broer et al. [13], the monodromy of the integrable
approximation extends to the near integrable case of the ﬁrst normal form truncation and
the original system of the hydrogen atom. Numerically we obtain that quantum monodromy
persists in the spectrum of the ﬁrst normal form truncation. To conﬁrm our result mathe-
matically, a generalization of [85] to near integrable systems is required. It is even less clear
how the theory of quantum monodromy extends to the original Hamiltonian system.
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xChapter 1
Global properties of integrable
Hamiltonian systems
1.1 Problem setting and summary of the results
We continue the study by Duistermaat [27] and Nguyen [89] of global properties of Lagrangian
bundles, i.e. symplectic n-torus bundles with Lagrangian ﬁbres, as these occur in integrable
Hamiltonian systems. The main interest is in obstructions to triviality and classiﬁcation. We
review the geometrical setting of the problem and give a summary of the results. Details will
be dealt with in sections 1.2 and 1.3 and in the appendices.
1.1.1 Setting of the problem
Let (M,σ) be a connected 2n-dimensional symplectic manifold, that is, M is a smooth man-
ifold and σ is a closed 2-form on M such that the 2n-form
σ ∧ ··· ∧ σ | {z }
n
is nowhere zero. Let B be a connected n-dimensional smooth manifold, and call a locally
trivial bundle f : M → B a Lagrangian bundle if df has maximal rank everywhere on M and
the ﬁbres of f are compact connected Lagrangian submanifolds of M, that is, for any p ∈ M
and any X,Y ∈ TpFp, where Fp = f−1(f(p)),
σ(X,Y ) = 0.
Obstructions to global triviality of Lagrangian bundles were studied in [27,89]. In this work
we give new proofs and elucidate certain aspects of the results of [27]. In particular, we stress
the role of the integer aﬃne structure, the deﬁnition of which follows, and explain in more
detail the symplectic classiﬁcation of Lagrangian bundles with a given integer aﬃne structure.
1.1.2 Motivation and terminology
Lagrangian bundles arise naturally in the study of integrable Hamiltonian systems, as we show
now. Recall [1,2] that the phase space of a conservative mechanical system is a symplectic
1manifold (M,σ), and the dynamics in the system is given by a function
H : M → R,
called the Hamiltonian, which deﬁnes a vector ﬁeld XH on M such that
dH = −σ(XH,−).
The vector ﬁeld XH is called the Hamiltonian vector ﬁeld associated to H, and we note that
the time t map XH,t of XH preserves the symplectic form in the sense that
X
∗
H,tσ = σ.
Such a Hamiltonian dynamical system is denoted by (M,σ,H). Let F be a function on M
with XH(F) = dF(XH) = 0. We call such a function a ﬁrst integral of XH, or of H. From
the deﬁnition of the Hamiltonian vector ﬁeld XH which also applies to XF it follows that
σ(XF,XH) = 0,
which is usually expressed by saying that F and H are in involution. The vector ﬁeld XF
deﬁnes a symmetry of the system (M,σ,H), that is, for any time t
X
∗
F,tσ = σ and H ◦ XF,t = H,
where, as before, XF,t denotes the time t map of XF. Recall [1] that a Hamiltonian system
is called integrable if there are n functions F1,...,Fn = H on M, such that dF1,...,dFn
are linearly independent everywhere on M except on a set of points of measure zero, and
F1,...,Fn are pairwise in involution.
Now let f : M → B be a Lagrangian bundle, and h : B → R be a smooth function. We
can consider the function H = h ◦ f as the Hamiltonian on M. Then for any h0 : B → R
the function h0 ◦ f is a ﬁrst integral of h ◦ f, and h ◦ f is a ﬁrst integral of h0 ◦ f. All ﬁrst
integrals obtained in such a way are in involution. Notice that, whenever it will cause no
confusion, in what follows we will use the same symbol for a function h : B → R and the
corresponding function h◦f on M. Locally on B one can choose n functions h1,...,hn such
that dh1,...,dhn are linearly independent, thus the bundle f : M → B admits locally n ﬁrst
integrals h1,...,hn, where hn = H.
Example 1.1.1 (The spherical pendulum) [22,27] The spherical pendulum has an asso-
ciated Lagrangian bundle. To see that ﬁrst recall that the spherical pendulum consists of a
unit mass particle moving on the surface of the unit sphere S2 ⊂ R3 under a uniform vertical
gravitational force. Thus the conﬁguration space of the spherical pendulum is S2, and the
phase space is the cotangent bundle T ∗S2 with canonical 2-form σ. The Hamiltonian H of
the pendulum is the sum of the kinetic and the potential energy of the particle. The system
is invariant under the rotation with respect to the vertical axis in R3, and the corresponding
ﬁrst integral is the angular momentum J. The map (J,H) has maximal rank almost every-
where on T ∗S2, and compactness of ﬁbres of (J,H) follows from compactness of level sets of
the Hamiltonian H. Removing from T ∗S2 ﬁbres containing the points where dJ and dH are
linearly dependent, one obtains a Lagrangian bundle, the ﬁbres of which are 2-tori.
If there is no danger of confusion, in what follows we refer to the bundle f : M → B by its
total space M.
21.1.3 Preliminaries on geometry of Lagrangian bundles
We recall the setting of local and global geometry of Lagrangian bundles and introduce the
notion of integer aﬃne structure as this plays a fundamental role in our considerations.
The local geometry of Lagrangian bundles
The local geometry of Lagrangian bundles was studied in [2,3,6,27,55] and is described
by the Liouville-Arnold theorem, which states that for each p ∈ M there exists an open
neighborhood O ⊂ M of the ﬁbre Fp = f−1(f(p)) and local action-angle coordinates (x,ϕ) =
(x1,...,xn,ϕ1,...,ϕn) on O such that (x,ϕ) is symplectic, that is,
σ =
n X
i=1
dϕi ∧ dxi,
where the functions ϕi take values in R/Z, and the functions xi factor through f to smooth
local coordinate functions on B. The existence of action-angle coordinates implies that
f : M → B locally is a principal torus bundle (see Appendix B or [10,49,77]). The action
of the torus in M is induced by a natural action of ﬁbres of T ∗B on ﬁbres of M, which
can be deﬁned independent of the coordinates, and with respect to our present action-angle
coordinates (x,ϕ) has the following form.
For each b ∈ B an element
Pn
i=1 αidxi(b) in T ∗
b B, regarded as an additive group, acts on
f−1(b) by sending the point with coordinates (¯ ϕ1,..., ¯ ϕn) to the point with coordinates
(¯ ϕ1 + α1,..., ¯ ϕn + αn). The kernel Pb of the action is a discrete subgroup of T ∗
b B gener-
ated by dx1(b),...,dxn(b). The set
P =
[
b∈B
Pb
is a subset of T ∗B, and the projection P → B is a locally trivial bundle with ﬁbre Zn, called
the bundle of period lattices. By abuse of language we will call the bundle g : P → B the
period lattice [27]. For each b ∈ B the n-torus T ∗
b B/Pb acts freely and transitively on f−1(b),
and for b0 ∈ B near b there is a canonical isomorphism between the tori T ∗
b B/Pb and T ∗
b0B/Pb0.
Thus locally there is a smooth torus action, and f : M → B is a principal n-torus bundle
locally.
We note that the canonical symplectic structure on T ∗B induces a symplectic structure on
the set
T
∗B/P =
[
b∈B
T
∗
b B/Pb,
making the projection T ∗B/P → B another Lagrangian bundle. The Liouville-Arnold theo-
rem implies that the bundles f : M → B and T ∗B/P → B are locally isomorphic; globally
this need not be the case. In fact, the set of all possible Lagrangian bundles with base B
and period lattice P is classiﬁed, up to symplectic bundle isomorphisms, by their Lagrange
classes, see Section 1.1.3.
Transformations between local action-angle coordinates have to preserve the period lattice,
which makes them very rigid. If (˜ x, ˜ ϕ) is another system of action-angle coordinates then in
the common domain of x and ˜ x the diﬀerentials (dx1,...,dxn) and (d˜ x1,...,d˜ xn) generate
the same period lattice. This means that (dx1,...,dxn) and (d˜ x1,...,d˜ xn) are related by a
matrix in GL(n,Z), the group of invertible (n × n) matrices with integer coeﬃcients, and
3the same is true for (x1,...,xn) and (˜ x1,..., ˜ xn) up to a translation. A transformation in
Rn, which can be obtained as a composition of an element in GL(n,Z) and a translation,
is called an integer aﬃne transformation, and the group of such transformations is denoted
by Rn o GL(n,Z), where o stands for the semi-direct product [74]. We see that the base
manifold B necessarily has an integer aﬃne structure, meaning that it admits an atlas such
that the transformations between charts are integer aﬃne transformations.
Global properties of Lagrangian bundles
Global properties of Lagrangian bundles were studied in [27,89]. Obstructions to triviality
of Lagrangian bundles, monodromy and the Lagrange class were introduced in [27]. Brieﬂy,
they are deﬁned as follows.
Monodromy
Monodromy is an invariant for the period lattices P and the obstruction to the period lattice
being trivial, i.e. to the existence of an isomorphism P → B × Zn, and the obstruction to
the Lagrangian bundle being a principal torus bundle globally. On the one hand, this means
that if the monodromy of P is non-trivial, then the Lagrangian bundle M is not a principal
bundle globally and is certainly non-trivial; on the other hand, if the monodromy is trivial,
the Lagrangian bundle M is a principal torus bundle globally, but it still need not be trivial.
More precisely, if the monodromy is zero, then the period lattice P → B is trivial in the sense
that there is a basis α1,...,αn of Pb depending smoothly on b ∈ B. Then for each b,b0 ∈ B
there is a canonical isomorphism between the groups T ∗
b B/Pb and T ∗
b0B/Pb0. Then a smooth
action of Tn can be deﬁned globally, and f : M → B is globally a principal torus bundle. The
lack of triviality of P → B is described by the monodromy map
H : π1(B,b0) → Aut Pb0 ∼ = GL(n,Z), (1.1.1)
where b0 ∈ B is ﬁxed, and GL(n,Z) is the group of automorphisms of Zn. The lattice P has
unique path-lifting, as in the case of covering spaces [40,57,58], and the map H is deﬁned
using this property. Namely, for each closed loop γ based at the point b0 ∈ B the image H([γ])
is the automorphism of Pb0 which maps the initial point of any lift ˜ γ of γ to its terminal point.
We say that period lattices P → B and P 0 → B with monodromy maps H and H0 respectively
have the same monodromy if there exists a group isomorphism
I : Pb0 → P
0
b0
such that H0 = IHI−1. The monodromy map is a complete invariant of period lattices
in the sense that if P → B and P 0 → B have the same monodromy, then there exists a
diﬀeomorphism
Φ : P → P
0
commuting with projections on B, and such that Φ|Pb0 = I. However, the existence of such
a diﬀeomorphism Φ : P → P 0 need not imply that there is a diﬀeomorphism φ : B → B such
that φ∗P 0 = P.
4Example 1.1.2 (Integer aﬃne structures on the circle) Consider the circle S1 = R/Z
with a coordinate ¯ x ∈ R/Z, denote by π : T ∗S1 → S1 the projection and let (x,y) be standard
symplectic coordinates on T ∗S1 such that x = ¯ x ◦ π. Deﬁne period lattices P and P 0 by
P = {(x,y) ∈ T
∗S
1 | y ∈ Z} and P
0 = {(x,y) ∈ T
∗S
1 | y ∈ 1
2Z}.
The length of S1 measured by action coordinates in T ∗S1/P and T ∗S1/P 0 is 1 and 2 respec-
tively, so these integer aﬃne structures are non-equivalent, that is, there is no diﬀeomorphism
φ : S1 → S1 such that φ∗P 0 = P. Also the symplectic areas of T ∗S1/P and T ∗S1/P 0 are 1 and
1
2 respectively.
Chern and Lagrange classes
The Lagrange class can be seen as measuring the diﬀerence between the bundles f : M → B
and T ∗B/P → B. First we restrict to the case where the monodromy is trivial, which means
that the monodromy map H is trivial in the sense that it maps each homotopy class of
loops in B to the identity of GL(n,Z). In this case f : M → B is a principal Tn-bundle.
Such bundles, but without symplectic structure, are classiﬁed by their Chern classes. In the
case n = 1 the classiﬁcation is given by the classical theory (Appendix B) with the Chern
class taking values in the singular cohomology H2(B,Z); for n > 1 a similar invariant is
introduced in the cohomology with coeﬃcients in Zn. The fact that Lagrangian bundles are
n-torus bundles with symplectic structure complicates the problem in two ways. First, a given
Tn-bundle may or may not admit a symplectic form so as to make the bundle Lagrangian;
second, if a Tn-bundle admits a symplectic form, this form is not unique. If σ and σ0 are
two such symplectic forms on M, then the corresponding bundles are isomorphic if there
is a diﬀeomorphism Φ : M → M such that Φ∗σ0 = σ and f = f ◦ Φ. It turns out that
Lagrangian bundles up to isomorphisms are described by the Lagrange characteristic class in
the ﬁrst cohomology group of B with coeﬃcients in the sheaf of closed sections of the principal
bundle T ∗B/P (see Appendix C on preliminaries on sheaf cohomology). This group is related
through an exact sequence with cohomology groups of B with integer and real coeﬃcients. If
the monodromy is not trivial, the same argument remains true, only instead of cohomology
with coeﬃcients in Zn the Chern class is an element of the cohomology with coeﬃcients in
a sheaf of sections in the period lattice P → B. This is also called the cohomology with
twisted coeﬃcients (see [10] for a simple example). The bundle T ∗B/P is a locally principal
bundle, and the Lagrange class is an element in the cohomology with coeﬃcients in the sheaf
of sections of the locally principal bundle T ∗B/P.
1.1.4 Summary of the results
The present work continues the study of obstructions to triviality of Lagrangian bundles
by Duistermaat [27] and Nguyen [89], providing new geometric proofs and clarifying subtle
aspects of the theory. The Lagrange class classiﬁes Lagrangian bundles with ﬁxed integer
aﬃne structure. Monodromy is related to the integer aﬃne structure but does not describe
the latter completely, as Example 1.1.2 shows. Asking for a complete classiﬁcation of integer
aﬃne structures makes no sense, since this would be similar to asking for a classiﬁcation of
open sets in Rn up to translation. The problem of classiﬁcation of Lagrangian bundles can
be solved only partially, namely, one can classify period lattices by monodromy, and classify
Lagrangian bundles with ﬁxed integer aﬃne structures by the Lagrange class. The role of an
5integer aﬃne structure is somewhat latent in [27,89], and is stressed in this work. We also
give a systematic geometric treatment of the classiﬁcation of Lagrangian bundles with ﬁxed
integer aﬃne structure by the Chern and the Lagrange classes.
1.1.5 Historical comments
The study of the local geometry of Lagrangian bundles started in the 19-th century with the
work of Liouville [54], and the ﬁrst geometric formulation of the problem and a geometric
proof of the Liouville-Arnold theorem were given in the 20-th century by Arnold and Avez [3].
Certain assumptions of Arnold and Avez [3] were later relaxed by Markus and Meyer [55] and
by Jost [50]. Some authors also mention the works by Mineur which appeared earlier than
Arnold and Avez [3] but remained unknown to a wider audience (see Miranda and Nguyen [63]
for a discussion). Other proofs of the Liouville-Arnold theorem can be found in Duistermaat
[27], Bates and ´ Sniatycki [6], Audin [5], Abraham and Marsden [1], and others.
Global properties of Lagrangian bundles were studied by Duistermaat in [27], who introduced
monodromy and the Lagrange class as obstructions to triviality of Lagrangian bundles. The
term ‘Lagrangian class’ (we choose the name ‘Lagrange class’ by analogy with ‘Chern class’)
was introduced by Nguyen [89] who elucidated certain aspects of [27] and extended the theory
to Lagrangian bundles with singularities. The ﬁrst example of a Lagrangian bundle with non-
trivial monodromy, the spherical pendulum, was found by Cushman and ﬁrst mentioned by
Duistermaat [27]. The interest in global properties of Lagrangian bundles increased after
Cushman and Duistermaat [19], and later Child [16], Cushman and Sadovskii [23] discovered
that monodromy explains certain phenomena in joint spectra of atoms. Examples of classical
and quantum systems with non-trivial monodromy were found by Cushman and Bates [22],
Bates [7], Giacobbe, Cushman and Sadovskii [39], Efstathiou [28] and many others. V˜ u Ngo .c
[85], Matveev [59] and Nguyen [88] proved that monodromy in 2-dimensional Lagrangian
bundles is related to the presence of focus-focus singularities, and systems exhibiting such
phenomena as fractional monodromy and bidromy were discovered in Nekhoroshev, Sadovskii
and Zhilinskii [64], Sadovskii and Zhilinskii [72]. The work by Miranda and Nguyen [63],
Giaccobe [38], V˜ u Ngo .c [86] is devoted to semi-local classiﬁcation of integrable Hamiltonian
systems near singular ﬁbres, and the papers by Nekhoroshev, Sadovskii and Zhilinskii [65],
Efstathiou, Cushman and Sadovskii [30] investigate fractional monodromy.
1.2 The Liouville-Arnold integrability theorem revisited
In this section we give a geometric proof of the Liouville-Arnold theorem and establish the
existence of the integer aﬃne structure on the base space of a Lagrangian bundle, a precise
deﬁnition of which we give below. We recall that we assume the base manifold B and ﬁbres
of the Lagrangian bundle to be (pathwise) connected [40].
Deﬁnition 1.2.1 (Lagrangian bundle) Let (M,σ) be a connected 2n-dimensional sym-
plectic manifold, and B be a connected n-dimensional smooth manifold. Then a surjective
map f : M → B is called a Lagrangian bundle if it has the following properties:
1. df has maximal rank everywhere on M.
2. Fibres of f are connected compact Lagrangian submanifolds of M.
6Deﬁnition 1.2.1 does not require apriori that a Lagrangian bundle is locally trivial (see Ap-
pendix B on bundles). We prove local triviality in Section 1.2.1.
Theorem 1.1 (Liouville-Arnold) [27] Let f : M → B be a Lagrangian bundle and b ∈ B.
Then there exists an open neighborhood V ⊂ B of b and coordinates (I1,...,In,ϕ1,...,ϕn)
on f−1(V ) such that:
1. Each Ij factors through B, that is: there exist functions xj on B such that Ij = xj ◦ f,
and dx1,...,dxn are linearly independent.
2. Each ϕj takes values in T1 = R/Z,
3. The coordinates (I,ϕ) are symplectic, that is
σ|f−1(V ) =
n X
j=1
dϕj ∧ dIj. (1.2.1)
4. The coordinates I are unique up to an integer aﬃne transformation in Rn o GL(n,Z).
5. Given I, the coordinates ϕ are determined by the choice of a Lagrangian submanifold
on which all ϕi are zero.
The coordinates (I,ϕ) are called action-angle coordinates. The Lagrangian submanifold in
item 5 plays the role of the ‘zero section’ in the bundle M, and action-angle coordinates (I,ϕ)
play the role of local trivializations of a Lagrangian bundle, making it locally a principal
n-torus bundle. Our proof of Theorem 1.1 is based on the idea of Duistermaat [27] to use the
natural ﬁbrewise action of T ∗B on M to construct local trivializations and is given in section
1.2.2.
1.2.1 Local topological triviality of Lagrangian bundles
We show that a Lagrangian bundle f : M → B (Deﬁnition 1.2.1) is locally topologically
trivial with smooth trivializations. Denote by Fb = f−1(b) the ﬁbre at b ∈ B.
Proposition 1.2.1 (Local triviality of Lagrangian bundles) A Lagrangian bundle
f : M → B is locally trivial, that is, for each b ∈ B there exists an open neighborhood V ⊂ B
and a diﬀeomorphism
φV : f
−1(V ) → V × Fb (1.2.2)
commuting with projections on V .
Proof. Since Fb is compact, it has a tubular neighborhood W in M [47] with a smooth
retraction map
r : W → Fb,
that is, r|Fb = id. We show that the map
(f,r) : W → f(W) × Fb : p 7→ (f(p),r(p)),
7which makes the following diagram commutative,
W
(f,r) //
f

f(W) × Fb
pr1

f(W)
id
// f(W)
is a diﬀeomorphism near Fb. Indeed, since df has maximal rank everywhere on M and
r|Fb = id, d(f,r) has maximal rank on Fb, by the Inverse Function theorem [1] (f,r) is
a local diﬀeomorphism near each point of Fb. This means that each p ∈ Fb has an open
neighborhood Op ⊂ W such that (f,r)|Op is a diﬀeomorphism. Then (f,r) has maximal
rank on O =
S
p∈Fb Op, and to prove that it is a diﬀeomorphism near Fb we only have to show
that (f,r) is injective on a neighborhood W ⊂ O. This is the content of the following lemma.
Lemma 1.2.1 (Trivializing neighborhood of Fb) There exists an open neighborhood W ⊂ O
of Fb such that the restricted map (f,r)|W is injective.
Proof. Suppose there is no such neighborhood, and consider a decreasing sequence {Wj}j∈N
of relatively compact neighborhoods of Fb such that
\
j
Wj = Fb.
Then there exist sequences of points pj,p0
j ∈ Wj such that
pj 6= p
0
j and (f,r)(pj) = (f,r)(p
0
j). (1.2.3)
Passing to a subsequence, we may assume that both pj and p0
j converge to p and p0 respec-
tively, then by continuity (f,r)(pj) converges to (f,r)(p) = (f,r)(p0) ∈ Fb. Since (f,r) is
injective on Fb this implies p = p0. Fix an open neighborhood Op of p such that (f,r)|Op is a
diﬀeomorphism. Then there exists a number j ∈ N such that pj,p0
j ∈ Op, so pj 6= p0
j implies
(f,r)(pj) 6= (f,r)(p0
j) which contradicts (1.2.3). This means that there exists a neighborhood
W of Fb such that (f,r)|W is injective.

Returning to the proof of Proposition 1.2.1 we now choose a neighborhood V ⊂ B of b such
that f−1(V ) ⊂ W. Then the restriction
φV = (f,r) : f
−1(V ) → V × Fb
is a local trivialization of f : M → B.

It should be noted that Proposition 1.2.1 is just the Ehresmann theorem [34].
1.2.2 Proof of the Liouville-Arnold theorem
In this section we prove the Liouville-Arnold theorem 1.1, using the natural action of ﬁbres
of T ∗B on ﬁbres of M, as it was described in Section 1.1.3.
8Action of ﬁbres of T ∗B on ﬁbres of M
To construct the action of ﬁbres of T ∗B on ﬁbres of M, for each b ∈ B we will deﬁne the map
sb : T
∗
b B → Diﬀ(Fb),
where Fb = f−1(b), such that
sb(α + β) = sb(α) ◦ sb(β).
Then T ∗
b B, regarded as an additive group, acts on Fb by diﬀeomorphisms
T
∗
b B × Fb → Fb : (α,p) 7→ sb(α)(p),
and the action is transitive but not free. We study the isotropy group Pb of the action,
identify the ﬁbre Fb with the n-torus T ∗
b B/Pb and show that there is a free smooth action of
the n-torus on a small neighborhood of Fb.
Deﬁnition of the action
Fix a point b ∈ B. To obtain the map sb we ﬁrst deﬁne the map
Sb : T
∗
b B → X (Fb), (1.2.4)
where X (Fb) denotes the set of vector ﬁelds on the ﬁbre Fb, and obtain sb by taking the
time 1 map of a vector ﬁeld Sb(−) in (1.2.4). To deﬁne Sb(α) for α ∈ T ∗
b B choose a smooth
function h : B → R such that dh(b) = α, and set
Sb(α) = Xh◦f|Fb, (1.2.5)
where Xh◦f is the Hamiltonian vector ﬁeld associated to the function h ◦ f on M by
σ(Xh◦f,−) = −d(h ◦ f)(−), (1.2.6)
and Xh◦f|Fb denotes the restriction of the vector ﬁeld to the ﬁbre Fb. The following lemma
shows that the map Sb is well-deﬁned, i.e. the vector ﬁeld Sb(α) is tangent to the ﬁbre Fb,
and Sb(α) does not depend on the choices made in the deﬁnition.
Lemma 1.2.2 (Sb is well-deﬁned) The map
Sb : T
∗
b B → X (Fb) : α 7→ Xh◦f|Fb
is well-deﬁned, that is, given α ∈ T ∗
b B:
1. For any choice of a function h : B → R such that dh(b) = α, the Hamiltonian vector
ﬁeld Xh◦f is tangent to ﬁbres of M.
2. The restriction Xh◦f|Fb depends only on α, and not on the choice of the function h.
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d(h ◦ f)(Y ) = −σ(Xh◦f,Y ) = 0,
which implies that at each p ∈ M we have Xh◦f(p) ∈ TpF σ
f(p), where TpF σ
f(p) denotes the
skew-orthogonal complement of TpFf(p) (Appendix A). Since ﬁbres of M are Lagrangian,
TpF σ
f(p) = TpFf(p), so Xh◦f is tangent to ﬁbres of M. The fact that the restriction Xh◦f|Fb
depends only on α ∈ T ∗
b B follows from the fact that the restriction of the 1-form d(h ◦ f) to
Fb depends only on α (see (1.2.6)).

Remark 1.2.1 (Involutivity of ﬁrst integrals) For any two functions h,h0 : B → R we
have by Lemma 1.2.2
{h
0 ◦ f,h ◦ f} = σ(Xh0◦f,Xh◦f) = 0, (1.2.7)
i.e. the functions h◦f and h0 ◦f are in involution. This means that any two functions on M
which factor through B are ﬁrst integrals of each other (see Section 2.1 for the deﬁnition of
the ﬁrst integral).
We also show that Sb is linear, and the image of Sb in X (Fb) consists of vector ﬁelds with
commuting ﬂows, i.e. [66,77]
[Sb(α),Sb(β)] = 0.
This is the content of the following lemma.
Lemma 1.2.3 (Linearity of Sb) The map
Sb : T
∗
b B → X (Fb) : α 7→ Xh◦f|Fb
has the following properties:
1. Sb is linear,
2. If α is non-zero, then Sb(α) is nowhere zero on Fb,
3. For any α,β ∈ T ∗
b B
[Sb(α),Sb(β)] = 0, (1.2.8)
so the ﬂows of Sb(α) and Sb(β) commute.
Proof. The items 1 and 2 follow from bilinearity of the symplectic form σ and the deﬁnition
(1.2.6) of the vector ﬁeld Xh◦f. To prove the third item, let β ∈ T ∗
b B and let h0 : B → R be
such that dh0(b) = β. Then by the properties of the Poisson bracket {,} (Appendix A) and
Remark 1.2.1 we have
[Sb(α),Sb(β)] = [Xh◦f|Fb,Xh0◦f|Fb] = X{h◦f,h0◦f}|Fb = 0.

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sb : T
∗
b B → Diﬀ(Fb) : α 7→ (Sb(α))1. (1.2.9)
The ﬁbre Fb is compact, so any vector ﬁeld Sb(α) is complete and the time 1 map (Sb(α))1
is deﬁned for any α. To show that sb deﬁnes an action of T ∗
b B as an additive group we will
prove that for any α,β ∈ T ∗
b B
sb(α + β) = sb(α) ◦ sb(β),
in the following lemma.
Lemma 1.2.4 (Additivity of T ∗
b B-action) For any α,β ∈ T ∗
b B we have
sb(α + β) = sb(α) ◦ sb(β), (1.2.10)
where sb : T ∗
b B → Diﬀ(Fb) is given by (1.2.9).
Proof. By Lemma 1.2.3 for any α,β ∈ T ∗
b B the ﬂows of Sb(α) and Sb(β) commute, so (1.2.10)
holds (see [66]).

By Lemma 1.2.4 each element α ∈ T ∗
b B acts on Fb by the diﬀeomorphism sb(α), i.e. there is
a map
T
∗
b B × Fb → Fb : (α,p) 7→ sb(α)(p).
Terminology 1.2.1 (Action of T ∗
b B on Fb) The map sb is the action of T ∗
b B on Fb, and
sb(−)(p) is the map from T ∗
b B to Fb, determined by p ∈ Fb; by Lemma 1.2.5 this map is
surjective.
By the hypothesis ﬁbres of M are connected, which implies that the action sb is transitive.
This is the content of the following lemma.
Lemma 1.2.5 (Transitivity of T ∗
b B-action) The action sb is transitive, that is, for any
p,p0 ∈ Fb there exists an element α ∈ T ∗
b B such that
sb(α)(p) = p
0.
Proof. Fix p ∈ Fb, then the derivative of the map
sb(−)(p) : T
∗
b B → Fb (1.2.11)
has maximal rank, so sb(−)(p) is a local diﬀeomorphism. This implies that the orbit of the
action through p, i.e. the image of (1.2.11) in Fb, is open in Fb. Suppose the action sb is not
transitive, then Fb is a union of two or more disjoint orbits which are open sets in Fb. This
contradicts the assumption that Fb is connected [1,40], hence sb is transitive.

11Remark 1.2.2 (Smooth dependence on point in the base) We notice that the action
sb depends smoothly on the point b in the base space B. In particular, and this will be of
importance later in this section, the smooth action of ﬁbres of T ∗B can be deﬁned on a small
neighborhood of Fb. Choose V ⊂ B open, b ∈ V , such that both bundles M and T ∗B are
trivial when restricted to V , and let z : V → M be a smooth local section. Then deﬁne the
map
K : T
∗(V ) → f
−1(V ),
where T ∗(V ) stands for the restriction T ∗B|V , i.e. the set of all covectors with base point in
V ⊂ B, by
K(b
0,α) = sb0(α)

z(b
0)

,
where (b0,α) denotes an element α ∈ T ∗
b0B. The map K has maximal rank and is a local
diﬀeomorphism [1] near each α ∈ T ∗(V ). We will use this map later in this section to
construct local trivializations of the bundle M.
The isotropy subgroup of the action
Since the ﬁbre Fb is compact, and the cotangent space T ∗
b B is not compact, the action sb is
not free. The isotropy group of the action is the subgroup
Pb = {α ∈ T
∗
b B | sb(α)(p) = p}.
Since the action sb is transitive and commutative, the isotropy group Pb does not depend on
the point p ∈ Fb [2]. The following lemma proves that Pb is a lattice in T ∗
b B, i.e. Pb is a
discrete subgroup of T ∗
b B isomorphic to Zn.
Lemma 1.2.6 (Isotropy subgroup) The isotropy subgroup Pb ⊂ T ∗
b B is a lattice in T ∗
b B,
that is, there exist linearly independent elements γ1,...,γn ∈ T ∗
b B such that
Pb = {`1γ1 + ··· + `kγn | `j ∈ Z}. (1.2.12)
Proof. For each p ∈ Fb the map sb(−)(p) is a local diﬀeomorphism at each point in T ∗
b B,
hence each α ∈ Pb has an open neighborhood in T ∗
b B which contains no other point of Pb, i.e.
Pb is a discrete subgroup of T ∗
b B. It follows [2,6] that there exists k ≤ n linearly independent
elements γ1,...,γk ∈ T ∗
b B such that for each α ∈ Pb
α =
k X
i=1
`iγi, where `j ∈ Z.
Dividing by Pb we obtain a diﬀeomorphism
sb(−)(p) : T
∗
b B/Pb → Fb,
denoted by the same symbol as the similar map of T ∗
b B. Since Fb is compact, the quotient
T ∗
b B/Pb must be compact. This implies that k = n, i.e. Pb is generated by n elements.

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lattice Pb and Zn is determined by the choice of a basis γ1,...,γn of the lattice. Such a basis
is not unique, and any two bases of Pb are related by a linear transformation in GL(n,Z).
The action of the quotient T ∗
b B/Pb on Fb, given by
T
∗
b B/Pb × Fb → Fb : ([α],p) 7→ sb(α)(p),
is transitive and free. The map
sp = sb(−)(p) : T
∗
b B/Pb → Fb (1.2.13)
is a diﬀeomorphism, depending on the choice of the point p ∈ Fb.
Terminology 1.2.2 (Action of T ∗
b B/Pb on Fb) As for T ∗
b B, we denote by sb the action of
T ∗
b B/Pb on Fb. We also call the maps sb(−)(p) given by (1.2.13) preferred identiﬁcations of
T ∗
b B/Pb with Fb.
The quotient T ∗
b B/Pb is isomorphic to Tn, and the ﬁbre Fb can also be identiﬁed with Tn,
which is done in the following lemma.
Lemma 1.2.7 (Identiﬁcation of the quotient with the standard torus) Given a ba-
sis γ = (γ1,...,γn) in Pb, there is a corresponding group isomorphism
γ
∗ : T
∗
b B/Pb → T
n. (1.2.14)
Proof. The choice of a basis γ1,...,γn of Pb determines the isomorphism
γ
∗ = (γ
∗
1,...,γ
∗
n) : T
∗
b B → R
n,
where γ∗
i , i = 1,...,n, stand for linear coordinates on T ∗
b B so that γ∗
i (γj) = δij, and which
maps Pb onto the subgroup Zn ⊂ Rn. Dividing by the lattice Pb we obtain the identiﬁcation
γ
∗ : T
∗
b B/Pb → T
n, (1.2.15)
of the ﬁbre T ∗
b B/Pb with the standard n-torus, which we again denote by γ∗.

Terminology 1.2.3 (Identiﬁcation of ﬁbres of M with standard tori) Given a point
p ∈ Fb and an isomorphism γ∗ (1.2.14), there is an isomorphism
γ
∗ ◦ s
−1
p : Fb → T
n, (1.2.16)
which we call the preferred diﬀeomorphism between Fb and Tn.
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is given by an atlas, i.e. a collection of local charts covering F, such that the transition
maps between these charts are transformations in the semi-direct product RnoGL(n,Z). We
call the transformations in Rn o GL(n,Z) integer aﬃne transformations. Let F and F 0 be
manifolds with integer aﬃne structures. A diﬀeomorphism g : F → F 0 preserves the integer
aﬃne structure if for any p ∈ F and any integer aﬃne chart (V,ψ) on F 0 such that g(p) ∈ V ,
there exists an integer aﬃne chart (U,φ) of F with p ∈ U such that ψ◦g◦φ−1 ∈ RnoGL(n,Z)
and the same holds for its inverse. In this case integer aﬃne structures on F and F 0 are called
isomorphic.
Remark 1.2.4 (Integer aﬃne structure on ﬁbres of Lagrangian bundles) The preferred
diﬀeomorphisms (1.2.16) are determined up to an integer aﬃne transformation, where an ele-
ment in GL(n,Z) corresponds to the choice of a basis in the lattice Pb (Remark 1.2.3), and a
translation in Rn corresponds to the choice of a point p ∈ Fb. This means that the preferred
diﬀeomorphisms give the ﬁbre Fb an integer aﬃne structure.
Smooth local torus action on ﬁbres of M
We prove that the isotropy group Pb smoothly depends on a point b ∈ B, which implies that
the quotient T ∗
b B/Pb also smoothly depends on b. This implies that locally there is a smooth
action of ﬁbres of T ∗B/P on M. We prove these facts in the rest of this section.
Choose a small open neighborhood V ⊂ B of b and a smooth local section z : V → M, so
that (Remark 1.2.2) there is a local diﬀeomorphism
K : T
∗(V ) → f
−1(V ) : (b
0,α) 7→ sb0(α)(z(b
0)),
determined by z. For each b0 ∈ V the lattice Pb0 is the preimage of the point z(b0). Consider
the set
P =
[
b∈B
Pb,
and denote by g = π|P the restriction of π : T ∗B → B to P. We call the bundle g : P → B
the period lattice. The restriction P|V , for which in what follows we write P(V ), is the
preimage of z(V ) under the local diﬀeomorphism K. It follows that P is a closed smooth
n-dimensional submanifold of T ∗B and the map g is a local diﬀeomorphism [1]. Moreover,
it turns out that g : P → B is a locally trivial bundle with ﬁbre Zn (Appendix B.1), as is
proven in the following lemma.
Lemma 1.2.8 (Local triviality of P) The projection g : P → B is a locally trivial bundle
with ﬁbre Zn, that is, for b ∈ B there exists an open neighborhood V ⊂ B and a homeomor-
phism
ψV : V × Z
n → P(V ), (1.2.17)
commuting with projections on V .
Proof. Let γ1,...,γn be a basis of Pb, and s1,...,sn be the sections of P through γ1,...,γn
respectively. We can ﬁnd an open neighborhood V of b such that for each si, i = 1,...,n, the
restriction g|si(V ) is a diﬀeomorphism, and such that for b0 ∈ V the elements s1(b0),...,sn(b0)
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Pn
i=1 `isi, `i ∈ Z, the
restriction g|s(V ) is also a diﬀeomorphism. Deﬁne the map (1.2.17) by
ψV(b
0,`) = `1s1(b
0) + ··· + `nsn(b
0), ` = (`1,...,`n) ∈ Zn.
This map is injective since the sections s1,...,sn are linearly independent. We next prove
that ψV is surjective, i.e. s1,...,sn is a basis of sections in P(V ). Assume that there exists
β ∈ P(V ) which is not in the image of ψV. The elements si(g(β)), i = 1,...,n, are in the
lattice Pg(β) and form a basis in T ∗
g(β)B over R. Without loss of generality we may assume
that β is not an integral multiple of any other element in P. Then there exists a basis
(β1,...,βn = β) of Pg(β) [2], and
si(g(β)) =
n X
j=1
mijβj, where mij ∈ Z.
The matrix (mij) is invertible over R and its inverse has rational coeﬃcients by the Cramer
rule. Therefore,
β =
n X
i=1
λisi(g(β)), where λi ∈ Q,
and, since β is not in the image of ψV, not all λi are integers. Choose a continuous curve
c : [0,1] → V such that c(0) = g(β) and c(1) = b. On a small neighborhood of c(0) we can
lift the curve c(t) to a continuous curve ˜ c(t) in P through β by a local section, so
˜ c(t) =
n X
i=1
λi(t)si(c(t)).
We note that, as before, λi(t) have to be rational and continuous in t. This means that the
λi(t) are independent of t. From this it follows that the local lift ˜ c(t) ⊂ P can be extended
over the whole interval [0,1]. This implies that
˜ c(1) =
n X
i=1
λisi(b) =
n X
i=1
λiγi ∈ Pb,
which is a contradiction. It follows that ψV is surjective. Thus ψV is a homeomorphism.

Remark 1.2.5 (Unique path-lifting) It follows from Lemma 1.2.8 that, like covering spaces
[40,58], the period lattice g : P → B has unique path-lifting, i.e., given a continuous curve
c(t) in the base B and a point α ∈ Pc(0) there is a unique continuous curve ˜ c(t) in P such
that ˜ c(0) = α and g ◦ ˜ c = c.
Now, both T ∗(V ) and P(V ) are trivial, i.e. there are local bundle isomorphisms
V × R
n → T
∗(V ), and V × Z
n → P(V ),
and it follows that there is a diﬀeomorphism
T
∗(V )/P(V ) → V × T
n,
where T ∗(V )/P(V ) stands for the restriction T ∗B/P|V . This means that T ∗B/P is a smooth
manifold and τ : T ∗B/P → B is a locally trivial bundle with ﬁbre Tn. Fibres of the bundle
T ∗B/P are groups acting on ﬁbres of the bundle M with the same base and, since T ∗B/P is
locally trivial, the action of ﬁbres of T ∗B/P on ﬁbres of M is locally smooth.
15Terminology 1.2.4 (Locally principal bundles T ∗B/P and M) Recall (Appendix B) that
a bundle π : E → B is called a principal bundle with group G if there is a ﬁbre-preserving,
smooth and free action of G on E, which is transitive on ﬁbres. In our case a local identi-
ﬁcation of ﬁbres in T ∗B/P is induced by the identiﬁcation of ﬁbres in the period lattice P,
which by continuity is unique. This means that there is a smooth local action of the n-torus
T ∗
b B/Pb on T ∗B/P and M near T ∗
b B/Pb and Fb respectively, so T ∗B/P and M locally are
principal bundles.
The map K : T ∗(V ) → f−1(V ) deﬁned in Remark 1.2.2 factors on V to a diﬀeomorphism
K : T
∗(V )/P(V ) → f
−1(V )
which we denote by the same symbol and which, as the map in Remark 1.2.2, is determined
by the choice of a local section z : V → M.
Terminology 1.2.5 (Smooth local trivializations of M) The maps K can be viewed as
local bundle isomorphisms between T ∗B/P and M, which are in one-to-one correspondence
with smooth local sections z : V → M. There is a similar situation in principal circle bundles
(Appendix B): a local trivialization of a principal circle bundle π : S → B can be regarded
as a local isomorphism between S and the trivial bundle B ×T1 → B, and the trivializations
are in one-to-one correspondence with local sections in S. By analogy we call K or z smooth
local trivializations of the Lagrangian bundle f : M → B.
Terminology 1.2.6 (Transition maps of smooth trivializations of M) In a Lagrangian
bundle f : M → B let V be a simply connected neighborhood of b (such a neighborhood al-
ways exists, see Appendix C.3 or [45]), and let z,z0 : V → M be smooth local section with
corresponding trivializations. Then there exists a diﬀerential 1-form β on V determined up
to a local section in P(V ) such that for each b0 ∈ V
z
0(b
0) = sb0(β(b
0))(z(b
0)).
Thus, like in a principal circle bundle (Appendix B), the diﬀerence between two trivializations
of M is determined by a local section in the bundle T ∗B/P of groups, acting on ﬁbres of M,
i.e. such sections occurs as transition maps of M. This resemblance to principal bundles will
be used in Section 1.3 to deﬁne obstructions to triviality of Lagrangian bundles.
Local symplectic identiﬁcation of T ∗B/P and M
In this section we will show that local trivializations
K : T
∗(V )/P(V ) → f
−1(V ) (1.2.18)
constructed in Section 1.2.2, can be chosen to be symplectic. For that we have to prove that
the quotient manifold T ∗B/P is symplectic. This is achieved in the following sequence of
steps: we show that the smooth map
K : T
∗(V ) → f
−1(V ),
constructed in Remark 1.2.2 in Section 1.2.2, is symplectic if and only if the section z :
V → M, which determines the map, is Lagrangian. The necessity is straightforward: if K
16is symplectic, then it has to map the Lagrangian zero section V ⊂ T ∗(V ) onto a Lagrangian
submanifold of M; hence K can only be symplectic if the section z : V → M is Lagrangian.
We will show that z being Lagrangian is suﬃcient for K to be symplectic. Then the preimage
P(V ) of the Lagrangian section z(V ) under K is a Lagrangian submanifold of T ∗B. It will
then follow that the quotient T ∗B/P by the Lagrangian period lattice P has the induced
symplectic structure from T ∗B, and the trivialization (1.2.18) is symplectic if and only if
z : V → M is Lagrangian.
Recall the construction of K for a given z from Remark 1.2.2 in Section 1.2.2, only now take
z Lagrangian. For this choose local coordinates (x1,...,xn) on B. Then dx1,...,dxn are lin-
early independent, and for each b in the coordinate neighborhood the frame dx1(b),...,dxn(b)
is a basis of T ∗
b B. The functions aj = xj ◦ f are pairwise in involution (section 1.2.2 Remark
1.2.1), so by the Darboux theorem (Appendix A) there exist local functions η = (η1,...,ηn)
on M (not unique) such that the coordinate system (a,η) is symplectic, i.e.
σ =
n X
i=1
dηi ∧ dai.
Now choose a local ‘zero section’ z : V → M in such a way that
z(V ) = {η = 0}.
Such a section z is Lagrangian (Appendix A), and for each dxi, i = 1,...,n, on V we have
∂
∂ηi



Fb
= Sb

dxi(b)

, (1.2.19)
where Sb : T ∗
b B → X (Fb) is deﬁned in Section 1.2.2. As before, the map K is given by
K : T
∗(V ) → f
−1(V ) : (b,α) 7→ sb(α)(z(b)),
where sb(α) = (Sb(α))1 is the time 1 map (section 1.2.2).
Remark 1.2.6 (Expression of K in local coordinates) We obtain the expression for K
in local coordinates near the zero section V ⊂ T ∗(V ). We can do this only locally since the
coordinates (a,η) are local. By (1.2.19) and the deﬁnition of the map sb (Section 1.2.2) we
have for b ∈ V and small λi, i = 1,...,n,
sb
 n X
i=1
λidxi

(a1,...,an,0,...,0) = (a1,...,an,λ1,...,λn). (1.2.20)
Let (x,y) be canonical symplectic coordinates on T ∗(V ) (Appendix A), and recall that in
these coordinates we have
yj
 n X
i=1
λidxi

= λj, j = 1,...,n. (1.2.21)
Then (1.2.20) yields that near the zero section V ⊂ T ∗(V ) the map K is expressed in local
coordinates by
ai ◦ K = xi, ηi ◦ K = yi,
which implies that, if z is Lagrangian, K preserves the symplectic structure at the points near
the zero section in T ∗(V ).
17The following lemma shows that z being Lagrangian is suﬃcient for K to be symplectic.
Lemma 1.2.9 (Symplectic maps between T ∗B and M) Provided z : V → M is a La-
grangian section, the map
K : T
∗(V ) → f
−1(V ) : (b,α) 7→ sb(α)(z(b)),
where sb : T ∗
b B → Diﬀ(Fb) is given by (1.2.9), is symplectic.
Proof. By Remark 1.2.6 K is symplectic at points near the zero section in T ∗(V ). It follows
that K is symplectic everywhere on T ∗(V ). To see this for α ∈ T ∗
b B choose h : B → R such
that dh = α. The function h ◦ π depends only on a point in the base, and the Hamiltonian
vector ﬁeld Xh◦π is tangent to ﬁbres of T ∗(V ). Moreover,
(Xh◦π)1(b,0) = (b,α),
where (Xh◦π)1 denotes the time one map. Recall from the deﬁnition of K (Section 1.2.2) that
K(b,α) = (Sb(α))1(z(b)) = (Xh◦f)1(z(b)),
so the following diagram is commutative.
(b,α) ∈ T ∗(V )
K // K(b,α) ∈ f−1(V )
(b,0) ∈ T ∗(V )
(Xh◦π)1
OO
K
// z(b) ∈ f−1(V )
(Xh◦f)1
OO
Since K is symplectic near the points of the zero section in T ∗(V ), and the ﬂows of the
Hamiltonian vector ﬁelds Xh◦π and Xh◦f preserve the symplectic form, K is symplectic near
α and hence everywhere on T ∗(V ).

We use the properties of K to prove that the period lattice P is a Lagrangian submanifold of
T ∗B, and the quotient T ∗B/P is a symplectic manifold.
Lemma 1.2.10 (Induced symplectic structure) The following holds:
1. The period lattice P is a Lagrangian submanifold of T ∗B.
2. The ﬁbrewise quotient T ∗B/P by the period lattice P has an induced symplectic struc-
ture, making the projection T ∗B → T ∗B/P a symplectic map.
Proof.
1. Let z : V → M be a Lagrangian section, and K : T ∗(V ) → f−1(V ) be the corresponding
map. Then P(V ) is a preimage of z(V ) under K. Since z(V ) is Lagrangian, and K is
symplectic, P(V ) is a Lagrangian submanifold.
182. Let [α] ∈ T ∗B/P, and let O ⊂ T ∗B/P be a trivializing neighborhood of [α] in the
bundle q : T ∗B → T ∗B/P, such that τ(O) = V . Choose a local section m : O → T ∗B
and deﬁne the symplectic form ω0 on T ∗B/P by
ω
0 = m
∗ω,
where ω is the canonical form on T ∗B. This deﬁnition does not depend on the choice
of m by the following argument. Let m0 : O → T ∗B be another section, then m and m0
diﬀer by a Lagrangian section γ : V → P. Then by Lemma A.0.1 in Appendix A we
have
m
∗ω = m
0∗(ω + dγ) = m
0∗ω.
This proves that T ∗B/P has a well-deﬁned symplectic structure induced from T ∗B.

The following corollary is immediate.
Corollary 1.2.1 (Local symplectomorphism K) Provided z : V → M is a Lagrangian
section, the corresponding trivialization
K : T
∗(V )/P(V ) → f
−1(V ) : (b,[α]) 7→ sb(α)(z(b)),
where sb : T ∗
b B → Diﬀ(Fb) is given by (1.2.9), is symplectic.
Terminology 1.2.7 (Local symplectic trivializations of M) We call a local Lagrangian
section z : V → M and the corresponding symplectic diﬀeomorphism K a local symplectic
trivialization of M (compare to Terminology 1.2.5).
Terminology 1.2.8 (Transition maps of symplectic trivializations of M) Recall (Sec-
tion 1.2.2 Terminology 1.2.6) that transition maps between smooth trivializations of M are
given by smooth local sections in the bundle τ : T ∗B/P → B. In the case of symplectic
trivializations of M such sections have to be Lagrangian. To see that let z and z0 be local
Lagrangian sections of M, and let K be the trivialization deﬁned by z. Then K−1(z0(V )) is
locally the image of a closed section β : V → T ∗B under the quotient map T ∗B → T ∗B/P,
and hence is a Lagrangian section in T ∗B/P (Lemma 1.2.10). We will often say a ‘closed
section of T ∗B/P’ meaning a Lagrangian section of T ∗B/P. Such sections occur as transition
maps of symplectic trivializations of M.
Adapted coordinates on B and action coordinates on M and the freedom in their
construction
In this section we prove the existence of an integer aﬃne structure on the base B, i.e. we
show that B admits a system of local charts (V,x) such that the transition maps between
the charts are transformations in Rn o GL(n,Z). The coordinates x will be called adapted
coordinates.
Recall from section 1.2.2 that the cotangent bundle T ∗B contains the period lattice P which
is a locally trivial Zn-bundle (Lemma 1.2.8 section 1.2.2). Let α1,...,αn be a local basis of
sections in the period lattice. The sections αi are locally deﬁned diﬀerential 1-forms on B,
19hence shrinking, if necessary, to a smaller simply connected neighborhood V ⊂ B of b, by
the Poincar´ e lemma there exist local functions x1,...xn, such that dxi = αi, i = 1,...,n
(such a neighborhood always exists, see Appendix C.3 or [45]). By taking V even smaller, if
necessary, we can arrange that x1,...,xn are coordinates on V .
Terminology 1.2.9 (Adapted coordinates) Local coordinates x1,...,xn on B, such that
the diﬀerentials dx1,...,dxn are a local basis of sections in the period lattice P, are called
the adapted coordinates.
By Remark 1.2.4 in section 1.2.2, if x and x0 are two choices of adapted coordinates on V ,
then at each b ∈ V the bases dx1(b),...,dxn(b) and dx0
1(b),...,dx0
n(b) are related by a linear
transformation A ∈ GL(n,Z). Since the sections dxi are smooth and the group GL(n,Z) is
discrete, this transformation is locally constant on V . This determines the transition maps
between x and x0 up to a translation of the origin, and the latter can be moved by a vector
ξ ∈ Rn. Therefore,
x
0 = Ax + ξ, (ξ,A) ∈ Rn o GL(n,Z),
and adapted coordinates give B an integer aﬃne structure (section 1.1.3).
As in Section 1.2.2, we can deﬁne the functions Ii = xi ◦ f, i = 1,...,n on M, called the
action coordinates. It follows that for any two choices I and I0 of action coordinates we have
I
0 = AI + ξ, (ξ,A) ∈ Rn o GL(n,Z),
i.e. the functions I are determined up to the same integer aﬃne transformation in Rn o
GL(n,Z) as the corresponding adapted coordinates.
Angle coordinates and the freedom of their construction
To ﬁnish the proof of the Liouville-Arnold theorem we only have to obtain angle coor-
dinates ϕ = (ϕ1,...,ϕn) and determine the freedom of their construction. For that let
x = (x1,...,xn) be adapted coordinates on B, as obtained in section 1.2.2, and let (x,y) be
the corresponding canonical symplectic coordinates on T ∗(V ) (Appendix A), i.e. consider the
isomorphism
(x,y) : T
∗(V ) → U × R
n,
where U = x(V ) ⊂ Rn is open. The image of the period lattice P under this isomorphism is
the subset U × Zn ⊂ U × Rn, and the induced coordinates on the quotient T ∗B/P are
(x,y) : T
∗(V )/P(V ) → U × T
n,
where yi, i = 1,...,n, take values in T1. The composition of (x,y) with the inverse of a local
symplectic trivialization K : T ∗(V )/P(V ) → f−1(V ), determined by the choice of a local
Lagrangian section z : V → M, provides us with local symplectic coordinates
(I,ϕ) = (x,y) ◦ K
−1 : f
−1(V ) → U × T
n,
such that the functions I = (I1,...,In) factor through B, and the functions ϕ = (ϕ1,...,ϕn)
take values in T1. These coordinates are called action-angle coordinates.
To determine the freedom in the construction of action-angle coordinates, notice that, given
the adapted coordinates x = (x1,...,xn), the coordinate system (x,y) on T ∗(V ) is completely
determined (Appendix A), and the only freedom in the construction of the angle coordinates
ϕ = (ϕ1,...,ϕn) is to choose a ‘zero section’ z : V → M.
This ﬁnishes our proof of the Liouville-Arnold theorem 1.1.
201.3 Complete invariants of Lagrangian bundles
In this section we consider obstructions to triviality of Lagrangian bundles, as introduced by
Duistermaat [27]. We review the theory of obstructions to triviality of Lagrangian bundles.
A Lagrangian bundle f : M → B is trivial if it is isomorphic to a trivial principal symplectic
n-torus bundle, and the obstructions to its triviality are the following.
In Section 1.3.1 we consider the monodromy, which, as was already explained in Section 1.1.3,
is a complete invariant of period lattices P and an obstruction to the Lagrangian bundle being
a principal bundle. Notice (Section 1.1.3 Example 1.1.2), that if two period lattices P and P 0
are isomorphic, this does not imply that they deﬁne isomorphic integer aﬃne structures on the
base manifold B (Section 1.2.2 Deﬁnition 1.2.2), so if two Lagrangian bundles M and M0 have
the same monodromy, their lattices P and P 0 are isomorphic, but may not be the same or even
not related by a diﬀeomorphism in B, i.e. there may be no diﬀeomorphism φ : B → B such
that φ∗P 0 = P. Next we ﬁx the integer aﬃne structure on the base manifold B, and study
Lagrangian bundles f : M → B with the corresponding period lattice P. We are interested
in a more general question than obstructions to triviality: given two Lagrangian bundles
f : M → B and f0 : M0 → B with ﬁxed integer aﬃne structure, when are these bundles
isomorphic (see Section 1.3.2 for the deﬁnition of isomorphism of Lagrangian bundles)? In
Section 1.3.2 we show that two such Lagrangian bundles are smoothly isomorphic if and only
if they have the same Chern class, and they are symplectically isomorphic if and only if they
have the same Lagrange class. So a Lagrangian bundle with trivial monodromy is trivial if
its Lagrange class is zero, which means that the bundle admits a global Lagrangian section or
a global trivialization. In Section 1.3.2 we elaborate on the relation between the Chern and
the Lagrange classes of Lagrangian bundles.
1.3.1 Monodromy
In this section we introduce monodromy. The symplectic structure does not play any role in
the considerations of this section, for this reason we consider the general case, namely, locally
trivial Zn-bundles g : P → B over a connected base space B. We introduce a complete
invariant of such bundles, called monodromy. Notice that, given B, not every Zn-bundle P
over B can be realized as a period lattice in T ∗B; for example, if T ∗B is non-trivial, the period
lattice can only be non-trivial. We show that the monodromy can be seen as an obstruction
to triviality of Lagrangian bundles.
Monodromy of Zn-bundles
Like covering spaces, the bundle P has unique path-lifting (Section 1.2.2 Remark 1.2.5), and
the classiﬁcation of Zn-bundles is analogous to that of covering spaces. For this reason in our
treatment of monodromy we will be brief and omit proofs, referring to [40,58].
Using the property of unique path-lifting, given b ∈ B we deﬁne the homomorphism
H : π1(B,b) → Aut(Pb) (1.3.22)
of the fundamental group π1(B,b) into the group Aut(Pb) ∼ = GL(n,Z), as follows. Choose a
closed curve c : [0,1] → B which represents the equivalence class [c] ∈ π1(B,b), and for each
α ∈ Pb denote by cα the unique lift of c with the starting point cα(0) = α. Then deﬁne
H([c])(α) = cα(1).
21The homomorphism (1.3.22) is called the monodromy homomorphism or just the monodromy.
For a proof that H([c]) does not depend on the choice of a representative in [c] and is a
automorphism of Pb we refer to [40,58].
We notice that the homomorphism H is independent of the point b in the following sense.
Let b0 ∈ B and denote by H0 the monodromy homomorphism at b0. Since B is connected,
the fundamental groups π1(B,b) and π1(B,b0) are isomorphic [40,58], and, due to the unique
path-lifting of P, there exists a group isomorphism
C : Pb → Pb0
such that H0 ◦ C = C ◦ H. The following theorem states that the monodromy is a complete
invariant of Zn-bundles P.
Theorem 1.2 (Monodromy theorem) Let B be a connected manifold and π1(B,b) be the
fundamental group of B with base point b. Let g : P → B and g0 : P 0 → B be Zn-bundles,
and denote by H and H0 the monodromy homomorphisms associated to P and P 0 respectively.
Then P and P 0 are isomorphic, i.e. there exists a diﬀeomorphism
Φ : P → P
0,
commuting with the projection maps g and g0, if and only if there exists a group isomorphism
I : Pb → P
0
b
such that the following diagram commutes for each [c] ∈ π1(B,b),
Pb
I // P 0
b
Pb I
//
H([c])
OO
P 0
b
H0([c])
OO (1.3.23)
i.e. we have Φ|Pb = I.
Moreover, for any group morphism H (1.3.22) there is a corresponding Zn-bundle. These
statements are proved by standard methods of theory of covering spaces [40,58].
Monodromy of period lattices
Recall (Section 1.2.2) that the period lattice P is a locally trivial Zn-subbundle of T ∗B, so
the above applies to P. The monodromy homomorphism H, deﬁned by (1.3.22), is trivial, if
its image is the identity in Aut(Pb). The lattice P is trivial, if there exists a diﬀeomorphism
P → B × Zn commuting with obvious projections. By Theorem 1.2 the period lattice P is
trivial if and only if the monodromy homomorphism H is trivial. If P is trivial, the bundle
T ∗B is trivial, and it follows that also the quotient bundle T ∗B/P is trivial as well, i.e.
there exists an isomorphism T ∗B/P → B × Tn. Recall (Section 1.2.2) that ﬁbres of T ∗B/P
act freely and transitively on ﬁbres of the corresponding Lagrangian bundle f : M → B.
If T ∗B/P is trivial, for each b,b0 ∈ B there is a canonical isomorphism between the ﬁbres
T ∗
b B/Pb and T ∗
b0B/Pb0, and there is the smooth action of the n-torus Tn on M. This means
that if the period lattice P is trivial, then the Lagrangian bundle M is a principal torus bundle
which, however, needs not be trivial, as we show later in Section 1.3.2. If the monodromy is
non-trivial, the bundle M is not a principal bundle and is certainly non-trivial. In this sense
the monodromy is the obstruction to M being a principal bundle.
22Remark 1.3.1 (Signiﬁcance of monodromy) The monodromy can be regarded as an ob-
struction to the existence of a Lagrangian bundle with a given manifold B as its base space,
as the following examples show.
1. Let B = S2. Since S2 is simply connected, the monodromy map has to be trivial, and
also the period lattice P ⊂ T ∗S2 must be trivial. But this is not possible, since T ∗S2 is
non-trivial (Hairy Ball Theorem, [77]). Thus there is no Lagrangian bundle over S2.
2. Let B = S3. The tangent bundle TS3, and hence the cotangent bundle T ∗S3, is trivial.
However, as we show now, there is no integer aﬃne structure on S3 (and no period
lattice over S3). Indeed, suppose such a period lattice P ⊂ T ∗S3 exists. Since S3 is
simply connected, the monodromy is trivial and hence P is a product, i.e. P ∼ = S3×Z3.
So we can take a global non-zero section α in P. Because P is Lagrangian, the 1-form
α is closed. Since the de Rham cohomology H1
dR(S3) is trivial [10], α is exact and there
exists a smooth function f : S3 → R with df = α. But this leads to a contradiction:
since S3 is compact, f must have a maximum on S3. Then df vanishes at the maximum
point, while α is nowhere zero.
1.3.2 The Chern and the Lagrange classes of a Lagrangian bundle
In this section we introduce the classiﬁcation of Lagrangian bundles with ﬁxed integer aﬃne
structure on the base manifold B by the Lagrange class. This means that the period lattice
P and the quotient bundle T ∗B/P are ﬁxed. Since we are going to deal with diﬀerent kinds
of bundles, ﬁrst we review the terminology.
Recall (Section 1.2.2) that a Lagrangian bundle f : M → B is a locally trivial n-torus
bundle, although the ﬁbres of M do not have a group structure. The quotient bundle τ :
T ∗B/P → B is a locally trivial (Lagrangian) bundle whose ﬁbres are torus groups, acting
on the corresponding ﬁbres of f : M → B. The action of ﬁbres of T ∗B/P on ﬁbres of M
is free, transitive and smooth. Local identiﬁcation of ﬁbres in T ∗B/P is induced from the
identiﬁcation of ﬁbres in the period lattice P, so it is unique. This means that locally on M
(and T ∗B/P) there is a smooth ﬁbre-preserving and free action of an n-torus, and M (and
also T ∗B/P) locally is a principal bundle (Section 1.2.2 Terminology 1.2.4).
We can treat both M and T ∗B/P as general locally principal n-torus bundles. Then (local)
trivializations of M are local bundle isomorphisms of T ∗B/P to M. These trivializations are
in one-to-one correspondence with local sections z : V → M (Section 1.2.2 Terminology 1.2.5),
and the transition maps of the trivializations are deﬁned by local sections in T ∗B/P (Section
1.2.6). It should be stressed here that we adopt a modiﬁed notion of local triviality; it reduces
to the standard notion of local triviality only if the quotient bundle T ∗B/P is trivial in the
usual sense, that is, if it is diﬀeomorphic to the product B ×Tn (see also Terminology 1.3.1).
Furthermore, if we regard M and T ∗B/P as symplectic n-torus bundles, then local symplectic
trivializations of M are local symplectic bundle isomorphisms of T ∗B/P to M, which are in
one-to-one correspondence with local Lagrangian sections in M (Section 1.2.2 Terminology
1.2.7), and transition maps of the trivializations are symplectic and are determined by local
closed sections in T ∗B/P (Section 1.2.2 Terminology 1.2.8).
Recall from Appendix B, that f : M → B and f0 : M0 → B with ﬁxed P and, there-
fore, ﬁxed T ∗B/P are isomorphic as general locally principal torus bundles, if there exists a
23diﬀeomorphism Ψ : M → M0 such that the following diagram commutes
M
Ψ //
f    A A A A A A A A M0
f0 ~~||||||||
B
and Ψ commutes with the action of tori in T ∗B/P on M. We say that Lagrangian bundles
f : M → B and f : M0 → B are isomorphic if they are isomorphic as general locally principal
n-torus bundles. Two Lagrangian bundles f : M → B and f : M0 → B are symplectically
isomorphic if there is such a diﬀeomorphism Ψ, which also preserves the symplectic structure,
i.e. such that Ψ∗σ0 = σ, where σ and σ0 are the symplectic forms on M and M0 respectively.
Note that τ : T ∗B/P → B can be also seen as a Lagrangian bundle whose ﬁbres have a group
structure. The bundle T ∗B/P has a global zero Lagrangian section, so we say that T ∗B/P
has a global trivialization (in the extended sense, see Terminology 1.3.1 below).
Terminology 1.3.1 (Triviality of a Lagrangian bundle) We say that a Lagrangian bun-
dle f : M → B admits a global trivialization if it admits a global section. In this case
τ : T ∗B/P → B and f : M → B are isomorphic as general locally principal n-torus bun-
dles. We say that the bundle M admits a global symplectic trivialization if it admits a global
Lagrangian section. In this case T ∗B/P and M are symplectically isomorphic.
We will deﬁne the Chern class of a general locally principal torus bundle, and show that
it is a complete invariant of such bundles, which means at least that if two general n-torus
bundles are not isomorphic, their Chern classes should be diﬀerent. The notion of a complete
invariant will be made more precise in Section 1.3.2. We also note that the Chern class can
be seen as the obstruction to a general torus bundle to admit a global section, i.e. a general
torus bundle may admit a global section only if its Chern class is trivial. For Lagrangian
bundles this means that the Chern class is the obstruction to the Lagrangian bundle being
topologically trivial in the sense of Terminology 1.3.1.
Similarly, we will deﬁne the Lagrange class of a Lagrangian bundle, and show that it is a com-
plete invariant of Lagrangian bundles with ﬁxed integer aﬃne structure and the obstruction to
a Lagrangian bundle to admit a global Lagrangian section. Then in the sense of Terminology
1.3.1 the Lagrange class is the obstruction to a Lagrangian bundle M being symplectically
isomorphic to the bundle T ∗B/P and the bundle M being trivial in that sense.
Notice that each symplectic n-torus bundle can be seen as a general torus bundle by forgetting
the symplectic structure on M; however, not every general n-torus bundle admits a symplectic
structure, as will be shown in Section 1.3.2. Thus for a symplectic torus bundle one can deﬁne
both the Lagrange and the Chern class, although in this case the Chern class is not a complete
invariant, which means that not every Chern class can be realized as the Chern class of a
Lagrangian bundle, and bundles, which are not symplectically isomorphic, may have the
same Chern class. We will clarify the relation between the Chern and the Lagrange classes.
In particular, we will point out conditions on a manifold B under which any n-torus bundle
over B admits a symplectic structure; we will also show that if an n-torus bundle admits a
symplectic structure, this structure is never unique, and often is not unique up to a symplectic
bundle isomorphism.
24The Chern class of a general n-torus bundle and the Lagrange class of a Lagrangian
bundle
In this section we develop the classiﬁcation of locally principal general n-torus bundles by
the Chern class, and the classiﬁcation of Lagrangian bundles by the Lagrange class. We do
this ﬁrst for a ﬁxed good cover V of B, and then show that the results do not depend on the
choice of the good cover V (see Appendix B.2).
The Chern class of a general n-torus bundle
We start with the classiﬁcation of locally principal general n-torus bundles. Let π : R → B
be a locally trivial vector bundle over B with ﬁbre Rn and g : P → B be a locally trivial
Zn-subbundle of R. Then the ﬁbrewise quotient τ : T = R/P → B is a locally trivial n-torus
bundle whose ﬁbre is a group. Let f : M → B be an n-torus bundle, i.e. ﬁbres of M are
diﬀeomorphic to Tn but do not have a group structure. We assume that there is a free and
transitive action of ﬁbres of T on ﬁbres of M, given by
Gb : Tb × Fb → Fb,
where Fb = f−1(b) and Tb = τ−1(b). Note, that locally there is the canonical identiﬁcation of
ﬁbres in T, which is induced by the identiﬁcation of ﬁbres in P. This means that the smooth
action of Tb is deﬁned on a neighborhood of each Fb, and locally M is a principal bundle. If
T is trivial, the action of Tb is smooth on the whole of M, and M is a principal bundle. We
ﬁx the bundles R and P, and look for invariants classifying general locally principal n-torus
bundles.
To deﬁne a complete invariant of general locally principal n-torus bundles we will use the
same approach as for principal circle bundles (Appendix B). As in the case of principal circle
bundles, trivializations of M are determined by the choice of local ‘zero’ sections, and the
diﬀerence between trivializations is determined by a local section in the bundle of groups T
whose ﬁbres act on ﬁbres of M (Section 1.2.2 Terminology 1.2.6).
Recall (Appendix C.3, [45]) that a good cover V of B is a locally ﬁnite open cover such that
all sets of V and all ﬁnite intersections of sets of V are contractible. Any good cover is a
trivializing cover of any bundle, e.g. M, R, P etc. For each Vi ∈ V let zi : Vi → M be a local
section determining a trivialization of M. As we have already mentioned, on each non-empty
intersection Vi ∩ Vj of open sets Vi,Vj ∈ V the diﬀerence between zi(b) and zj(b), b ∈ Vi ∩ Vj
determines a local section
αij : Vi ∩ Vj → T(Vi ∩ Vj), (1.3.24)
called the transition map of M, such that for each b ∈ Vi
Gb(αij(b),zj(b)) = zi(b).
The transition maps are alternating,
αij = −αji, (1.3.25a)
and satisfy the cocycle condition,
αij + αjk = αik. (1.3.25b)
25Denote by ˜ Tn the sheaf of sections of the bundle T. As in the case of principal circle bundles,
(1.3.25) implies that the 1-cochain
α : (ij) 7→ αij ∈ C
1(V , ˜ T
n)
is a 1-cocycle. The cohomology class
[α] ∈ H
1(V , ˜ T
n)
is called the Chern class of the n-torus bundle M. The proof of the following results is
analogous to the proofs of Lemma B.2.1 and Theorem B.1 in Appendix B.
Lemma 1.3.1 (Independence of choice of local trivializations) The Chern class of a
general n-torus bundle f : M → B does not depend on the choice of local trivializations, that
is, if {zi} and {z0
i} are two choices of trivializations over a good cover V with transition maps
αij and α0
ij respectively, then
[α] = [α
0] ∈ H
1(V , ˜ T
n).
Theorem 1.3 (The Chern class is a complete invariant) Let V be a good cover of a
manifold B, and let P (and hence T) be ﬁxed. Then:
1. Each element [α] ∈ H1(V , ˜ Tn) is the Chern class of a general locally principal n-torus
bundle f : M → B.
2. Two general locally principal n-torus bundles f : M → B and f0 : M0 → B with Chern
classes [α] and [α0] respectively are isomorphic if and only if [α] = [α0].
3. The Chern class of f : M → B is zero if and only if M admits a global trivialization,
and so is isomorphic to T = R/P (Terminology 1.3.1).
Terminology 1.3.2 (Complete invariants) By Theorem 1.3 each value of the Chern class
corresponds to a general locally principal n-torus bundle, and the Chern class determines a
general locally principal n-torus bundle up to an isomorphism. This means that the Chern
class is a complete invariant of general locally principal n-torus bundles.
Remark 1.3.2 (Chern class in cohomology with coeﬃcients in P) Denote by P the
sheaf of sections of g : P → B. By Example C.3.3 in Appendix C.3 for every good cover V
of B there is an isomorphism
δ : H
1(V , ˜ T
n) → H
2(V ,P),
so also the cohomology class
ν = δ[α] ∈ H
2(V ,P) (1.3.26)
is a complete invariant of general locally principal n-torus bundles. The cohomology class ν
is also called the Chern class of f : M → B.
26Remark 1.3.3 (Chern class of a general n-torus bundle with trivial P) If the bun-
dle g : P → B is trivial, then τ : T → B is a trivial principal n-torus bundle and f : M → B
is a principal n-torus bundle. Then P is isomorphic to the direct sum of n trivial Z-bundles,
which yields the following isomorphism on sheaf cohomology (Appendix C.3 Example C.3.2)
H
2(V ,P) ∼ = H
2(V , ˜ Z) ⊕ ··· ⊕ H
2(V , ˜ Z),
where ˜ Z is the sheaf of locally constant Z-valued functions. In its turn, τ : T → B is
isomorphic to the direct sum of n circle bundles τi : Si → B, i = 1,...,n, with the Chern
classes ci ∈ H2(V , ˜ Z). Thus the Chern class ν ∈ H1(V ,P) of T is the n-tuple
(c1,...,cn) ∈ H
2(V , ˜ Z) ⊕ ··· ⊕ H
2(V , ˜ Z).
The Lagrange class of a Lagrangian bundle
By an argument, similar to the one used in section 1.3.2 we introduce the Lagrange class
of Lagrangian bundles, only now local trivializations and transition maps, involved in the
construction, are symplectic. Let f : M → B be a Lagrangian bundle, then R = T ∗B, the
period lattice g : P → B is a Zn-subbundle of T ∗B, and the quotient bundle τ : T ∗B/P → B
plays the role of the bundle T. The quotient bundle T ∗B/P is a bundle of torus groups,
whose ﬁbres act freely and transitively on ﬁbres of M by
Gb : T
∗
b B/Pb × Fb → Fb, b ∈ B, Fb = f
−1(b).
We develop the classiﬁcation of Lagrangian bundles f : M → B with ﬁxed integer aﬃne
structure on B, hence with ﬁxed period lattice P and the quotient bundle T ∗B/P.
Recall (Section 1.2.2 Terminology 1.2.7 and 1.2.8) that in a Lagrangian bundle local symplectic
trivializations over open sets of a good cover V are determined by local Lagrangian sections
zi : Vi → M, Vi ∈ V , and on each non-empty intersection Vi ∩ Vj the diﬀerence between zi
and zj deﬁnes a closed local section
αij : Vi ∩ Vj → T
∗B/P,
such that for all b ∈ Vi ∩ Vj
G(αij(b),zj(b)) = zi(b).
Denote by b Z the sheaf of closed sections of T ∗B/P. Then the assignment
α : (ij) 7→ αij ∈ C
1(V , b Z)
is a 1-cocycle with coeﬃcients in b Z, and the cohomology class
λ = [α] ∈ H
1(V , b Z)
is called the Lagrange class of the Lagrangian bundle f : M → B. By exactly the same
argument as in the case of general locally principal n-torus bundles (and for principal circle
bundles, Appendix B.2 Lemma B.2.1) one can prove that the Lagrangian class λ is indepen-
dent of the choice of local trivializations zi. There is the following classiﬁcation theorem.
Theorem 1.4 (The Lagrange class is a complete invariant) Let V be a good cover of
a manifold B with given integer aﬃne structure. Then:
271. Each element [α] ∈ H1(V , b Z) is the Lagrange class of a Lagrangian bundle f : M → B.
2. Two Lagrangian bundles f : M → B and f0 : M0 → B with the ﬁxed integer aﬃne struc-
ture on B and Lagrange classes [α] and [α0] respectively are symplectically isomorphic if
and only if [α] = [α0].
3. The Lagrange class of f : M → B is zero if and only if M admits a global symplectic
trivialization and is symplectically isomorphic to T ∗B/P (Terminology 1.3.1).
Similarly to principal circle bundles (see Appendix B.2), cohomology groups Hq(V ,S), q ≥ 1,
where S may be the sheaf ˜ Tn or b Z, is independent of the good cover V . Taking the
direct limit of cohomology groups over all good covers of B, one obtains an isomorphism
Hq(V ,S) → Hq(B,S). The image of the cohomology class [α] under this isomorphism corre-
sponds to the same bundle over B as [α]. It follows that the Chern and the Lagrange class are
independent of the good cover of B. In what follows we consider the Chern and the Lagrange
classes with values in the cohomology of the manifold B.
Relating Chern and Lagrange classes
By forgetting the symplectic structure on M, a Lagrangian bundle f : M → B is also a general
locally principal n-torus bundle, and one can deﬁne the Chern class for it. In this section we
elaborate on the relation between the Chern and the Lagrange classes of a Lagrangian bundle.
For background in sheaf theory we refer to Appendix C.3.
We will relate the Chern and the Lagrange classes by a diagram with exact rows which we
construct now. Denote by Z1 the sheaf of closed sections in T ∗B, and denote by P the sheaf
of (closed) sections in the period lattice P. Then the following sequence is exact,
0 // P
ı // Z1
q // b Z // 0 ,
where ı and q are the inclusion and the quotient sheaf homomorphisms respectively, and
induces the corresponding long exact sequence of sheaf cohomology
··· // H1(B,P) // H1(B,Z1)
ı∗ // H1(B, b Z)
˜ δ∗ // H2(B,P)
q∗ // H2(B,Z1) // ···
(1.3.27)
The period lattice P can be seen as a smooth Zn-subbundle of T ∗B, and the symplectic bundle
T ∗B/P is also a smooth bundle of groups if one forgets the symplectic structure on T ∗B/P.
Denoting by b Λ the sheaf of smooth sections in T ∗B/P, and by Λ1 the sheaf of smooth sections
in T ∗B, i.e. diﬀerential 1-forms, we obtain the following exact sequence of sheaves
0 // P
ı // Λ1
q // b Λ // 0 ,
which induces the corresponding long exact sequence on cohomology
··· // H1(B,P) // H1(B,Λ1) = 0
ı∗ // H1(B, b Λ)
δ∗ // H2(B,P)
q∗ // H2(B,Λ1) = 0 // ···
(1.3.28)
where Hq(B,Λ) vanishes for q ≥ 1 since Λ is a ﬁne sheaf (Appendix C.2 Example C.2.1).
This implies that δ∗ is an isomorphism. The inclusion homomorphisms of sheaves of closed
sections into the sheaves of smooth sections
C : Z
1 → Λ
1 and A : b Z → b Λ
28yield the following commutative diagram with exact rows,
··· // H1(B,P) // H1(B,Z1)
C∗

ı // H1(B, b Z)
A∗

˜ δ∗ // H2(B,P)
q∗ //
=

H2(B,Z1)
C∗

// ···
H1(B,Λ1) = 0 // H1(B, b Λ)
δ∗
∼ =
// H2(B,P) // H2(B,Λ1) = 0
.
(1.3.29)
By the de Rham theorem (Appendix C.3 Theorem C.1) we have the isomorphisms
H
q(B,Z
1) → H
q+1
dR (B), q ≥ 1, (1.3.30)
where H
q+1
dR (B) denotes the de Rham cohomology of B. Combining (1.3.29) with (1.3.30), we
obtain the following commutative diagram with exact rows
··· // H1(B,P) // H2
dR(B)
C∗

Q // H1(B, b Z)
A∗

˜ δ∗ // H2(B,P)
E //
=

H3
dR(B)
C∗

// ···
H1(B,Λ1) = 0 // H1(B, b Λ)
δ∗
∼ =
// H2(B,P) // H2(B,Λ1) = 0
(1.3.31)
Then
ν = ˜ δ∗λ ∈ H
2(B,P)
is the Chern class of the Lagrangian bundle M. Analyzing Diagram (1.3.31) we immediately
draw the following conclusions.
Remark 1.3.4 (Symplectic structure on n-torus bundles) 1. The map ˜ δ∗ might not
be surjective, which implies that a general locally principal n-torus bundle over B might
not admit a symplectic structure. Finding examples of this situation presents an inter-
esting problem.
2. Since the rows in (1.3.31) are exact, if H3
dR(B) = 0 then we have
image ˜ δ∗ = kerE = H
2(V ,P),
i.e. in this case every general locally principal torus bundle over B admits a symplectic
structure. In particular, this means that every general locally principal torus bundle
over a 2-dimensional manifold can be made Lagrangian (see Example 1.3.1 of torus
bundles over T2).
3. A Lagrangian bundle M is trivial, i.e. symplectically isomorphic to T ∗B/P, if and only
if it admits a global section z : B → M such that z∗σ = Θ is exact (see Lemma A.0.1
in Appendix A)
4. If H2
dR(B) = H3
dR(B) = 0, then classiﬁcations by the Chern and the Lagrange classes
coincide, i.e. all symplectic structures on a given general n-torus bundles are isomorphic
(see Example 1.3.2 of torus bundles over the Klein bottle).
Theorem 1.5 (Modiﬁcation of symplectic structure on M) Let f : M → B be a La-
grangian bundle with symplectic form σ, and let V be a good cover with trivializations zi :
Vi → M, transition maps αij and Lagrange class
λ = [α] ∈ H
1(V , b Z).
Let Θ be a closed diﬀerential 2-form on B. Then the following holds:
291. The closed 2-form
σ
0 = σ − f
∗Θ (1.3.32)
is non-degenerate and deﬁnes a symplectic structure on M.
2. There exist trivializations z0
i : Vi → M with transition maps α0
ij and the Lagrange class
λ0 = [α0] ∈ H1(V , b Z) such that
λ − λ
0 = Q[Θ].
Proof.
1. Let (a,η) be local symplectic coordinates near p ∈ M such that the functions ai factor
through B. Then at each p ∈ M the symplectic form σ deﬁnes a quadratic form on
TpM, represented by the matrix
Σ =

0 −I
I 0

, (1.3.33)
where 0 is the n×n zero matrix, and I is n×n identity matrix. Similarly, σ0 = σ−f∗Θ
deﬁnes a quadratic form represented by the matrix
Σ
0 =

0 −I
I A

, (1.3.34)
where A is an n × n matrix corresponding to −f∗Θ. We have detΣ = detΣ0, so σ0 is
non-degenerate.
2. To construct trivializations z0
i, denote by Z2 the sheaf of closed diﬀerential 2-forms on
B, and consider the following short exact sequence.
0 // Z1 ı // Λ1 d // Z2 // 0 ,
where, as before, Z1 and Λ1 are sheaves of closed 1-forms and all 1-forms on B re-
spectively, ı is the inclusion sheaf homomorphism, and d is the sheaf homomorphism,
induced by the exterior diﬀerentiation. Since the cover V is good, the following sequence
of cochain complexes is exact.
0 // C0(V ,Z1)
δ

ı // C0(V ,Λ1)
d //
δ

C0(V ,Z2)
δ

// 0
0 // C1(V ,Z1)

ı // C1(V ,Λ1)

d // C1(V ,Z2) //

0
... ... ...
We use this diagram to construct sections z0
i. The global 2-form Θ corresponds to a
0-cocycle in C0(V ,Z2). Since the sheaf homomorphism d is surjective, there exists a
0-cochain β : i 7→ βi ∈ C0(V ,Λ1) such that for each Vi
dβi = Θ|Vi.
The sections dβi agree on intersections, so
d(δβ)ij = δ(dβ)ij = dβi − dβj = 0.
30Thus δβ is a 1-cochain with coeﬃcients in Z1. Deﬁne the local section z0
i : Vi → f−1(Vi)
by
z
0
i(b) = K(βi(b)), b ∈ Vi,
where K : T ∗B|Vi → f−1(Vi) is the symplectic map determined by the section zi. Then
z0
i are Lagrangian with respect to σ0, indeed,
zi
0∗(σ − f
∗Θ) = Θ|Vi − z
0
i
∗ ◦ f
∗Θ = Θ|Vi − Θ|Vi = 0.
Denote γi = q(βi), where q : T ∗B → T ∗B/P. Then the sections (δγ)ij are closed
(Section 1.2.2 Lemma 1.2.10), and δγ is a 1-cocycle with coeﬃcients in b Z. Transition
maps α0
ij of sections z0
i satisfy
α
0
ij = αij + (δγ)ij,
so, denoting λ0 = [α0] we obtain
λ − λ
0 = [δγ], (1.3.35)
where by the construction δγ = Q(Θ).

Example 1.3.1 (Lagrangian bundles over the torus) Let B = T2, then H3
dR(B) = 0,
and by the exactness of rows in diagram (1.3.31) the map ˜ δ∗ is surjective. This means that
any general locally principal n-torus bundle over B admits a symplectic structure and so
becomes Lagrangian. Let (x1,x2) be coordinates modulo 1 on the base B, and (x1,x2, ¯ y1, ¯ y2)
be symplectic coordinates on T ∗B with the canonical form
ω =
2 X
i=1
d¯ yi ∧ dxi.
Choose α1,α2 ∈ R \ {0}, and consider the period lattice in T ∗T2, given by
Pα = {¯ yi = `iαi | `i ∈ Z, i = 1,2}. (1.3.36)
The lattice Pα is trivial, which means (section 1.3.1) that the bundle T ∗T2/Pα is a trivial
principal bundle, i.e. there is an isomorphism T ∗T2/Pα → T2 × T2, commuting with the
action of T2. The bundle T ∗T2/Pα with symplectic form ω induced from T ∗T2, has a global
Lagrangian zero section, i.e. it has both zero Chern and Lagrange classes (Terminology
1.3.1). We want to classify the Lagrangian bundles which can be obtained from this bundle
by modifying the symplectic structure. For this we compute the kernel of the map Q in
the diagram (1.3.31). These Lagrangian bundles are then in one-to-one correspondence with
H2
dR(T2)/kerQ.
To this end introduce the coordinates (x,y) = (x1,x2,y1,y2) on the cotangent bundle T ∗T2
such that Pα is mapped onto T2 × Z2 ⊂ T2 × R2, by
yi = 1
αi ¯ yi, i = 1,2.
Then dyi = 1
αid¯ yi, and
ω =
2 X
i=1
αidyi ∧ dxi.
31Note that (x,y) are not symplectic with respect to ω. According to Theorem 1.5 the action of
Q is such that for [Θ] ∈ H2
dR(T2), Q[Θ] can be represented by T ∗T2/Pα with symplectic form
ω + π∗Θ, where Θ is a representative of [Θ] and π is the canonical projection in T ∗T2/Pα.
We note that H2
dR(T2) ∼ = R and that we may assume that Θ = γdx1 ∧ dx2, where γ ∈ R. In
order to investigate for which [Θ] we get a Lagrangian bundle with Lagrange class zero, we
have to ﬁnd out whether there is a section z in T ∗T2/Pα for which z∗(ω +π∗Θ) is exact. The
cohomology class of z∗(ω + π∗Θ) depends only on the homotopy class of z. Up to homotopy,
any section z is ‘linear’ in the sense that [36]
z : (x1,x2) 7→ (x,A(x
>)), (1.3.37)
where
A =

a11 a12
a21 a22

∈ gl(2,R),
and juxtaposition denotes matrix multiplication. We note that z is a global section if and
only if A ∈ gl(2,Z). Setting a12 = n1, a21 = n2, we compute the pullback
z
∗σ = z
∗(α1dy1∧dx1+α2dy2∧dx2) = α1n1dx2∧dx1+α2n2dx1∧dx2 = (α2n2−α1n1)dx1∧dx2.
So [Θ] = [γdx1∧dx2] is in the kernel of Q if and only if for some n1,n2 ∈ Z, γ = α2n2−α1n1,
i.e. γ ∈ (α1,α2)Z, where (α1,α2)Z is an additive subgroup of R with elements of the form
α2n2 − α1n1, n1,n2 ∈ Z. So
kerQ ∼ = (α1,α2)Z and image Q ∼ = R/(α1,α2)Z.
Thus for a ﬁxed Pα, α = (α1,α2), and zero Chern class the set of isomorphism classes of
Lagrangian bundles over T2 is in one-to-one correspondence with the set R/(α1,α2)Z, and the
Lagrange class of the bundle (T ∗T2/Pα,ω0) with ω0 = ω −f∗Θ equals λ = Q([Θ]). Since Q is
a homomorphism, the same holds for any Chern class (see Remark 1.3.5).
Remark 1.3.5 (Conclusions on Example 1.3.1) 1. The set of isomorphism classes of
Lagrangian bundles over T2 with ﬁxed Chern class is in one-to-one correspondence with
R/(α1,α2)Z, where (α1,α2)Z is an additive subgroup of R2 with elements of the form
(α2n2 − α1n1), n1,n2 ∈ Z.
2. We note that if the ratio α1/α2 is rational, the quotient R/(α1,α2)Z has the natural
topology of the circle T1, otherwise the topology is more complicated.
Example 1.3.2 (Lagrangian bundles over the Klein bottle) Let (x,y) be standard co-
ordinates on R2. Under the identiﬁcation
(x,y) ∼ (x + 1,y) and then (x,y) ∼ (1 − x,y + 1)
one obtains the Klein bottle. The integer aﬃne structure on R2 induces an integer aﬃne
structure on the Klein bottle K , and the period lattice Pα in T ∗K can be deﬁned similarly to
Example 1.3.1, i.e. by (1.3.36). Recall [10] that H2
dR(K ) = 0 and, since K is not orientable,
H3
dR(K ) = 0. Then it follows from diagram (1.3.31) that the map ˜ δ∗ is an isomorphism,
which implies that there is an isomorphism between the sets of Chern and Lagrange classes
of bundles over K . In other words, all symplectic structures on a general locally principal
torus bundle over K are isomorphic.
This completes our treatment of global invariants of Lagrangian bundles. As we already
mentioned in Section 2.1, non-trivial monodromy have been found in many examples of real-
world integrable systems. It is interesting also to know possible mechanical interpretations of
other parts of the theory, i.e. integer aﬃne structure, the Chern and the Lagrange class.
32Chapter 2
The hydrogen atom in weak near
orthogonal electric and magnetic ﬁelds
2.1 Problem setting and the statement of the result
The hydrogen atom in constant external electric and magnetic ﬁelds is a fundamental atomic
system. We consider the case when the ﬁelds are nearly orthogonal. The simplest classical
model of this system is the perturbed Kepler problem, a completely integrable approximation
of which was studied in [24,29,33], see also references therein. In particular, we are inter-
ested in relation between monodromy in the classical system and quantum monodromy. We
demonstrate that monodromy, exhibited by the classical integrable approximation for certain
domains of parameters, is visible in the spectrum of the quantized system.
2.1.1 Motivation and setting of the problem
The simplest classical model of the hydrogen atom is the Kepler problem, where the electron
moves around the proton under the attractive electric force, with the spin of the electron and
the relativistic corrections neglected, and under the assumption of the inﬁnitely heavy proton.
The system is subjected to external electric and magnetic ﬁelds. If the ﬁelds are weak, the
problem can be seen as a perturbed Kepler problem.
The phase space for this problem is R3∗ ×R3, where R3∗ = R3 \{0}, with coordinates (Q,P)
induced from standard symplectic coordinates on R6, and dynamics given by the Hamiltonian
(in atomic units)
˜ H(Q,P) =
1
2
P
2 −
1
|Q|
+ FeQ2 + FbQ1
+
G
2
(Q2P3 − Q3P2) +
G2
8
(Q
2
2 + Q
2
3) = E,
(2.1.1)
where the 3-vectors F = (Fb,Fe,0) and G = (G,0,0) (Figure 2.1) represent the electric and
the magnetic ﬁelds respectively. Speciﬁcally, F = −E and G = −B where E and B are the
electric ﬁeld and magnetic ﬂux density respectively. We remain at suﬃciently large negative
energy E and consider only bounded motion.
The perturbed Kepler system has an integrable approximation which is a 3 degree of freedom
(3-DOF) integrable Hamiltonian system, hence an associated Lagrangian bundle with the
33G
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Figure 2.1: Electric and magnetic ﬁelds F and G.
base space of dimension 3 (see Chapter 1). It was shown in [24] that monodromy is present
in the hydrogen atom in strictly orthogonal electric and magnetic ﬁelds, both in the classical
and the quantized systems. Namely, the limit cases of the problem are those where the
external force is purely magnetic or purely electric, and they are called the Zeeman and the
Stark limits respectively. It was shown in [24] that, as the magnitude of the perturbing forces
varies so that the system goes from the Zeeman to the Stark limit, there is an interval of
parameters for which the system has monodromy. This phenomenon was explained in [29],
where the appearance of the monodromy in the hydrogen atom was related to the Hamiltonian
Hopf bifurcations. Notice that for this it was necessary to compute the normal form of the
Hamiltonian to higher order terms than in [24], see also references therein. Next, [33] provided
a general framework to classify all perturbations of the hydrogen atom. It was conjectured
in [33] that in the parameter space of all perturbed systems there exist resonant k1 : k2 zones
within which the hydrogen atom system can be approximated using a detuned resonance
characterized by two positive integers k1 and k2. In this framework, the zone of the 1 : 1
resonance corresponds to nearly orthogonal perturbing ﬁelds. Our aim is to study integrable
approximations of the hydrogen atom in this zone, determining the topology of the ﬁbres and
all values of the parameters for which the system exhibits monodromy. The relation between
the classical monodromy of a completely integrable system and quantum monodromy was
established by San Vu Ngoc [85]. In this work we consider the quantization of the hydrogen
atom in order to show that the monodromy manifests itself in the joint spectrum of the
integrable approximation of the system (twice normalized), as well as in the spectrum of the
quantized approximation for which the normalization is performed only once.
2.1.2 Integrable approximation of the model of the hydrogen atom
We explain brieﬂy the concept of the resonant zone and how we obtain the integrable approx-
imation of the system of the hydrogen atom, described in Section 2.1.1.
Regularization of the problem
Before we start with the integrable approximation of the problem, we regularize the problem,
applying Kustaanheimo-Stiefel regularization (see Section 2.2.1 or [52,53,78]). The procedure
consists of two steps: one rescales the time of the system in such a way that the Hamiltonian
vector ﬁeld X ˜ H associated to (2.1.1) is multiplied by the distance |Q| from the origin in the
conﬁguration space, thus compensating for the inﬁnite growth of X ˜ H near the origin, and the
second change of coordinates. To implement the latter one has to go to higher dimensions,
34and the regularized problem has the phase space R8∗ = R8 \ {0} with standard symplectic
coordinates (q,p), the Hamiltonian K(q,p) and an additional ﬁrst integral
ζ : R
8∗ → R : (q,p) 7→ 1
2(q1p4 − q2p3 + q3p2 − q4p1), (2.1.2)
called the KS-integral. Under the regularization procedure the unperturbed part of the Hamil-
tonian (2.1.1) becomes
2N(q,p) = K0(q,p) = 1
2(p
2 + q
2) = 1
2(p
2
1 + q
2
1 + p
2
2 + q
2
2 + p
2
3 + q
2
3 + p
2
4 + q
2
4). (2.1.3)
We call the function N the Keplerian integral. We note that the symmetry generated by
N is not exact, so 2N becomes a ﬁrst integral of the system after the normalization of the
Hamiltonian H with respect to 2N. The regularized phase space of the hydrogen atom
becomes the manifold ζ−1(0)/T1, which is the reduced space of the T1-action generated by
the KS-integral 2ζ, called the KS-symmetry. We note that in this chapter T1 denotes the
circle R/2πZ.
The parameter space
We denote by n the value of the Keplerian integral N (2.1.2) and introduce the n-scaled ﬁeld
amplitudes
g = Gn
2, (fe,fb) = 3(Fe,Fb)n
3. (2.1.4)
We introduce the parameters
s =
q
g2 + f2
b + f2
e > 0, χ = a
2 =
g2
s2, d =
gfb
s2 , (2.1.5a)
so that
d
2 ≤ (1 − a
2)a
2 = (1 − χ)χ. (2.1.5b)
These parameters have the following geometric meaning. The parameter s depends on the
magnitude of the perturbing forces and should be kept small. The parameter d depends
on the angle between the electric and magnetic forces, in particular, it vanishes when the
forces are strictly orthogonal (see Figure 2.1). Thus d represents the deviation of the forces
from the strictly orthogonal conﬁguration, which we call the detuning for reasons which will
become clear later. For a ﬁxed s > 0 the inequality (2.1.5b) describes a closed disc D in
the plane with the coordinates (d,a2), symmetric with respect to the d-axis, and with the
origin on the boundary. Therefore, in coordinates (s,d,a2) with s > 0, the parameter space
of all perturbations of the hydrogen atom by electric and magnetic ﬁelds is described as a
solid cylinder R>0 × D. A similar scaling but with respect to the value E of the perturbed
Hamiltonian was used in [23,70].
Reduced 2-DOF system of the hydrogen atom
The Keplerian symmetry of the problem is not exact, and, in order to obtain an integrable
approximation of the hydrogen atom, we normalize the regularized Hamiltonian K(q,p) with
respect to its unperturbed part, using the standard Lie series algorithm (see [12,44,61] and
references therein). We truncate the normalized Hamiltonian at terms of order 6, and in what
follows everywhere by the normal form we mean a truncated normal form. The next step is
to reduce the symmetries generated by the KS-integral 2ζ and the Keplerian integral 2N, i.e.
35the action of the torus T2, whose inﬁnitesimal generators are the Hamiltonian vector ﬁelds
X2ζ and X2N, associated to 2ζ and 2N. With such choice of generators the action is not
eﬀective, i.e. the isotropy group of the action is non-trivial at each point in R8∗. Choosing
the Hamiltonian vector ﬁelds XN−ζ and XN+ζ, associated to functions N−ζ and N+ζ, as the
generators, we obtain an eﬀective action of T2. After an appropriate change of coordinates,
one can see that each of the functions N − ζ and N + ζ generate the action of the circle T1
on a 4-dimensional subspace of R8∗. On each of the subspaces this action is equivalent to the
action generated by the Hamiltonian of the 2-DOF isotropic oscillator. It is known [22,37]
that the reduced space of the isotropic oscillator is isomorphic to the sphere S2. It follows
that the reduced space of the T2-action is isomorphic the product S2×S2, i.e. one can choose
a basis of polynomials (x,y,N,ζ) = (x1,x2,x3,y1,y2,y3,N,ζ) on R8∗, invariant under the
T2-action, in such a way that, for given values ζ = 0 and N = n, we have
x
2
1 + x
2
2 + x
2
3 =
n2
4
, y
2
1 + y
2
2 + y
2
3 =
n2
4
. (2.1.6)
The reduced space has a Poisson structure, deﬁned by
{xi,xj} =
3 X
k=1
εijkxk, {yi,yj} =
3 X
k=1
εijkyk, {xi,yj} = 0, (2.1.7)
where εijk is the Levi-Civita symbol, and the Hamiltonian of the reduced system is
H = −
1
2n2 +
1
2n2(H1 + H2), (2.1.8)
where each Hj is a homogeneous polynomial of degree j in x and y. We will write S2 × S2
for the phase space of the reduced system, and call it the n-shell system in reference to its
relation with quantum mechanics.
Additional symmetry in the resonant system
Applying an appropriate symplectic change of coordinates to the n-shell system one can
represent the term H1 in the reduced Hamiltonian (2.1.8) in linear form, i.e.
H1(x,y) = ω−x1 + ω+y1,
where
ω± =
p
(g ± fb)2 + f2
e = s
√
1 ± 2d. (2.1.9)
Geometrically the motion generated by this term of the Hamiltonian is the simultaneous
rotation of the spheres with respect to the x1- and y1-axes with frequencies ω− and ω+
respectively. For certain values of the parameters the motion is resonant and the trajectory
is a circle T1. The latter happens if the ratio between the frequencies is rational, i.e.
ω−
ω+
=
k−
k+
, k−,k+ ∈ Z \ {0}.
In particular, for orthogonal ﬁelds (see (2.1.9)) the action is in 1:1 resonance, and the param-
eter d represents the detuning from the resonance. We expect that for systems near the 1:1
resonance, this resonance is signiﬁcant for all nearby frequency ratios, both non-resonant or
of higher order resonance. We get rid of the constant term and the rescaling factor in (2.1.8),
36so the Hamiltonian becomes H = H1+H2. We normalize and truncate H for the second time
with respect to the function µ = x1 + y1, which corresponds to the exact 1:1 resonance in
the system, using again the standard Lie series algorithm (see [12,44] and references therein).
As a result we obtain a completely integrable 2-DOF system with the phase space S2 × S2,
the Hamiltonian H = H1 + H2, where H1 = ω−x1 + ω+y1, and an additional ﬁrst integral
µ = x1 + y1.
2.1.3 Summary of the results
To study near orthogonal perturbations of the hydrogen atom we construct an integrable
approximation of the system, using a detuned 1:1 resonant normal form of the Hamiltonian
(2.1.1), as explained in Section 2.1.2. Namely, we consider the energy-momentum map of the
regularized 4-DOF system of the hydrogen atom, given by
EM = (ζ,N,µ,H) : R
8∗ → R
4,
where ζ is the KS-integral, N is the Keplerian integral, µ is the generator of the exact
1:1 symmetry, and H is the Hamiltonian normalized with respect to 2N and µ. We study
how global properties of this system vary depending on the parameters s, d and a2, which
characterize perturbing forces (Section 2.1.2). For that for each triple (s,d,a2) we compute
the bifurcation diagram (BD) of the corresponding system, by which we mean the image
of the EM together with information about critical values of the map and the topology of
its ﬁbres [8]. This information is required to compute monodromy, which is an invariant of
symplectic torus bundles associated to an integrable Hamiltonian system, and the obstruction
to existence of global action coordinates on the total space of this bundle (see Chapter 1 for
the detailed treatment of monodromy).
Recall from Section 2.1.2 that the parameter space of the hydrogen atom is the solid cylinder
R>0 × D with coordinates (s,d,a2), where s > 0 is the coordinate on the generatrix, and
(d,a2) are the coordinates on D. Recall (Section 2.1.2) that s corresponds to the strength of
perturbing forces and d is the detuning from the 1:1 resonance. As conjectured in [33], the
range of validity of the detuned 1:1 resonant normal form is given by the inequality
|d| ≤ dmax(s), where 0 < dmax(s)  1
2,
so the maximal detuning depends on the parameter s. Fixing a suﬃciently small value of s,
all systems near the 1:1 resonance zone are represented in the cross-section of the cylinder by
a subset of D near the diameter {(d,a2) ∈ D | d = 0} (see Figure 2.2). Among the systems in
this zone we distinguish the symmetry strata and the dynamical strata. A symmetry stratum
contains values of parameters that correspond to systems with the same orbit type of the
symmetry group; symmetry strata were studied in [62,70], and we will not consider them
here. Our main interest will be concentrated on dynamical strata, which we deﬁne now.
Deﬁnition 2.1.1 (Dynamical stratum) We say that two systems belong to the same dy-
namical stratum if they correspond to qualitatively the same BD’s.
Since the set of physical states of the hydrogen atom corresponds to the value ζ = 0 of the
KS-integral (see Section 2.1.2), we will be interested only in constant cross-sections {ζ = 0} of
the BD’s. We will show that the eﬀective perturbation parameter for the 1:1 zone is ns  1,
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Figure 2.2: Structure of the 1:1 zone. Diﬀerent dynamical strata of the zone (top) correspond to
vertices of the genealogy graph (bottom). Vertical edges of the graph represent bifurcations with
broken symmetry of order 2, other edges undergo a Hamiltonian Hopf bifurcations when they cross
a boundary of two strata.
where n is the value of the Keplerian integral (Section 2.3). As ns varies, the dynamical
stratiﬁcation of the 1:1 zone remains qualitatively invariant, although the size of diﬀerent
strata in the parameter disk D with coordinates (d,a2) may change. In particular, for a ﬁxed
ns the stratiﬁcation of D is deﬁned with the aid of the functions
F1(a
2) = 1
4 (1 − 2a
4)(ns) + O(ns)
3, F2(a
2) = 1
4 (1 − 4a
2 − 2a
4)(ns) + O(ns)
3, (2.1.10)
which shows that the size of dynamical strata in the d-direction varies almost linearly wth
ns. This property is speciﬁc to the 1:1 zone.
By the above argument to describe the 1:1 zone it is suﬃcient to describe a constant cross-
section {ζ = 0,N = n} of the BD, and a constant cross-section of the parameter space.
Equivalently, we can consider an integrable approximation of the 2-DOF n-shell system (Sec-
tion 2.1.2) with the phase space S2 ×S2 and the energy-momentum map EMn = (µ,H). We
note also that the structure of the 1:1 zone is symmetric with respect to reﬂection d 7→ −d,
and consider only strata in the positive semi-disk D+ = D ∩ {d ≥ 0}.
We will show that in the disk D+ the parameter space near 1:1 resonance there are the
following dynamical strata (Table 2.1), which persist if one preserves higher order terms in
the normalized 1:1 resonant Hamiltonian, i.e. within the class of symmetric perturbations:
38Table 2.1: Dynamical strata of the hydrogen atom. The second column represents the BD of the
2-DOF reduced system. The horizontal and vertical directions correspond to the values m and h of
µ and H1 respectively.
BD
type
BD Comments
A0
The image of EMn is simply connected, the ﬁbre in the interior of
EMn is a single 2-torus. Trivial monodromy.
A1
The image of EMn contains an isolated critical value that corresponds
to a simply pinched torus T1. Non-trivial monodromy.
A1,1
The image of EMn contains two isolated critical values that correspond
to simply pinched tori. Non-trivial monodromy.
An
The image of EMn contains an isolated critical value that corresponds
to a doubly pinched torus T2. Non-trivial monodromy.
B1
The image of EMn consists of two regions, which are distinguished
in the diagram by color. The ﬁbre in the lighter region consists of a
single 2-torus, the ﬁbre in the darker region consists of two disjoint
2-tori. Non-trivial monodromy.
B0
The image of EMn consists of two regions, which are distinguished in
the diagram by the color. The ﬁbre in the lighter region consists of a
single 2-torus, the ﬁbre in the darker regions consists of two disjoint
2-tori. Trivial monodromy.
A∗
f
The image of EMn consists of two regions, which are distinguished in
the diagram by the color. The ﬁbre in the lighter region consists of a
single 2-torus, the ﬁbre in the darker regions consists of two disjoint
2-tori. Trivial monodromy.
S
The image of EMn is simply connected, the ﬁbre in the interior of
EMn is a disjoint union of two 2-tori. Trivial monodromy.
39two-dimensional strata
A
0
1 = {(d,a
2) ∈ D
+ | |F2(a
2)| < d < F1(a
2)},
A
00
1 = {(d,a
2) ∈ D
+ | |F1(a
2)| < d < −F2(a
2)},
A1,1 = {(d,a
2) ∈ D
+ | 0 < d < min(F1(a
2),−F2(a
2))},
B
0
1 = {(d,a
2) ∈ D
+ | 0 < d < F2(a
2)},
B
00
1 = {(d,a
2) ∈ D
+ | 0 < d < −F1(a
2)},
A0 = {(d,a
2) ∈ D
+ | max(F1(a
2),−F2(a
2)) < d < dmax},
(2.1.11a)
one-dimensional strata, corresponding to the strictly orthogonal conﬁguration
B
0
0 = {(d,a
2) ∈ D
+ | d = 0, 0 < a
2 <
p
3/2 − 1},
A2 = {(d,a
2) ∈ D
+ | d = 0,
p
3/2 − 1 < a
2 <
p
1/2},
B
00
0 = {(d,a
2) ∈ D
+ | d = 0,
p
1/2 < a
2 < 1},
(2.1.11b)
a one-dimensional stratum on the boundary of D+
A
∗
f = {(d,a
2) ∈ D
+ | d
2 = (1 − a
2)a
2, 0 < d < F2(a
2), a
2 < 1/2}, (2.1.11c)
and a zero-dimensional stratum S corresponding to the Stark limit. Other one-dimensional
strata on the boundary of D+, i.e.
A
∗
0
0 = {(d,a
2) ∈ D
+ | d
2 = (1 − a
2)a
2, F1(a
2) < d < dmax, a
2 < 1/2},
A
∗
0
00 = {(d,a
2) ∈ D
+ | d
2 = (1 − a
2)a
2, |F2(a
2)| < d < dmax, a
2 > 1/2},
A
∗
1
00 = {(d,a
2) ∈ D
+ | d
2 = (1 − a
2)a
2, |F1(a
2)| < d < |F2(a
2)|a
2 > 1/2},
B
∗
1
00 = {(d,a
2) ∈ D
+ | d
2 = (1 − a
2)a
2, 0 < d < |F1(a
2)|, a
2 > 1/2},
(2.1.11d)
have types of BD of the corresponding 2-dimensional strata; the Zeeman limit Z belongs to
the dynamical stratum B0. The regions B0
1 and B00
1 (resp. A0
1 and A00
1, B0
0 and B00
0) are disjoint
components of the same stratum B1 (resp. A1, B0), where 0 and 00 mark the components
near the Stark and the Zeeman limits respectively. We note (Table 2.1) that the systems
corresponding to the strata A1, A1,1, A2 and B1 have non-trivial monodromy. In Figure 2.2,
bottom, the picture of the parameter space is combined with the genealogy graph, whose
edges correspond to continuous variations of parameters. As we go along each path in the
genealogy graph we expect one or several bifurcations to happen. Recall [62,70] that the
system with strictly orthogonal perturbing forces have speciﬁc Z2 symmetry; this symmetry
breaks along the paths A2 → A1,1, B0
0 → B0
1, and B00
0 → B00
1. Along all the other paths the
system goes through a Hamiltonian Hopf bifurcation [25,44,83]. The paths B0
1 → A0
1 and
B00
1 → A00
1 correspond to a subcritical Hamiltonian Hopf bifurcation. In such a bifurcation an
elliptic periodic orbit is attached to a family of T2. The family shrinks and at the bifurcation
it vanishes while the periodic orbit becomes unstable (generically complex hyperbolic unless
there is extra symmetry). Along the paths A0
1 → A1,1, A00
1 → A1,1, A0 → A0
1, and A0 → A00
1
the system goes through a supercritical Hamiltonian Hopf bifurcation. In such a bifurcation
an elliptic periodic orbit is again attached to a family of T2. At the bifurcation the periodic
orbit detaches from the family of T2 and becomes unstable. Along the paths B0
0 → A2 and
B00
0 → A2 the system goes through Hamiltonian Hopf bifurcations that are degenerate at
the order of truncation of the normal form used in this work. These degenerate bifurcations
have been resolved in [29] where it was shown that one of them is subcritical and the other
supercritical.
40We show that the monodromy manifests itself in the joint spectrum of the quantized 2-DOF
problem with detuned 1:1 resonant normal form of the Hamiltonian (2.1.1), and the spectrum
of the problem with the ﬁrst normalized Hamiltonian H.
2.1.4 Historical comments
The problem of the perturbations of the hydrogen atom by static homogeneous electric and
magnetic ﬁelds is one of the oldest in atomic physics; the literature is abundant, and a
complete review is beyond our capacity. Although a great number of detailed studies of
concrete hydrogen-atom-in-ﬁelds systems were produced in the 1980s and 1990s, no general
classiﬁcation of this family of perturbed systems has been published. Interest has gradually
shifted from the perturbation regime to a predominantly chaotic one, and focused largely on
the dynamical behavior in concrete conﬁgurations of the system. Thus the establishment of
a (global) connection between systems with diﬀerent values was neglected. Our goal is to ﬁll
this gap, and in this Section we would like to identify the work which is most closely related
to our study in spirit or technique.
The study of the hydrogen atom in external ﬁelds was initiated by Pauli [67], who formulated
the linear problem and worked with ﬁrst order perturbations of the Hamiltonian. Pauli
noticed that after the reduction of the Keplerian symmetry, i.e. in the n-shell approximation,
the perturbed system has an additional symmetry, associated with the linear action of the
momentum µ, for all conﬁgurations of electric and magnetic ﬁelds. For this reason it was
suggested in [31] to call this symmetry the Pauliean symmetry. Later Solov’ev [76] and
Herrick [46] demonstrated with the example of the quadratic Zeeman eﬀect the necessity
of the second order perturbation theory for the qualitative understanding of the system of
the hydrogen atom. The conﬁguration of orthogonal ﬁelds was considered in Solov’ev [76],
Grozdanov and Solov’ev [42], see also Braun and Solov’ev [11]. Two additional ideas appear
at this stage: the use of classical mechanics, and the search for a relation between global
quantum level patterns and the reduced Hamiltonian.
A further technical development was the use of the regularization of the Kepler problem,
followed by the normalization of the resulting system of two isotropic oscillators, and quanti-
zation of the reduced Hamiltonian. This approach was implemented in Robnik and Schr¨ ufer
[69] for the system with quadratic Zeeman eﬀect, which after reduction of the axial symmetry
was regularized by the Levi-Civita method, the analogue of the Kustaanheimo-Stiefel method
in lower dimensions; the quantization of the reduced system was implemented in Robnik [68].
We should give some historical remarks on the development of normal forms theory relevant
to the considered problem, referring for the more detailed review to Cushman [21]. Thus
the normalization and reduction was ﬁrst applied to perturbation theory of the harmonic
oscillator in Cushman and Rod [20]. The normal form for a perturbed Keplerian system was
ﬁrst deﬁned in Cushman [18]. The two-step scheme of normalization and reduction was ﬁrst
explained mathematically in Cushman and van der Meer [84]. Our work is built up in the
framework, provided by these studies.
A number of studies for speciﬁc ﬁeld conﬁgurations followed, see, for example, Cacciani et al.
[14,15], see [32] for more detailed review. A signiﬁcant step forward was made by Cushman
and Sadovskii [24], where all orthogonal ﬁeld perturbations were shown to be of three basic
generic types. Namely, as we have already mentioned in Section 2.1.1, systems near the
Zeeman and Stark limits, similar to the ones studied in [46,76] and systems with monodromy.
This work has essentially shown the way to classify all perturbations of the hydrogen atom
41by suﬃciently weak electric and magnetic ﬁelds of arbitrary mutual orientation, and thus to
complete the study initiated by Pauli in 1926 [67]. Our present study is in the framework
of this approach. Near orthogonal conﬁgurations were studied by Schleif and Delos [73],
who showed that near orthogonal conﬁgurations can be considered as deformations of the
strictly orthogonal ones which break the speciﬁc Z2 symmetry of the latter. Such deformed
quantum systems can be of diﬀerent qualitative types and can have monodromy of diﬀerent
kinds. Finally, Efstathiou, Sadovskii and Zhilinskii [33] provided a general framework to
classify all perturbations, conjecturing the existence of resonant zones, see Section 2.1.1.
These resonances and respective quantum systems were studied independently by Karasev
and Novikova [51], but the zone concept and the corresponding approach in [33] was new.
Other model Hamiltonian systems with properties similar to those of the perturbed hydrogen
atom, notably with the same reduced phase space S2 × S2 have been analyzed before: by
Sadovskii and Zhilinskii [71] and, more recently, by Hansen, Faure and Zhilinskii [43], who
studied monodromy of a system of coupled angular momenta, and by Davison, Dullin and
Bolsinov [26], who obtained similar results for the geodesic ﬂow on four-dimensional ellipsoids.
2.2 The model of the hydrogen atom in external ﬁelds
In this Section we give a detailed explanation of the integrable approximation of the hydrogen
atom, as described in Section 2.1.2. Recall (Section 2.1.1) that a mechanical system of the
hydrogen atom has the phase space R3∗ × R3 and the Hamiltonian (2.1.1), which reads
˜ H(Q,P) =
1
2
P
2 −
1
|Q|
+ FeQ2 + FbQ1 +
G
2
(Q2P3 − Q3P2) +
G2
8
(Q
2
2 + Q
2
3) = E,
where the 3-vectors F = (Fb,Fe,0) and G = (G,0,0) represent the electric and magnetic
ﬁelds respectively.
2.2.1 Kustaanheimo-Stiefel regularization
In this section we elaborate on details of the Kustaanheimo-Stiefel (KS)-regularization, which
was explained in section 2.1.2. This procedure is extensively studied in [52,53,78], for which
reason in our exposition we omit proofs.
The ﬁrst step of the KS-regularization is the time rescaling. The ‘ﬁctitious time’ t0 is intro-
duced by the substitution
d
dt
=
1
|Q|
d
dt0,
so that the Hamiltonian vector ﬁeld X ˜ H is multiplied by |Q|. For a ﬁxed value E < 0 of ˜ H
the vector ﬁeld |Q|XH on the surface
{(Q,P) ∈ R
3∗ × R
3 | H(Q,P) = E}
agrees with the Hamiltonian vector ﬁeld XK associated to the function
K(Q,P) =
1
2
(P
2 − 2E)|Q| + FeQ2|Q| + FbQ1|Q| +
G
2
(Q2P3 − Q3P2)|Q|+
G2
8
(Q
2
2 + Q
2
3)|Q| = 1,
(2.2.12)
42which takes the value 1 on this surface. The term
K0(Q,P) =
1
2
(P
2 − 2E)|Q| (2.2.13)
in (2.2.12) corresponds to the Hamiltonian of the unperturbed Kepler problem.
The second step is the coordinate transformation, so that |Q| = |q2|, where (q,p) are new
coordinates. For that we have to go to a higher dimensional space. Consider the inclusion
R
3∗ × R
3 → R
4∗ × R
4 : (Q,P) 7→ (Q,0,P,0), (2.2.14)
and the KS-map, given by
KS : R
4∗ × R
4 → R
4∗ × R
4 : (q,p) 7→

M(q) · q,
1
q2M(q) · p

=

Q,0,P,−
2
q2ζ

,
(2.2.15)
where M(q) is the matrix
M(q) =




q1 −q2 −q3 q4
q2 q1 −q4 −q3
q3 q4 q1 q2
q4 −q3 q2 −q1



, (2.2.16)
and
ζ : R
8∗ → R : (q,p) 7→ 1
2(q1p4 − q2p3 + q3p2 − q4p1). (2.2.17)
The preimage of the phase space R3∗ × R3 of the hydrogen atom is contained in the smooth
submanifold ζ−1(0) ⊂ R8∗. Denote
(ζ
−1(0))
0 = {(q,p) ∈ ζ
−1(0) | q 6= 0}. (2.2.18)
For the proof of the following lemma we refer to [52].
Lemma 2.2.1 (Pullback of symplectic structure along KS-map) [52] Denote by
θ0 =
3 X
i=1
PidQi and θ =
4 X
i=1
pidqi
the tautological 1-forms on R3∗ × R3 and R8∗ respectively. Then
KS
∗θ0 = θ|(ζ−1(0))0,
where the manifold (ζ−1(0))0 is deﬁned by (2.2.18).
We drop the restriction q 6= 0 in (2.2.18), taking into consideration the collision states, i.e.
we consider ζ−1(0). Regarded as functions of q and p, Qi and Pi, i = 1,2,3, become functions
in involution with ζ with respect to the Poisson bracket on R8∗ induced from the standard
Poisson bracket on R8. The pullback of the Hamiltonian (2.2.12) to (ζ−1(0))0 reads
K(q,p) = 1
2(p
2 − 2Eq
2) + 2Fe(q1q2 − q3q4)q
2 + Fb(q
2
1 − q
2
2 − q
2
3 + q
2
4)q
2
+G(q2p3 − q3p2)q
2 + 1
2G
2(q
2
1 + q
2
4)(q
2
2 + q
2
3)q
2 = 1,
(2.2.19)
43where K0(p,q) = 1
2(p2−2Eq2) is the unperturbed part. Both K(q,p) and K0(q,p) are deﬁned
not only on (ζ−1(0))0, but on the whole space R8∗. The Hamiltonian (2.2.19) commutes with
ζ. The ﬂow of the Hamiltonian vector ﬁeld X2ζ, associated to 2ζ, is periodic with period 2π
and generates a T1-action on R8∗, given by
A
s
ζ : R
8∗ → R
8∗ : (q,p) 7→ (A(s)q,A(s)p), (2.2.20)
where A(s) is the matrix
A(s) =




coss 0 0 −sins
0 coss sins 0
0 −sins coss 0
sins 0 0 coss



. (2.2.21)
We call this symmetry the KS-symmetry. Notice that in what follows we refer to the problem
with the phase space R8∗ and the Hamiltonian (2.2.19) as the regularized 4-DOF problem of
the hydrogen atom. Each physical state of the hydrogen atom in R3∗ × R3 lifts along the
KS-map to an orbit of the action (2.2.20) [52] in (ζ−1(0))0. The regularized 3-DOF problem
of the hydrogen atom has the phase space ζ−1(0)/T1. After normalization of the Hamiltonian
in the 4-DOF regularized problem with respect to the unperturbed part, the KS symmetry
and the symmetry, generated by the unperturbed part, will be reduced simultaneously. For
this reason we do not describe in detail the reduction of the KS-symmetry alone, but refer
for that to [52,53].
2.2.2 Normalization of the Keplerian symmetry
Since the Keplerian symmetry of the problem is not exact, before starting the reduction of
the KS and the Keplerian symmetry we normalize the Hamiltonian K(q,p) with respect to
the unperturbed part K0(q,p). First for convenience we implement a time and coordinate
rescaling, and make a change of coordinates so that the function ζ acquires the diagonal form.
We will use two parameter rescalings, one with respect to the energy value E, following [33],
and another with respect to the value n of K0(q,p), the latter being more appropriate for
comparison of the results with experiments and other work.
The rescaling with respect to the energy and the change of coordinates
Following [33], we rescale with respect to the value E of the Hamiltonian (2.1.1), introducing
the parameter
Ω =
√
−8E,
and substituting
(q,p) 7→ (˜ q, ˜ p) = (q/
√
Ω, p
√
Ω) and t
0 7→ ˜ t = Ωt
0.
In the rescaled coordinates the Hamiltonian K reads
K(˜ q, ˜ p) = 1
2(˜ p
2 + ˜ q
2) + 1
3
˜ fe(˜ q1˜ q2 − ˜ q3˜ q4)˜ q
2 + 1
6
˜ fb(˜ q
2
1 − ˜ q
2
2 − ˜ q
2
3 + ˜ q
2
4)˜ q
2
+1
2˜ g(˜ q2˜ p3 − ˜ q3˜ p2)˜ q
2 + 1
8˜ g
2(˜ q
2
1 + ˜ q
2
4)(˜ q
2
2 + ˜ q
2
3)˜ q
2 = 4Ω
−1,
(2.2.22)
44where
( ˜ fe, ˜ fb) = 3(Fe,Fb)(2/Ω)
3 and ˜ g = G(2/Ω)
2, (2.2.23)
and the unperturbed part of the Kepler problem is
2N(˜ q, ˜ p) = K0(˜ q, ˜ p) = 1
2(˜ p
2 + ˜ q
2) = 1
2(˜ p
2
1 + ˜ q
2
1 + ˜ p
2
2 + ˜ q
2
2 + ˜ p
2
3 + ˜ q
2
3 + ˜ p
2
4 + ˜ q
2
4). (2.2.24)
Remark 2.2.1 (Keplerian integral) The Keplerian integral (2.2.24) describes a 4-DOF
harmonic oscillator in 1:1:1:1 resonance which is also called the isotropic oscillator.
We implement a symplectic change of coordinates R8∗ → R8∗ : (˜ p, ˜ q) 7→ (u,v) with respect to
standard symplectic structure on both copies of R8∗, which puts the function ζ in the diagonal
form and leaves the Keplerian integral N unchanged. Such a transformation is given by
(u1, u4, v1, v4)
T = B(˜ q1, ˜ q4, ˜ p1, ˜ p4)
T, (u2, u3, v2, v3)
T = B(˜ q2, ˜ q3, ˜ p2, ˜ p3)
T, (2.2.25a)
where the juxtaposition denotes the matrix multiplication and
B =
1
√
2




0 0 −1 −1
1 −1 0 0
1 1 0 0
0 0 1 −1



. (2.2.26)
After the change of coordinates ζ reads
ζ(u,v) = 1
4(−v
2
1 − u
2
1 − v
2
3 − u
2
3 + v
2
2 + u
2
2 + v
2
4 + u
2
4) (2.2.27)
and
N(u,v) = 1
4(v
2
1 + u
2
1 + v
2
3 + u
2
3 + v
2
2 + u
2
2 + v
2
4 + u
2
4). (2.2.28)
The Hamiltonian (2.2.22) becomes
K(u,v) =1
2(v
2 + u
2) + 1
3
˜ fe(u2v1 + u4v2)(u
2
3 + u
2
4 + v
2
1 + v
2
2)
+ 1
6
˜ fb(−u
2
3 + u
2
4 + v
2
1 − v
2
2)(u
2
3 + u
2
4 + v
2
1 + v
2
2) − 1
2˜ g(u2u3 + v2v3)(u
2
3 + u
2
4 + v
2
1 + v
2
2)
+ 1
8˜ g
2(u
2
4 + v
2
1)(u
2
3 + v
2
2)(u
2
3 + u
2
4 + v
2
1 + v
2
2).
(2.2.29)
Normalization of the Hamiltonian with respect to the unperturbed part
We normalize the Hamiltonian K (2.2.29) with respect to the unperturbed part K0 = 2N
using the standard Lie series algorithm (see [12,44,61] and references therein). The result of
the normalization and truncation at terms of order 6 is the Hamiltonian
Λ = Λ0 + Λ1 + Λ2, (2.2.30)
where Λ0 = 2N and each term Λj is a homogeneous polynomial of degree 2j + 2 in (u,v).
Expressions for the terms Λ1 and Λ2 can be obtained from the expressions for the reduced
Hamiltonian given in Table 2.2 by applying formulas (2.2.34). Notice that the KS symmetry
is preserved by the normalization algorithm, therefore the normalized and truncated Hamil-
tonian Λ Poisson commutes both with N and ζ.
452.2.3 Reduction of the KS and the Keplerian symmetry
In this section we reduce the symmetries of the system generated by ζ and the unperturbed
part Λ0 = 2N of the Hamiltonian, using invariant theory [22]. Recall from Section 2.2.1 that
the Hamiltonian vector ﬁelds X2ζ and X2N on R8∗, associated to the functions 2ζ and 2N,
have ﬂows periodic with period 2π, so each of the functions 2ζ and 2N generates an action
of the circle T1 on R8∗. Denote by ϕs
2ζ and ϕt
2N the ﬂows of X2ζ and X2N respectively, and
deﬁne the action of T2 by
A
(s,t)
2ζ,2N :R
8∗ → R
8∗ :

(s,t),z

7→ ϕ
s
2ζ ◦ ϕ
t
2N(u,v), (s,t) ∈ T
2. (2.2.31)
We will show that the action (2.2.31) has a non-trivial isotropy group at each point of R8∗,
i.e. it is not eﬀective. We choose another set of generators of the action from which later we
construct action coordinates. The proof of the non-eﬀectiveness of the action is given by the
following lemma.
Lemma 2.2.2 (Non-eﬀectiveness of T2-action) The action (2.2.31) is not eﬀective, that
is, there exists an element ¯ t = (π,π) ∈ T2 such that for any point (u,v) ∈ R8∗
A
¯ t
2ζ,2N(u,v) = (u,v). (2.2.32)
Proof. We complexify R8∗ ∼ = C4∗ by setting
zj = uj + ivj, j = 1,...,4.
The function 2ζ and the Keplerian integral 2N read in the complex coordinates
2ζ(z) =
1
2
(−¯ z1z1 + ¯ z2z2 − ¯ z3z3 + ¯ z4z4) and 2N(z) =
1
2
(¯ z1z1 + ¯ z2z2 + ¯ z3z3 + ¯ z4z4),
and the action (2.2.31) of the torus T2 is given by
A
(s,t)
2ζ,2N :C
4∗ → C
4∗ :

(s,t),z

7→ ϕ
s
2ζ ◦ ϕ
t
2ζ(z) =
(z1e
i(t−s),z2e
i(t+s),z3e
i(t−s),z4e
i(t+s)), (s,t) ∈ T
2.
Then (2.2.32) follows from a straightforward computation.

We choose new generators of the T2-action in such a way that the action becomes eﬀective,
in the following lemma.
Lemma 2.2.3 (Generators of eﬀective T2-action) The Hamiltonian vector ﬁelds associ-
ated to the functions
η+ = N + ζ and η− = N − ζ
have ﬂows periodic with period 2π, and the action
A
(t−,t+)
η−,η+ : R
8∗ → R
8∗ :

(t−,t+)(u,v)

7→ ϕ
t−
η− ◦ ϕ
t+
η+(u,v), (t−,t+) ∈ T2, (2.2.33)
is eﬀective.
46Proof. We use again the complex coordinates z = (z1,...,z4) of Lemma 2.2.2. In these
coordinates we have
(N + ζ)(z) =
1
2
(¯ z2z2 + ¯ z4z4) and (N − ζ)(z) =
1
2
(¯ z1z1 + ¯ z3z3),
and the ﬂows of the Hamiltonian vector ﬁelds Xη− and Xη+ are periodic with period 2π. Then
the eﬀective action of T2 is deﬁned by
A
(t+,t−) : C
4∗ → C
4∗ : (z1,z2,z3,z4) 7→ (z1e
it−,z2e
it+,z3e
it−,z4e
it+), (t−,t+) ∈ R2.

We reduce the T2 symmetry (2.2.33) using algebraic invariant theory, that is, we ﬁnd a set
of polynomials on R8∗ invariant under (2.2.33) such that any other invariant function can be
expressed as a function of these polynomials.
Remark 2.2.2 (Geometry of the reduced space) We notice that each of the functions
N − ζ and N + ζ generates a T1-action on a 4-dimensional subspace of R8∗. On each of
the subspaces this action is equivalent to the action generated by the Hamiltonian of the
2-DOF isotropic oscillator. Recall [22,37] that the Lie group SU(2) acts on the complexiﬁed
phase space R4∗ ∼ = C2∗ of the isotropic oscillator, and the Hamiltonian of the problem is
invariant under this action. The Lie algebra su(2) has real dimension 3, and each element of
the standard basis in su(2) corresponds to the Hamiltonian vector ﬁeld on the phase space of
the isotropic oscillator, which is the inﬁnitesimal generator of the symmetry of the problem.
The corresponding ﬁrst integrals X = (X1,X2,X3) for the action of η− and Y = (Y1,Y2,Y3)
for the action of η+ satisfy the equations
X
2
1 + X
2
2 + X
2
3 = η
2
− and Y
2
1 + Y
2
2 + Y
2
3 = η
2
+,
i.e. the reduced space is of the action of η− and η+ is S2 ×S2, and the polynomials X and Y
form a Lie algebra, isomorphic to su(2) × su(2). The vectors
L = X − Y and K = X + Y
are the angular momentum and the eccentricity vector respectively.
The set of polynomials invariant under the action (2.2.33) is generated by
X1 = 1
4(−v
2
1 − u
2
1 + v
2
3 + u
2
3), Y1 = 1
4(−v
2
2 − u
2
2 + v
2
4 + u
2
4),
X2 = 1
2(−v1v3 − u1u3), Y2 = 1
2(v2v4 + u2u4),
X3 = 1
2(v3u1 − v1u3), Y3 = 1
2(−v4u2 + v2u4),
N = 1
4(v
2
1 + v
2
2 + v
2
3 + v
2
4 + u
2
1 + u
2
2 + u
2
3 + u
2
4), ζ = 1
4(−v
2
1 + v
2
2 − v
2
3 + v
2
4 − u
2
1 + u
2
2 − u
2
3 + u
2
4),
(2.2.34)
and the polynomials satisfy the relations
X
2
1 + X
2
2 + X
2
3 =
η−
2
2
, Y
2
1 + Y
2
2 + Y
2
3 =
η+
2
2
, (2.2.35)
i.e. for ﬁxed values of ζ and N the reduced space is isomorphic to S2 × S2. We have
{Xi,Xj} =
3 X
k=1
εijkXk, {Yi,Yj} =
3 X
k=1
εijkYk, {Xi,Yj} = 0, (2.2.36)
47Table 2.2: Terms in 72n−1Λ2.
−(17 ˜ f2
b + 17 ˜ f2
e − 27˜ g2)n2
−6 ˜ f2
b(7X2
1 + 7Y 2
1 − 20X1Y1)
−6 ˜ f2
e(7X2
2 + 7Y 2
2 − 20X2Y2)
+72 ˜ fb˜ g(X2
1 − Y 2
1 )
+12 ˜ fe ˜ fb(−7X1X2 + 10Y1X2 + 10X1Y2 − 7Y1Y2)
+24 ˜ fe˜ g(3X1X2 + 4Y1X2 − 4X1Y2 − 3Y1Y2)
−9˜ g2(6X2
1 + 6Y 2
1 + 8X2Y2 + 8X3Y3)
where εijk is the Levi-Civita symbol. Recall (Appendix 2.2.1) that the set of physical states of
the hydrogen atom corresponds to the set {ζ = 0}, and set the value of the Keplerian integral
N to n. The last step of the reduction is to express the normalized Hamiltonian (2.2.30) in
terms of the invariant polynomials in (2.2.34). Then
Λ0 = 2n, (2.2.37)
and
Λ1 = n((− ˜ fb + ˜ g)X1 − ˜ feX2 + ( ˜ fb + ˜ g)Y1 + ˜ feY2) (2.2.38)
respectively, and the expression for Λ2 are given in Table 2.2. To simplify things we subtract
from the reduced Hamiltonian Λ the constant term Λ0 = 2n and divide by the constant n.
Then Λ = Λ1 + Λ2 with the lowest order term
Λ1 = (− ˜ fb + ˜ g)X1 − ˜ feX2 + ( ˜ fb + ˜ g)Y1 + ˜ feY2, (2.2.39)
where, as before, the parameters ˜ fb, ˜ fe and ˜ g are given by (2.2.23).
With yet another change of coordinates the ﬁrst term Λ1 in the reduced Hamiltonian Λ can be
simpliﬁed even further. Geometrically this change of coordinates consists of two independent
rotations on each sphere in the reduced phase space S2 × S2, so that Λ1 becomes a linear
combination of only two coordinates. Such a transformation is given by
X 7→ ˜ A
−1
− ˜ x, Y 7→ ˜ A
−1
+ ˜ y, (2.2.40)
where ˜ x = (˜ x1, ˜ x2, ˜ x3), ˜ y = (˜ y1, ˜ y2, ˜ y3),
˜ A± =
1
˜ ω±


˜ g ± ˜ fb ± ˜ fe 0
∓ ˜ fe ˜ g ± ˜ fb 0
0 0 ˜ ω±

, (2.2.41)
and
˜ ω± =
q
(˜ g ± ˜ fb)2 + ˜ f2
e. (2.2.42)
The transformation (2.2.40) preserves the Lie algebra structure on S2 × S2, so that
{˜ xi, ˜ xj} =
3 X
k=1
εijk˜ xk, {˜ yi, ˜ yj} =
3 X
k=1
εijk˜ yk, {˜ xi, ˜ yj} = 0, (2.2.43)
48and the invariants ˜ x and ˜ y satisfy the relations
˜ x
2
1 + ˜ x
2
2 + ˜ x
2
3 =
n2
4
, ˜ y
2
1 + ˜ y
2
2 + ˜ y
2
3 =
n2
4
. (2.2.44)
The ﬁrst term of the Hamiltonian Λ = Λ1 + Λ2 becomes
Λ1 = ˜ ω−˜ x1 + ˜ ω+˜ y1, (2.2.45)
and the expression for Λ2 can be obtained from Table 2.2 by applying the coordinate trans-
formation (2.2.40).
2.2.4 Energy correction
The Hamiltonian Λ rescaled with respect to the parameter Ω depending on the energy, is
only convenient if we work at a constant energy E. In this section we rescale the problem
with respect to the value n of the Keplerian integral. This approach is more appropriate if
one wants to compare the results with experiments, and of use in the quantum computations,
where n is the principal quantum number, labelling the energy levels of the hydrogen atom.
Notice that the basis of polynomials, invariant under the T2-action (2.2.33), does not depend
on the rescaling, so in this section we can work in the coordinates X and Y. Recall from
Section 2.2.2 that Ω =
√
−8E, and the physical energy E is deﬁned implicitly by (2.2.22) and
(2.2.23). The similar equation
Λ = 4Ω
−1 (2.2.46)
holds for the ﬁrst normal form of the Hamiltonian. We substitute (fe,fb,g) in (2.2.46) by
the parameters Fe, Fb and G, using (2.2.23), and introduce a new parameter ε = Ω−1 =
(−8E)−1/2. Our purpose now is to determine ε in terms of Fe,Fb,G and X and Y, thus
undoing the rescaling with respect to the energy.
The perturbing electric and magnetic ﬁelds are weak, so the parameters Fe, Fb and G are
small. In order to keep track of their size we make the change
(Fe,Fb,G) → λ(Fe,Fb,G), where 0 < λ  1.
In this way the ﬁrst reduced Hamiltonian Λ in (2.2.46) becomes a power series in λ truncated
at degree k = 3, so ε can be also expressed as a power series of λ. To do that, write formally
ε =
n
2
+ ε1(X,Y)λ + ε2(X,Y)λ
2 + O(λ)
3, (2.2.47)
and, substituting this into (2.2.46), compute ε1 and ε2 by equating coeﬃcients of powers of λ
at both sides of the equation. Then, substituting (2.2.47) into the equation
E = −
1
8ε2,
compute E as a power series of λ up to order 2. Setting λ = 1, one obtains the energy in the
form
H(X,Y) = −
1
2n2 +
1
2n2(H1(X,Y) + H2(X,Y)), (2.2.48)
where each Hk contains only terms of order k in (Fe,Fb,G). Introducing n-scaled ﬁelds
g = Gn
2, fb = 3Fb n
3, fe = 3Fe n
3 (2.2.49)
49Table 2.3: Terms in 72H2.
(9g2n2 − 17f2
e − 17f2
b)n2
+12f2
e(X2
2 + Y 2
2 + Y2X2)
+12f2
b(X2
1 + Y 2
1 + X1Y1)
+24gfe(X2Y1 − X1Y2)
+12fbfe(2(X1X2 + Y1Y2) + X1Y2 + X2Y1)
+36g2(X1Y1 + (X2 − Y2)2 + (X3 − Y3)2)
we obtain
H1 = (−fb + g)X1 − feX2 + (fb + g)Y1 + feY2., (2.2.50)
which, up to replacing the energy scaled parameters ( ˜ fe, ˜ fb, ˜ g) by the n-scaled parameters
(fe,fb,g) and multiplication by n, is identical to the principal order of Λ in (2.2.38). The
second order terms are given in Table 2.3.
The energy corrected Hamiltonian H(X,Y) can be simpliﬁed further by a similar transforma-
tion as for the energy-scaled Hamiltonian Λ (2.2.38). Namely, we set x = A−X and y = A+Y
where A± are deﬁned by (2.2.41) and (2.2.42) with the Ω-scaled ﬁelds ˜ fe, ˜ fb and ˜ g substituted
by the n-scaled ﬁelds fe, fb, g. The lowest order term in the resulting Hamiltonian is
H1 = ω−x1 + ω+y1,
and the coordinates (x,y) satisfy
{xi,xj} =
3 X
k=1
εijkxk, {yi,yj} =
3 X
k=1
εijkyk, {xi,yj} = 0, (2.2.51)
and
x
2
1 + x
2
2 + x
2
3 =
n2
4
, y
2
1 + y
2
2 + y
2
3 =
n2
4
. (2.2.52)
In order to avoid the unnecessary multiplication of symbols we introduce the following conven-
tion. Parameters (fe,fb,g) that appear in Λ are always Ω-scaled. We use the same symbols
for the n-scaled parameters in H. Similarly, the coordinates (x,y), as well as ω±, are Ω-scaled
in Λ and n-scaled in H.
2.2.5 Second normalization and reduction of residual dynamical
symmetry
In order to have a completely integrable approximation of the system of the hydrogen atom
we have to ﬁnd a third integral of motion. Recall from Section 2.2.4 that for ζ = 0 and a
ﬁxed value n of the Keplerian integral N the reduced system of the hydrogen atom has the
phase space S2 × S2 with the Poisson structure (2.2.51) and the Hamiltonian H = H1 + H2,
where
H1(x,y) = ω−x1 + ω+y1,
and (x,y) are coordinates on R3×R3 ⊃ S2×S2. Geometrically the action generated by H1 is
the simultaneous rotation of the two spheres S2 ×S2 with respect to the axes x1 and y1. The
50frequencies ω− and ω+ of the rotations depend on the parameters fe, fb and g of the system.
In the orthogonal conﬁguration the frequencies are resonant, and the ratio ω−/ω+ is 1 : 1. In
this case the trajectory of the system in the phase space is a circle T1. Since we are interested
in systems with near orthogonal electric and magnetic ﬁelds, we normalize with respect to
this 1 : 1 resonant action, and then reduce the symmetry. In this section we mostly work
with the n-scaled problem, i.e. the Hamiltonian H. However, because of formal similarity of
Λ and H the whole discussion applies also to Λ.
Normalization of the residual approximate T1 symmetry
We can perform the second normalization either working in the reduced phase space S2 × S2
or in the space R8∗. We describe both approaches.
Second normalization in S2 × S2 Consider the Hamiltonian vector ﬁeld XH1 on S2 × S2
associated to the function H1. Its projections on the components of S2×S2 are the Hamiltonian
vector ﬁelds periodic with periods 2π/ω− and 2π/ω+ respectively. They generate the action
A
t
1 : S
2 × S
2 → S
2 × S
2 : (t,(x,y)) 7→ (M(ω−t)x,M(ω+t)y), t ∈ T1, (2.2.53)
where
M(t) =


1 0 0
0 cost sint
0 −sint cost

. (2.2.54)
If the ratio ω−/ω+ is rational, the trajectory is a circle. Substituting
s
2 = g
2 + f
2
b + f
2
e, d =
gfb
s2 .
into the equation (2.2.42), we obtain
ω± =
p
(g ± fb)2 + f2
e = s
√
1 ± 2d,
i.e. the frequency ratio satisﬁes
ω−
ω+
=
r
1 − 2d
1 + 2d
. (2.2.55)
If the perturbing ﬁelds are near orthogonal, d is small, and the ratio (2.2.55) is close to 1:1.
Therefore, for the systems near the 1:1 resonance, this resonance is signiﬁcant for all nearby
frequency ratios, both non-resonant or of higher order resonance. The generator of the exact
1 : 1 symmetry is the function
µ(x,y) = x1 + y1,
and we normalize the Hamiltonian H with respect to µ, using the Lie series algorithm (see
[12,44,61] and references therein). Truncating at terms of order 2 in (x,y), the result of the
normalization becomes
H = H1 + H2,
where
H1(x,y) = ω−x1 + ω+y1,
and the coeﬃcients of terms in H2 can be obtained from Table 2.4 applying (2.2.62).
51Remark 2.2.3 (Versal deformation of the resonant system on S2 × S2) For d = 0 our
system is in the semisimple 1 : 1 resonance (see [82,83] for details). The versal deformation
[4,82,83] of the resonant system up to quadratic terms in (x,y) depends on six parameters
with the linear part given by
H
δ
2 = s(1 + δ1)µ + sδ2ν,
where ν = x1 − y1. The detuning d parametrizes a subfamily in the family of all versal
deformations. In particular, considering the dependencies δ1(d) and δ2(d) near zero, one
obtains that the change of δ1 with d is unsigniﬁcant, and δ2 is the eﬀective detuning parameter.
Second normalization in R8∗ Alternatively one can perform the second normalization in
R8∗ with standard symplectic coordinates (u,v). In this coordinates H1(u,v) is a quadratic
function, which, after an appropriate change of coordinates, can be written as the sum of four
1-DOF harmonic oscillators, with respect to which we can normalize. To that ﬁrst we express
the Hamiltonian H = H1 + H2 in the coordinates (u,v) on R8∗, applying the inverse of the
transformation (2.2.40) and formulas (2.2.34). Next, the change of coordinates
R
8∗ → R
8∗ : (u,v) → (ξ,η) (2.2.56)
which puts H1 into the diagonal form, is given by
(ξ1,ξ3)
T = C
−1(fb − g,fe)(u1,u3)
T, (η1,η3)
T = C
−1(fb − g,fe)(v1,v3)
T
(ξ4,ξ2)
T = C
−1(fb + g,−fe)(u2,u4)
T, (η4,η2)
T = C
−1(fb + g,−fe)(v3,v4)
T,
(2.2.57)
where C(a,b) is the symplectic orthogonal matrix
C(a,b) =
1
√
2ω
√
ω − a

−b ω − a
−(ω − a) −b

∈ SO(2), (2.2.58)
and ω = (a2 + b2)1/2. Under this change of coordinates H1 becomes the Hamiltonian of the
4-DOF resonant 1:1: − 1: − 1 oscillator, i.e.
H1(ξ,η) = 1
2(ω−N1 + ω+N2 − ω−N3 − ω+N4), (2.2.59)
where Ni = 1
2(η2
i + ξ2
i ), i = 1...4. The Keplerian integral N and the KS integral ζ in the
(ξ,η)-coordinates read
N(ξ,η) = 1
2(N1 + N2 + N3 + N4) and ζ(ξ,η) = 1
2(−N1 + N2 − N3 + N4),
and the coordinates (x,y) on the reduced space are expressed through (ξ,η) by the formulae
x1 = 1
2(N1 − N3), y1 = 1
2(N2 − N4),
x2 = 1
2(η1η3 + ξ1ξ3), y2 = 1
2(η2η4 + ξ2ξ4)
x3 = 1
2(η3ξ1 − η1ξ3), y3 = 1
2(η4ξ2 − η2ξ4).
(2.2.60)
By the same argument as in the previous subsection, we normalize the Hamiltonian H(ξ,η)
with respect to the exact resonance 1:1: − 1: − 1, i.e. with respect to the function
µ(ξ,η) = 1
2(N1 + N2 − N3 − N4),
by the standard Lie series algorithm (see [12,44,61] and references therein), and truncate the
result at terms of order 2 in (x,y). The resulting Hamiltonian is
H(ξ,η) = H1(ξ,η) + H2(ξ,η),
where H1(ξ,η) = ω−x1 + ω+y1, and the coeﬃcients for H2 can be obtained from Table 2.4
applying (2.2.62) and (2.2.60).
52Reduction of the residual dynamical T1 symmetry
In this section we reduce the residual dynamical symmetry, generated by the lowest order
term µ of the n-rescaled Hamiltonian, using the invariant theory. For simplicity, and since we
have already done the reduction from R8∗ to S2 × S2, we consider the system on S2 × S2 and
proceed with the second reduction 1.
So, for the ﬁxed values ζ = 0 and N = n, the phase space S2 × S2 of the reduced problem is
an algebraic variety in R3×R3 with coordinates (x,y) so that (2.2.52) holds, and the Poisson
structure on S2 × S2 is deﬁned by (2.2.51). The truncated Hamiltonian, normalized with
respect to the 1:1 resonance, is H = H1 + H2, where
H1 = ω−x1 + ω+y1.
The momentum µ = x1 + y1 generates an T1-action on S2 × S2
A
t
µ : S
2 × S
2 → S
2 × S
2 : (x,y) 7→
 
M(t)x,M(t)y

, t ∈ T1, (2.2.61)
where the rotation matrix M(t) is given by (2.2.54).
Lemma 2.2.4 (µ-invariant polynomials) The algebra of polynomials invariant under the
T1 action (2.2.61) on S2 × S2 is generated by the set
ν = x1 − y1, µ = x1 + y1,
π1 = 4(x2y2 + x3y3), π2 = 4(x3y2 − x2y3),
π3 = 4(x
2
2 + x
2
3), π4 = 4(y
2
2 + y
2
3),
(2.2.62a)
so that the following (in)equalities hold
π
2
1 + π
2
2 = π3π4, π3 ≥ 0, and π4 ≥ 0. (2.2.62b)
Proof. Introduce the coordinates
Z1 = x1, Z2 = x2 + ix3, Z3 = x2 − ix3,
W1 = y1, W2 = y2 + iy3, W3 = y2 − iy3.
The adjoint action {µ,·} on the monomial Z2Z3W2W3 is diagonal, which yields (2.2.62).

Expressing π3 and π4 through ν and µ with the help of (2.2.52) we obtain that
π3 = n
2 − (ν + µ)
2, π4 = n
2 − (ν − µ)
2, (2.2.63)
so for a ﬁxed value m of the momentum µ(x,y) such that |m| ≤ n, the second reduced phase
space Pn,m is the semi-algebraic variety in R3 deﬁned by
π
2
1 + π
2
2 = (n
2 − (ν + m)
2)(n
2 − (ν − m)
2), ν ∈ [−n + |m|,n − |m|].
1The same procedure was implemented in [17,24] for the case of strictly orthogonal electric and magnetic
ﬁelds. The invariants (π1,...,π6) in [17,24] are denoted here by (ν,π1,π2,µ,π3,π4) respectively.
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Figure 2.3: Projections of the reduced phase spaces Pn,m to the plane {π2 = 2} with coordinates
(ν,π1) for m = 0 (outmost boundary), 0 < |m| < n (intermediate smooth boundaries) and m = ±n
(point 0). In R3, each space Pn,m is a surface of revolution about the axis ν, so Pn,0 is a sphere with
two singular points, Pn,m for m 6= 0,±n is a smooth sphere and Pn,±n are single points, cf. Figure
3 in [24].
The reduced space Pn,m for diﬀerent values of m is presented in Figure 2.3. For all values of
m the second reduced space Pn,m is a surface of revolution around the ν-axis, so in Figure 2.3
we only draw the projection of Pn,m on the plane {π2 = 0} with coordinates (ν,π1). Notice
that Pn,m and Pn,−m have the same representation. When m = ±n, the reduced spaces Pn,±n
consist of one point. For 0 < |m| < n the reduced space Pn,m is diﬀeomorphic to S2. If m = 0,
the space Pn,0 has two singular points (ν,π1) = (±n,0), and is homeomorphic to S2. Each
regular point in Pn,m lifts along the reduction map to a circle T1 in S2×S2, and, consequently,
to the 3-torus in the regularized phase space R8∗. The singular points in Pn,0 and Pn,±n lift
to points on S2 × S2 and 2-tori in R8∗.
Expressing the second normalized Hamiltonian H in terms of the invariants (ν,π1,π2) of
Lemma 2.2.4 and setting µ = m we obtain the second reduced Hamiltonian H = H1 +H2 on
Pn,m, where
H1 = 1
2(ω+ + ω−)µ + 1
2(ω− − ω+)ν. (2.2.64)
The coeﬃcients of the terms that appear in H2 are presented in Table 2.4. We also remove
from the Hamiltonian H the constant terms, depending only on m and n, denoting the
resulting Hamiltonian also by H. Notice that using inverse coordinate transformations, one
can express H as a function of (x,y) on S2 ×S2 and as a function of the coordinates (u,v) in
the phase space R8∗ of the regularized 4-DOF problem.
Comparison between n and Ω-scaled problems
The same normalization and reduction procedures as for the n-scaled problem with the Hamil-
tonian H can be implemented for the Ω-scaled problem with the Hamiltonian Λ (Section
2.2.3), used in [24] to study the strictly orthogonal conﬁguration. Recall (Section 2.2.4) that
the form of Λ1 and H1 at the level of the ﬁrst normal form are the same up to the substitution
of the energy scaled ﬁelds with the n scaled ﬁelds and the multiplication by n. We proceed in
the same way, as for the n-rescaled problem, and normalize Λ with respect to Λ1, truncating
at higher order terms, in order to obtain a completely integrable system with the Hamilto-
nian L = L1 + L2. Using the convention (Section 2.2.4), that ω± and other quantities are
54Table 2.4: Coeﬃcients of the second order term H2 in the second reduced Hamiltonian. Relation
of dimensionless parameters a2 and d, and smallness parameter s to the electric and magnetic ﬁeld
strengths is given in equations (2.1.4) and (2.1.5a).
Monomial Coeﬃcient × 24s−2(1 − 4d2)3/2
n2 a−2(1 − 4d2)1/2((2a2 + 7)a4 − 68d4 + (−36a4 + 2a2 + 17)d2)
µ2 ((1 − 4d2)1/2(−6a4 + (8d2 + 4)a2 + 22d2 − 7) − 10(a2 + 2d2 − 1)(4d2 − 1))
ν2 (10(a2 + 2d2 − 1)(4d2 − 1) + (1 − 4d2)1/2(−6a4 + (8d2 + 4)a2 + 22d2 − 7))
µν −24d(1 − 4d2)1/2(a4 − a2 + 5d2 − 1)
π1 3(a2(1 − 4d2)1/2 + a2 − 2d2)(4d2 − 1)
Ω-rescaled if they appear in Λ and n-rescaled, if they appear in H, we reduce the symmetry
generated by Λ1 = L1 as in (2.2.62). Then
L1(ν,µ,π1,π2,π3) = 1
2(ω+ + ω−)µ + 1
2(ω+ − ω−)ν.
We express L in invariants, and write the diﬀerence ∆ = L − H, where H contains also the
constant term. Notice that L1 − H1 = 0, so
∆ = L2 − H2 =s
2dµν +
s2
8
√
1 − 4d2(−8d
2 + (
√
1 − 4d2 − 1)(2a
2 − 3))ν
2
+
s2
8
√
1 − 4d2(8d
2 + (
√
1 − 4d2 + 1)(2a
2 − 3))µ
2.
(2.2.65)
Notice that for d = 0 the diﬀerence ∆ depends only on µ, i.e., it is a constant term that we can
subtract from L2 without any qualitative change of the bifurcation diagrams. Therefore in
the exact 1:1 resonant case the change from energy scaled parameter ﬁelds as used in [24,29]
to n scaled parameter ﬁelds does not modify the obtained BD. For d 6= 0 but small, and for
small (ns), the diﬀerence ∆ is also small and we do not expect it to modify signiﬁcantly the
dynamical stratiﬁcation of the parameter space (Section 2.1). The comparison of the results
in Section 2.1.3 to those of [33] shows that the two stratiﬁcations are almost identical. In fact,
the functions F1 and F2, determining the division of the parameter space into strata, are the
same for the Ω and n-scaled problems up to second order terms in (ns).
2.3 Analysis of the strata of the 1:1 zone
In this section we discuss the results, announced in Section 2.1.3, which we obtained using the
integrable approximation of the hydrogen atom system in Section 2.2. We note, that every-
where in this section, while speaking of the n-shell system, the 4-DOF or 3-DOF regularized
systems, we mean their integrable approximations. We start by computing the BD of the
n-shell system for diﬀerent values of the parameters, and specify the dynamical strata. We
relate the results for the n-shell system with the BD of the regularized 4-DOF problem, and
the regularized 3-DOF problem.
552.3.1 Bifurcation diagrams of the reduced 2-DOF system
As we mentioned in Section 2.1.3, and will clarify in Section 2.3.2, in order to describe
integrable approximations of the hydrogen atom in the zone near the 1:1 resonance it is
enough to consider the constant cross-sections {ζ = 0,N = n} of the BD of the regularized
4-DOF system, or, equivalently, the BD of the 2-DOF n-shell system. We compute these
diagrams in this section, and determine topology of the ﬁbres in the n-shell system and the
regularized 4-DOF and 3-DOF problems.
Recall from Section 2.2.3 that the energy-momentum map of the n-shell system is
EMn : S
2 × S
2 → R
2 : (x,y) 7→ (µ(x,y),H(x,y)) = (m,h), (2.3.66)
where µ the 1:1 resonant momentum deﬁned in (2.2.62), and H is the Hamiltonian, normalized
with respect to the 1:1 resonance, truncated at higher order terms 2. The BD of the n-shell
system is obtained by analysis of the reduced 1-degree of freedom system as follows.
Analysis of level sets of the Hamiltonian in the reduced 1-DOF system
Recall from Section 2.2.5 that the momentum µ generates the action of T1 on the phase
space S2 × S2 of the n-shell system, and after reducing this symmetry, one obtains a 1-DOF
integrable system with the phase space Pn,m and Hamiltonian H, where m is the value of µ,
0 < |m| < n. The reduced space Pn,m is equipped with the Poisson structure, deﬁned by
{ν,π1} = 2π2, {ν,π2} = −2π1 and {π1,π2} = 4ν(n
2 + m
2 − ν
2). (2.3.67)
Using this structure, we can study the dynamics on Pn,m deﬁned by the Euler–Poisson equa-
tions ˙ ν = {ν,H} etc. However, to compute the BD of the n-shell system it is enough [22] to
determine the topology of the ﬁbres corresponding to diﬀerent values (m,h) of EMn (recall
from Chapter 1 that by the Liouville-Arnold theorem the ﬁbre corresponding to a regular
value of EMn is a 2-torus; the topology of singular ﬁbres may be diﬀerent). For a ﬁxed
value m of µ, the trajectories of the reduced 1-DOF system are the level sets H−1(h) of the
Hamiltonian on the reduced space Pn,m, i.e geometrically they are the intersections
λn,m,h = H
−1(h) ∩ Pn,m. (2.3.68)
We determine the topology of ﬁbres of EMn from the topology of the intersections λn,m,h
[22]. Recall (Section 2.2.5) that for 0 < |m| < n the reduced phase space Pn,m is a smooth
surface in R3 with coordinates (ν,π1,π2), symmetric with respect to rotations about the axis
ν. For |m| = n the reduced phase space Pn,m is a point. For m = 0 the reduced space Pn,m
has two singular points, corresponding to the values ν = ±n. Since the phase space Pn,m
has rotational symmetry with respect to ν, and since H depends only ν and π1 but not on
π2 (Table 2.4), to study the intersections λh,n,m it is suﬃcient to consider the intersection of
the projections Pn,m of Pn,m with the projection fn,m,h of the level set H−1(h) into the plane
(ν,π1) [22]. We deduce from Table 2.4 that fn,m,h is given by the curve
fn,m,h : π1 = α0h + (α1 + α
0
1m)ν + 1
2α2ν
2, (2.3.69)
2Note that we consider the n-scaled classical model of the hydrogen atom, while [24,28] consider the Ω-
scaled system. As we showed in Section 2.2.5, for qualitative studies the diﬀerence is not important, but
for practical purposes of comparison of the results with quantum calculations and possible experiments, the
present approach is more appropriate.
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Figure 2.4: Three types of intersections of fn,0,h with Pn,0 that go through the singular point (n,0)
of Pn,0. The corresponding intersection λn,m,0 is, from left to right: a singular circle, a single point,
and the union of a single point and a smooth circle. Lifted to S2×S2 the intersection λh,n,0 becomes
respectively: a simply pinched torus T1, an equilibrium, and a union of an equilibrium and a smooth
T2. The three types can be distinguished by the slope of fn,0,h at (n,0) (equation (2.3.72)) and the
distance between the two roots of the equation Qn,0,h(ν) = 0 (equation (2.3.73)).
where α0, α1, α0
1 and α2 depend on the parameters d and a2. The boundary of Pn,m is given
by the curves
ρ
±
n,m : π1 = ±
p
(n2 − (m + ν)2)(n2 − (m − ν)2), (2.3.70)
which shrink to a point for |m| = n, join smoothly for 0 < |m| < n and continuously for
m = 0.
Remark 2.3.1 (Z2-symmetry in strictly orthogonal conﬁgurations) When d = 0, the
problem has the speciﬁc Z2 symmetry ν 7→ −ν, so α1 = α0
1 = 0 (cf.[62,70]). If d 6= 0, i.e. the
system is detuned, the symmetry breaks, and it follows that α1,α0
1 6= 0.
Denote by `n,m,h the intersection ρ±
n,m ∩fn,m,h. Then, as shown in [22], a point (ν,π1) ∈ `n,m,h
if and only if ν is the root of the fourth order polynomial
Qn,m,h(ν) = f
2
n,m,h −ρ
2
n,m = (α0h+(α1 +α
0
1m)ν + 1
2α2ν
2)
2 −(n
2 −(m+ν)
2)(n
2 −(m−ν)
2).
The topology of the intersections λn,m,h can be determined by studying the roots of the
polynomial Qn,m,h(ν) (see [22]).
The following situations are possible. If the polynomial Qn,m,h(ν) has two or four simple
roots, then fn,m,h intersects Pn,m in one or two disjoint components respectively, which do
not contain singular points. Then λn,m,h is a smooth circle or a disjoint union of two smooth
circles respectively. We lift the orbit to the n-shell system along the reduction map, obtaining
that the corresponding ﬁbre is the 2-torus, or a disjoint union of two 2-tori. Lifting along the
reduction map of the KS and Keplerian symmetry, we obtain that the corresponding ﬁbre of
the 4-DOF regularized system is a 4-torus or a disjoint union of two 4-tori. To deduce the
ﬁbre of the 3-DOF regularized system, we recall from Section 2.2.1 that the phase space of
the 3-DOF problem is the reduced space ζ−1(0)/T1 by the circle action generated by ζ, so
the corresponding ﬁbre of the 3-DOF problem is a 3-torus or a disjoint union of two 3-tori.
This happens if (m,h) is a regular value of EMn; in the case of a singular value the topology
of ﬁbres of EMn is more complicated.
Singular values of the problem correspond to situations when Qn,m,h(ν) has roots of multiplic-
ity higher than 1 [22]. First, in the case m = ±n the space Pn,±n is the point ν = π1 = π2 = 0.
The critical energy is given by the value Hn,±n(0,0) = 0. In the regularized phase space R8∗,
57Figure 2.5: Possible three-dimensional representations of singular ﬁbers. From left to right, singly
pinched torus T1, doubly pinched torus T2 and bitorus Tb.
the corresponding ﬁbre is homeomorphic to T2, and the corresponding ﬁbre in the 3-DOF
system is a periodic orbit the Keplerian action, i.e. a circle 3. Second, for 0 < |m| < n, the
reduced space Pn,m is a smooth surface in R3. Critical values of the system correspond to the
following situations: when the polynomial Qn,m,h(ν) has two simple roots and a double root,
or only a double root. The latter occurs, if the curve fn,m,h is tangent to ρ±
n,m at a regular
point, and for that one of the following equations has to be satisﬁed:
±
∂ρ±
n,m
∂ν
=
∂fn,m,h
∂ν
, i.e. ∓2ν (n
2 + m
2 − ν
2)ρ
±
n,m
−1 = a2 ν + a1 + a
0
1 m. (2.3.71)
In this case λn,m,h is a point, the trajectory in the n-shell system is the relative equilibrium and
is diﬀeomorphic to T1. Its lift to the phase space R8∗ of the 4-DOF regularized problem is the
3-torus, and the corresponding ﬁbre of the 3-DOF regularized system is the 2-torus. If (2.3.71)
is satisﬁed and Qn,m,h(ν) has two more simple roots, the intersection λn,m,h may consist of one
or two connected components. The ﬁrst situation happens when fn,m,h approaches the point
of tangency on the boundary ρ±
n,m from inside of Pn,m. In this case the trajectory in Pn,m is
homeomorphic to the ﬁgure 8, and the corresponding ﬁbre of the n-shell system is the bitorus
Tb (see Figure 2.5). If fn,m,h approaches the point of tangency from outside of Pn,m, then
λn,m,h consists of two connected components and is a disjoint union of a point and a smooth
circle. The corresponding trajectory in the n-shell system (resp. 4-DOF or 3-DOF regularized
systems) consists of two connected components, one of them being a relative equilibrium T1
(resp. T3 or T2), and the other one a T2 (resp. T4 or T3). When m = 0 and the critical
intersection λn,0,h does not include either of the singular points of Pn,0, the analysis is the
same as outlined above. If λn,0,h contains one or both singular points (±n,0,0) ∈ Pn,0, we
distinguish two cases (see Figure 2.4): (i) λn,0,h contains the singular point as a connected
component, or (ii) the component of λn,0,h, containing the singular point, is homeomorphic
to a circle. The second situation occurs when
|a1 ± na2| =
 

∂fn,0,h
∂ν
 
(±n) <



∂ρ
±
n,0
∂ν
 
(±n) = 2n. (2.3.72)
The corresponding orbit in the n-shell system is the pinched torus T1 (Figure 2.5) if λn,0,h
contains one singular point, otherwise if λn,0,h contains both singular points, it is a doubly
pinched torus T2 (see Figure 2.5). If the equation (2.3.72) does not hold, λn,0,h is either the
singular point or is a disjoint union of the singular point and of a smooth circle (see Figure
2.4). The last situation occurs if the distance between the two roots of Qn,0,h(ν) is less than
2n, i.e.
2



a1
a2
± n

  < 2n, or,

 
a1
a2


 < n. (2.3.73)
3Such orbits are called Kepler ellipses.
58n-shell system in dynamical strata
Depending on values of the parameters d and a2, diﬀerent combinations of the intersections
described above can occur. This gives rise to six types of qualitatively diﬀerent bifurcation
diagrams of the n-shell system, which we describe below.
Case A0 In the most simple case with large |a2| and |a1/a2| we have two single point
intersections for every m. They occur either as singular points of Pn,0 (for m = 0) or as
tangencies for m 6= 0 and lift to relative equilibria in the n-shell system and the regularized
systems. The energies h±, which correspond to single point intersections (Figure 2.6), are the
minimum and maximum energy for given n and m.
Case A1,1 When the absolute values of the coeﬃcients a1 and a2 in the equation (2.3.69)
for fn,m,h are suﬃciently small, so that (2.3.72) holds, but |a1/a2| is large, so that (2.3.73)
does not hold at neither (n,0) nor (−n,0), and also a1 6= 0, the intersections λn,m,h are also
simple. For any m there are two single point intersections where fn,m,h and ρ±
n,m are tangent.
At these points the Hamiltonian H attains its maximum and minimum values for given n and
m, see Figure 2.6. The respective ﬁbers are relative equilibria. All other intersections are
homeomorphic to a circle. For m = 0 the intersection may contain one of the singular points
of Pn,0, so the corresponding ﬁbre of the n-shell system is T1, of the regularized 4-DOF and
3-DOF systems is T1 × T2 and T1 × T1 respectively.
π1
A0 A1,1
π1
A2 A1
π1
ν
B0
ν
B1
Figure 2.6: Diﬀerent types of intersections λn,0,h of the constant h-level sets of the Hamiltonian
H with the reduced space Pn,0 projected on {π2 = 0}. Dashed lines represent regular levels whose
intersections with Pn,0 are (a union of) smooth circles; thick black lines represent levels that go
through the singular points (ν,π1) = (±n,0); critical levels that are tangent to Pn,0 are shown by
thin solid curves. In the 4-DOF regularized system regular intersections correspond to (a union of)
smooth T4, intersections containing singular points become pinched tori T1 × T2 (or T2 × T2 for
type A2) or relative equilibria T2, while critical intersections lift either to relative equilibria T3 or
to bitori Tb × T2.
Case A2 This case was initially studied in [24] for the strictly orthogonal conﬁguration. It
is similar to A1,1 but, due to the additional Z2 symmetry of this conﬁguration, a1 = a0
1 = 0.
59As a result there is only one critical intersection λn,0,h which passes through both singular
points of Pn,0. The corresponding singular ﬁber in the n-shell system is a doubly pinched
torus T2 (Figure 2.5), and in the regularized 4-DOF (resp. 3-DOF) systems the ﬁbre is the
product T2 × T2 (resp. T1 × T2).
Case A1 This case is intermediate between A1,1 and A0. It can be obtained by smooth
deformation of a system in A0 or A1,1. Systems in this stratum have two singular intersection
λn,0,h, one of them being a circle including one of the singular points of Pn,0, and another
one being a single point intersection. This case has one isolated singular value, and the
corresponding ﬁbre in the n-shell system is a singly pinched torus T1 (T2 ×T1 resp. T1 ×T1
in the 4-DOF resp. 3-DOF regularized systems).
Case B0 This is the case that, as A2, was studied in [24], and in terms of monodromy it is
the same as the quadratic Zeeman eﬀect (pure magnetic ﬁeld, point Z) which has been studied
extensively since [46,75]. The systems in this stratum are characterized by large |a2| and a1 =
a0
1 = 0. At regular values of the system the ﬁbre can have one or two connected components.
The two singular points of Pn,0 are connected components of the same intersection λn,0,h.
They correspond to relative equilibria T1 of the n-shell system, and the corresponding ﬁbre
in the 4-DOF (resp. 3-DOF) is the disjoint union of two 3-tori (resp. 2-tori). Other critical
intersections correspond to tangencies of fn,m,h and ρ±
n,m, which lift to a smooth circle or a
bitorus Tb in the n-shell system. The ﬁbre in the 4-DOF (resp. 3-DOF) system is the relative
equilibrium T3 (resp. T2) and the product Tb × T2 (resp. Tb × T1).
Case B1 Compared to B0 this case does not have speciﬁc Z2 symmetry, so a1 6= 0, and
there are two intersections λn,0,h containing singular points of Pn,0. One of them is a singular
point, and the other one is a disjoint union of a singular point and a regular circle, see Figure
2.4 and Figure 2.6. Other intersections are qualitatively unchanged with respect to the case
B0.
2.3.2 Eﬀective perturbation parameter (ns) and persistence of
stratiﬁcation under symmetric perturbations
We study how the results obtained in Section 2.3.1 vary qualitatively in an interval of n-
values for suﬃciently small n > 0. The only results of general interest, are the ones for which
the BD topology does not change qualitatively in a suﬃciently small but ﬁnite interval of
n-values. Furthermore, qualitative characteristics, such as monodromy, should not change if
the analysis is extended to higher orders of the normal form. We show that our classiﬁcation
of the 1:1 zone systems, given in Section 2.1.3, is persistent under symmetric perturbations.
To analyze the dependence of BD’s in Section 2.1.3 on n, consider the n-shell system and
implement the rescaling
(x,y) 7→ (nx,ny)
or, equivalently,
(ν,π1,π2) 7→ (nν,n
2π1,n
2π2)
so that the normal form of the Hamiltonian becomes
˜ H = (ns) ˜ H1 + (ns)
2 ˜ H2 + (ns)
3 ˜ H3 + ...
60and all dependence on n and s is contained in factors (ns)k. The terms ˜ Hk remain unchanged
as (ns) is varied, but the relative importance of higher orders increases with (ns). Note also
that the only interesting term in the ﬁrst order of this series is the detuning (ns)dν whose
magnitude is controlled by the additional small parameter d  1. It follows that at the level
of the second order k = 2 the structure can be deﬁned entirely by ˜ H2 as long as (ns) is
suﬃciently large, so that (ns)2  (ns)d and ˜ H2 is dominant. For given s and 0 < dmax  1,
this gives an interval of n-values within which our results are stable. Calculations show that
this interval is quite large. Within this interval, the structure of the whole three-dimensional
image of the EM map can be represented as a cylinder with the generatix parallel to the
n-axis, over one of the two-dimensional images in Table 2.1. This situation is quite speciﬁc
to the 1:1 zone. It allows to focus essentially on the two-dimensional analysis.
If we go to higher orders of the normal form, the situation may become more complex. First
of all, attention should be payed to the transitional systems which are represented by points
on the boundaries of the dynamical strata in Figure 2.2. Higher orders become increasingly
important as we approach these boundaries. In our second-order treatment, transitional
systems often have degenerated critical EM values which go away at certain higher orders.
An example is treated in [29], where the boundary between A2 and B2 is studied. When
the degeneracies are removed, the system and nearby systems in the parameter space may
change qualitatively. If this happens, the corresponding part of the boundary between the
dynamical strata in Figure 2.2 becomes replaced by a small transitional boundary region,
so that transition between our dynamical strata does not happen as a result of a single
bifurcation, after a coordinated sequence of bifurcations closely following one another. As
(ns) increases and the included higher order(s) become more important, these complicated
regions expand. However, as long as (ns) remains suﬃciently small and the second order
˜ H2 remains dominating, dynamical strata in Section 2.1.3 persist and occupy most of the
parameter space.
2.3.3 Action-angle coordinates and monodromy
In this section we compute monodromy for the systems in the strata A1, A1,1, A2, and B1 (see
Table 2.1 in Section 2.1.3). We discuss brieﬂy how to compute the monodromy map, present
the results of the computation for the n-shell system and relate them to the monodromy in
the regularized 4-DOF and 3-DOF systems of the hydrogen atom.
Monodromy in the n-shell system
There are several methods to compute the monodromy in an integrable 2-DOF Hamiltonian
system. We will use the one described in detail in [22]. We explain brieﬂy the relation of the
method to the deﬁnition of monodromy in Chapter 1.
Recall (Chapter 1) that an integrable k-degree of freedom system has an associated La-
grangian bundle f : M → B, and locally there exist action-angle coordinates (I,ϕ) =
(I1,...,In,ϕ1,...,ϕk) on M, such that Ii factor through B, i.e. there exist locally deﬁned
linearly independent functions x = (x1,...,xk) on B such that Ii = xi ◦f, and ϕi take values
in R/2πZ. The diﬀerentials dx1,...,dxk form a local basis of sections of the period lattice
P → B, where P ⊂ T ∗B is a smooth Lagrangian submanifold. The lattice P is locally a
product V × Zn, where V ⊂ B, i.e. locally it is trivial. The period lattice need not be trivial
61globally. The obstruction to the lattice P being trivial is the monodromy, which is the map
H : π1(B,b) → Aut(Pb),
where Pb is the ﬁbre of the period lattice. To compute the monodromy one chooses a loop Γ
in B, which represents an equivalence class in π1(B,b), and determines the change of a basis
in the period lattice P along this loop.
In our case the manifold B is the image of the energy-momentum map EMn of the n-shell
system with singular points excluded. The system has a globally deﬁned action coordinate
I1 = µ, and the Hamiltonian vector ﬁeld XI1 = Xµ is smooth on B. To compute monodromy,
we only have to construct the second action I2. In fact, to compute the monodromy it is
enough to ﬁnd a vector ﬁeld XI2 tangent to the ﬁbres of EMn such that its restriction to
each ﬁbre depends only on the point in the base, and with the ﬂow periodic with period 2π.
Extending this vector ﬁeld smoothly near the preimage of Γ, we may obtain a discontinuity,
which will correspond to the change of the basis in the period lattice. We construct XI2 as
follows.
Fix a regular value (m,h) of EMn, and let Fm,h be the corresponding ﬁbre. Choose a point
p ∈ Fm,h and denote by γ1 the orbit of the Hamiltonian vector ﬁeld XI1 which starts at p.
Consider an integral curve through p of XH of the Hamiltonian vector ﬁeld, associated to
H, and follow it until it crosses γ1 ﬁrst time, denoting the point of intersection p0. The time
T required for the ﬂow of XH to go from p to p0 is called the ﬁrst return time; the time Θ
required for the ﬂow of XI1 to travel from p to p0 along γ1 is called the rotation angle. We
then construct the vector ﬁeld
XI2 = 1
2π(TXH − ΘXI1),
which has a 2π-periodic ﬂow: an orbit γ2 of this ﬂow started at p comes back to p after the
time 2π.
We can perform the above procedure for any regular torus and thus obtain Θ as a real-valued
function on the image of the energy-momentum map EMn with coordinates (m,h). The
change of the ﬁrst return time and the rotation number along the loop Γ correspond to the
change of the basis of the period lattice. It turns out that Θ(m,h) is locally smooth and single
valued but is globally multivalued: going once around Γ in the counterclockwise direction,
the rotation angle increases by a multiple of 2π, i.e.,
Θ 7→ Θ
0 = Θ + 2kπ. (2.3.74)
This means that the vector ﬁeld XI2 becomes
XI2 7→ X
0
I2 = XI2 − kXI1, (2.3.75)
and the respective change of the basis in the period lattice P is described by the monodromy
matrix ( 1 0
−k 1).
To have an idea how Θ is computed, ﬁrst note that the ﬂow of XI1 deﬁnes a T1 symmetry,
and that after the reduction of this symmetry the ﬁrst return time T can be found as the
period of the reduced 1-DOF dynamics. To determine Θ we ﬁnd a function θ on the phase
space of the considered system which is conjugate to I1 with respect to the Poisson bracket
on S2 × S2, and compute
Θ =
Z Θ
0
dθ =
Z T
0
˙ θdt.
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ogy of the image of the energy momentum map and singular ﬁbres. Namely, the geometric
monodromy theorem [88] states that the monodromy map of a 2-DOF system is completely
determined by the number k of focus-focus singularities (or pinches) on the isolated singular
ﬁber called k-pinched torus.
Analyzing n-shell systems in diﬀerent dynamical strata (see Table 2.1 in Section 2.1.3) we
obtain the following results. In systems of type A1 and A2, the image of EMn contains an
isolated singularity. Throwing away singular values, we obtain the set of regular values, whose
deformation retract is a circle. In the case A2, which was studied early in [24], the singular
ﬁbre is a doubly pinched torus T2, and the corresponding monodromy matrix is ( 1 0
−2 1). In
the case A1, the corresponding ﬁbre is a singly pinched torus T1, and the monodromy matrix
is ( 1 0
−1 1). A system of type B1 can be obtained from a system of type A1 by continuous
deformation of parameters. Throwing away singular values of EMn, we obtain that the set
of regular values in a system of type B1 consists of two connected components, one of which
is simply connected, and the deformation retract of the other one is a circle. Choosing in the
latter a loop Γ which is not homotopic to a point, we compute the monodromy matrix ( 1 0
−1 1).
In the case of a system of type A1,1, the base space has two isolated critical values, and the
corresponding ﬁbres are singly pinched tori T1. Throwing away singular values, we obtain
the region of regular values, whose deformation retract is ﬁgure 8. The fundamental group of
this space is generated by two elements, a loop Γ+ around the upper singularity, and a loop
Γ− around the lower singularity. The monodromy matrix, corresponding to any of them, is
( 1 0
−1 1). One can also choose a loop Γ encircling both singular values, then the monodromy
matrix is ( 1 0
−1 1)( 1 0
−1 1) = ( 1 0
−2 1), where juxtaposition denotes matrix multiplication. This
case can be obtained from the case A2 by continuous deformation of parameters. As we have
already mentioned, during such deformation a doubly pinched torus in A2 splits into two
singly pinched tori in A1,1. The case B0 was also studied in [24]. In this case, after singular
values are thrown away, the image of the energy-momentum map EMn consists of two simply
connected components, and has trivial monodromy. Similarly, in systems of type A0 the image
of EMn is simply connected, and the monodromy is trivial. Systems of type A0 admit global
action-angle coordinates.
Monodromy in the regularized 4-DOF and 3-DOF systems
The computation of the monodromy in a 4-DOF freedom system is similar to the 2-DOF
freedom system. A 4-DOF system is given by the energy-momentum map
EM = (ζ,N,µ,H) : R
8∗ → R
4,
and admits 3 globally deﬁned action coordinates, whose choice is not unique. For example,
we can choose as action coordinates the functions
I1 =µ + ζ, I2 =N − ζ, I3 =N + ζ. (2.3.76)
Flows of the Hamiltonian vector ﬁelds XI1 = Xµ+ζ, XI2 = XN−ζ and XI3 = XN+ζ, associated
to these functions, are periodic with period 2π, and the action generated by these vector ﬁelds
is eﬀective. The diﬀerentials dI1, dI2 and dI3 are global sections of the period lattice in the
corresponding Lagrangian bundle. We only have to construct the Hamiltonian vector ﬁeld
XI4 and deduce the change of the basis in the period lattice from the change of this vector
63ﬁeld. To do that, as in the previous section we ﬁx a regular value (0,n,m,h) of the energy-
momentum map, denote by F0,n,m,h the corresponding ﬁbre, and choose a point p ∈ F0,n,m,h.
Denote by Λ the orbit of the T3-action generated by XI1, XI2 and XI3 on R8∗ through p.
Consider an integral curve of XH through p; denote by p0 its intersection with γ. The time
required by the ﬂow of XH to travel from p to p0 is the ﬁrst return time T of XH, which can
be computed from the reduced dynamics in the 1-DOF system. Since the action of the T3 on
Λ is transitive and free, there exists numbers Θ1,Θ2 and Θ3, unique up to the addition of an
integral multiple of 2π, such that
p
0 = ϕ
Θ1
1 ◦ ϕ
Θ2
2 ◦ ϕ
Θ3
3 (p),
where ϕt
i is the ﬂow of XIi. The numbers Θ1,Θ2,Θ3 are called the rotation angles of XH.
The vector ﬁeld
XI4 = 1
2π(TXH − Θ1XI1 − Θ2XI2 − Θ3XI3)
has ﬂow periodic with period 2π, and performing this procedure for all regular ﬁbres, we
obtain the Θj and T as real-valued functions on the image of EM.
To compute the rotation angles Θ1,Θ2 and Θ3 we observe that in the coordinates (ξ,η) on
R8∗ (section 2.2.5) the functions I1 = µ + ζ, I2 = N − ζ and I3 = N + ζ are in the diagonal
form. Introducing complex coordinates zj = ξj +iηj, j = 1,...,4, the ﬂow ϕt
j is expressed by
ϕ
t
j : z 7→ (z1 exp(iωj1t),...,z4 exp(iωj4t)),
where ωj` = 0,1,−1, depending on whether the monomial z`¯ z` enters the expression for Ij in
the z-coordinates and with which sign. Let p = (z1,...,z4) and p0 = (z0
1,...,z0
4). Then
z
0
j = zj exp
 
i
3 X
`=1
ωj`Θ`
!
, j = 1,...,4,
from which one can compute Θ`, ` = 1,...,3, using the fourth equation as a consistency
check. When we go around a loop Γ in the image of the energy-momentum map EM, the
rotation angles evolve smoothly, and after one round they might change by integer multiples
of 2π, i.e., for j = 1,2,3,
Θj 7→ Θ
0
j = Θj + 2π kj, kj ∈ Z. (2.3.77)
The corresponding monodromy matrix is
M =




1 0 0 0
0 1 0 0
0 0 1 0
−k1 −k2 −k3 1



. (2.3.78)
Remark 2.3.2 (Monodromy matrix in diﬀerent bases) Notice that the monodromy ma-
trix M depends on the choice of a basis of the period lattice. If two choices of the basis
with monodromy matrices M and M0 respectively are related by a linear transformation
B ∈ GL(4,Z), then M0 = BMB−1.
The results of the computation of the monodromy in the 4-DOF system for diﬀerent dynamical
strata are presented in Table 2.5. Notice that, since the monodromy matrix depends only on
the homotopy class of a loop in the base, but not on the choice of the loop, in our computations
64Table 2.5: Coeﬃcients k1, k2 and k3 in the monodromy matrix (2.3.78) for diﬀerent dynamical strata
(Table 2.1). For systems of type A1,1 we additionally distinguish monodromy matrices corresponding
to the loops Γ+, Γ−, and Γ which go around the two distinct isolated critical values with m = 0,
and around both values, respectively. The three cases are denoted by A+
1,1, A−
1,1, and A1,1.
Stratum kµ+ζ kN+ζ kN−ζ
A2,A1,1 2 1 −1
A
+
1,1,A0
1,B0
1 1 1 −1
A
−
1,1,A00
1,B00
1 1 0 0
we can choose the loop to lie in the constant cross-section {N = n,ζ = 0} of the image of
EM.
As for the n-shell systems, the results in Table 2.5 can be veriﬁed by the homotopy argument.
First, denote by MA+
1,1, MA−
1,1 and MA1,1 the monodromy matrices for the cases A
+
1,1, A
−
1,1 and
A1,1 respectively. They (must) satisfy
MA1,1 = MA−
1,1MA+
1,1,
where juxtaposition denotes matrix mulitplication. Next, by continuous deformation of pa-
rameters we can transform a system in the stratum A1,1 towards the Zeeman limit (see Figure
2.2, bottom) into a system of type A00
1 and, subsequently, B00
1. During this deformation the
upper critical value in A1,1 disappears while the lower one persists in A00
1 and then transforms
into a triangle of critical values in B00
1, encircling a region of regular values, for which the ﬁbre
consists of two connected components. Having chosen a loop Γ− around the lower singularity
in A1,1, this loop persists through the described deformation, which implies
MA−
1,1 = MA00
1 = MB00
1,
and by the similar argument with the deformation of parameters towards the Stark limit,
MA+
1,1 = MA0
1 = MB0
1,
which agrees with the results in Table 2.5.
To relate the results of the monodromy computation in the 4-DOF regularized system with
that of the n-shell system notice, that under the reduction map the vector ﬁelds XN−ζ and
XN+ζ project trivially on the phase space S2 × S2 of the n-shell system, while Xµ+ζ projects
to the vector ﬁeld Xµ. By a geometric argument we obtain that the coeﬃcient k1 in Table 2.5
must coincide with the coeﬃcient oﬀ the diagonal in monodromy matrices for the n-shell
system (cf. previous section).
We can use a similar geometric argument to the one, explaining the relation between the
monodromy in the 4-DOF system and the n-shell system, to deduce the monodromy of the
3-DOF system. Recall (Section 2.2.1) that the phase space of the regularized 3-DOF system
of the hydrogen atom is ζ−1(0)/T1, where ζ−1(0) is the level set of the KS-integral ζ, and
the quotient by T1 denotes the reduction of the T1-symmetry generated by Xζ. Under the
reduction map the vector ﬁelds XN−ζ and XN+ζ project to the Hamiltonian vector ﬁeld XN,
now N denotes the push-forward of N to ζ−1(0)/T1, and Xµ+ζ projects to Xµ, where µ
denotes the push-forward of µ to ζ−1(0)/T1. Notice that ﬂows of XN and Xµ in ζ−1(0)/T1
65Table 2.6: Coeﬃcients kµ and kN of monodromy matrices in the 3-DOF system of the hydrogen
atom for diﬀerent dynamical strata. The notation corresponds to that in Table 2.5.
Stratum kµ kN
A2,A1,1 2 0
A
+
1,1,A0
1,B0
1 1 0
A
−
1,1,A00
1,B00
1 1 0
are periodic with period 2π, while XN and Xµ in R8∗ are periodic with period 4π (recall [78]
that the KS-map reduces angles by half). It follows that XN and Xµ generate an eﬀective
action of the torus T2 on ζ−1(0)/T1, and the corresponding functions N and µ are globally
deﬁned action coordinates in the system. Similar to as we did before, we deﬁne the rotation
angles Θµ and ΘN so that the vector ﬁeld
X = 1
2π(TXH − ΘµXµ − ΘNXN)
has ﬂow periodic with period 2π, and to compute monodromy we only have to determine the
integers kµ and kN, determining the change of rotation angles. Considering the projections
of vector ﬁelds under the reduction map, we obtain that
kµ = kµ+ζ, kN = kN+ζ + kN−ζ.
These results can be checked by direct computation. Coeﬃcients of monodromy matrices for
diﬀerent strata in the 1:1 zone are given in Table 2.6.
Remark 2.3.3 (Monodromy in near integrable systems) By [13] the monodromy, char-
acteristic for the integrable approximations of the hydrogen atom, also persists in the near
integrable case, i.e. for the original system near the equilibrium.
2.4 Applications in the quantum system
The relation between the classical and the quantum system is provided by the quantum-
classical correspondence based on the Einstein-Brillouin-Keller (EBK) quantization principle
known also as torus or action quantization. According to the EBK quantization principle,
quantum energies correspond to those tori, for which the values of local classical actions are
integer multiples of ~ plus a small correction, which can be neglected.
We consider the quantization of the n-shell system, as described below. We compute the
joint quantum spectrum of the commuting operators ˆ H and ˆ µ, and obtain that monodromy,
characteristic to the classical system, also manifests itself in the quantum system. We also
compute the spectrum of the ﬁrst normal form ˆ H. Since ˆ H and ˆ µ do not commute, there is
no joint spectrum. In order to classify the eigenvalues of ˆ H we use the expectation value of ˆ µ
on the corresponding eigenstates. We compare the results of two computations and conclude
that monodromy manifests itself also in the spectrum of the ﬁrst normal form.
662.4.1 The quantized integrable approximation of the n-shell system
We quantize the integrable approximation of the n-shell system. Recall from Section 2.2.3
that for ﬁxed values ζ = 0 and N = n the phase space of the n-shell system is the subset of
R6 with coordinates (x,y) such that
x
2
1 + x
2
2 + x
2
3 =
n2
4
, y
2
1 + y
2
2 + y
2
3 =
n2
4
, (2.4.79)
and (x,y) span a Lie algebra of functions which is isomorphic to so(3) × so(3). Quantizing
the system by making substitutions x 7→ ˆ x and y 7→ ˆ y, we obtain an algebra of quantum
operators, also isomorphic to so(3) × so(3), i.e.
[ˆ xj, ˆ xk] = i~
3 X
`=1
εjk`ˆ x`, [ˆ yj, ˆ yk] = i~
3 X
`=1
εjk`ˆ y`, [ˆ xj, ˆ yk] = 0,
where ~ is Planck’s constant. The operators ˆ x1 and ˆ x2 (resp. ˆ y1 and ˆ y2) commute and hence
have a basis of common eigenfunctions. An eigenvalue of ˆ x2 is j1(j1 + 1)~2, where j1 is an
integer or a half-integer. For an eigenfunction of ˆ x2 corresponding to the eigenvalue j1(j1+1)~
the eigenvalue m1 of ˆ x1 is one of the following
m1 = {−j~,(−j + 1)~,(−j + 2)~,...,(j − 1)~,j~},
and we denote such an eigenfunction |j1;m1i. Applying a similar principle, we denote an
common eigenfunction ˆ y1 and ˆ y2 by |j2;m2i, where j2(j2 + 1)~2 and m2~ are the eigenvalues
of ˆ y2 and ˆ y1 respectively. The quantum form of (2.4.79) yields that j1 = j2. We denote the
pair (|j;m1i,|j;m2i) of eigenfunctions by |j;m1,m2i. For completeness we write down the
action of the operators ˆ x1, ˆ y1, ˆ x2 and ˆ y2 on elements of a basis of common eigenfunctions, i.e.
ˆ x1|j;m1,m2i = m1~|j;m1,m2i,
ˆ y1|j;m1,m2i = m2~|j;m1,m2i,
ˆ x
2|j;m1,m2i = ˆ y
2|j;m1,m2i = j(j + 1)~
2|j;m1,m2i.
Then the quantized momentum ˆ µ acts on elements of this basis by
ˆ µ|j;m1,m2i = (m1 + m2)~|j;m1,m2i = m|j;m1,m2i.
where m = −2j~,...,2j~ is an integer multiple of ~, which corresponds to the value of the
classical action µ. We impose
ˆ N|j;m1,m2i = (2j + 1)~|j;m1,m2i.
(In atomic units ~ = 1, but we may use diﬀerent values to increase artiﬁcially the density of
states.) The equation j1 = j2 = j reﬂects the fact that classically x2 = y2 = n2/4 from which
we obtain the value of the classical action N is
n = 2
p
j(j + 1)~ ' (2j + 1)~ for j  1. (2.4.80)
In the n-shell system the operators b H and b H, which are the quantized ﬁrst and second normal-
ized truncated Hamiltonians H and H, commute with b N and their matrix representations in
the basis |j;m1,m2i factor into blocks which describe non-interacting shells. In other words,
67for each ﬁxed value of quantum number n = 2j + 1, we can work on the n2-dimensional
Hilbert space of the n-shell
Hj = L
2(|j;m1,m2i;m1,m2 = −j,...,j).
Furthermore, since second normalized energy b H commutes with µ, this space can be further
split into subspaces
Hj,m = L
2(|j;m1,m2i;(m1 + m2)~ = m) ⊂ Hj
invariant under the action of b H and ˆ µ. In order to ﬁnd joint eigenvalues of b H and ˆ µ with
quantum number m, we diagonalize the matrix of b H in the basis of Hj,m. Then the joint
spectrum of b H and ˆ µ is a set of points (m,h) where for each m = −2j~,...,2j~ the energies
h are given by the respective eigenvalues of b H.
The results of computation of the joint spectra of operators b H and ˆ µ are quantum diagrams
presented in Figure 2.7, where the quantum diagram is superposed with the BD of the corre-
sponding classical system.
2.4.2 The quantized n-shell system
To quantize the n-shell system we have to take care of two points: ﬁrst, the Hamiltonian
H of the n-shell system contains combinations of coordinate functions which correspond to
non-commuting quantum operators; second, the Hamiltonian H and the momentum µ do not
commute. Hence the corresponding operators do not have a joint spectrum.
We solve this problems as follows. First, if a and b are functions on the phase space S2 × S2,
which do not commute, then to quantize the product ab we use the symmetrized product, i.e.
ab 7→ 1
2(ˆ aˆ b +ˆ bˆ a).
So we obtain the operator b H and compute its eigenvalues and eigenfunctions in the basis
|j;m1,m2i of common eigenfunctions of the operators ˆ x1 and ˆ x2, ˆ y1 and ˆ y2, obtained in
Section 2.4.1. Since b H and ˆ µ do not commute, we use the n2 × n2 matrix representation b H
in the basis of Hj. So there is no joint spectrum, and for each eigenstate of b H we compute
an estimate of the corresponding classical value m as the mathematical expectation hµi =
hψ|µ|ψi. Additionally, for each eigenstate, we can estimate the uncertainty (the standard
deviation)
∆µ =
p
hψ|µ2|ψi − hψ|µ|ψi2,
which we expect to be smaller than ~, and which is smaller for the eigenstates for which µ is
conserved better.
Note that momentum µ in the equation (2.2.62) and H Poisson commute only in the ﬁrst
order. An improved estimate of m can be obtained using the normalized expression
¯ µ = ¯ µ
(1) + ¯ µ
(2), (2.4.81)
for µ which Poisson commutes with H to the third order. Then ¯ µ(1) = x1 + y1 and ¯ µ(2) is
given in Table 2.7. To understand how ¯ µ is obtained, recall that the second normalization
transformation is a near identity coordinate transformation on S2 × S2 deﬁned so that in the
68Table 2.7: Terms in ¯ µ(2).
Expression in (x,y) Coeﬃcient × −6s−1(1 − 4d2)3/2((1 − 2d)1/2 + (1 + 2d)1/2)
x2y2 − x3y3 −6(1 − 4d2)(((1 − 4d2)1/2 − 1)a2 + 2d2)
x2
2 − x2
3 −(1 + 2d)((a2 − 1)a2 + d2)(2d + (1 − 4d2)1/2 + 1)
y2
2 − y2
3 −(1 − 2d)((a2 − 1)a2 + d2)(−2d + (1 − 4d2)1/2 + 1)
x2y1 (1 + 2d)(1 − 10d)(−a4 + a2 − d2)1/2(−2d + (1 − 4d2)1/2 + 1)
x1y2 −(1 − 2d)(1 + 10d)(−a4 + a2 − d2)1/2(2d + (1 − 4d2)1/2 + 1)
x1x2 2(1 + 2d)(2a2 − 4d + 1)(−a4 + a2 − d2)1/2(2d + (1 − 4d2)1/2 + 1)
y1y2 −2(1 − 2d)(2a2 + 4d + 1)(−a4 + a2 − d2)1/2(−2d + (1 − 4d2)1/2 + 1)
transformed coordinates, the second normalized energy correction H (or Hamiltonian) com-
mutes with µ = x1 +y1 up to second degree terms. Applying the inverse of the normalization
transformation to µ = x1 +y1 we obtain a series ¯ µ = ¯ µ(1) + ¯ µ(2) +... which is the preimage of
µ = x1 + y1 deﬁned in the same coordinates as the ﬁrst normal form H. Its Poisson bracket
with H is zero to the third order, i.e., only {H(2), ¯ µ(2)} 6= 0. The results of computations
are presented in Figure 2.7, where the quantum diagram is superposed with the BD of the
corresponding classical system.
2.4.3 Analysis of quantum diagrams
The results of computation of the quantum spectra for systems in diﬀerent dynamical strata
are presented in Figure 2.7. First of all we would like to note that the joint spectrum for
the case of the exact 1:1 resonance (strictly orthogonal ﬁelds), i.e. for systems of type A2
and B0, for the case of energy scaled second normalized Hamiltonian was computed in [24].
Comparing our results to Figure 9 in [24], we see that these spectra are qualitatively the
same. The reason is that, as we already remarked in Sec. 2.2.5, in the exact 1:1 resonance,
the diﬀerence between the n-scaled Hamiltonian H that we use here and the energy scaled
second normal form depends only on the values m and n of µ and N and does not change
qualitatively the result. At the same time, exact correspondence for the values of the unscaled
ﬁelds in the two calculations is very diﬃcult to establish because the energy slightly varies
while n is ﬁxed4.
We should also stress that the computations were performed for the Hamiltonian H with
subtracted constant term (i.e. the term dependent only on the value of µ and the principal
quantum number n). One should keep this in mind when comparing our quantum diagrams to
the one obtained by other methods, for example, by solving the Schr¨ odinger equation directly
for the Hamiltonian (2.1.1). Denote by E the twice normalized truncated Hamiltonian with
constant terms. Figure 2.8 represents the joint spectrum in the case of a type A2 system,
subtracting diﬀerent constant terms from the Hamiltonian E. The top panel presents the
results of computations, when no term is subtracted from E. In this case the joint spectrum
appears as an elongated line, which complicates the analysis. The middle panel corresponds
to the situation when a term
E
(1)(0,0) = sµ((1 + 2d)
1/2 + (1 − 2d)
1/2)
4Remark due to C. R. Schleif
69is subtracted from E, and the bottom panel corresponds to the Hamiltonian H = E −E(0,0).
In our computations we used the latter representation.
Comparison of spectra for the ﬁrst and second normalized systems
We compare the joint spectrum of b H and ˆ µ (Figure 2.7, ﬁrst column) to that of b H and hµi
(Figure 2.7, second column). In the latter ﬁgure, each eigenstate is represented by a ﬁlled disk
centered at the position given by its energy and the expectation hµi with the radius given by
the uncertainty ∆¯ µ.
For the magnitude s of the perturbing forces which we used, both the uncertainties and
m−h¯ µi, shown in the third column, are very small (the number in the left hand lower corner
of the ﬁgure represents the magniﬁcation of this quantity). Therefore, for this value of s,
the integrable approximation of the n-shell system is valid and produces good approximation
to the real system. To estimate how ‘good’ the second normalization is, we compare the
quantities ∆¯ µ and ∆µ (see the second and fourth columns respectively in Figure 2.7, and
also the ﬁfth column representing the ratio between ∆µ and ∆¯ µ). Apart from reduction of
the uncertainty by the order of s for the concrete computation, normalization brings visible
improvements for states near the elliptic Keplerian relative equilibria of the system, notably
the ones with maximal |m|, which are represented as elliptic equilibrium points on S2 × S2.
This implies that the second normal form is more accurate near these equilibria.
Quantum monodromy
Analysing Figure 2.7, we note that monodromy detected in classical counterparts of the
considered systems, manifests itself in quantum diagrams.
Namely, in systems of type A0 the joint spectrum is a regular Z2 lattice, see Figure 2.7, and
we have globally deﬁned quantum numbers (globally deﬁned action coordinates in the classical
case). In systems of type B0 (either B0
0 or B00
0) the diagram contains two regions marked in
Figure 2.7 by light and dark gray shade. The lattice within each region is regular, and the
density of eigenstates in the dark gray region is doubled. In all other cases, i.e. A1, A1,1,
A2, and B1, the joint spectrum is not a regular lattice, which means that these systems have
monodromy. This is demonstrated in Figure 2.9 where we parallel transport an elementary
cell around a closed path encircling the corresponding critical value of the energy-momentum
map in the counterclockwise direction. After closing the path the obtained elementary cell
of the lattice is compared to the initial one. In all depicted cases, initial and ﬁnal cells diﬀer
thus proving non-trivial monodromy [71,87].
Speciﬁcally, an elementary cell of the lattice is deﬁned by two elementary vectors u1 and u2,
which correspond to the increment of each local quantum number by 1. The transform between
the initial (u1,u2) and the ﬁnal (u0
1,u0
2) bases of the cell is given by a linear transformation in
SL(2,Z), which is the inverse transpose of the monodromy matrix computed for the classical
system [85]. In all cases in Figure 2.9 we choose the initial cell so that the vector u1 is vertical,
and u2 points in the right-hand direction. The vector u1 does not change while u2 changes so
that u0
2 = u2 +ku1, where k corresponds to the coeﬃcient oﬀ the diagonal in the monodromy
matrix of the classical n-shell system. Namely, in the case of a system of type A2 we observe
that k = 2, as was ﬁrst seen in [24]. In a system of type A1,1 one can consider two paths
around the upper and lower critical values. For each case we ﬁnd that k = 1, and deduce,
that for a path encircling both singularities we obtain k = 2. In the cases A1 and B1 (in
70Figure 2.9 only the particular cases A0
1 and B0
1 are depicted) the monodromy for a path that
goes around the isolated critical value or the segment of critical values respectively is 1.
2.5 Concluding remarks
We have shown that integrable approximations of the hydrogen atom near the 1:1 resonance
can be divided into eight dynamical strata according to the monodromy of the corresponding
Lagrangian bundle and the topology of singular ﬁbres in the system. This work continued
the study of near orthogonal perturbations of the hydrogen atom started in [33,73].
Our results are obtained using second order approximation H of the Hamiltonian and are
concerned with strata which persist under symmetric perturbations. Systems with more
complex BD may appear at the boundaries of these strata in the Hamiltonian with higher
order terms is studied, see, for example, [29] where the analysis of the transition between A2
and B0 required computation of the normal form up to order 4. Another question is the size of
validity of the second normal form, which is given by dmax. With growing ns, the dynamical
size of the zone, i.e., the interval of d in which we can treat the system as a detuned 1:1
resonance, shrinks. This dependence for the 1:1 and other zones is subject of ongoing studies.
The role of non-integrability should be further uncovered and we should be able to deﬁne a
limiting maximum value of (ns) up to which the approach based on integrable approximation
is meaningful. The most important direction of future research is the study of other resonance
zones that correspond to diﬀerent mutual orientations of the ﬁelds. Particularly interesting
is the 1:2 zone, where preliminary analysis [33] has pointed to the existence of fractional
monodromy [30,64,65,79] and bidromy [72].
The connection between classical and quantum monodromy of the second normal form trun-
cation was established mathematically by San Vu Ngoc [85]. Numerically we obtain a result
for the quantum monodromy of the ﬁrst normal form truncation. As mentioned before in
Remark 2.3.3, in the classical case there exists an extension of the monodromy to near inte-
grable systems [13]. It would be interesting to know whether the approach of [85] also extends
to the quantum monodromy of near-integrable systems, thus conﬁrming our numerical result
mathematically. It is even less clear how to extend this theory to the original Hamiltonian
system.
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Figure 2.7: Joint spectrum for the second and ﬁrst normal forms. In all cases s = 10−2, j = 19/2
and ~ = 1/2 so that n = 2
p
j(j + 1)~ ' 10. BD types and corresponding parameter values are:
type A2, δ = 0, a2 = 0.4, A1,1, δ = 0.002, a2 = 0.3, type A0
1, δ = 0.003, a2 = 0.2, B0
1, δ = 0.001,
a2 = 0.2, type B0
0, δ = 0, a2 = 0.2, type A0, δ = 0.04, a2 = 0.3. In each row the ﬁrst panel represents
the joint spectrum for the second normal form. The other panels represents the spectrum for the
ﬁrst normal form. In each of them the size of the lattice points represents a quantity associated to
the particular eigenstate. The number that appears at the lower left corner of each panel shows the
maximum value of the plotted quantity. In the second panel we plot the uncertainty ∆¯ µ. In the
third panel we plot the diﬀerence between the value of µ computed from the second normal form
and that computed from the ﬁrst normal form. In the fourth panel we plot the uncertainty ∆µ.
Finally, in the ﬁfth panel we plot the ratio of the uncertainties ∆µ/∆¯ µ.
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Figure 2.8: The joint spectrum for a type A2 system. Parameters are the same as in Figure 2.7.
Top panel: no constant terms have been subtracted from the energy correction H. Middle panel:
only the ﬁrst order constant term H(1)(0,0) has been subtracted. Bottom panel: H is plotted, i.e.,
the complete constant term H(0,0) has been subtracted.
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Figure 2.9: Elementary cell diagrams for types of systems with monodromy. In each case
the initial elementary cell is represented by a white ﬁlled cell. This initial cell is parallel
transported in a counterclockwise direction around a critical value or a set of critical values
of the EM map. The ﬁnal cell is represented by a cell with dotted border.
74Appendix A
Basic facts of symplectic geometry
We recall some deﬁnitions and basic results of symplectic geometry [1,2,56,60].
Deﬁnitions and sign conventions
A symplectic manifold is a pair (M,σ) where M is a 2n-dimensional smooth manifold and σ
is a closed 2-form on M such that the 2n-form
σ ∧ ··· ∧ σ | {z }
n
is nowhere zero. Denote by X (M) the set of vector ﬁelds on M. Using σ, to each vector ﬁeld
X ∈ X (M) one can associate a unique diﬀerential 1-form ιXσ by
ιXσ = −σ(X,−).
The vector ﬁeld X is called symplectic if ιXσ is closed; X is called Hamiltonian if ιXσ is
exact, that is, if there exists a smooth function g : M → R such that
dg = −σ(X,−).
In this case X is often denoted by Xg, and the function g is called the Hamiltonian of Xg. We
notice that locally, by the Poincar´ e lemma [10], every symplectic vector ﬁeld is Hamiltonian.
The Poisson bracket {−,−} of two smooth functions g,h : M → R on a symplectic manifold
(M,σ) is deﬁned by
{g,h} = σ(Xg,Xh),
where Xg,Xh are the Hamiltonian vector ﬁelds associated to g and h. We note that, up to
sign, the Poisson bracket {g,h} is a Lie derivative of g (resp. h) along the Hamiltonian vector
ﬁeld Xh (resp. Xg), that is,
{g,h} = −Xh(g) = −LXh(g) = Xg(h) = LXg(h).
For the Poisson bracket we have the Jacobi identity
{{g,h},k} + {{h,k},g} + {{k,g},h} = 0,
so the space of smooth functions on M is a Lie algebra with respect to the Poisson bracket.
It follows that the Lie bracket of two Hamiltonian vector ﬁelds is again a Hamiltonian vector
ﬁeld,
[Xg,Xh] = X{g,h},
and the set of the Hamiltonian vector ﬁelds on M is a Lie subalgebra of X (M).
75Symplectic coordinates on a smooth manifold
Theorem A.1 (Darboux) [2,56,60] Let (M,σ) be a symplectic manifold of dimension 2n.
Then for each p ∈ M there exists an open neighborhood V ⊂ M and a coordinate system
(x,y) = (x1,...,xn,y1,...,yn) : V → R
2n
such that σ takes the canonical form
σ =
n X
j=1
dyj ∧ dxj. (A.0.1)
Sketch of the proof. We include the sketch of a proof of the Darboux theorem which shows that
any system of local functions near p ∈ M, such that their diﬀerentials are linearly independent
and the conditions (A.0.2) below are satisﬁed, can be completed to a symplectic coordinate
system on a possibly smaller neighborhood of p, however, in a non-unique way. In the proof
we use the Frobenius theorem [9] which says that if M is a smooth manifold of dimension m
and Z1,...,Zr, where r ≤ m, are linearly independent vector ﬁelds on an open set U ⊂ M
with vanishing Lie brackets, i.e.
[Zj,Zk] = 0,
then for each point p ∈ U there exists an open neighborhood V of p and coordinate functions
(x1,...,xm) : V → Rm such that
Zj =
∂
∂xj
, j = 1,...,r.
Symplectic coordinates (x,y) will be constructed by induction on the number ` (resp. m) of
functions x (resp. y). Since x and y are interchangeable, we give the argument only for the
case when we add a function x`+1. The argument for ym+1 is the same.
If ` = m = 0 then as x1 we choose any function whose diﬀerential does not vanish near p.
Let (x1,...,x`,y1,...,ym) be functions near p such that dx1,...,dx`,dy1,...,dym are linearly
independent, and satisfy the conditions
Xj(yk) = δjk, Xj(xˆ ) = Yk(yˆ k) = 0, (A.0.2)
where Xxj = Xj (resp. Yyk = Yk) are the Hamiltonian vector ﬁelds associated to xj (resp.
yk) and j,ˆ  = 1,...,`, k,ˆ k = 1,...,m. It follows that X1,...,X`,Y1,....Ym commute, i.e.
have zero Lie brackets. So by the Frobenius theorem on a possibly smaller neighborhood of
p there exists a coordinate system
(χ1,...,χ`,ξ1,...,ξm,η1,...,η2n−`−m)
such that Xj = ∂/∂χj and Yk = ∂/∂ξk. If ` + 1 > m we choose
x`+1 = g(η1,...,η2n−`−m)
and, if ` + 1 ≤ m,
x`+1 = −ξ`+1 + g(η1,...,η2n−`−m),
where g is an arbitrary function such that dg 6= 0. Thus x`+1 is determined up to a function
of the remaining coordinates η1,...,η2n−`−m. It is easy to see that (x1,...,x`+1,y1,...,ym)
satisfy (A.0.2) and their diﬀerentials are linearly independent. The induction procedure is
continued till ` = m = n, when the coordinate system (x1,...,xn,y1,...,yn) near p is com-
plete.
76
The coordinates (x,y) on M satisfying (A.0.1) are called symplectic or Darboux coordinates.
Recall [60] that a submanifold W of a symplectic manifold M is called Lagrangian if for all
p ∈ W the tangent space TpW coincides with its symplectic complement in TpM, that is,
TpW = TpW σ, where
TpW
σ = {Y ∈ TpM | σp(X,Y ) = 0 for all X ∈ TpW}.
We note that if W is Lagrangian then dimW = 1
2 dimM, and σ vanishes on W, that is, for
any vector ﬁelds X1,X2 on W
σ(X1,X2) = 0.
For example, if (x,y) are symplectic coordinates on an open set V ⊂ M, then the subset of
V , deﬁned by y1 = ··· = yn = 0, is a Lagrangian submanifold of M.
Symplectic coordinates on a cotangent bundle
Let N be a smooth n-dimensional manifold, T ∗N be its cotangent bundle, and let π : T ∗N →
N be the projection. The tautological 1-form θ on N is deﬁned by
θα(X) = α(π∗(X)),
for any α ∈ T ∗N and any X ∈ Tα(T ∗N), and the natural symplectic structure on T ∗N is
given by the canonical form ω = dθ. Given local coordinates x = (x1,...,xn) near p ∈ N,
any α ∈ T ∗N can be expressed in the basis dx1,...,dxn, i.e.
α =
n X
i=1
αidxi,
and one can deﬁne local coordinate functions y1,...,yn by
yi(α) = αi, i = 1,...,n.
Then
θ =
n X
i=1
yidxi and ω =
n X
i=1
dyi ∧ dxi,
and the coordinate system (x,y) is symplectic with respect to the canonical form ω. The zero
section of T ∗N is locally given by equations yi = 0, i = 1,...,n, and we observe that the zero
section and the ﬁbres of T ∗N are Lagrangian submanifolds.
Lemma A.0.1 (Lagrangian sections of T ∗N) [60] Let θ be a tautological 1-form on T ∗N
and consider a section sα : U → T ∗N : p 7→ α(p) over U ⊂ N. Then the following holds.
1. s∗
αθ = α.
2. The following statements are equivalent.
77(a) dα = 0.
(b) sα(U) is a Lagrangian submanifold of T ∗N.
(c) The following map is a symplectomorphism:
ψ : T
∗N → T
∗N : β 7→ β + sα(π(β)).
If sα(U) is a Lagrangian submanifold of T ∗N, then sα is called a Lagrangian section. By
Lemma A.0.1 sα is Lagrangian if and only if α is a closed 1-form, so sα is also called a closed
section.
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Characteristic classes for circle
bundles
We recall the deﬁnition of a bundle and bundle morphism [10], and the classiﬁcation of
principal circle bundles by the Chern class.
B.1 Bundles and bundle morphisms
Let E, B and F be smooth manifolds, and recall [10] that a surjective map π : E → B is
called a bundle with ﬁbre F if it is locally trivial, that is, there exists an open cover V = {Vi}
of B and diﬀeomorphisms
φi : π
−1(Vi) → Vi × F,
called trivializations, such that the following diagram commutes for each Vi ∈ V .
π−1(Vi)
φi //
π
## G G G G G G G G G Vi × F
pr1 ||xxxxxxxxx
Vi
The manifolds E and B are called the total and the base manifolds (or spaces) respectively; F
is called the ﬁbre and π is called the projection. For each b ∈ B the set π−1(b) is diﬀeomorphic
to F and is called the ﬁbre at b. We will often refer to the bundle by its total space E. A
smooth map
s : V → E,
where V ⊂ B is open, such that π◦s = id, is called a (local) section of E. For each non-empty
intersection Vi ∩ Vj and each b ∈ Vi ∩ Vj there is a diﬀeomorphism
αij(b) = φi ◦ φ
−1
j |{b}×F ∈ Diﬀ(F) (B.1.1)
of F, and the function αij : Vi ∩ Vj → Diﬀ(F) is called the transition function. Transition
functions are smooth and satisfy the cocycle condition, that is,
αij ◦ αjk = αik. (B.1.2)
79A morphism between two bundles π : E → B and π0 : E0 → B is a smooth map
Φ : E → E
0
such that the following diagram is commutative,
E
Φ //
π  @ @ @ @ @ @ @ E0
π0 ~~}}}}}}}
B
(B.1.3)
that is, for any p ∈ E we have π0◦Φ(p) = π(p). If, moreover, Φ is a diﬀeomorphism, it deﬁnes
an isomorphism between the two bundles. The bundles are locally isomorphic if they have
diﬀeomorphic ﬁbres. For example, any bundle π : E → B with ﬁbre F is locally isomorphic
to the trivial bundle B × F.
A bundle π : E → B is called a vector bundle if for any b ∈ B the ﬁbre π−1(b) is a vector space
and αij(b) are linear maps. In other words, we can take F = Rn, and transition functions αij
taking values in GL(n,R). Well-known examples of vector bundles are the tangent and the
cotangent bundles of a smooth manifold B, denoted by TB and T ∗B respectively [1,10,77].
Recall [10,77,81] that a Lie group G is a smooth manifold with group structure such that the
group operations, namely multiplication and inverse, are smooth. Examples of Lie groups are
Rn and the circle T1 with additive group structure, and GL(n,R) with matrix multiplication
as a group operation. Notice that we denote the circle by S1 when we are interested in its
manifold structure, and by T1 when we want to stress that it has a group structure. Recall
[56,77] that an action of G on E is free if g ·p = p for some p ∈ E implies g = idG. A bundle
π : E → B is called a principal bundle with group G if there is a ﬁbre-preserving, smooth
and free action of G on E, which is transitive on ﬁbres. This means that ﬁbres of E are
diﬀeomorphic to G, and local trivializations are given by
φi : Vi × G → π
−1(Vi) : (b,g) 7→ g ◦ si(b), (B.1.4)
where si : Vi → E is a smooth local section of E. Thus every local section determines a
local trivialization of E and vice versa. This means that in the case of a principal bundle the
terms ‘trivializations’ and ‘local sections’ are interchangeable. For each b ∈ Vi ∩ Vj, where
Vi∩Vj 6= ∅, the diﬀerence between si(b) and sj(b) is given by an element of G, so the transition
functions αij take values in G. A simple example of a principal bundle is the torus T2 which
can be thought of as a principal T1-bundle over S1.
We require morphisms between bundles E and E0 to preserve additional structure. Thus,
a map Φ is a morphism between vector bundles E and E0 if it is a linear map on ﬁbres.
Similarly, a morphism of principal bundles has to commute with the group action.
Remark B.1.1 (Bundles with symplectic structure on the total space) If the man-
ifold E is symplectic, one may wish to take the symplectic structure in consideration in the
deﬁnition of a bundle. However, the notion of a symplectic bundle cannot be deﬁned in the
general case, since the symplectic structure on the product V ×F, V ⊂ B is not deﬁned. There
are some exceptions: the cotangent bundle T ∗B with the canonical form ω, and Lagrangian
bundles, where the symplectic structure on the product is given by the Liouville-Arnold the-
orem. In both cases these bundles have Lagrangian ﬁbres.
80B.2 Classiﬁcation of principal circle bundles by the Chern
class
Let S and B be smooth manifolds, and τ : S → B be a principal T1-bundle with a free action
of T1 on S denoted by
G : T
1 × S → S.
Non-triviality of S is measured by the Chern class, which we introduce in this section. For
that we will use sheaf theory, for an introduction to which we refer to Appendix C.
Deﬁnition of the Chern class
Let V = {Vi}i∈I be a good cover of B (Appendix C, [45]), that is, an intersection of any
ﬁnite number of elements in V is open and contractible. Recall from Appendix B.1 that
trivializations over open sets of V are given by local sections si : Vi → S, and the transition
functions of S take values in T1,
αij : Vi ∩ Vj → T
1,
that is, at each point b of a non-empty intersection Vj ∩ Vi
G(αij(b),sj(b)) = si(b).
The function αij can be regarded as a section of the trivial bundle B × T1 → B, and hence
is an element of the sheaf T 1 of sections of B × T1 → B (see Appendix C on sheaf theory).
Deﬁne a cochain α ∈ C1(V ,T 1) by
α : (ij) 7→ αij.
We notice that the transition functions are alternating,
αij = −αji.
Together with the cocycle condition (B.1.2), written in the additive form, this yields
(δ
1α)ijk = αjk − αik + αij = 0,
where we use the same notation for αjk and the restriction of αjk to Vi ∩ Vj ∩ Vk. As we will
see in Appendix C, this means that α is a 1-cocycle and it represents the cohomology class
[α] ∈ H
1(V ,T
1).
We call [α] the Chern class of the bundle S.
The Chern class is a complete invariant for principal circle bundles
We show that the Chern class is a complete invariant of principal circle bundles. We do this
ﬁrst for a ﬁxed good cover V of B, and then show that our construction is independent of
the good cover.
81Lemma B.2.1 (Independence of choice of local trivializations) The Chern class of a
principal circle bundle S does not depend on the choice of local trivializations, that is, if {si}
and {s0
i} are two choices of trivializations over an open cover V with transition maps αij and
α0
ij respectively, then
[α] = [α
0] ∈ H
1(V ,T
1).
Proof. We show that α and α0 diﬀer by a coboundary. Indeed, for each b ∈ Vi the values si(b)
and s0
i(b) diﬀer by an element in T1, that is,
G(βi(b),si(b)) = s
0
i(b)
for some smooth function
βi : Vi → T
1.
The assignment
β : i 7→ βi
is a 0-chain with coeﬃcients in T 1, and for each (ij) ∈ I × I we have
α
0
ij = αij + βj − βi = αij + (δ
0β)ij,
where we use the same notation for βi and its restriction to Vi ∩ Vj. Thus [α0] = [α].

We show that the Chern class is a complete invariant of principal circle bundles over a manifold
B with a trivializing good cover V .
Remark B.2.1 (Trivializions over good covers) Note that any good cover V is a trivi-
alizing cover, since all open sets in V are contractible.
Theorem B.1 (The Chern class is a complete invariant) Let V be a good cover of a
smooth manifold B. Then
1. each element [α] ∈ H1(V ,T 1) corresponds to a principal circle bundle over B,
2. two principal circle bundles τ : S → B and τ0 : S0 → B with Chern classes [α] and [α0]
respectively are isomorphic if and only if [α] = [α0].
Proof.
1. Consider a disjoint union
`
i Vi × T1, let α : (ij) 7→ αij be a representative of [α], and
deﬁne
S =
a
i
Vi × T
1
.n
(b,β)i ∼ (b,αij(b) + β)j
o
,
where b ∈ Vi ∩ Vj, the sign ∼ denotes the equivalence relation, (b,β)i ∈ Vi × T1 and
(b,αij(b) + β)j ∈ Vj × T1. The projection pr1 : S → B is a principal circle bundle.
822. Suppose Φ : S → S0 is a bundle isomorphism, and let si : Vi → S be trivializations over
Vi ∈ V with transition functions αij. Deﬁne trivializations on S0 by
s
0
i = Φ ◦ si.
It is easy to see that s0
i have the same transition functions, i.e. αij = α0
ij, so that
[α] = [α0]. Conversely, assume [α] = [α0]. Then by lemma B.2.1 S and S0 admit
local trivializations φi and φ0
i with the same transition functions, and one can deﬁne an
isomorphism Φ : S → S0 by
Φ(p) = φ
0−1
i ◦ φi(p),
where i is an index such that π(p) ∈ Vi.

Remark B.2.2 (Trivial circle bundle) By Theorem B.1 a principal circle bundle S is triv-
ial if and only if [α] = 0. In this sense the Chern class measures non-triviality of S.
Chern class under reﬁning maps of good covers
We show that the Chern class [α] ∈ H1(V ,T 1) is independent of the choice of the good cover.
Every two good covers V and W have common good reﬁnement U [10,48]. For V and U ,
choose a reﬁning map k : J → I so that Uj ⊂ Vk(j) for all j ∈ J. We will show that this map
induces an isomorphism on the cohomology of good covers with coeﬃcients in T 1, independent
on the choice of k, and the image of the Chern class [α] under this map corresponds to the
same principal circle bundle. Taking direct limit of cohomology over all good covers of B
(see Appendix C.3) we obtain a complete invariant of principal circle bundles which does not
depend on the good cover.
To see that recall [10,48] that the reﬁning map k deﬁnes a homomorphism
k
∗ : C
q(V ,T
1) → C
q(U ,T
1)
on the cochain complexes by the formula
(k
∗f)(j0,...,jq) = ρ
Vk(j0)∩···∩Vk(jq)
Uj0∩···∩Ujq f(k(j0),...,k(jq)),
where ρ
Vk(j0)∩···∩Vk(jq)
Uj0∩···∩Ujq is the restriction map in the sheaf T 1. For each q ≥ 1 the map k∗ com-
mutes with the coboundary homomorphisms δ on the covers V and U . The homomorphism
k∗ induces a homomorphism on cohomology
κ : H
1(V ,T
1) → H
1(U ,T
1), (B.2.5)
which is independent of the choice of the reﬁning map k [48]. Both V and U are good
covers, hence the elements of their ﬁrst cohomology with coeﬃcients in T 1 are in one-to-one
correspondence with isomorphism classes of principal circle bundles by Theorem B.1. Let
zi : Vi → S α be local trivializations corresponding to the cocycle α. For each j ∈ J,
the corresponding trivialization is obtained as the restriction zk(j)|Uj, and the corresponding
cocycle is k∗α. Hence α and k∗α correspond to the same principal circle bundle. It follows
that [α] and κ[α] also correspond to the same principal circle bundle, and the map (B.2.5)
83is an isomorphism. Taking the direct limit of cohomology groups with coeﬃcients in T 1
over all good covers of B, one obtains the cohomology Hq(B,T 1) of the smooth manifold
B (see Appendix C.3), and the isomorphism Hq(V ,T 1) → Hq(B,T 1), q ≥ 1. The image
µ ∈ H1(B,T 1) of [α] under this isomorphism is a complete invariant of principal circle bundles
which does not depend on the choice of the good cover.
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Sheaves and sheaf cohomology
This section contains a brief introduction to sheaf theory [10,48,80]. In particular, sheaf
cohomology of an open cover and ﬁne sheaves are introduced; the de Rham theorem is proven
as a ﬁrst application of sheaf theory.
C.1 Sheaves and sheaf cohomology of an open cover
We give the deﬁnition and examples of sheaves.
Deﬁnition C.1.1 (Abelian sheaf) [48] An Abelian sheaf S on a topological space B is an
assignment to each open set V ⊂ B of an Abelian group S(V )
S : V 7→ S(V ),
and, to each inclusion U ⊂ V , of a homomorphism of Abelian groups ρV
U
ρ
V
U : S(V ) → S(U),
with the following properties.
1. S(∅) = {0}.
2. ρV
V = idV.
3. ρU
W ◦ ρV
U = ρV
W for all inclusions W ⊂ U ⊂ V of open sets.
4. For all open sets V,U,W ⊂ B such that V = U ∪ W and all elements s1,s2 ∈ S(V )
satisfying
ρ
V
U(s1) = ρ
V
U(s2) and ρ
V
W(s1) = ρ
V
W(s2)
we have s1 = s2.
5. For all open sets V,U,W ⊂ B such that V = U ∪ W and all elements s1 ∈ S(U) and
s2 ∈ S(W) satisfying
ρ
U
U∩W(s1) = ρ
W
U∩W(s2)
85there exists an element s ∈ S(V ) such that
ρ
V
U(s) = s1 and ρ
V
W(s) = s2.
In other words, if s1 and s2 agree on overlaps they come from an element of S(V ).
The homomorphisms ρV
U are called the restriction maps of S.
Example C.1.1 (Sheaves of sections) Let π : S → B be a smooth bundle where ﬁbres
are Abelian groups. For example, S may be any vector bundle.
1. Deﬁne the sheaf S by
S : V 7→ Γ(V,S),
where Γ(V,S) is the set of all smooth sections of S over V . For each U ⊂ V deﬁne the
homomorphism ρV
U as the restriction
ρ
V
U : S(V ) → S(U) : s 7→ s|U.
The sheaf S is called a sheaf of sections, and an element s ∈ S(V ) is called a section of
S.
2. In item 1 let S = B × R, the trivial bundle over B. The sections of this bundle are
smooth R-valued functions, and the corresponding sheaf Λ0 is called the sheaf of smooth
functions on B.
3. In item 1 let S = T ∗B, the cotangent bundle over B. The sections are diﬀerential
1-forms on B, and the corresponding sheaf is the sheaf Λ1 of diﬀerential 1-forms on
B. Restricting to closed sections of T ∗B one obtains the sheaf Z1 of closed diﬀerential
1-forms on B.
Let S be an Abelian sheaf on B and V = {Vi}i∈I be an open cover of B. A q-cochain f
is a function which associates to each (q + 1)-tuple (i0,...,iq) of indices in I an element
f(i0,...,iq) of S(Vi0 ∩ ... ∩ Viq) alternating in these indices, that is,
f(i0,...,i`,i`+1,...,iq) = −f(i0,...,i`+1,i`,...,iq).
The set of all q-cochains, denoted by Cq(V ,S), forms a group. A coboundary homomorphism
δq : Cq(V ,S) → Cq+1(V ,S) is deﬁned by the formula
(δ
qf)(i0,...,iq+1) =
q+1 X
i=0
(−1)
iρ
Vi0∩···∩ˆ Vii∩···∩Viq+1
Vi0∩···∩Viq+1 (f(i0,...,ˆ ıi,...,iq+1)), (C.1.1)
where the ‘hat’ over a symbol means that the symbol is to be omitted. A straightforward
calculation shows that
δ
q+1 ◦ δ
q = 0.
In what follows, if there is no danger of confusion, we omit the superscript and write δ for δq.
The collection {Cq(V ,−),δ} is called the cochain complex. An element of kerδq is called a
q-cocycle. The set of q-cocycles form a subgroup of Cq(V ,S), and the group
H
q(V ,S) = kerδ
q/image δ
q−1, q ≥ 1, H
0(V ,S) = kerδ
0,
is called the q-th cohomology group of the open cover V with coeﬃcients in the sheaf S.
86Lemma C.1.1 (Zero cohomology of a sheaf) The zero cohomology group H0(V ,S) does
not depend on the open cover V .
Proof. Denote by Γ(B,S) the set of global sections in S, which by deﬁnition is
Γ(B,S) = S(B).
Let s ∈ Γ(B,S) and for each Vi ⊂ V denote by si = s|Vi the restriction. Then by the
deﬁnition of a sheaf si = sj on Vi ∩ Vj. Deﬁne a 0-cochain f ∈ C0(V ,S) by f(i) = si, then
(δf)(ij) = f(i) − f(j) = 0, (C.1.2)
so f ∈ kerδ = H0(V ,S). Conversely, let f = [f] ∈ H0(V ,S) ⊂ C0(V ,S), then (C.1.2) holds,
and f determines a global section of S. Thus for any open cover V there is an isomorphism
H
0(V ,S) ∼ = Γ(B,S),
and H0(V ,S) does not depend on a cover of B.

We deﬁne the 0-th cohomology of B with coeﬃcients in S by
H
0(B,S) = Γ(B,S).
Deﬁnition C.1.2 (Sheaf homomorphism) [80] Let S and S0 be Abelian sheaves on B. A
sheaf homomorphism
h : S → S
0
is given by a collection of group homomorphisms
hV : S(V ) → S
0(V ),
where V ⊂ B is open, such that the following diagram commutes for each inclusion of open
sets U ⊂ V .
S(V )
hV //
ρV
U

S0(V )
ρ0V
U

S(U)
hU
// S0(U)
(C.1.3)
Given a sheaf homomorphism h : S → S0, for each V ⊂ B the set
kerhV = {s ∈ S(V ) | hV(s) = 0}
is a subgroup of S(V ). A sheaf homomorphism h is called a monomorphism if for each V ⊂ B
the homomorphism hV is injective, that is, kerhV = {0}.
Remark C.1.1 (Kernel of h as sheaf on B) Given a sheaf homomorphism h : S → S0,
the assignment
K : V 7→ K(V ) = kerhV
with restriction maps %V
U = ρV
U|K(V ) is a sheaf over B [80].
87Example C.1.2 (Sheaf of locally constant functions) Consider the sheaf homomorphism
d
0 : Λ
0 → Z
1,
where Λ0 and Z1 are the sheaves of smooth functions and closed diﬀerential 1-forms on B
respectively (Example C.1.1), and d0 is the homomorphism induced by the exterior diﬀeren-
tiation. Deﬁne
˜ R : V 7→ kerd
0
V.
For any open connected V ⊂ B the set kerd0
V contains R-valued functions, constant on V ,
and the sheaf ˜ R is called the sheaf of locally constant R-valued functions.
Remark C.1.2 (Assignment image h) Unlike in the case of the kernel of a sheaf homo-
morphism the assignment
image h : V 7→ image hV
is not a sheaf. Indeed, let B = R2\{0} and consider the sheaf homomorphism
d
0 : Λ
0 → Z
1,
where d0, Λ0 and Z1 are like in Example C.1.2. Let V1,V2 ⊂ B be open simply connected
subsets such that V1 ∪ V2 = B. Then consider a closed diﬀerential 1-form on B, given by
α =
1
x2 + y2(xdy − ydx).
Its restrictions to V1 and V2 are exact by the Poincar´ e lemma, hence
α1 ∈ image d
0
V1 and α2 ∈ image d
0
V2,
but there is no smooth function g on V1 ∪ V2 such that dg = α, which means that the
assignment
image d
0 : Vi 7→ image d
0
Vi, i = 1,2,
does not satisfy the last axiom of deﬁnition C.1.1, and so it is not a sheaf.
A sheaf homomorphism h : S → S0 is called an epimorphism if for each b ∈ B there exists an
open neighborhood V ⊂ B of b such that the group homomorphism
hV : S(V ) → S
0(V )
is surjective.
Example C.1.3 (Surjective homomorphism d0) The sheaf homomorphism
d
0 : Λ
0 → Z
1
studied in Example C.1.2 and Remark C.1.2 is surjective. Indeed, every point b ∈ B has a
simply connected neighborhood V ⊂ B, so by the Poincar´ e lemma every α ∈ Z1(V ) is exact,
and
d
0
V : Λ
0(V ) → Z
1(V )
is surjective.
88C.2 Fine sheaves
We deﬁne a ﬁne sheaf F on a smooth manifold B, and prove that for any locally ﬁnite open
cover V of B and any integer q ≥ 1 the cohomology group Hq(V ,F) = 0.
Recall [10,47,48] that a topological space B is paracompact if it is Hausdorﬀ and every
open cover of B has a locally ﬁnite reﬁnement. Every ﬁnite dimensional smooth manifold
B is paracompact, and every locally ﬁnite open cover V = {Vi}i∈I of a smooth manifold B
has a subordinate smooth partition of unity [47,48], that is, there exists a family {ψi}i∈I of
non-negative smooth functions on B such that
1. for each i ∈ I the support of ψi is contained in Vi,
2. each b ∈ B has a neighborhood which meets only a ﬁnite number of supports of ψi,
3. for each b ∈ B we have
P
i∈I ψi(b) = 1.
All ﬁne sheaves we will encounter are sheaves of smooth sections of vectors bundles, so we
restrict to vector bundles in the following deﬁnition of a ﬁne sheaf.
Deﬁnition C.2.1 (Fine sheaf of sections of vector bundle) [48] A sheaf F of smooth
sections of a vector bundle E is called ﬁne if for any smooth function f : B → R and any
element s ∈ F(V ), where V ⊂ B is open, ¯ fs, where ¯ f = f|V , again is an element of F(V ).
Example C.2.1 (Fine sheaves of sections) Consider the sheaves deﬁned in Example C.1.1.
1. The sheaves Λ0 and Λ1 of smooth R-valued functions and diﬀerential 1-forms on B are
ﬁne.
2. The sheaf ˜ R of locally constant R-valued functions is not ﬁne. Indeed, multiplication
of a locally constant function by a smooth function need not produce a locally constant
function.
3. Similarly, the sheaf Z1 of closed sections of T ∗B is not ﬁne, since the result of the
multiplication of a closed local section in T ∗B|V , V ⊂ B is open, by a smooth function
need not be a closed section in T ∗B|V .
Since every open cover of a smooth manifold has a locally ﬁnite subcover, all covers are
assumed to be locally ﬁnite. We compute cohomology with coeﬃcients in a ﬁne sheaf.
Lemma C.2.1 (Cohomology of a ﬁne sheaf of sections) [48] Let F be a ﬁne sheaf of
sections on a smooth manifold B and V be an open cover of B. Then
H
q(V ,F) = 0 for q ≥ 1.
Proof. For each q ≥ 1 we deﬁne a homotopy operator
k
q : C
q(V ,F) → C
q−1(V ,F)
89as follows. Let {ψi}i∈I be a smooth partition of unity subordinate to V and deﬁne
(k
qf)(i0,...,iq−1) =
X
i∈I
¯ f(i,i0,...,iq−1), (C.2.4)
where ¯ f(i,i0,...,iq−1) is equal to ψif(i,i0,...,iq−1) on Vi ∩ Vi0 ∩ ... ∩ Viq−1 and vanishes out-
side this set. The sum can be formed because V is locally ﬁnite. Using (C.2.4) and formula
(C.1.1) for the coboundary homomorphism
δ
q : C
q(V ,F) → C
q+1(V ,F)
one computes that δq−1kq + kq+1δq = id for q ≥ 1. Hence Hq(V ,S) vanishes for q ≥ 1.

C.3 Real and integer cohomology of a smooth manifold
As a ﬁrst application of sheaf theory we state the de Rham theorem which computes coho-
mology of a smooth manifold with coeﬃcients in the sheaf ˜ R of locally constant R-valued
functions. We quote a similar result [10] for the cohomology with coeﬃcients in the sheaf
of locally constant Z-valued functions, and the Leray theorem [41] which allows to compute
cohomology with coeﬃcients in certain sheaves.
Before proceeding we introduce a good cover of a smooth manifold B.
Deﬁnition C.3.1 (Good cover) A good cover is a locally ﬁnite open cover V of B such
that all ﬁnite intersections of elements in V are contractible.
Lemma C.3.1 (Existence of a good cover) [45] Any cover V of a manifold B has a good
reﬁnement.
Proof. Let ρ be a complete Riemannian metric on B, i.e. every Cauchy sequence converges.
Recall [45] that every point b ∈ B has arbitrarily small geodesically convex neighborhoods
V , i.e. any two points in V can be joined by a unique geodesic in V . The intersection of
any geodesically convex neighborhoods is again geodesically convex. Any open cover V has
a reﬁnement U by geodesically convex neighborhoods. We show that such a reﬁnement can
be chosen to be also locally ﬁnite.
Choose b0 ∈ B and deﬁne
Kj = {b | ρ(b,b0) ≤ j},
so Kj is compact and Kj−1 ⊂ int Kj. Denote by C(Kj) the complement of Kj in B. Then
for each j there exists a number r(j) > 0 such that
ρ(Kj−1,C(Kj)) > 2r(j).
Consider the following sequence of compact sets
K1,K2 − K1,K3 − K2,...,Ki+1 − Ki,...
Cover each Ki+1 − Ki by geodesically convex neighborhoods of radius εi ≤ r(i) and εi so small
that each neighborhood is contained in Vi for some i ∈ I. Since each Ki+1 − Ki is compact,
it is covered by a ﬁnite number of such neighborhoods. This shows that the reﬁnement U
can be chosen locally ﬁnite.
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Since every open cover of a manifold has a good reﬁnement, we may assume all covers in our
consideration to be good.
De Rham theorem
Denote by Λq the sheaf of diﬀerential q-forms on B and let
d : Λ
q → Λ
q+1 (C.3.5)
be the homomorphism induced by the exterior diﬀerentiation. For each q ≥ 0 denote by Zq
the sheaf given by the kernel of d (Appendix C.1 Remark C.1.1). Elements of Zq are closed
diﬀerential q-forms, and Z0 = ˜ R, where ˜ R is the sheaf of locally constant functions on B
(Appendix C.1 Example C.1.2). Deﬁne the q-th de Rham cohomology group by [48]
H
q
dR(B) = Γ(B,Z
q)/d(Γ(B,Λ
q−1)) for q ≥ 1,
and
H
0
dR(B) = Γ(B,Z
0)
Theorem C.1 (De Rham) [48] The sheaf cohomology with coeﬃcients in ˜ R does not depend
on the good cover V of B, and there is an isomorphism
H
q
dR(B) ∼ = H
q(V , ˜ R) for q ≥ 0.
Proof. Let V be a good cover of B, then the Poincar´ e lemma holds on any ﬁnite intersection
of open sets in V , so the following sequence of sheaves is exact
0 // Zq ı // Λq d // Zq+1 // 0 , (C.3.6)
where ı : Zq → Λq is the inclusion homomorphism. Then the following sequence of cochain
complexes is exact,
...

...

...

0 // Ck−1(V ,Zq)
δ

ı // Ck−1(V ,Λq)
d //
δ

Ck−1(V ,Zq+1)
δ

// 0
0 // Ck(V ,Zq)

ı // Ck(V ,Λq)

d // Ck(V ,Zq+1) //

0
... ... ...
and gives rise to the long exact sequence of cohomology groups [10,40],
0 // H0(V ,Zq)
ı∗ // H0(V ,Λq)
d∗ // H0(V ,Zq+1)
δ∗ // H1(V ,Zq) // ... (C.3.7)
91where ı∗,d∗,δ∗ are homomorphisms on cohomology induced by the inclusion, exterior diﬀer-
entiation and coboundary homomorphisms respectively. Since Λq is a ﬁne sheaf, by lemma
C.2.1 its cohomology vanishes for k ≥ 1 and (C.3.7) falls apart into
0 // H0(V ,Zq)
ı∗ // H0(V ,Λq)
d∗ // H0(V ,Zq+1)
δ∗ // H1(V ,Zq) // 0 (C.3.8)
and, for k ≥ 1,
0 // Hk(V ,Zq+1)
δ∗ // Hk+1(V ,Zq) // 0. (C.3.9)
In (C.3.8) set q = 0 and recall (section C.1 Lemma C.1.1) that H0(V ,−) does not depend on
the cover and is isomorphic to the set of global sections Γ(B,−). Then
H
0(B, ˜ R) = Γ(B,Z
0) = H
0
dR(B).
Applying (C.3.9) consecutively we obtain
H
q(V , ˜ R) = H
q(V ,Z
0) ∼ = H
q−1(V ,Z
1) ∼ = ··· ∼ = H
1(V ,Z
q−1),
and by the exactness of (C.3.8) we have
H
1(V ,Z
q−1) ∼ = H
0(V ,Z
q)/d∗(H
0(V ,Λ
q−1)).
Applying again Lemma C.1.1 for zero-dimensional cohomology we write
H
q(V , ˜ R) ∼ = Γ(B,Z
q)/d(Γ(B,Λ
q−1)) = H
q
dR(B), for q ≥ 1.

It follows from Theorem C.1 that Hq(V ,R) is independent of the good cover V .
Remark C.3.1 (Singular cohomology with real coeﬃcients) Notice [10] that the de
Rham cohomology of a manifold B is isomorphic to the singular cohomology of B with real
coeﬃcients, i.e.
H
q
dR(B) ∼ = H
q(B,R), q ≥ 0.
The Leray theorem
In Theorem C.1 we expressed the cohomology Hq(V , ˜ R) of the good cover V of B with
coeﬃcient in the sheaf ˜ R of locally constant R-valued functions in terms of the de Rham
cohomology, which is independent of the choice of the good cover V . However, such a repre-
sentation is not readily available for an arbitrary sheaf S, and now we give a general deﬁnition
of a sheaf cohomology of a smooth manifold B.
Let S be a sheaf on B, and let V be an open cover of B. Recall [10] that an open cover U of
B is called a reﬁnement of V if each Ui ∈ U is contained in some Vj ∈ V . Choose a reﬁning
map k : J → I so that Uj ⊂ Vk(j) for all j ∈ J. The reﬁning map k induces a homomorphism
k
∗ : C
q(V ,S) → C
q(U ,S)
92on the cochain complexes, which commutes with the coboundary operators δ on V and U
and induces a homomorphism
κ
V
U : H
q(V ,S) → H
q(U ,S), q ≥ 0, (C.3.10)
independent of the choice of the reﬁning map k : J → I [10,48]. Given open covers V and
W of B, we say that elements
v ∈ H
q(V ,Z) and w ∈ H
q(W ,Z)
are equivalent and write v ∼ w, if there exists a common reﬁnement U of V and W such
that
κ
V
U (v) = κ
W
U (w).
We deﬁne
H
q(B,S) =
a
U
H
q(U ,S)/ ∼, q ≥ 0, (C.3.11)
where U runs through all open covers of B. Notice that since the map k∗ on the cochain
complexes is the restriction (Appendix B.2), for q = 0 the deﬁnition (C.3.11) is compatible
with the deﬁnition of H0(B,S) given in Appendix C.1.
Remark C.3.2 (Restriction to good covers in the limit of cohomology groups) Notice
that any open cover V of a manifold B has a good reﬁnement [10], so in (C.3.11) one can
restrict to only good covers of B.
For q ≥ 1 there is a natural homomorphism
κ : H
q(V ,S) → H
q(B,S), q ≥ 1, (C.3.12)
given by
κ(v) =
a
U
κ
V
U (v)/ ∼,
where U runs through all reﬁnements of V . We are interested in cases when (C.3.12) is an
isomorphism.
Theorem C.2 (Leray theorem) [41] Let S be a sheaf of Abelian groups on B, and V be
an open cover of B such that for any ﬁnite intersection U = Vi0 ∩ ··· ∩ Viz, z ∈ N
H
q(U,S) = 0, q ≥ 1.
Then the cohomology Hq(V ,S) is independent of the cover, that is, (C.3.12) is an isomor-
phism.
Example C.3.1 (Cohomology with coeﬃcients in ˜ Z) A result similar to the de Rham
theorem can be obtained for the cohomology of a manifold B (in fact, B being a triangulariz-
able space is suﬃcient) with integer coeﬃcients [10], i.e. one can show that, if V is good, for
q ≥ 1 the cohomology Hq(V , ˜ Z) with coeﬃcients in the sheaf ˜ Z of locally constant Z-valued
functions is isomorphic to the singular cohomology Hq(B,Z) and hence independent of the
93good cover V . To see that notice that the ˜ Z-cohomology of a contractible open set U is
isomorphic to the singular cohomology [10,58] of Rn, which is given by
H
q(R
n,Z) =

0, q ≥ 1
Z, q = 0.
If V is good, any ﬁnite intersection U = Vi0 ∩...∩Viz of open sets in V is contractible, hence
the cohomology groups Hq(U, ˜ Z) vanish for q ≥ 1. Then by the Leray theorem there is an
isomorphism
H
q(V , ˜ Z) → H
q(B,Z), q ≥ 1.
Restricting to only good covers in (C.3.11), one obtains that there is an isomorphisms for
q ≥ 1
H
q(B, ˜ Z) → H
q(B,Z).
Remark C.3.3 (ˇ Cech cohomology) One can give the following alternative prove of Theo-
rem C.1 and Example C.3.1. We note that by deﬁnition the sheaf cohomology with coeﬃcients
in ˜ Z and ˜ R is the integer and real ˇ Cech cohomology respectively. Hence it satisﬁes Eilenberg-
Steenrod axioms [35], and is isomorphic to singular cohomology of B with integer and real
coeﬃcients respectively.
Example C.3.2 (Cohomology with coeﬃcients in P) Let P → B be a locally trivial
bundle with ﬁbre Zn and transition maps taking values in GL(n,Z), and denote by P the
sheaf of sections of this bundle. Let V be a good cover of B. We prove that for q ≥ 0 the
map
H
q(V ,P) → H
q(B,P) (C.3.13)
is an isomorphism. For q = 0 this is true because of Lemma C.1.1 in Appendix C.1. Next,
suppose g : P → B is trivial, i.e. P is isomorphic to the product B×Zn, P can be represented
as a direct sum of n trivial bundles B × Z, which implies that there is an isomorphism
H
q(V , ˜ Z
n) ∼ = H
q(V ,Z) ⊕ ··· ⊕ H
q(V ,Z)
| {z }
n
∼ = H
q(B,Z) ⊕ ··· ⊕ H
q(B,Z)
| {z }
n
,
i.e. Hq(V , ˜ Zn) is independent of the good cover V . In other words, for P = ˜ Zn the map
(C.3.13) is an isomorphism.
Finally, suppose the bundle g : P → B is non-trivial. We note that the sheaf P is locally
isomorphic to the sheaf ˜ Zn, which implies that for any open contractible set U ⊂ B there is
an isomorphism
H
q(U,P) → H
q(U, ˜ Z
n),
where Hq(U, ˜ Zn) vanishes. Since V is a good cover, all ﬁnite intersection U = Vi0 ∩ ... ∩ Viz
are contractible, Hq(V ,P) vanishes for q ≥ 1, and by the Leray theorem C.2 the map (C.3.13)
is an isomorphism for any sheaf P of sections of g : P → B.
94Example C.3.3 (Cohomology with coeﬃcients in ˜ Tn) Let π : R → B be a vector bun-
dle with ﬁbre Rn, and P → B be a locally trivial Zn-subbundle of R. Then the ﬁbrewise
quotient τ : T = R/P → B is a locally trivial bundle with ﬁbre Tn. Denote by ˜ Tn and P the
sheaves of sections of T and P respectively. Notice that P is exactly the sheaf considered in
Example C.3.2. We show that there is an isomorphism
H
q(V , ˜ T
n) → H
q+1(V ,P), q ≥ 1, (C.3.14)
and, since Hq+1(V ,P) is independent of the good cover V , the cohomology Hq(V , ˜ Tn) is
independent of the good cover V .
Denote by ˜ Rn the sheaf of sections of R. Then the following sequence of sheaves is exact
0 // P
ı // ˜ Rn
q // ˜ Tn // 0.
Since ˜ Rn is a ﬁne sheaf, the induced long exact sequence fall apart, and for q ≥ 1 we have
0 // Hq(V , ˜ Tn)
δ∗ // Hq+1(V ,P) // 0 ,
and the map δ∗ is exactly the isomorphism C.3.14. The independence of Hq(V ,Tn) of the
good cover follows.
9596Summary
We are concerned with global properties of Lagrangian bundles, i.e. symplectic n-torus bun-
dles with Lagrangian ﬁbres, as these occur in integrable Hamiltonian systems. Our main
interest is in obstructions to triviality and in classiﬁcation, as well as in manifestations of
global invariants in real-world examples of classical and quantum systems.
In Chapter 1 we review the theory of obstructions to triviality, in particular monodromy,
as well as the ensuing classiﬁcation problems which involve the Chern and Lagrange class.
An integrable Hamiltonian system can be viewed geometrically as a torus bundle with a
symplectic structure on the total space, whose ﬁbres are Lagrangian, i.e. have tangent spaces
which are maximal isotropic with respect to the symplectic structure. From the Liouville-
Arnold integrability theorem it follows that an integrable Hamiltonian system is a locally
trivial bundle and has symplectic coordinates called action-angle coordinates. A natural
question is when such coordinates exist globally. Duistermaat introduced two invariants which
measure the failure of these coordinates to exist globally: namely the Lagrange class and the
monodromy representation. The monodromy representation is trivial if and only if global
action coordinates exist, and their symplectic dual - the angle coordinates - exist precisely
when the Lagrange class is trivial as well. It is then natural to ask whether or not the Lagrange
class and the monodromy representation completely classify integrable Hamiltonian systems.
Nguyen showed that monodromy is completely determined by the integer aﬃne structure
on the base space of the bundle, and that bundles with a ﬁxed integer aﬃne structure are
classiﬁed by the Lagrange class. In Chapter 1 we give new geometric proofs and elucidate
certain aspects of the classiﬁcation results of Duistermaat and Nguyen. In particular, the
relation between the integer aﬃne structure and monodromy is explained in detail, and an
example of symplectic bundles with the same monodromy but with diﬀerent integer aﬃne
structures is given. An explicit example of topologically equivalent torus bundles with non-
isomorphic symplectic structures is constructed, i.e. torus bundles over the same base space
with the same Chern class but diﬀerent Lagrange classes.
Chapter 2 deals with manifestations of global invariants of integrable Hamiltonian systems
in an example of real-world systems. As was already known, monodromy explains certain
phenomena in joint spectra of atoms. We consider integrable approximations of the hydrogen
atom in static weak external electric and magnetic ﬁelds. This is a continuation of earlier work
by Cushman, Zhilinskii, Sadovskii and Efstathiou, who provided the framework to classify
all perturbations of the hydrogen atom and introduced the concept of the resonant zone. In
Chapter 2 we carry out a detailed study of the 1 : 1 resonant zone, which corresponds to near
orthogonal ﬁelds. It is demonstrated that for certain domains of parameters the system of
the perturbed hydrogen atom exhibits monodromy, and which is visible in the spectrum of
the quantized system.
9798Samenvatting
We bestuderen de globale eigenschappen van Lagrangiaanse bundels, oftewel symplectische n-
torusbundels met Lagrangiaanse vezels, zoals deze voorkomen in integreerbare Hamiltoniaanse
systemen. We zijn vooral ge¨ ınteresseerd in obstructies tegen trivialiteit, in classiﬁcatie en
in manifestaties van globale invarianten in fysische voorbeelden van klassieke en kwantum
systemen.
In Hoofdstuk 1 herhalen we de theorie van obstructies tegen trivialiteit, in het bijzonder
monodromie, en ook de daarop volgende classiﬁcatieproblemen waarvoor de Chern- en La-
grangeklasse belangrijk zijn. Een integreerbaar Hamiltoniaans systeem kan meetkundig beschouwd
worden als een torusbundel met een symplectische structuur op de totale ruimte, waarvan de
vezels Lagrangiaans zijn, wat betekent dat hun raakruimte maximaal isotroop is met be-
trekking tot de symplectische structuur. De Liouville-Arnold integreerbaarheidsstelling im-
pliceert dat een integreerbaar Hamiltoniaans systeem een lokaal triviale bundel is en symplec-
tische co¨ ordinaten heeft die actie-hoekco¨ ordinaten genoemd worden. Een natuurlijke vraag is
of deze co¨ ordinaten globaal bestaan. Duistermaat introduceerde twee invarianten die het falen
meet van zulke co¨ ordinaten om globaal te bestaan, namelijk de Lagrangeklasse en de mon-
odromierepresentatie. De monodromierepresentatie is triviaal dan en slechts dan als er globale
actiecoordinaten bestaan; de symplectisch duale co¨ ordinaten - de hoekco¨ ordinaten - bestaan
precies dan wanneer de Lagrangeklasse daarenboven ook triviaal is. Een volgende natuurli-
jke vraag is of de Lagrangeklasse en de monodromierepresentatie de intregreerbare Hamil-
toniaanse systemen volledig classiﬁceert. Nguyen bewees dat monodromie volledig bepaald
is door de geheeltallige aﬃene structuur op de basisruimte van de bundel en dat bundels
met vaste geheeltallige aﬃene structuur worden geclassiﬁceerd door de Lagrange klasse. In
Hoofdstuk 1 voegen we nieuwe meetkundige bewijzen toe en verhelderen we bepaalde as-
pecten van de classiﬁcatie resultaten van Duistermaat en Nguyen. In het bijzonder wordt
de relatie met de geheeltallige aﬃene structuur en de monodromie in detail uitgelegd en we
geven een voorbeeld van symplectische bundels met dezelfde monodromie maar met verschil-
lende aﬃene structuren. Een expliciet voorbeeld van topologisch equivalente torusbundels
met niet-isomorfe symplectische structuren wordt geconstrueerd, oftewel torusbundels over
dezelde basisruimte met dezelfde Chernklasse maar met verschillende Lagrangeklassen.
Hoofdstuk 2 behandelt manifestaties van globale invarianten van integreerbare Hamiltoni-
aanse systemen in een voorbeeld van een fysisch systeem. Het is reeds bekend dat mon-
odromie bepaalde fenomenen in gezamenlijke spectra van atomen verklaart. We beschouwen
integreerbare benaderingen van het waterstofatoom in zwakke statische externe electrische
en magnetische velden. Dit is een voortzetting van eerder werk van Cushman, Zhilinskii,
Sadovskii en Efstathiou, die een kader gaven om alle storingen van het waterstofatoom te
classiﬁceren en het concept van resonante zone introduceerden. In Hoofdstuk 2 voeren we
een gedetailleerde studie uit van de 1 : 1 resonante zone, die correspondeert met bijna-
orthogonale velden. We tonen aan dat het systeem van het verstoorde waterstofatoom voor
99bepaalde domeinen van parameters monodromie geeft, die zichtbaar is in het spectrum van
het gekwantiseerde systeem.
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