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Ana´lise do Desempenho de um Algoritmo Gene´tico Paralelizado com OpenMP Atrave´s
de Rastros de Execuc¸a˜o*
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Abstract: Run tracing allows you to identify issues affecting the performance of parallel applications. This work
consists in evaluating the parallelization of a Genetic Algorithm applied to the Vehicle Routing Problem with
OpenMP, where the performance obtained was not ideally expected. Being that it was possible to obtain a
performance increase of 1.4 times in the architecture used, however, but still below ideal. Therefore, the general
objective of this work is to investigate the causes of the low performance obtained by the Genetic Algorithm,
performing an analysis from the execution traces. Our results showed that the parallelization of the Genetic
Algorithm is according to the model in which it was implemented and to the set of instances of the target Vehicle
Routing Problem used.
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Resumo: O rastreamento de execuc¸a˜o permite a identificac¸a˜o de problemas afetando o desempenho de
aplicac¸o˜es paralelas. Este trabalho consiste em avaliar a paralelizac¸a˜o de um Algoritmo Gene´tico aplicado ao
Problema de Roteamento de Veı´culos com OpenMP, onde o desempenho obtido na˜o foi o idealmente esperado.
Sendo que foi possı´vel obter um aumento do desempenho de ate´ 1,4 vezes na arquitetura utilizada, pore´m
ainda abaixo do ideal. Logo, o objetivo geral deste trabalho e´ investigar as causas do baixo desempenho obtido
pelo Algoritmo Gene´tico, realizando uma ana´lise a partir dos rastros de execuc¸a˜o. Nossos resultados mostraram
que a paralelizac¸a˜o do Algoritmo Gene´tico esta´ de acordo para o modelo em que foi implementado e para o
conjunto de instaˆncias do Problema de Roteamento de Veı´culos utilizadas.
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1. Introduc¸a˜o
Uma das principais dificuldades encontradas no desenvolvi-
mento de aplicac¸o˜es paralelas e´ explorar todo paralelismo
existente nas arquiteturas com mu´ltiplas unidades de proces-
samento. Apo´s realizar a paralelizac¸a˜o, faz-se necessa´rio
realizar uma profunda ana´lise da aplicac¸a˜o, com o objetivo
de identificar as regio˜es do programa que realizam uma baixa
explorac¸a˜o dos recursos computacionais disponı´veis [1]. A
partir dessa ana´lise e´ possı´vel realizar melhorias na aplicac¸a˜o
e assim obter alto desempenho.
Este trabalho propo˜e o uso de rastros de execuc¸a˜o [1]
para realizar a ana´lise de uma paralelizac¸a˜o de um Algo-
ritmo Gene´tico (AG) aplicado ao Problema de Roteamento de
Veı´culos (PRV) implementado na linguagem de programac¸a˜o
C por [2]. O PRV e´ um problema de otimizac¸a˜o combinato´ria
muito utilizado na distribuic¸a˜o e logı´stica, o qual consiste em
rotear veı´culos com uma capacidade limitada para atender
as requisic¸o˜es de um grupo de cidades. A soluc¸a˜o do PRV
compreende um conjunto de rotas capazes de satisfazer as
demandas de todas as cidades e cujo custo seja mı´nimo [3].
Entre os me´todos propostos para solucionar o PRV, o AG foi
o escolhido por [2] por conseguir bons resultados quando apli-
cado a problemas que na˜o possuem uma te´cnica especializada
para resolveˆ-los.
Apesar do AG retornar a melhor soluc¸a˜o encontrada, ele
na˜o garante que essa seja a melhor soluc¸a˜o possı´vel. Sendo as-
sim, [2] realizaram alguns ajustes, como aumentar o tamanho
Analysis of the Performance of Genetic Algorithm Parallelized with OpenMP Through Execution Traces
da populac¸a˜o e o nu´mero de evoluc¸o˜es, os quais melhoraram
a qualidade das soluc¸o˜es encontradas. Pore´m, esse ajuste dos
paraˆmetros elevou o tempo de computac¸a˜o do AG. Buscando
reduzir o tempo de computac¸a˜o do AG e aumentar seu desem-
penho, [2] realizaram a paralelizac¸a˜o do mesmo utilizando a
interface de programac¸a˜o de aplicac¸o˜es (Application Program
Interface - API) Open Multi Processing (OpenMP) [4]. Os
resultados obtidos por [2] mostraram que o desempenho da
paralelizac¸a˜o, embora tenham reduzido o tempo de execuc¸a˜o,
na˜o foram os idealmente esperados. Os resultados de [2] fo-
ram confirmados na ana´lise do AG atrave´s da avaliac¸a˜o de seu
Speedup em trabalhos anteriores [5]. Neste trabalho realiza-
se um complemento a` ana´lise do desempenho, analisando
a determinac¸a˜o das regio˜es paralelas e a polı´tica utilizada
para distribuir as iterac¸o˜es por entre as threads. Ale´m disso,
realiza-se uma ana´lise mais profunda do AG, a partir de seus
rastros de execuc¸a˜o, os quais permitem identificar a existeˆncia
de possı´veis gargalos afetando o desempenho da aplicac¸a˜o
[1]. Em trabalhos anteriores [6] [7] iniciou-se a ana´lise do AG
a partir dos rastros de execuc¸a˜o, a qual sera´ concluı´da neste
trabalho.
O restante deste trabalho esta´ organizado da seguinte
forma: inicialmente e´ apresentada uma revisa˜o dos principais
conceitos que foram aplicados por [2] no desenvolvimento
e paralelizac¸a˜o do AG (Sec¸a˜o 2); os mecanismos existentes
para realizar a ana´lise de aplicac¸o˜es paralelas e os que foram
utilizados para analisar o AG paralelo (Sec¸a˜o 3); ambiente de
execuc¸a˜o, juntamente com os resultados obtidos (Sec¸a˜o 4) e a
conclusa˜o deste trabalho (Sec¸a˜o 5).
2. Contextualizac¸a˜o
2.1 Problema de Roteamento de Veı´culos
O PRV e´ um problema de otimizac¸a˜o combinato´ria perten-
cente a` classe dos problemas NP-Difı´ceis, os quais sa˜o difı´ceis
de solucionar utilizando me´todos exatos por se tratarem de
problemas com um alto custo computacional [3].
No PRV tem-se um depo´sito de abastecimento, existe
uma demanda de um determinado produto para cada cidade
a ser visitada e o veı´culo possui uma capacidade limitada. O
veı´culo deve sair do depo´sito, visitar cada uma das cidades e
retornar novamente ao depo´sito. Sendo que cada cidade deve
ser visitada apenas uma vez e por apenas um veı´culo, e que a
demanda total atribuı´da a cada rota na˜o exceda a capacidade
do veı´culo. A soluc¸a˜o para o PRV e´ encontrar um conjunto
de rotas capaz de satisfazer a demanda de todas as cidades, e
cujo o custo total seja mı´nimo [3].
Segundo [3] o PRV e´ geralmente representado por um
grafo na˜o direcionado G = (V,E), onde V = {v0,v1, . . . ,vn}
e´ o conjunto de ve´rtices, sendo que o ve´rtice v0 representa
o depo´sito e os demais n ve´rtices representam as cidades
(V− v0); E = {(vi,v j) ∈ V, i < j} e´ o conjunto de arestas
que ligam uma cidade vi a outra v j. Cada cidade i e´ visitada
por exatamente um veı´culo e m veı´culos visitam o depo´sito,






m, se i = 0,
1, se i = 1, . . . ,n ; (1)
onde yki especifica se a rota k conte´m o ve´rtice vi e m e´ o
nu´mero total de veı´culos. A capacidade Qk do veı´culo na˜o




qiyki 6 Qk, k = 1, . . . ,m ; (2)
onde n e´ o nu´mero total de cidades e qi representa a demanda
da cidade i (i ∈ {1, . . . ,n}). O veı´culo que entrou em uma











j = 0, . . . ,n
k = 1, . . . ,m ; (3)
onde xki j indica se (vi,v j) e´ ou na˜o uma aresta da rota k na
soluc¸a˜o o´tima. O custo total da viagem C pode ser obtido






ci j ; (4)
onde Rk = (v0,vk1 ,vk2 , . . . ,v0) e´ o conjunto ordenado, o qual
representa os ve´rtices consecutivos na rota do veı´culo k, S =
{R1,R2, . . . ,Rm} e´ o conjunto soluc¸a˜o com m rotas, sendo
uma para cada veı´culo. Onde ci j e´ o custo da viagem do
ve´rtice vi ao ve´rtice v j, sendo que ci j = c ji. Como o objetivo
e´ encontrar um conjunto de rotas que satisfac¸a a demanda de
todas as cidades com um custo total mı´nimo [3], o PRV e´















O AG e´ um algoritmo inspirado na teoria da selec¸a˜o natu-
ral de Charles Darwin [8]. No AG cada possı´vel soluc¸a˜o do
problema e´ codificada em uma estrutura de dados chamada
indivı´duo, que compo˜em a populac¸a˜o inicial. Essa populac¸a˜o
e´ aplicada ao processo de evoluc¸a˜o, que consiste na avaliac¸a˜o
dos indivı´duos e selec¸a˜o de quais indivı´duos sera˜o aplica-
dos aos operadores gene´ticos de cruzamento (cria novos in-
divı´duos cruzando caracterı´ticas dos genitores) e mutac¸a˜o
(altera uma porcentagem de indivı´duos). A cada ciclo de
evoluc¸a˜o uma nova populac¸a˜o e´ gerada, a qual substitui a
antiga, que e´ descartada. Apo´s satisfazer o crite´rio de pa-
rada (por nu´mero de evoluc¸o˜es ou qualidade das soluc¸o˜es) a
populac¸a˜o final ira´ conter os indivı´duos mais aptos [8].
A Figura 1 apresenta o fluxograma do AG aplicado ao
PRV desenvolvido por [2]. O AG Inicializa a Populac¸a˜o
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Figura 1. Fluxograma do Algoritmo Gene´tico Implementado por [2].
com va´rias possı´veis soluc¸o˜es para o PRV, onde cada possı´vel
soluc¸a˜o e´ gerada sorteando a primeira cidade a ser visitada, e
a partir dessa cidade, busca sempre a cidade mais pro´xima ate´
que todas as cidades tenham sido visitadas. Logo em seguida,
o algoritmo Avalia a Populac¸a˜o gerada calculando o custo
total (km) de cada conjunto de rotas, sendo que as menores
distaˆncias indicam as melhores soluc¸o˜es. Logo apo´s inicia-se
o ciclo de evoluc¸a˜o.
A cada ciclo de evoluc¸a˜o e´ recebida uma populac¸a˜o como
entrada e uma Nova Gerac¸a˜o de indivı´duos e´ construı´da.
Para construir uma Nova Gerac¸a˜o, inicialmente ocorre a
perpetuac¸a˜o da populac¸a˜o (Perpetua a Populac¸a˜o), onde
copia-se uma certa porcentagem de indivı´duos para a nova
populac¸a˜o. Dessa porcentagem de indivı´duos, metade e´ com-
posta dos mais aptos e metade de indivı´duos aleato´rios. O
restante da Nova Gerac¸a˜o de indivı´duos e´ obtida atrave´s dos
operadores gene´ticos de Cruzamento e Mutac¸a˜o.
Inicialmente, ocorre a selec¸a˜o dos indivı´duos (Seleciona
os Indivı´duos) que sera˜o aplicados ao Cruzamento, o qual
combina a carga gene´tica de dois indivı´duos selecionados
retornando dois descentes. Metade dos cruzamentos e´ reali-
zada entre o indivı´duo mais apto e um indivı´duo escolhido
aleatoriamente, e a outra metade entre dois indivı´duos distin-
tos escolhidos aleatoriamente. Visando um algoritmo elitista
[2] testou duas taxas de cruzamento diferentes, de 100% e
de 80%. As te´cnicas de Cruzamento utilizadas por [2] fo-
ram: cruzamento uniforme - realiza um sorteio gene a gene
de qual dos dois genitores o filho herdara´ as caracterı´sticas;
cruzamento de 1 ponto - os cromossomos genitores sa˜o secci-
onados em um ponto aleato´rio e recombinados intercalando
as partes dos genitores; cruzamento de 2 pontos - similar ao
cruzamento de 1 ponto, escolhendo dois pontos de secc¸a˜o;
hı´brida 1 - seleciona randomicamente qual das te´cnicas anteri-
ores utilizar; e hı´brida 2 - se apo´s um nu´mero de iterac¸o˜es a
aptida˜o dos indivı´duos gerados na˜o melhorar troca a te´cnica
de cruzamento.
Apo´s o Cruzamento ocorre a etapa de Mutac¸a˜o, a qual
ocorre com uma certa probabilidade em parte de seus genes
dos indivı´duos. A Mutac¸a˜o consiste em modificar aleatori-
amente os genes de um ou dos dois descendentes gerados
pelo cruzamento, com o objetivo de obter uma maior diver-
sidade gene´tica [2]. Foram utilizadas por [2] cinco te´cnicas
de mutac¸a˜o: por troca - troca a posic¸a˜o de genes ou blocos
de genes; por inversa˜o - inverte a posic¸a˜o de um bloco de
genes; por inserc¸a˜o - remove um bloco de genes e o insere
em outra posic¸a˜o do cromossomo; e randoˆmica - seleciona
randomicamente qual das outras te´cnicas sera´ utilizada.
A Nova Gerac¸a˜o de indivı´duos e´ enta˜o avaliada (Avalia
os Descendentes) e apo´s completar o nu´mero de evoluc¸o˜es
necessa´rias o AG Retorna a Melhor Soluc¸a˜o encontrada, ou
seja, um conjunto de rotas cuja a soma das distaˆncias seja a
mı´nima possı´vel.
2.2.1 Algoritmo Gene´tico Paralelo
Segundo [2] ajustes nos paraˆmetros do AG, como aumen-
tar o tamanho da populac¸a˜o ou o nu´mero de evoluc¸a˜oes,
fizeram-se necessa´rios para melhorar a qualidade das soluc¸o˜es.
Pore´m, esse ajuste elevou o tempo de computac¸a˜o do AG,
logo, a alternativa escolhida por [2] foi a de paraleliza´-lo.A
paralelizac¸a˜o foi realizada com a API OpenMP, a qual for-
nece um modelo escala´vel e porta´vel para o desenvolvimento
de programas com mu´ltiplas threads em memo´ria comparti-
lhada [4]. Segundo [2], a OpenMP foi a escolhida por forne-
cer ganhos de desempenho similares, mas exigir um menor
esforc¸o de programac¸a˜o quando comparada a outras APIs de
programac¸a˜o paralela.
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Para definir o que podia ser paralelizado no AG, [2] gera-
ram o perfil da execuc¸a˜o (profiling) da aplicac¸a˜o utilizando a
ferramenta gprof, que e´ uma ferramenta livre e incorporada
ao GNU Compiler Collection (GCC). A partir da ana´lise do
profiling verificou-se que as func¸o˜es que mais impactam no
tempo de execuc¸a˜o sa˜o a Cruzamento e a Avalia Descen-
tes, que sa˜o invocadas durante a construc¸a˜o de uma Nova
Gerac¸a˜o de indivı´duos. Pore´m, o que leva ao impacto no
tempo de execuc¸a˜o e´ o grande nu´mero de chamadas a essas
func¸o˜es, sendo que uma chamada representa uma porcen-
tagem muito pequena do tempo total de execuc¸a˜o. Logo,
optou-se por paralelizar as chamadas a essas func¸o˜es.
Foram identificadas por [2] duas regio˜es de maior pro-
cessamento na func¸a˜o Nova Gerac¸a˜o. A primeira regia˜o
possui dois blocos de co´digo responsa´veis por copiar uma
porcentagem de indivı´duos para a nova gerac¸a˜o, represen-
tados na Figura 1 por “Perpetua Populac¸a˜o”. Para para-
lelizar essa regia˜o foi utilizada a diretiva #pragma omp
sections. A segunda regia˜o possui um lac¸o que controla
a gerac¸a˜o de uma nova populac¸a˜o, representado na Figura 1
por “Populac¸a˜o Completa?”. Para paralelizar essa regia˜o
foi utilizada a diretiva #pragma omp for, dessa forma as
iterac¸o˜es do lac¸o sera˜o distribuı´das entre as threads.
3. Mecanismos para Ana´lise de Desempe-
nho
A ana´lise de desempenho e´ uma etapa muito importante no de-
senvolvimento de aplicac¸o˜es paralelas por permitir identificar
as regio˜es do programa que realizam uma baixa explorac¸a˜o
dos recursos computacionais disponı´veis. Nessa etapa o desen-
volvedor realiza va´rias execuc¸o˜es experimentais na aplicac¸a˜o
para coletar informac¸o˜es a respeito de sua execuc¸a˜o e a partir
da ana´lise dessas informac¸o˜es determina o qua˜o eficiente e´ a
aplicac¸a˜o e quais ajustes sa˜o necessa´rios para melhorar seu
desempenho [1].
Existem va´rias te´cnicas para coleta e ana´lise de informac¸o˜es
a respeito do comportamento de uma aplicac¸a˜o paralela. Sendo
que, a te´cnica de coleta de dados a ser utilizada depende ex-
clusivamente do tipo de ana´lise que se deseja realizar [1].
Segundo [1] as principais te´cnicas de coleta de dados utiliza-
das sa˜o:
• Amostragem: Consiste em coletar o comportamento
da aplicac¸a˜o em um intervalos regulares de tempo, os
quais sa˜o definidos pelo analista;
• Contagem: Consiste em medir a quantidade de vezes
que um evento ocorre utilizando locais de armazena-
mento, chamados contadores, que sa˜o incrementados a
cada vez que um evento especı´fico ocorre;
• Cronometragem: E´ uma te´cnica que consiste em me-
dir o tempo de execuc¸a˜o de uma regia˜o do co´digo da
aplicac¸a˜o inserindo instruc¸o˜es adicionais, as quais sa˜o
responsa´veis por cronometrar o tempo de execuc¸a˜o;
• Rastreamento: E´ uma te´cnica de coleta interna, onde
instrumenta-se a aplicac¸a˜o com uma ferramenta para
coletar os rastros de execuc¸a˜o.
Nesse trabalho foi utilizada a te´cnica de rastreamento
de execuc¸o˜es pois atrave´s dela e´ possı´vel medir tempos de
comunicac¸a˜o, registrar eventos de emissa˜o e recepc¸a˜o, exi-
bir gargalos, entre outras informac¸o˜es importantes sobre o
comportamento de aplicac¸a˜o paralelas [9]. Para analisar es-
ses rastros foi utilizada a te´cnica de ana´lise interativa por
visualizac¸a˜o de rastros, a qual consiste em transformar os
rastros coletados em representac¸o˜es visuais e assim permitir a
ana´lise [1].
3.1 Ana´lise de Desempenho Atrave´s de Rastros de
Execuc¸a˜o
Para realizar o rastreamento da execuc¸a˜o de uma aplicac¸a˜o
paralela e´ necessa´rio instrumentar a aplicac¸a˜o utilizando uma
ferramenta para a coleta de dados [1]. Apo´s a execuc¸a˜o da
aplicac¸a˜o instrumentada gera-se o rastro, o qual e´ visuali-
zado atrave´s de uma ferramenta de ana´lise interativa. As
ferramentas de visualizac¸a˜o consistem em transformar o ras-
tro em representac¸o˜es visuais como matriz de comunicac¸o˜es,
gra´ficos de espac¸o-tempo, etc. Essas representac¸o˜es eviden-
ciam padro˜es que permitem a identificac¸a˜o de problemas exis-
tentes na aplicac¸a˜o [1].
Existem muitas ferramentas tanto para a coleta quanto
para a ana´lise dos rastros. Nesse trabalho foi utilizada a
Score-P na versa˜o 2.0.2 [10], cuja principal vantagem e´ de o
formato do rastro gerado ser compatı´vel com va´rias ferramen-
tas de visualizac¸a˜o como Tuning and Analysis Utilities (TAU)
[11], Vampir [12], entre outras. Para utiliza´-la acrescenta-se
a opc¸a˜o scorep a` linha de compilac¸a˜o e habilita-se o ras-
treamento a partir do prompt atrave´s do comando export
SCOREP ENABLE TRACING=true. Apo´s a execuc¸a˜o da
aplicac¸a˜o e´ criado um um direto´rio contendo os eventos rastre-
ados e um arquivo com os rastros de execuc¸a˜o. Como o AG
foi paralelizada com a API OpenMP, sera˜o coletados eventos
referentes aos construtores paralelos.
Inicialmente foi realizada uma tentativa de visualizac¸a˜o
do rastro com a ferramenta ViTE [13], a qual visualiza um for-
mato de rastro diferente do gerado pela Score-P. Foi realizada
a conversa˜o do formato do rastro para um formato compatı´vel.
Pore´m, a visualizac¸a˜o com a ViTE na˜o era compreendı´vel,
dificultando a ana´lise. Outra tentativa de visualizac¸a˜o foi re-
alizada com o pacote ggplot2 [14], que e´ um sistema de
plotagem de gra´ficos estatı´sticos para a linguagem R [15].
A alternativa escolhida foi a de utilizar a ferramenta Vampir
na versa˜o de demonstrac¸a˜o 9, que embora na˜o seja gratuita
apresenta uma interface de fa´cil uso.
4. Ana´lise dos Resultados
Essa sec¸a˜o apresenta a ana´lise dos resultados obtidos. Inicial-
mente foi realizada uma ana´lise da determinac¸a˜o das regio˜es
paralelas (Subsec¸a˜o 4.2) e do desempenho do AG (Subsec¸a˜o
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4.3) executado em uma arquitetura diferente da utilizada por
[2], para verificar se o comportamento da aplicac¸a˜o se man-
tem apesar da arquitetura utilizada. Logo apo´s foi realizada a
ana´lise das regio˜es paralelas a partir dos rastros de execuc¸a˜o
(Subsec¸o˜es 4.4 e 4.5) para verificar os possı´veis problemas
existentes na aplicac¸a˜o.
4.1 Ambiente de Execuc¸a˜o
Neste trabalho foram utilizadas instaˆncias do PRV pertencen-
tes ao Benchmark de [16] , com restric¸a˜o quanto a capacidade
de transporte do veı´culo. Foram utilizadas as instaˆncias c50,
c100, c120 e c150, que consistem em percursos com respecti-
vamente 50, 100, 120 e 150 cidades.
O ambiente de execuc¸a˜o utilizado e´ a Scherm Workstation
do Laborato´rio de Estudos Avanc¸ados em Computac¸a˜o (LEA)
da Universidade Federal do Pampa (UNIPAMPA) - Campus
Alegrete, a qual possui um processador Intelr Xeonr E5-
2603 v3, com frequeˆncia de 1.9 GHz e 6 nu´cleos fı´sicos.
O sistema operacional utilizado e´ o Ubuntu 16.04 LTS com
compilador GCC em sua versa˜o 5.31.
Considerando a arquitetura utilizada, o AG foi executado
com 2, 3, 4, 5 e 6 threads, ale´m da versa˜o sequencial. Para o
OpenMP as polı´tica de distribuic¸a˜o de iterac¸o˜es foi definida
como Static, pois essa levou ao melhor desempenho devido
ao AG possuir carga regular, onde todas as iterac¸o˜es do lac¸o
demandam aproximadamente o mesmo tempo de processa-
mento. Dessa forma, e´ mais eficiente distribuir as iterac¸o˜es
do lac¸o uma a uma de forma igualita´ria entre todas as threads
e em tempo de compilac¸a˜o, na˜o acarretando em custo adici-
onal para distribuic¸a˜o da carga. Logo, o uso de polı´ticas de
dinaˆmicas, que distribuem a carga tempo de execuc¸a˜o, como
Dynamic e Guided na˜o fornecem ganhos [17].
Baseando-se nos resultados obtidos por [2] foram utili-
zados os paraˆmetros do AG que levaram a uma melhora na
qualidade das soluc¸o˜es, sendo N o nu´mero total de cidades:
• Tamanho da Populac¸a˜o: N×10;
• Nu´mero de Evoluc¸o˜es: N×N×10;
• Te´cnica de Cruzamento: 1 ponto, onde escolhe-se um
ponto em dois cromossomos e intercala-se as sec¸o˜es de
gene resultantes gerando dois novos indivı´duos;
• Probabilidade de Mutac¸a˜o: ocorre mutac¸a˜o em 20%
das vezes;
• Taxa de Mutac¸a˜o: varia´vel entre 4 a 10% dos genes
dos cromossomos;
• Te´cnica de Mutac¸a˜o: Randoˆmica, a qual sorteia quais
das te´cnicas de mutac¸a˜o utilizar entre as te´cnicas de
troca (troca um gene de lugar), troca bloco (troca um
bloco de genes), inversa˜o (seleciona e inverte uma sec¸a˜o
de genes) e inserc¸a˜o (remove uma sec¸a˜o de genes e a
insere em outro lugar do mesmo cromossomo).
Tabela 1. Impacto das Func¸o˜es no Tempo Total de Execuc¸a˜o










Cruzamento 40.000.000 163,07 s 40,37%
Avalia 80.000.000 124,57 s 30,84%
Busca Distaˆncia 4.349.585.012 66,01 s 16,34%
Compara Soluc¸a˜o - 20,20 s 5,00%
Nova Gerac¸a˜o 100.000 19,92 s 4,93%
Valor Randoˆmico 654.845.231 5,47 s 1,35%
Mutac¸a˜o 160.002.774 3,49 s 0,86%
Calcula Distaˆncias 1 0,63 s 0,16%
Calcula Tempo 1 0,39 s 0,10%
Vizinho Pro´ximo 1000 0,38 s 0,09%
Populac¸a˜o Inicial 1 0,04 s 0,01%
Distaˆncia 5050 0,00 s 0,00%
4.2 Ana´lise da Determinac¸a˜o das Regio˜es Parale-
las
Para verificar quais regio˜es do AG poderiam ser paralelizadas,
[2] realizou a execuc¸a˜o do AG sequencial com a instaˆncia
c100 do PRV utilizando a ferramenta gprof. Essa execuc¸a˜o
foi novamente realizada para verificar se o comportamento
da aplicac¸a˜o se mantem na arquitetura utilizada. A Tabela 1
apresenta a execuc¸a˜o realizada no processor Intelr Xeonr.
Atrave´s dessa execuc¸a˜o verificou-se que foram obtidos resulta-
dos similares aos de [2], onde as func¸o˜es que mais impactam
no tempo total da execuc¸a˜o sa˜o: Cruzamento representando
40,35% do tempo total da execuc¸a˜o com 40.000.000 chama-
das, Avalia representando 30,82% do tempo total de execuc¸a˜o
com 80.000.000 chamadas e Busca Distaˆncia representando
16,33% do total com 4.349.585.012 chamadas. Logo, o com-
portamento da aplicac¸a˜o se mantem apesar da arquitetura
utilizada. Onde as func¸o˜es que mais impactam no tempo total
permanecem a Cruzamento e Avalia, sendo que o grande
nu´mero de chamadas a essas func¸o˜es ocasiona esse grande
impacto. Embora essas func¸o˜es apresentem o maior impacto
no tempo de computac¸a˜o, elas na˜o podem ser paralelizadas
por apresentam dependeˆncia de dados. Logo, e´ mais eficiente
que elas recebam chamadas paralelas.
Foi identificado que a func¸a˜o Nova Gerac¸a˜o recebeu
100.000 chamadas, as quais representaram apenas 4,93% do
tempo total de execuc¸a˜o. Essa func¸a˜o e´ chamada apenas
uma vez a cada gerac¸a˜o, pore´m, ela realiza chamadas di-
retas a`s func¸o˜es Avalia e Cruzamento e indiretas a` Busca
Distaˆncia, as quais mais impactam no tempo de execuc¸a˜o.
Logo, justifica-se a escolha de [2] em paralelizar as instruc¸o˜es
da func¸a˜o Nova Gerac¸a˜o e na˜o sua chamada.
4.3 Ana´lise de Desempenho
Para validar o AG implementado, [2] utilizaram as instaˆncias
c50, c100 e c120 do PRV, as quais representam percursos
com 50, 100 e 120 cidades. Os testes foram realizados em
um microcomputador com um processador Intelr CoreTM 2
Quad Q8300, com 2.50GHz de frequeˆncia e 4 nu´cleos fı´sicos.
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Tabela 2. Configurac¸a˜o das Verso˜es Paralelas do AG que Levaram ao Melhor Speedup, a partir dos Resultados de [2], [18] e
[5].
Fonte Instaˆncia Threads Polı´tica Tempo (s) Speedup Eficieˆncia
[2]
c50 4 threads static 4,36 1,73 0,43
c100 4 threads static 228,71 2,26 0,57
c120 4 threads static 626,09 2,48 0,62
[18]
c50 8 threads static 2,60 2,04 0,26
c100 16 threads static 121,00 2,64 0,17
c120 16 threads static 350,00 2,76 0,17
c150 32 threads static 1242,00 3,10 0,10
[5]
c50 6 threads static 2,87 2,37 0,39
c100 6 threads static 127,19 3,26 0,54
c120 6 threads static 352,17 3,41 0,57
c150 6 threads static 1325,53 3,66 0,61
O AG executado com 2, 3 e 4 threads, ale´m da versa˜o se-
quencial. Variou-se as polı´ticas de distribuic¸a˜o de iterac¸o˜es
do OpenMP entre static, dynamic e guided. Treˆs tamanhos de
blocos de iterac¸o˜es (chunk) foram utilizados por [2], resul-
tando em uma granularidade fina (1 iterac¸a˜o), me´dia (10% do
total de iterac¸o˜es) ou grossa (o total de iterac¸o˜es dividido pelo
nu´mero de threads). Foram realizadas trinta execuc¸o˜es para
cada conjunto de configurac¸o˜es.
A Tabela 2 apresenta as configurac¸o˜es do AG que levaram
ao melhor desempenho, sendo que para todas as instaˆncias
utilizadas por [2] os menores tempos de execuc¸a˜o foram ob-
tidos com 4 threads. Os tempos de execuc¸a˜o representam
a me´dia das execuc¸o˜es realizadas, com um desvio padra˜o
inferior a 3% do tempo de execuc¸a˜o [2]. Esses tempos repre-
sentam speedups na faixa de 1,73 a` 2,48. Logo, o uso de uma
thread por nu´cleo fornece o melhor desempenho. Pode-se
observar que valor do speedup aumenta conforme executa-se
instaˆncias com maiores cargas computacionais, pore´m esta˜o
sempre abaixo do ideal.
A polı´tica de distribuic¸a˜o de iterac¸o˜es que levou ao me-
lhor desempenho foi a static, devido ao AG possuir uma
carga regular, onde todas as iterac¸o˜es demandam aproxima-
damente o mesmo tempo de processamento. Dessa forma
e´ mais eficiente distribuir as iterac¸o˜es estaticamente e em
Figura 2. Tempo de Execuc¸a˜o do Lac¸o por Instaˆncia do PRV.
tempo de compilac¸a˜o, na˜o acarretando em custo adicional na
distribuic¸a˜o da carga. A Figura 2 apresenta um gra´fico com o
tempo de execuc¸a˜o em µs das iterac¸o˜es por instaˆncia do PRV
pela quantidade de iterac¸o˜es que demoram o mesmo tempo
de execuc¸a˜o. A me´dia do tempo de execuc¸a˜o das iterac¸o˜es
para a instaˆncia c50 e´ de 9 µs e o desvio padra˜o e´ de 14,21%
em relac¸a˜o a` me´dia, para a instaˆncia c100 a me´dia e´ de 12 µs
e o desvio padra˜o e´ de 13,11% em relac¸a˜o a` me´dia, para a
c120 a me´dia e´ de 15 µs e o desvio padra˜o e´ de 18,30% em
relac¸a˜o a` me´dia e para a instaˆncia c150 a me´dia e´ de 18 µs
e o desvio padra˜o e´ de 10,93% em relac¸a˜o a` me´dia. Obser-
vando esse gra´fico verificou-se que a maioria das iterac¸o˜es de
cada instaˆncia esta´ pro´xima a` me´dia, sendo que a instaˆncia
c120 e´ que a possui maior variac¸a˜o no tempo de execuc¸a˜o
(de alguns µs), devido a probabilidade de ocorrer ou na˜o a
mutac¸a˜o (20%). A eficieˆncia obtida por [2] e´ baixa (usou
um pouco mais de 60% do potencial da arquitetura), a qual
esta´ na faixa de 0,43 a` 0,62. Demonstrando que a aplicac¸a˜o
possui limitac¸o˜es de desempenho e que faz-se necessa´rio uma
avaliac¸a˜o mais detalhada.
O trabalho realizado por [2] foi expandido por [18], bus-
cando verificar a escalabilidade do AG, executando em uma
arquitetura com um maior nu´mero de nu´cleos. Ale´m das
instaˆncias do PRV utilizadas por [2], [18] tambe´m utilizou
a instaˆncia c150 (150 cidades) para testar o comportamento
do AG para instaˆncias com diferentes cargas computacionais,
levando em considerac¸a˜o o tempo de computac¸a˜o que o AG
consome para processa´-las. A arquitetura utilizada por [18]
foi a Gama Workstation da Unipampa - Campus Alegrete, que
possui 2 processadores Intelr Xeonr E5-2650, com 2.80
GHz de frequeˆncia, cada um com 8 nu´cleos fı´sicos e suporte
a tecnologia Hyper-Threading. O AG foi executado com 2, 4,
8, 16, 32 e 64 threads, ale´m da versa˜o sequencial. A polı´tica
de distribuic¸a˜o de iterac¸o˜es utilizada foi a static do OpenMP,
por esta ter se mostrado mais eficiente em trabalhos anteriores
do mesmo [17]. Foram realizadas trinta execuc¸o˜es para cada
configurac¸a˜o.
A Tabela 2 tambe´m apresenta as configurac¸o˜es do AG
que levaram ao melhor desempenho para [18], sendo que
os tempos de execuc¸a˜o representam a me´dia das execuc¸o˜es
realizadas para cada configurac¸a˜o, com desvio padra˜o inferior
R. Inform. Teo´r. Apl. (Online) • Porto Alegre • V. 26 • N. 2 • p.50/54 • 2019
Analysis of the Performance of Genetic Algorithm Parallelized with OpenMP Through Execution Traces
a 1%. Para as instaˆncias c50, c100, c120 e c150, os menores
tempos de execuc¸a˜o foram obtidos com 8, 16, 16 e 32 threads,
respectivamente. Foi identificado por [18] que o aumento
do nu´mero de threads, associado ao uso de uma ma´quina
com um nu´mero maior de nu´cleos, conseguiu melhorar o
desempenho do AG, visto que obteve um speedup na faixa de
1,73 a` 3,10. Pore´m, o speedup permanece abaixo do ideal. A
eficieˆncia obtida e´ mais baixa, esta´ na faixa de 0,10 a` 0,26,
a qual diminui conforme aumenta-se o nu´mero de threads
utilizadas.
Na Tabela 2 tambe´m sa˜o apresentados os resultados das
execuc¸o˜es realizadas no processador Intelr Xeonr E5-2603
v3 (Subsec¸a˜o 4.1). Para essa arquitetura foram realizadas
trinta execuc¸o˜es para cada uma das configurac¸o˜es. O tempo de
execuc¸a˜o (em segundos) representa a me´dia das execuc¸o˜es re-
alizadas, com desvio padra˜o inferior a` 0,5%. Esses resultados
[5] mostram que a arquitetura utilizada obteve o maior desem-
penho quando comparado com os resultados obtidos por [2] e
[18]. Atribui-se este ganho a`s caracterı´sticas da arquitetura uti-
lizada, uma vez que os demais paraˆmetros mantiveram-se os
mesmos. Os melhores speedups por obtidos para as instaˆncias
c50, c100, c120 e c150, foram utilizando 6 threads, ou seja,
quando utilizam-se todos os nu´cleos presentes no processador.
Esses speedups esta˜o na faixa de 2,37 a` 3,66. A eficieˆncia
obtida esta´ na faixa de 0,39 a` 0,61. O aumento do nu´mero
de threads diminui a eficieˆncia do AG paralelo, confirmando
que existe um possı´vel gargalo na implementac¸a˜o do AG para-
lelo afetando o seu desempenho. Sendo assim, foi observado
que o problema do baixo desempenho do AG paralelo per-
siste apesar da arquitetura utilizada. Logo, faz-se necessa´rio
uma ana´lise mais detalhada da aplicac¸a˜o, justificando esse
trabalho.
4.4 Ana´lise do uso de Sections
A regia˜o paralelizada com sections possui dois blocos
de co´digo, os quais sa˜o responsa´veis pela perpetuac¸a˜o dos
indivı´duos da populac¸a˜o (“Perpetua a Populac¸a˜o”). Esses
blocos de co´digo na˜o possuem tarefas iterativas, logo podem
ser executados em paralelo. Cada um dos blocos fica dentro
de uma section e cada section e´ executada por uma
thread diferente. Neste caso, como sa˜o apenas dois blocos
de co´digo, as tarefas de cada bloco sempre sera˜o executadas
por apenas duas threads. Logo, quando utilizam-se mais de 2
threads, apenas 2 threads estara˜o executando, enquanto que
as demais na˜o esta˜o realizando nenhum trabalho u´til, estara˜o
apenas aguardando o te´rmino da execuc¸a˜o para realizar a
sincronizac¸a˜o (Join).
No OpenMP, ocorre uma sincronizac¸a˜o implı´cita quando
a execuc¸a˜o das regio˜es paralelas termina, a partir da qual o
programa continua sua execuc¸a˜o apenas com a thread mestre.
O tempo de espera em sincronizac¸a˜o representa o tempo que
uma thread que ja´ finalizou sua computac¸a˜o espera ate´ que
todas as demais tambe´m terminem. Esse tempo aumenta con-
forme se aumenta o nu´mero de threads utilizadas [6]. Onde
o pior caso e´ com 6 threads, que embora fornec¸a o melhor
desempenho [5], apresenta um tempo de sincronizac¸a˜o ate´ 3
vezes maior quando comparado com a execuc¸a˜o com apenas 2
threads [5]. Isso e´ ilustrado na Figura 3, onde as sections
esta˜o representadas em verde e a sincronizac¸a˜o em azul. Nessa
figura ao executar com 6 threads, 4 delas estara˜o ociosas.
Ale´m disso, as sections podem ser executadas por thre-
ads diferentes e uma section pode finalizar a sua execuc¸a˜o
antes da outra, como e´ o caso da Figura 3d. Embora o uso
de 6 threads fornec¸a o melhor desempenho [5], apresenta um
tempo de sincronizac¸a˜o ate´ 3 vezes maior quando comparado
com a execuc¸a˜o com apenas 2 threads [6].
(a) c50 (b) c100 (c) c120
(d) c150
Figura 3. Visualizac¸a˜o do Rastro da Execuc¸a˜o da Regia˜o
Paralelizada Utilizando sections com 6 threads, Gerada
pelo Vampir.
Os resultados de trabalhos anteriores [7] mostram que
embora o uso de sections aumente o tempo espera por
sincronizac¸a˜o, seu uso aumenta o desempenho do AG para-
lelo em ate´ 7% quando comparado ao na˜o uso das sections.
Logo, e´ preferı´vel esse aumento no tempo de espera em
sincronizac¸a˜o do que a execuc¸a˜o sequencial das regio˜es parale-
lizadas com sections. Uma alternativa seria a paralelizac¸a˜o
dessa regia˜o utilizando tasks ao inve´s de sections. Pore´m
como sa˜o apenas dois blocos de co´digo, o problema do tempo
de espera por sincronizac¸a˜o permaneceria.
4.5 Ana´lise do Parallel For
A Figura 4 ilustra o comportamento do AG paralelo quando
e´ executado um parallel for com 6 threads para as
instaˆncias c50, c100, c120 e c150. Observando essa figura
percebe-se que logo apo´s a execuc¸a˜o das sections ocorre
um Fork, criando um conjunto de threads para a execuc¸a˜o do
for e apo´s essa execuc¸a˜o ocorre a sincronizac¸a˜o das threads
(Join). Na˜o ha´ problemas na paralelizac¸a˜o com o parallel
for, sendo que todas as 6 threads o executam. Pore´m, foi
identificada a existeˆncia de uma regia˜o que na˜o foi paraleli-
zada entre o Join do parallel for e o Fork da section,
a qual e´ representada pela parte em branco apresentada na
Figura 4.
A partir da ana´lise do co´digo foi identificado que entre
um Join e um Fork ocorre a ordenac¸a˜o da populac¸a˜o (Ordena
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(a) c50 (b) c100
(c) c120 (d) c150
Figura 4. Visualizac¸a˜o do Rastro da Execuc¸a˜o do AG Paralelo Gerada pelo Vampir.
Tabela 3. Perfil de Execuc¸a˜o do AG Sequencial para Cada uma das Instaˆncias do PRV Gerado a partir do gprof.
Instaˆncia Func¸a˜o Nº de Chamadas Soma das Chamadas (s) % do Tempo Total
c50
Ordena Populac¸a˜o 12500 - -
Compara Soluc¸a˜o - 0,48 s 7,28%
Inicializa Nova Populac¸a˜o 12500 0,01 s 0,15%
Libera Memo´ria 12500 0,03 s 0,61%
c100
Ordena Populac¸a˜o 100000 - -
Compara Soluc¸a˜o - 19,65 s 4,76%
Inicializa Nova Populac¸a˜o 100000 0,49 s 0,12%
Libera Memo´ria 100000 1,58 s 0,38%
c120
Ordena Populac¸a˜o 172800 - -
Compara Soluc¸a˜o - 51,13 s 4,12%
Inicializa Nova Populac¸a˜o 172800 1,02 s 0,08%
Libera Memo´ria 172800 3,55 s 0,29%
c150
Ordena Populac¸a˜o 337500 - -
Compara Soluc¸a˜o - 161,45 s 3,23%
Inicializa Nova Populac¸a˜o 337500 3,10 s 0,06%
Libera Memo´ria 337500 9,89 s 0,20%
Populac¸a˜o), a inicializac¸a˜o da estrutura para armazenar a
nova populac¸a˜o (Inicializa Nova Populac¸a˜o) e a liberac¸a˜o
da memo´ria da estrutura que armazena a populac¸a˜o (Libera
Memo´ria). O AG sequencial foi novamente executado utili-
zando o gprof para identificar o impacto dessas operac¸o˜es
no tempo total de execuc¸a˜o. A Tabela 3 apresenta o profilling
gerado para cada uma das instaˆncias alvo.
Para ordenar a populac¸a˜o [2] escolheu o algoritmo de
ordenac¸a˜o QuickSort [19], o qual foi executado utilizando a
func¸a˜o qsort(), incorporada na biblioteca stdlib.h da
linguagem C. Essa func¸a˜o recebe como paraˆmetro a func¸a˜o
Compara Soluc¸a˜o, a qual e´ responsa´vel por comparar dois
elementos da estrutura a ser ordenada com o objetivo de verifi-
car qual e´ maior e menor. Alguns detalhes do comportamento
dessas func¸o˜es na˜o aparecem no perfil de execuc¸a˜o, pelo fato
da func¸a˜o qsort ser uma func¸a˜o pronta dentro da biblio-
teca e a func¸a˜o Compara Soluc¸a˜o ser paraˆmetro da qsort.
A func¸a˜o qsort e´ uma func¸a˜o de ordenac¸a˜o ra´pida, com
desempenho O(nlog(n)), onde n e´ o nu´mero de elementos a se-
rem ordenados. No caso do PRV, n e´ o tamanho da populac¸a˜o,
sendo igual a` 500 para a instaˆncia c50, 1000 para a c100, 1200
para a c120 e 1500 para a c150. Existe uma paralelizac¸a˜o
dessa func¸a˜o conhecida como qsort paralelo, pore´m
para ordenar poucos elementos a paralelizac¸a˜o pode na˜o for-
necer ganhos de desempenho, levando em conta o overhead
que a paralelizac¸a˜o pode ocasionar para conjuntos pequenos
de elementos.
A func¸a˜o Inicializa Nova Populac¸a˜o e a func¸a˜o Libera
Memo´ria possuem um impacto muito pequeno no tempo
total de execuc¸a˜o do AG sequencial, representando 0,76% do
tempo total para a instaˆncia c50, 0,50% para a c100, 0,37%
para a c120 e 0,26% para a c150. Logo, a paralelizac¸a˜o dessas
duas func¸o˜es na˜o fornece ganhos de desempenho devido ao
custo adicional gerado na criac¸a˜o e gerenciamento das threads
(overhead). A execuc¸a˜o da func¸a˜o Libera Memo´ria e´ muito
importante para a execuc¸a˜o correta da aplicac¸a˜o. Uma vez que
a alocac¸a˜o realiza na memo´ria na˜o seja liberada, mesmo que
o programa termine sua execuc¸a˜o essa memo´ria continuara´
alocada, ocasionando no chamado vazamento de memo´ria.
Em alguns casos o vazamento de memo´ria faz com que o
programa consuma toda a memo´ria disponı´vel e interrompa
sua execuc¸a˜o ocasionando uma falha [20].
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Logo, conclui-se que para esse modelo de implementac¸a˜o
do AG a paralelizac¸a˜o realizada esta´ de acordo. Sendo que a
paralelizac¸a˜o das func¸o˜es na regia˜o entre o Join do parallel
for e o Fork das sections na˜o fornece ganhos de desem-
penho devido ao custo adicional gerado na criac¸a˜o e gerencia-
mento das threads. Uma possı´vel soluc¸a˜o para o aumento do
desempenho da aplicac¸a˜o e´ aumentar o grau da paralelizac¸a˜o,
implementando um modelo mais propenso a ser eficiente apo´s
a paralelizac¸a˜o, como o modelo de AG baseado em ilhas [21].
Nesse modelo de paralelizac¸a˜o, cada ilha consiste em uma
thread ou processo e executa um AG evoluindo sua pro´pria
subpopulac¸a˜o. As ilhas podem trabalhar em conjunto, tro-
cando periodicamente uma porc¸a˜o de suas populac¸o˜es em
processo chamado de migrac¸a˜o [21].
5. Conclusa˜o
Neste trabalho foi apresentado um AG aplicado ao PRV im-
plementado e paralelizado por [2], cujo o desempenho da
paralelizac¸a˜o esta´ abaixo do ideal. Logo, o objetivo deste
trabalho e´ investigar os problemas de desempenho existentes
e suas causa, a partir da ana´lise dos rastros de execuc¸a˜o.
Inicialmente foi verificado se o comportamento dessa
aplicac¸a˜o se mantem apesar da arquitetura utilizada. Atrave´s
dos resultados obtidos com a execuc¸a˜o do AG utilizando a
ferramenta gprof, verificou-se que as func¸o˜es que mais im-
pactam no tempo de execuc¸a˜o do AG se manteˆm as mesmas,
justificando as escolhas de paralelizac¸a˜o de [2]. Atrave´s da
ana´lise de desempenho verificou-se que houve um aumento do
desempenho de ate´ 1,4 vezes na arquitetura utilizada, pore´m
ainda abaixo do ideal.
Foi realizado o rastreamento das execuc¸o˜es do AG e a
partir da ana´lise dos rastros verificou-se que o tempo de es-
pera em sincronizac¸a˜o e´ maior quando se usa sections do
quando na˜o se usa. Pore´m, seu uso aumenta o desempenho
da aplicac¸a˜o em ate´ 7%. Entre o Join do parallel for e o
Fork das sections verificou-se a existeˆncia de uma regia˜o
que na˜o foi paralelizada, a qual conte´m 3 func¸o˜es, onde cada
uma representa no ma´ximo 7% do tempo total da execuc¸a˜o
da aplicac¸a˜o. Logo, a paralelizac¸a˜o dessas func¸o˜es na˜o forne-
cem ganhos de desempenho devido ao overhead causado na
paralelizac¸a˜o.
Conclui-se que para o modelo implementado do AG e
para o conjunto de instaˆncias do PRV usadas, a paralelizac¸a˜o
da aplicac¸a˜o esta´ de acordo. Logo, na˜o foram identificadas
possı´veis melhorias. Entretanto, uma possı´vel soluc¸a˜o para o
aumento do desempenho da aplicac¸a˜o e´ uma implementac¸a˜o
de um modelo de AG baseado em ilhas, o qual e´ mais propenso
a ser eficiente quando paralelizado.
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