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Abstract
In this paper, we propose a general means of estimating the rate at which con-
vergences in law occur. Our approach, which is an extension of the classical Stein-
Tikhomirov method, rests on a new pair of linear operators acting on characteristic
functions. In principle, this method is admissible for any approximating sequence and
any target, although obviously the conjunction of several favorable factors is necessary
in order for the resulting bounds to be of interest. As we briefly discuss, our approach is
particularly promising whenever some version of Stein’s method applies. We apply our
approach to two examples. The first application concerns convergence in law towards
targets F∞ which belong to the second Wiener chaos (i.e. F∞ is a linear combination
of independent centered chi-squared rvs). We detail an application to U -statistics. The
second application concerns convergence towards targets belonging to the generalized
Dickman family of distributions. We detail an application to a theorem from num-
ber theory. In both cases our method produces bounds of the correct order (up to a
logarithmic loss) in terms of quantities which occur naturally in Stein’s method.
Keywords: Limit theorems, Characteristic function, Bias transformations, Dickman dis-
tribution, Stable law, Wiener chaos.
MSC 2010: 60E07, 60E10, 60F05, 60G50.
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1 Introduction
Let the sequence (Fn)n≥1 of random variables have characteristic functions (CF) φn(·) =
E
[
ei·Fn
]
and let F∞ have CF φ∞(·) = E
[
ei·F∞
]
. Suppose that (Fn)n≥1, hereafter referred
to as the approximating sequence, converges in distribution to F∞, hereafter referred to as
the target. An important question is to estimate precisely the rate at which this convergence
occurs. In this paper we provide a new approach to this classical problem, which is based
on a version of Stein’s method for characteristic functions known as the Stein-Tikhomirov
method. Before going into the details of our proposal we provide a brief overview of the
context in which it is inscribed.
1.1 Four classical methods
Among the many available methods for deriving rates of convergence in probabilistic ap-
proximation problems, arguably the most classical one consists in seeking precise pointwise
control of
∆n(t) = φn(t)− φ∞(t)
(or, somewhat equivalently,
∣∣∣∆˜n(t)∣∣∣ = |φn(t)/φ∞(t)− 1|). There is a double justification
for the study of this quantity. First, Levy’s continuity theorem guarantees that proximity
of |∆n(t)| with 0 necessarily captures proximity in distribution between Fn and F∞ in
some appropriate sense. Second, the fact that in many cases the limiting distributions are
infinitely divisible ensures (via the Le´vy-Khintchine representation) that the target’s CF has
a manageable form. Of course, once ∆n(t) is estimated it remains to translate the resulting
bounds into a bound on some meaningful probabilistic discrepancy. A fundamental result in
this regard is Berry and/or Esseen’s inequality which states that, under classical regularity
conditions and provided the target has density bounded by m, for all x and all T > 0,
|P(Fn ≤ x)− P(F∞ ≤ x)| ≤ 1
pi
∫ T
−T
∣∣∣∣φn(t)− φ∞(t)t
∣∣∣∣ dt+ 24mpiT , (1.1)
see e.g. [24, Theorem 1.5.2 p 27] for a complete statement. Equation (1.1) provides bounds
on the Kolmogorov metric between Fn and F∞
Kol(Fn, F∞) = sup
x∈R
|P(Fn ≤ x)− P(F∞ ≤ x)| (1.2)
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as soon as the estimates on |∆n(t)| /t are sufficiently integrable. This approach was pioneered
in the classical Berry-Esseen theorems [15, 8] and is also at the heart of the Stein-Tikhomirov
method about which more shall be said below.
An alternative method which is relevant to the present paper and which actually predates
Berry and Esseen’s CF approach is Lindeberg’s “replacement trick” from [27] (which dates
back to 1922, see e.g. [14] for an overview and up-to-date references). Here the idea bypasses
the Fourier approach entirely by controlling the distance between Fn and F∞ in terms of
quantities
∆n(h) = E [h(Fn)]− E [h(F∞)]
with h some aptly chosen test function. Note how Lindeberg’s ∆n(h) gives Berry and
Esseen’s ∆n(t) by taking h(x) = e
itx. Then if the approximating sequence is a sum and
the target is Gaussian, Lindeberg’s method consists in exploiting the infinite divisibility of
the Gaussian law to replace the summands by their Gaussian counterparts and control the
resulting expressions via probabilistic Taylor expansions. This approach requires to work
with test functions which are smooth with a certain number of bounded derivatives and
leads to bounds in the smooth Wasserstein metric
Wp(Fn, F∞) = sup
h∈Hp
|E [h(Fn)]− E [h(F∞)]| (1.3)
with p ≥ 1 and Hp = {h ∈ Cp(R) | ||h(k)||∞ ≤ 1,∀ 0 ≤ k ≤ p}. We stress the fact that
there is no direct subordination relationship between the Kolmogorov distance (1.2) and the
smooth Wasserstein distances (1.3) (although in the case of bounded densities the former
is dominated by the square root of the latter); rates of convergence in either metrics are
relevant in their own right.
Over the last few decades, an alternative and very general approach has attracted much
attention: Stein’s method (SM). Here the idea, due to [39], is to tackle the problem of
estimating general integral probability metrics
dH(Fn, F∞) = sup
h∈H
|E [h(Fn)]− E [h(F∞)]| (1.4)
(note how both (1.2) and (1.3) are of this form) in a spirit close to that underlying Lin-
deberg’s trick, with one supplementary sophistication: the Stein operator. This is a lin-
ear operator A∞ acting on F∞ some large class of functions, with the property that
L(F ) = L(F∞) ⇐⇒ E [A∞(f)(F )] = 0 ∀f ∈ F∞. Similarly as for the CF approach,
the characterizing nature of the operator guarantees that
Dn(f) = E [A∞f(Fn)]
ought to capture some aspect of the proximity in distribution between the approximating
sequence and the target. There exist many target distributions (both discrete and contin-
uous) which admit a tractable operator A∞; the most classical examples are the Gaussian
F∞ ∼ N (0, 1) with operator A∞f(x) = f ′(x) − xf(x) and the Poisson F∞ ∼ P(λ) with
operator A∞f(x) = λf(x+ 1)− xf(x) (see [40] for an introduction; more recent references
will be pointed to in Section 3.1). The connection between the quantity Dn(f) and integral
probability metrics goes as follows: given a target F∞ along with its operator and class
(A∞,F(F∞)), if for all h ∈ H the solutions to A∞fh(x) = h(x) − E [h(F∞)] belong to
F(F∞) then
dH(Fn, F∞) = sup
h∈H
|Dn(fh)| . (1.5)
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SM advocates to tackle the problem of estimating dH(Fn, F∞) by concentrating on the
right hand side of (1.5). Remarkably, if the operator is well chosen then the above is a
proficient starting point for many approximation problems, particularly in settings where
the traditional methods break down (e.g. in the presence of dependence for the CLT). A
crucial ingredient of SM is that one needs to dispose of sharp estimates on the solutions
fh in terms of the test functions h; this can often reveal itself a difficult problem, see e.g.
[36, 12].
The last method of interest to this paper is the Stein-Tikhomirov (ST) method, which is
a combination of the SM and the CF approaches. Here the idea is to take (in the notations
of Stein’s method) F∞ =
{
eit·, t ∈ R} for which the Stein discrepancy Dn(·) becomes
Dn(t) = E
[A∞(eit·)(Fn)] .
If the target is standard Gaussian and the approximating sequence has finite first moment
then A∞f(x) = f ′(x)− xf(x) and
|Dn(t)| =
∣∣E [iteitFn − Fn eitFn]∣∣ = ∣∣tφn(t) + φ′n(t)∣∣ .
Note how tφ∞(t) + φ′∞(t) = 0 at all t so that D∞(t) = 0 at all t. Next take the approxi-
mating sequence of the form Fn = n
−1/2∑n
i=1 ξi, a standardized sum of weakly dependent
summands. Tikhomirov’s tour de force from [42] is to show that there exist constants B
and C such that
φ′n(x) + xφn(x) = θ1(x)
x2Bm√
n
φn(x) + θ2(x)
x2Cm
n
=: Rn(x) (1.6)
for |x| ≤ Dn
√
n, with θj(·), j = 1, 2 bounded functions, and m an integer determined by
the nature of the dependency of the summands (see [42, Section 2, equation (2.2)]) which
may depend on n and Dn a strictly positive sequence tending to 0 when n tends to +∞.
Integrating equation (1.6) immediately leads to
φn(x) = exp
(
− x
2
2
+ θ(x)
|x|3Bm√
n
)
+ θ(t)
B|t|m
n
for all |x| ≤ Dn
√
n. Plugging this expression into (1.1) leads to Berry-Esseen type bounds
of the correct order in Kolmogorov metric for central limit theorem for weakly dependent
sequences. The crucial point is that the leading term appearing in the difference between
the characteristic functions (see for e.g. the inequality p. 800 of [42], just before Section 4)
has bounded integral over [−T, T ] not depending on T so that no loss of order is incurred
via the optimization process when transferring the rate of convergence in CFs into a rate of
convergence in Kolmogorov via Esseen’s identity.
1.2 Purpose and outline of the paper
To the best of our knowledge, Tikhomirov’s approach has been principally explored for
Gaussian targets in the context of CLT’s for sums of dependent random variables. We refer
the reader to the paper [37] for an application to random graphs and for recent references.
We are not aware of any application of the method for non Gaussian targets, although several
pointers are available in the conference abstract and slides [43]. The purpose of this paper
is to extend the applicability of ST method in two ways. First, we provide an alternative
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to Berry’s inequality (1.1) which allows to translate bounds on |∆n(t)| = |φn(t)− φ∞(t)|
into bounds on the smooth Wasserstein metrics (1.3); these bounds are applicable under
much less stringent integrability assumptions on ∆n(t) and lead to rates of the correct order
(up to a logarithmic penalty). See Section 2 for details. Second, we provide a new vision
of the Stein-Tikhomirov approach which highlights the robustness of the method towards
a change in target and approximating sequence and, in principle, provides a method for
obtaining bounds on ∆n(t) for virtually any pair of distributions. Of course, a new method
is only as interesting as its applications and we illustrate our approach by presenting results
concerning two non trivial approximation problems which are both outside the range of
current literature (although the field is very active and several new references have appeared
since the first version of this work was made available on arXiv, see Remark 3).
The first application, developed in Section 4, concerns targets F∞ which belong to
the second Wiener chaos (i.e. F∞ is a linear combination of independent centered chi-
squared rvs); our method produces non-trivial bounds in terms of quantities which occur
naturally in Nourdin and Peccati’s version of Stein’s method. The second application,
developed in Section 5, is towards a target belonging to the generalized Dickman family of
distributions. This intractable distribution has long been recognized as an important limit
distribution in number theory and analysis of algorithms. Here again our method provides
non trivial general bounds. In both cases our bounds are the first of their kind in such
general problems and, whenever competitor results exist, provide competitive estimates (up
to a logarithmic loss). A specific and hopefully exhaustive overview of the current relevant
literature will be provided in each section. We stress the fact that our two applications
concern approximation problems which are of an entirely different nature; this highlights
the power of the combination of Stein’s and Tikhomirov’s intuitions.
Remark 1. We have also applied our method to several classical problem but, of course, have
not been able in these cases to improve on the known available bounds which are generally
optimal. For the interested reader we nevertheless include, in Appendix B, the instantiation
of our approach towards computation of rates of convergence in the generalized CLT for stable
distributions. Although the rates we obtain here are not as good as those obtained in the
seminal references [21] and [25], the method we develop nevertheless remains of independent
interest in part because it is the first illustration of the theory of Stein operators developed
for stable targets. This being said we gladly acknowledge the precedence of the – so far
unpublished – work of Partha Dey and his collaborators, see [11].
Remark 2. There are many references dealing with versions of the CF approach for con-
vergence in distribution. An interesting method whose connection with ours would certainly
be worth investigating is the so-called “mod-φ convergence” from [16, 17].
Remark 3. This article is a complete re-writing of a previous version submitted to arXiv in
May 2016. During the period of revision, the preprint [6] produced bounds directly comparable
with the one we obtained in Section 5.2. More precisely, the authors of [6] use a version
of the classical approach to Stein’s method specifically developed for Dickman targets in
[19] (which is also posterior to the first version of the present paper) by which they obtain
quantitative bounds for the 2-Wasserstein smooth distance whereas we obtain bounds for the
3-Wasserstein smooth distance of the same order up to some logarithmic loss (see inequality
(5.6) in Section 5.2 and Theorem 1.1 inequality (13) in [6]). It is likely possible to improve
our approach to obtain bounds in the same distance (i.e. in 2 Wasserstein smooth) for this
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example; the logarithmic loss is, however, an artefact of the generality of our method. We
provide another example of Dickman quantitative convergence (see Theorem 5) which does
not seem to be a direct implication of the results contained in [6].
2 Bounds on characteristic functions and smooth Wasser-
stein
The main result of this Section is the following transfer principle:
Theorem 1. Let X, Y be random variables with respective characteristic functions φ and
ψ. We make the following hypothesis :
(H1) ∃ p ∈ N, C ′ > 0 and 0 <  < 1 such that
∀ξ ∈ R, |ψ(ξ)− φ(ξ)| ≤ C ′|ξ|p. (2.1)
(H2) ∃λ > 0, ∃C > 0, α > 0∀A > 0, P[|X| > A] ≤ Ce−λAα and P[|Y | > A] ≤ Ce−λAα.
Then,
Wp+1(X,Y ) ≤ 2
[
C +
2p−1
√
10C ′Cp
pi
√
1 + (λ−1 ln(1/))
1
α
]
, (2.2)
where Cp is a constant depending only on p. One can take C0 = 3, C1 = 12, C2 = 100.
Proof. Let f ∈ C∞c (R), with support in [−M − 1,M + 1], and fˆ its Fourier transform. f is
in the Schwarz space S(R), so that f equals the inverse Fourier transform of fˆ . We have
from Fubini’s theorem that
E[f(X)− f(Y )] = 1
2pi
E
[∫
R
(eiXξ − eiY ξ)fˆ(ξ)dξ
]
=
1
2pi
∫
R
E(eiXξ − eiY ξ)fˆ(ξ)dξ
=
1
2pi
∫
R
(ψ(ξ)− φ(ξ))fˆ(ξ)dξ
≤ C
′
2pi
∫
R
|ξ|p|fˆ(ξ)|dξ.
We use the Cauchy-Schwarz inequality and Plancherel’s identity to get∫
R
|ξ|p|fˆ(ξ)|dξ =
∫
R
|ξ|p(1 + |ξ|)|fˆ(ξ)| 1
1 + |ξ|dξ
≤
√∫
R
|ξ|2p(1 + |ξ|)2|fˆ(ξ)|2dξ
√∫
R
dξ
(1 + |ξ|)2
≤ 2
√∫
R
|ξ|2p(1 + ξ2)|fˆ(ξ)|2dξ
= 2
√∫
R
|f (p+1)(x)|2 + |f (p)(x)|2dx.
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To sum up, if f is a smooth function with support in [−M − 1,M + 1], then
E[f(X)− f(Y )] ≤ C
′
√
2(M + 1)
pi
√
||f (p+1)||2∞ + ||f (p)||2∞. (2.3)
Consider now the function g(x) = a
∫ x
0 exp
(
− 1t(1−t)
)
dt on [0, 1], g(x) = 0 for all x ≤ 0 and
g(x) = 1 for x ≥ 1, where a > 0 is chosen so that g ∈ C∞(R). Let Kn = sup0≤k≤n ||g(k)||∞;
one can prove that K1 ≤ 3, K2 ≤ 12, K3 ≤ 100.
Define the even function χM ∈ C∞c (R) by χM (x) = 1 on [0,M ] and χM (x) = g(M+1−x)
if x ≥M . Let F ∈ C∞c (R) ∩B0,p+1. Then
E[F (X)− F (Y )] ≤ E[FχM (X)− FχM (Y )] + E[F (1− χM )(X) + F (1− χM )(Y )]
≤ C
′
√
2(M + 1)
pi
√
||(FχM )(p+1)||2∞ + ||(FχM )(p)||2∞ + 2P[X ≥M ]
However,
||(FχM )(p)||∞ ≤
p∑
k=0
(
p
k
)
||F (p−k)||∞||χ(k)M ||∞
≤ 2pKp.
We obtain
E[F (X)− F (Y )] ≤ C
′
√
2(M + 1)
pi
√
22p+2K2p+1 + 2
2pK2p + 2P[X ≥M ]
≤ C ′2
p
√
10(M + 1)Kp+1
pi
+ 2Ce−λM
α
.
Take M =
(
λ−1 ln(1/)
) 1
α to get
E[F (X)− F (Y )] ≤ 2
[
C +
2p−1C ′
√
10Kp+1
pi
√
1 + (λ−1 ln(1/))
1
α
]
.
As already mentioned in the Introduction, assumption (H2) is sometimes better replaced
by the following.
Theorem 2. Under the assumptions of Theorem 1 with (H2) replaced by
(H2’) ∃γ > 0, ∃C > 0,∀A > 0, P[|X| > A] ≤ CA−γ and P[|Y | > A] ≤ CA−γ,
and if  < pi
√
5γC
5·2pCp , then
Wp+1(X,Y ) ≤ 
2γ
2γ+1
(
2p+1
√
5MCp
pi
) 2γ
2γ+1
(2γC)
1
2γ+1
(
1 +
1
2γ
)
. (2.4)
Proof. The proof is similar to the one of Theorem 1; only the final optimization step (in M)
changes. More precisely, for every test function F ∈ C∞c (R)∩B0,p+1, and if M > 1, we have
E[F (X)− F (Y )] ≤ 2
p+1
√
5MKp+1
pi
+ 2CM−γ .
Taking M =
(
2p
√
5Kp+1
γCpi
)− 2
2γ+1
yields the result.
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3 The Stein-Tikhomirov method for arbitrary target
Let ∆n(t) = φn(t) − φ∞(t) be as in the Introduction. Our general method rests on the
following elementary observation: it is always possible to write, at least formally,
∆n(t) := φn(t)− φ∞(t) = (D∞ ◦ L∞)φn(t) (3.1)
with L∞ the differential operator
φ 7→ L∞φ = φ∞ (φ/φ∞)′ = φ′ − φ
′∞
φ∞
φ(= L∞∆n) (3.2)
(the last equality because L∞(φ∞) = 0, trivially) and D∞ the integral operator
D∞f(t) = φ∞(t)
∫ t
0
1
φ∞(ξ)
f(ξ)dξ. (3.3)
We propose to tackle the problem of estimating rates of convergence of |∆n(t)| to 0 (and
thus convergence in Kolmogorov via (1.1) or convergence in smooth Wasserstein (1.3) via
Theorems 1 and 2) by studying (3.2) and (3.3).
It is not hard to inscribe the original Stein-Tikhomirov method in the above framework.
Indeed, in the standard Gaussian case, differential operator (3.2) is
L∞φ(t) = φ′(t) + tφ(t)
and the integral operator (3.3) is
D∞f(t) = e−t2/2
∫ t
0
eξ
2/2f(ξ)dξ.
Tikhomirov’s estimate (1.6) can be directly integrated via D∞, an integral operator which
moreover has agreeable properties (see Figure 1 for the function D∞1(t), known as the Daw-
son’s function). Similarly as for the classical Stein’s method, we shall see in our applications
that the properties of (3.2) and (3.3) remain favorable even under a change of target and
approximating sequence. More precisely, we shall show in the applications section that un-
der weak assumptions on φn, the function L∞φn admits polynomial upper bounds of the
form
|L∞φn(t)| ≤ ∆(Fn, F∞) |t|p (3.4)
for some p > 0 with ∆(Fn, F∞) an explicit quantity appearing naturally in Stein’s method
which captures essential features of the proximity in distribution between the two laws.
Similarly, operator D∞ preserves these bounds (although it sometimes increases the order
of the polynomial bound by 1) and allows, via (3.1), to obtain polynomial bounds on ∆n(t)
which depend on ∆(Fn, F∞). These in turn will lead, via (1.2) or the results from Section 2,
to bounds in Kolmogorov or smooth Wasserstein distances.
3.1 The operator L∞ and its connection with Stein operators
The classical Stein identity states that a random variable F∞ is standard Gaussian if and
only if
E [F∞f(F∞)] = E
[
f ′(F∞)
]
(3.5)
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for all f for which both expectations exist. Plugging f(·) = eit· into the above immediately
leads, by duality, to
φ′∞(t)
φ∞(t)
= −t
from which we read the operator L∞. In other words Tikhomirov’s operator L∞ for the
Gaussian is the dual, in Fourier space, to Stein’s operator A∞f(x) = f ′(x)− xf(x).
There are many targets F∞ for which a similar “Stein identity / Stein-Tikhomirov opera-
tor” duality may be applied. In Section 5 we will focus on the so-called Dickman distribution
which is one of those positive F∞ which for all bounded functions f satisfy an additive bi-
asing identity
E [F∞f(F∞)] = E [f(F∞ + U)] (3.6)
for some U independent of F∞ (Dickman distributed random variables satisfy (3.6) with U
a uniform random variable on [0, 1]). Applying (3.6) to f(·) = eit· leads, again by duality,
to the differential equation on the CF
φ′∞(t)
φ∞(t)
= −iφU (t)
from which we read the operator
L∞φ(t) = φ′(t) + iφU (t)φ(t).
General conditions on F∞ under which biasing identities (3.6) hold are well known, and
examples other than the Dickman include infinitely divisible distributions which can be size
biased, compound Poisson random variables and many more (see [4]). In principle a version
of our ST method can be easily set up for targets in any of these families.
Identities (3.5) and (3.6) are but two examples of so-called Stein identities which have
long been known to be available for virtually any target distribution F∞ whose density
satisfies some form of differential/difference equation. A general method for deriving Stein
identities relies on the construction of differential/difference operators f 7→ A∞f such that
E [A∞f(F∞)] = 0 for all f ∈ F(F∞)
with F(F∞) some class of functions (see [26]). Clearly all targets which admit an operator
of the form A∞f(x) = τ1(x)f ′(x)+τ2(x)f(x) such that τj , j = 1, 2 are polynomials of degree
1 (this includes, see e.g. [40], many of the Pearson distributions) will have an operator L∞
with agreeable structure. More generally any target which admits a Stein operator of the
form
A∞f(x) =
d∑
j=0
(αjx+ βj)f
(d)(x) (3.7)
with αj , βj real numbers shall be a potentially good candidate for our Stein-Tikhomirov
approach. Indeed if E [A∞f(F∞)] = 0 for A∞ as in (3.7) then, working by duality in
Fourier space via test functions of the form f(·) = eit·, the fact that the coefficients of the
derivatives are polynomials guarantees that the corresponding CF will be of the form
φ′∞(t)
φ∞(t)
=
σB(t)
σA(t)
(3.8)
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with σA(t) =
∏dA
j=1(t − λAj ) and σB(t) =
∏dB
j=1(t − λBj ) polynomials. We will illustrate the
power of this approach in Section 4 where we will apply the method to linear combinations of
independent centered chi-squared random variables, leading to rates of convergence towards
targets belonging to the second Wiener chaos.
3.2 A general Stein-Tikhomirov method and generalized Dawson func-
tions
Similarly as for Stein’s method whose robustness towards a change of target has proven to
be one of the strongpoints, there exist a great variety of targets F∞ which admit a tractable
operator L∞. Building on this fact, the method we propose to adopt can be broken down
into the three following steps:
• Step 1: compute the operator L∞φ = L∞(φ−φ∞) defined in (3.2) and use properties
of φ∞ and of the approximating sequence Fn to obtain bounds of the form
|L∞(φn − φ∞)(t)| ≤ ∆(Fn, F∞)ψ(t) (3.9)
for ∆(Fn, F∞) some relevant and computable quantity and ψ(·) an explicit function.
• Step 2: plug (3.9) into (3.1) to write
|φn(ξ)− φ∞(ξ)| ≤ ∆(Fn, F∞) |φ∞(ξ)|
∫ ξ
0
1
|φ∞(t)|ψ(t)dt =: D∞(ψ)(ξ)
and study properties of D∞(ψ)(ξ).
• Step 3: use information from Steps 1 and 2 in combination with Esseen’s inequality
(1.1) or Theorems 1 and 2 of Section 2 to transfer the knowledge on the proximity
of the CFs into knowledge on proximity of the distributions either in Kolmogorov
distance or in an appropriate smooth Wasserstein.
As we shall see, in all our examples the function ψ(t) from Step 1 is actually an increasing
polynomial in its argument, so that
|φ∞(ξ)|
∫ ξ
0
1
|φ∞(t)|ψ(t)dt ≤ ψ(ξ) |φ∞(ξ)|
∫ ξ
0
1
|φ∞(t)|dt =: ψ(ξ)D∞(ξ).
By analogy with the Gaussian case we call the function D∞ a (generalized) Dawson function
for F∞. Its properties shall be crucial for the quality of the final bounds. For instance if
F∞ is gamma distributed then the corresponding function is proportional to ξ, and if F∞ is
symmetric α-stable then φ∞(ξ) = e−|ξ|
α
and D∞ is easy to compute explicitly. Numerical
illustrations are provided in Figure 1.
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Figure 1: The function D∞ for F∞ (from left to right): standard Gaussian, Gamma(1, 1)
and Le´vy (symmetric α−stable with α = 1) distributed.
4 Bounds for targets in second Wiener chaos
4.1 Notations
Before stating the main results of this section, we introduce some notations and definitions
from the Malliavin calculus. For any further details, we refer the reader to the books [9] and
[33]. Let {X(h)} be an isonormal Gaussian process over a Hilbert space H. Let C∞b (Rn) be
the space of infinitely differentiable and bounded functions on Rn. We define the derivative
operator by the following formula on regular random variables, F = f(X(h1), ..., X(hd)):
∀f ∈ C∞b (Rd), D(F ) =
d∑
j=1
∂
∂xj
(f)(X(h1), ..., X(hd))hj .
This operator is unbounded, closable and can be extended to the space Dk,p for k ≥ 1, p ≥ 1
(see e.g. section 1.2 in [33]). We denote by D∞ =
⋂
k,pDk,p. Any square integrable random
variable F measurable with respect to the sigma algebra generated by {X(h)} admits a
Wiener-chaos expansion:
F =
+∞∑
n=0
In(fn),
where the equality stands in L2(Ω,F(X),P) and with fn ∈ H⊗ˆn and In is the linear isometry
between H⊗ˆn and the n-th Wiener chaos of {X(h)}. We have in particular the following
isometry relation:
Var
(
F
)
=
∞∑
n=1
n! || fn ||2H⊗ˆn .
Moreover, it is well known that F belongs to D1,2 if and only if:
∞∑
n=0
nn! || fn ||2H⊗ˆn< +∞
We denote by L the infinite dimensional Ornstein-Uhlenbeck operator whose domain is the
space of random variables for which:
+∞∑
n=0
nIn(fn),
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is convergent in L2(Ω,F(X),P). We have:
∀F ∈ Dom(L), L(F ) = −
∞∑
n=0
nIn(fn).
The pseudo-inverse of L denoted by L−1 acts as follows on centered random variable in
L2(Ω,F(X),P):
L−1(F ) =
+∞∑
n=1
− 1
n
In(fn).
To conclude, we introduce the iterated Γj operators firstly defined in [31].
Definition 1. For any F ∈ D∞ and for any j ≥ 1, we define Γj(F ) by the following
recursive relation:
Γ0(F ) = F,
Γj(F ) = 〈D(F ),−DL−1Γj−1(F )〉H.
Note in particular that Γ(F ) = Γ1(F ) := 〈D(F ),−DL−1(F )〉H. Moreover, we have:
∀j ≥ 1, E[Γj(F )] = 1
j!
κj+1(F ),
where κj+1(F ) is the j + 1 cumulants of F .
In the sequel, we consider a sequence (Fn) lying in a finite sum of Wiener chaoses (p Wiener
chaoses). It is well known ([33]) that such random variables are in D∞. We emphasize that
the existence of a finite integer p such that the sequence lies in the sum of the p first Wiener
chaoses is for simplicity only. It is enough for our purpose and it prevents us from imposing
conditions for carrying out interchange of derivative, integration and integration-by-parts.
We denote its characteristic function by φFn .
4.2 Results
This section is devoted to limit theorems where the target lies in the second Wiener chaos,
i.e. we consider limiting distributions of the following form:
F =
m1∑
i=1
λ1(Z
2
i − 1) +
m1+m2∑
i=m1+1
λ2(Z
2
i − 1) + ...+
q∑
i=m1+...+md−1+1
λd(Z
2
i − 1), (4.1)
with d ≥ 1, q ≥ 1, (m1, ...,md) ∈ Nd such that m1 + ...+md = q, (λ1, ..., λd) ∈ R∗ pairwise
distinct and (Zi)i≥1 an i.i.d. sequence of standard normal random variables. We denote its
characteristic function by φ∞. To start with we recall the following corollary from [1]:
Corollary 1. Let F be as in (4.1). Let Y be a real valued random variable such that
E[|Y |] < +∞. Then Y law= F if and only if, for all φ ∈ S(R), the space of rapidly decreasing
12
infinitely differentiable functions:
E
[(
Y +
d∑
i=1
λimi
)
(−1)d2d
( d∏
j=1
λj
)
φ(d)(Y ) +
d−1∑
l=1
2l(−1)l
(
Y el(λ1, ..., λd)
+
d∑
k=1
λkmk (el(λ1, ..., λd)− el((λk))
)
φ(l)(Y ) + Y φ(Y )
]
= 0, (4.2)
with el(λ1, ..., λd) is the elementary symmetric polynomials of degree l in the variable λ1, ..., λd
and λk is the k − 1-tuple (λ1, ..., λk−1, λk+1, ..., λd).
Let us denote by A∞ the differential operator appearing in the left-hand side of (4.2). By
the proof of Theorem 2.1 of [1], we can rewrite it in the following form:
∀φ ∈ S(R), A∞(φ) = (x+ < m,λ >)Ad,λ(φ)(x)− Bd,m,λ(φ)(x),
with,
Ad,λ(φ)(x) = 1
2pi
∫
R
F(φ)(ξ)
( d∏
k=1
(
1
2λk
− iξ)
)
exp(ixξ)dξ,
Bd,m,λ(φ)(x) = 1
2pi
∫
R
F(φ)(ξ)
( d∑
k=1
mk
2
d∏
l=1,l 6=k
(
1
2λl
− iξ)
)
exp(ixξ)dξ,
F(φ)(ξ) =
∫
R
φ(x) exp(−ixξ)dx.
We denote by σA and σB the symbols associated with Ad,λ and Bd,m,λ respectively, and
defined by
σA(ξ) =
d∏
k=1
(
1
2λk
− iξ)
σB(ξ) =
d∑
k=1
mk
2
d∏
l=1,l 6=k
(
1
2λl
− iξ).
These symbols are infinitely differentiable and non-zero everywhere on R. Moreover, still
by the proof of Theorem 2.1 of [1], we have
φ′∞(ξ)
φ∞(ξ)
=
−i < m, λ > σA(ξ) + iσB(ξ)
σA(ξ)
(as was anticipated in Section 3.1). This leads to the following result.
Proposition 1. For any ξ in R, we have:
φFn(ξ)− φ∞(ξ) = iφ∞(ξ)
∫ ξ
0
1
φ∞(s)
E
[A∞(exp(is.))(Fn)]
σA(s)
ds. (4.3)
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Proof. Let φ be a smooth enough function which will be specified later on. We are interested
in the quantity E
[A∞(φ)(Fn)]:
E
[A∞(φ)(Fn)] =E[FnAd,λ(φ)(Fn)]+ < m,λ > E[Ad,λ(φ)(Fn)]− E[Bd,m,λ(φ)(Fn)]
=
1
2pi
[
< F(xAd,λ(φ));φFn > + < m,λ >< F(Ad,λ(φ));φFn >
− < F(Bd,m,λ(φ));φFn > ],
Note that the previous brackets can be understood as duality brackets as soon as Fn as
enough moments and F(Ad,λ(φ)) and F(Bd,m,λ(φ)) are distributions with compact support
with orders less or equal to the number of moments of Fn. We have:
E
[A∞(φ)(Fn)] = 1
2pi
[
− i < F(φ);σA(.)(φFn)′ > + < m,λ >< F(φ);σA(.)φFn >
− < F(φ);σB(.)φFn >
]
.
Thus, we have:
E
[A∞(φ)(Fn)] = −i
2pi
[
< F(φ);σA(.)(φFn)′ > − < F(φ);σA(.)
(φ∞)′
φ∞
φFn >
]
,
=
−i
2pi
< F(φ);σA(.)φ
(φFn
φ∞
)′
> .
Now choose φ equal to exp(iξ.). Thus, its Fourier transform is exactly 2pi times the Dirac
distribution at ξ. We obtain:
E
[A∞(exp(iξ.))(Fn)] = (−i)σA(ξ)φ∞(ξ)(φFn(ξ)
φ∞(ξ)
)′
,
= (−i)σA(ξ)φ∞(ξ)
(φFn(ξ)− φ∞(ξ)
φ∞(ξ)
)′
.
This ends the proof of the proposition.
In order to use identity (4.3) for our Stein-Tikhomirov method for the second Wiener chaos,
it still remains to show that the integrand has good properties. To this end we rely on
the papers [1] (page 12 equation 2.9) and [5] (Proposition 3.2 page 13), where it is proved
that E
[A∞(exp(iξ.))(Fn)] admits the following suitable representation in terms of iterated
gamma operators. Regarding notations and definitions, we refer to [1], (at the beginning of
Section 2.3 page 10).
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E
[A∞(φ)(Fn)] = −E[φ(d)(Fn)× ( d+1∑
r=1
ar [Γr−1(Fn)− E[Γr−1(Fn)]]
)]
+
d+1∑
r=2
ar
r−2∑
l=0
{
E[φ(d−l)(Fn)]×
(
E [Γr−l−1(F )]− E [Γr−l−1(Fn)]
)}
= −E
[
φ(d)(Fn)×
( d+1∑
r=1
ar [Γr−1(Fn)− E[Γr−1(Fn)]]
)]
+
d+1∑
r=2
ar
r−2∑
l=0
E[φ(d−l)(Fn)]
(r − l − 1)! ×
(
κr−l(F )− κr−l(Fn)
)
.
(4.4)
Combining this expression and the formula (4.3) for the difference of the characteristic
functions of Fn and F , it holds that Fn converges in distribution towards F if the following
conditions are satisfied:
∀r = 2, . . . , d+ 1, κr(Fn)→ κr(F )
d+1∑
r=1
ar[Γr−1(Fn)− E[Γr−1(Fn)]→ 0.
Our goal is now to give a quantitative bound. Firstly note that:
|E
[
A∞(eiξ.)(Fn)
]
| ≤|ξ|dE
[
|
d+1∑
r=1
ar [Γr−1(Fn)− E[Γr−1(Fn)]] |
]
+
d+1∑
r=2
|ar|
r−2∑
l=0
|ξ|d−l
(r − l − 1)! × |κr−l(F )− κr−l(Fn)|
≤ (1 + |ξ|)d∆n,
with:
∆n = E
[
|
d+1∑
r=1
ar [Γr−1(Fn)− E[Γr−1(Fn)]] |
]
+
d+1∑
r=2
|ar|
r−2∑
l=0
1
(r − l − 1)! × |κr−l(F )− κr−l(Fn)|.
Thus, we obtain:
|φFn(ξ)− φ∞(ξ)| ≤ ∆n|φ∞(ξ)|
∫ ξ
0
(1 + |s|)d
|σA(s)φ∞(s)|ds, (4.5)
Before moving on, we need the following simple lemma.
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Lemma 1. Let F be as above and φ∞ its characteristic function. We have:
∀ξ ∈ R, φ∞(ξ) = exp(−iξ < m, λ >)
d∏
k=1
1
(1− 2iξλk)
mk
2
,
∀ξ ∈ R, 1
(1 + 4λ2maxξ
2)
q
4
≤ |φ∞(ξ)| ≤ 1
(1 + 4λ2minξ
2)
q
4
,
∀ξ ∈ R, 1|σA(s)| ≤
2d
∏d
j=1 |λj |
(1 + 4λ2minξ
2)
d
2
.
Proof. Based on the representation of F , the proof is standard. We leave the details to the
interested reader.
Using these inequalities into (4.5), we obtain:
|φFn(ξ)− φ∞(ξ)| ≤ ∆n
2d
∏d
j=1 |λj |
(1 + 4λ2minξ
2)
q
4
∫ ξ
0
(1 + |s|)d(1 + 4λ2maxs2)
q
4
(1 + 4λ2mins
2)
d
2
ds,
|φFn(ξ)− φ∞(ξ)| ≤ Cd,λ∆n
∫ ξ
0
(1 + |s|)d
(1 + s2)
d
2
ds,
|φFn(ξ)− φ∞(ξ)| ≤ Cd,λ∆n|ξ|. (4.6)
Now, we use the bound (4.6) to obtain a quantitative bound on smooth Wasserstein metric
between Fn and F . Moreover, using Esse´en inequality (1.1), we obtain a quantitative bound
in Kolmogorov distance thanks to (4.6) for q ≥ 3. This is the content of the next Theorem.
Theorem 3. Let Fn be a sequence of random variables lying in the finite sum of the p first
Wiener chaoses and let
F =
m1∑
i=1
λ1(N
2
i − 1) +
m1+m2∑
i=m1+1
λ2(N
2
i − 1) + ...+
q∑
i=m1+...+md−1+1
λd(N
2
i − 1),
for parameters (λi)1≤i≤d and m1, · · · ,md ∈ Nd as in Corollary 1. Then, there exist some
constants C > 0 and θ > 0 depending only on the target and p such that
W2(Fn, F ) ≤ C∆n | log(∆n) |θ,
with
∆n = E
[
|
d+1∑
r=1
ar [Γr−1(Fn)− E[Γr−1(Fn)]] |
]
+
d+1∑
r=2
|ar|
r−2∑
l=0
1
(r − l − 1)!
× |κr−l(F )− κr−l(Fn)|.
Moreover, for q ≥ 3, there exists a strictly positive constant B > 0 depending on the limiting
distribution F through d, q and the λi, such that:
Kol
(
Fn, F
) ≤ B√∆n.
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Proof. The first part of the theorem is a direct consequence of (4.6) and Theorem 1 and the
fact that the sequence (Fn) lies in a finite sum of the p first Wiener chaoses. Let q ≥ 3 and
λmin 6= 0. Thanks to the second point of Lemma 1, the density of the limiting distribution
is bounded on R so that we can apply Esse´en inequality (1.1). For any T > 0, we have
(thanks to (4.6)):
Kol
(
Fn, F
) ≤ B(∆nT + 1
T
)
.
Now, we set T := 1/
√
∆n. This concludes the proof.
The quantitative bound obtained in Theorem 3 must be compared with analogous estimates
for the convergence in distribution for sequences of random variable belonging to a fixed
Wiener chaos towards the non-central gamma distribution of parameter ν > 0 as considered
in [29] and in [30] (see e.g. Theorems 1.5 and 3.11 of [30]). Then, we have the following
Lemma.
Lemma 2. Let ν > 0, F = ν(Z2 − 1) and Fn = Ir(fn) be a sequence of random variables
belonging to the r-th Wiener chaos. Then, we have:
∆n ≤ E
[
(ν2 − 1
2
r! || fn ||2H⊗r)F 2n −
ν
2
F 3n +
1
4r2
|| D(Fn) ||4H +
(r!)2
4
|| fn ||4H⊗r
] 1
2
+ |ν2 − r!
2
|| fn ||2H⊗r |.
If r = 2, we have the moment bound:
∆n ≤ E
[
(ν2 − 1
2
E
[
F 2n
]
)F 2n +
(
4ν4 − ν
2
F 3n) +
(− 5
2
v4 +
1
24
F 4n
)
+
3
8
(
(E
[
F 2n
]
)2 − 4ν4)] 12 + |ν2 − 1
2
E
[
F 2n
]|.
Proof. We are interested in the proximity between Fn = Ir(fn) and F = ν(Z
2 − 1). Then,
∆n reduces to:
∆n = E
[
|a1Ir(fn) + a2Γ
(
Id(fn)
)− a2κ2(Ir(fn))|]+ |a2||κ2(ν(Z2 − 1))− κ2(Ir(fn))|,
= E
[
|a1Ir(fn) + a2Γ
(
Ir(fn)
)− a2κ2(Ir(fn))|]+ |a2||2ν2 − r! || fn ||2H⊗r |. (4.7)
We are going to give a bound on the first term of the right hand side of equation (4.7). First
note that a1 = −ν and a2 = 1/2. By Cauchy-Schwarz inequality, we have:
E
[
|a1Ir(fn) + a2Γ
(
Ir(fn)
)− a2κ2(Ir(fn))|] ≤ E[| − νFn + 1
2r
|| D(Fn) ||2H −
1
2
r! || fn ||2H⊗r |2
] 1
2
.
Expanding the square, we have:
E
[
| − νFn + 1
2r
|| D(Fn) ||2H −
1
2
r! || fn ||2H⊗r |2
]
= E
[
ν2F 2n −
ν
r
Fn || D(Fn) ||2H
+
1
4r2
|| D(Fn) ||4H +νFnr! || fn ||2H⊗r
− 1
2r
r! || fn ||2H⊗r || D(Fn) ||2H +
(r!)2
4
|| fn ||4H⊗r
]
.
17
Now, we use Lemma 2.1 of [30] to get:
E
[
| − νFn + 1
2r
|| D(Fn) ||2H −
1
2
r! || fn ||2H⊗r |2
]
= E
[
ν2F 2n −
ν
2
F 3n +
1
4r2
|| D(Fn) ||4H
− 1
2
r! || fn ||2H⊗r F 2n +
(r!)2
4
|| fn ||4H⊗r
]
Thus, we have the following bound for ∆n:
∆n ≤ E
[
(ν2 − 1
2
r! || fn ||2H⊗r)F 2n −
ν
2
F 3n +
1
4r2
|| D(Fn) ||4H +
(r!)2
4
|| fn ||4H⊗r
] 1
2
+ |ν2 − r!
2
|| fn ||2H⊗r |.
In particular, if Fn is in the second Wiener chaos, using Lemma 7.1 of [30], we obtain the
moment bound:
∆n ≤ E
[
(ν2− || fn ||2H⊗2)F 2n −
ν
2
F 3n +
1
24
F 4n +
3
2
|| fn ||4H⊗2
] 1
2
+ |ν2− || fn ||2H⊗2 |,
which concludes the proof of the corollary.
4.3 An application to U-statistics
A classical setting for which we can obtain explicit rates of convergence is taken from the
theory of U -statistics. We consider a second order U -statistics with kernel h defined by:
h(x, y) = αHq(x)Hq(y),
where Hq is the Hermite polynomial of degree q and α 6= 0. Then, we set:
nUn(h) =
2
n− 1
∑
i<j
h(Zi, Zj),
=
α
q!
I2q
(
2
n− 1
∑
i<j
h⊗qi ⊗˜h⊗qj
)
.
By the standard theory of U-statistics, we have the following convergence in distribution:
nUn(h)⇒ α(Z2 − 1).
In order to apply the bound of Theorem 3, we need to compute Γ(nUn(h)) and the second
cumulant of nUn(h). First of all, we have:
κ2
(
nUn(h)
)
= E
(
n2Un(h)
2
)
,
=
α2
(q!)2
(2q)!
( 2
n− 1
)2 ∑
i1<j1
∑
i2<j2
〈h⊗qi1 ⊗˜h
⊗q
j1
;h⊗qi2 ⊗˜h
⊗q
j2
〉H⊗2q ,
=
1
4
α2
(q!)2
(2q)!
( 2
n− 1
)2 ∑
i1 6=j1
∑
i2 6=j2
〈h⊗qi1 ⊗˜h
⊗q
j1
;h⊗qi2 ⊗˜h
⊗q
j2
〉H⊗2q .
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Fix i1 6= j1 and i2 6= j2. Using the definition of the symmetrization operator, we have:
〈h⊗qi1 ⊗˜h
⊗q
j1
;h⊗qi2 ⊗˜h
⊗q
j2
〉H⊗2q = 〈h⊗qi1 ⊗ h
⊗q
j1
;h⊗qi2 ⊗˜h
⊗q
j2
〉H⊗2q .
Now, we note that if i1 6= i2 6= j2 then the previous quantity is equal to 0 and similarly if
j1 6= i2 6= j2. Thus, we have to consider only the cases i1 = i2, j1 = j2 and i1 = j2, j1 = i2.
Assume that i1 = i2 and j1 = j2. In this case, the only permutations which are going to
contribute are the one such that:
∀i ∈ {1, ..., q}, σ(i) ∈ {1, ..., q},
∀j ∈ {q + 1, ..., 2q}, σ(j) ∈ {q + 1, ..., 2q}.
We have (q!)2 such permutations. Thus, we have:
κ2
(
nUn(h)
)
=
1
4
α2
(q!)2
(2q)!
( 2
n− 1
)2 ∑
i1 6=j1
∑
i2 6=j2
(
δi1,i2δj1,j2 + δj1,i2δi1,j2
)
(q!)2
(2q)!
,
= α2
( 2
n− 1
)2[ ∑
i1 6=j1
1
]
,
= α2
( 2
n− 1
)2n(n− 1)
2
,
= α2
2n
n− 1 .
Thus, we can write for ∆n:
∆n = E
(|a1(nUn(h)) + a2Γ(nUn(h))− a2κ2(nUn(h))|)+ |a2||κ2(α(Z2 − 1))− κ2(nUn(h))|.
(4.8)
In particular, for the second term on the right-hand side, we have the following quantitative
bound:
|a2||κ2
(
α(Z2 − 1))− κ2(nUn(h))| ≤ 2α|a2|
n− 1 .
Now, for the first term we can use Theorem 8.4.4 of [32] to obtain the following bound:
E
(|a1(nUn(h)) + a2Γ(nUn(h))− a2κ2(nUn(h))|)
= E
[
| a1I2q(fn) + a2
2q−1∑
r=1
(2q)(r − 1)!
(
2q − 1
r − 1
)2
I4q−2r
(
fn ⊗r fn
) | ]
≤ E
[
|
2q−1∑
r=1,r 6=q
q(r − 1)!
(
2q − 1
r − 1
)2
I4q−2r
(
fn ⊗r fn
)
+ I2q(−αfn + q!
(
2q − 1
q − 1
)2
fn ⊗q fn) |
]
.
≤
( 2q−1∑
r=1,r 6=q
q2(r − 1)!2
(
2q − 1
r − 1
)4
(4q − 2r)! || fn⊗˜rfn ||2H⊗4q−2r
+ (2q)! || −αfn + q!
(
2q − 1
q − 1
)2
fn⊗˜qfn ||2H⊗2q
) 1
2
,
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where:
fn =
α
q!
2
n− 1
∑
i<j
h⊗qi ⊗˜h⊗qj ,
and fn⊗˜rfn denotes the symmetrized contraction of order r of fn (see e.g. p 10 of [33] for
a definition). To exhibit an explicit rate of convergence for this term, we restrict our study
to the case where q = 1. Therefore, the upper bound becomes:
E
(|a1(nUn(h)) + a2Γ(nUn(h))− a2κ2(nUn(h))|) ≤ √2 || −αfn + fn⊗˜1fn ||H⊗2 .
Thus, we need to compute the following quantities:
(I) = 〈fn; fn ⊗1 fn〉H⊗2 ,
(II) = 〈fn⊗˜1fn; fn⊗˜1fn〉H⊗2 .
First, we note that:
fn ⊗1 fn =
(
2α
n− 1
)2 1
4
∑
i 6=j, l 6=k
hi⊗˜hj ⊗1 hl⊗˜hk
Moreover, we have:
hi⊗˜hj ⊗1 hl⊗˜hk = 1
4
(
hi ⊗ hlδj,k + hi ⊗ hkδj,l + hj ⊗ hlδi,k + hj ⊗ hkδi,l
)
.
Thus, we get:
(I) =
1
4
α2
(n− 1)2
∑
i 6=j, l 6=k
〈fn;hi ⊗ hlδj,k + hi ⊗ hkδj,l + hj ⊗ hlδi,k + hj ⊗ hkδi,l〉H⊗2 ,
=
1
4
α3
(n− 1)3
∑
i 6=j, l 6=k, m 6=o
〈hm⊗˜ho;hi ⊗ hlδj,k + hi ⊗ hkδj,l + hj ⊗ hlδi,k + hj ⊗ hkδi,l〉H⊗2
The first term of the previous sum then gives:
1
4
α3
(n− 1)3
∑
i 6=j, l 6=k, m 6=o
〈hm⊗˜ho;hi ⊗ hlδj,k〉H⊗2
=
1
8
α3
(n− 1)3
∑
i 6=j, l 6=k, m 6=o
〈hm ⊗ ho + ho ⊗ hm;hi ⊗ hlδj,k〉H⊗2 ,
=
1
4
α3
(n− 1)2n(n− 2).
The three other terms contribute in a similar way. Thus,
(I) =
α3
(n− 1)2n(n− 2).
To conclude we need to compute (II). One can check that similar computations lead to:
(II) =
α4
(n− 1)3n(n− 2)(n− 3).
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Now, we have:
|| −αfn + fn⊗˜1fn ||2H⊗2 = α2
α2n
n− 1 − 2
α4
(n− 1)2n(n− 2) +
α4
(n− 1)3n(n− 2)(n− 3),
= α4
n(n− 3)
(n− 1)3 .
Therefore, for q = 1, we have the following bound on ∆n:
∆n ≤ α2
√
n(n− 3)
(n− 1)3 +
α
n− 1 .
We end this subsection by the following concluding remark.
Remark 4. • When d = 1, it is possible to consider in principle more general examples
than the previous one. Indeed, consider α2, ..., αm non-zero real numbers. Consider
the following symmetric polynomial kernel in m ≥ 2 variables:
h(x1, ..., xm) = αmx1...xm + αm−1
∑
(i1,...,im1 ), ik 6=il
xi1 ...xim−1 + ...+ α2
∑
(i,j), i6=j
xixj .
Then, we consider the following sequence of random variable (n ≥ m):
Un(h) =
1(
n
m
) ∑
(i1,...,im), il 6=ik
h(Zi1 , ..., Zim),
with Zi iid sequence of standard normal random variables. From the theory of U -
statistics (see [38]), we have the following convergence in law:
nUn(h)⇒ α2(Z2 − 1),
where Z is a standard normal random variable. Theorem 3 provides a quantitative
bound for this convergence in distribution in terms of the cumulant of nUn(h) of order
2 and Γ1(nUn(h)).
• When d = 2, it is possible to perform a similar analysis for the quantity ∆n as done
in Lemma 2. The resulting bounds on ∆n would be of the same nature as the ones
obtained in the article [13] (see in particular Section 5, Theorem 5.1 and Corollary
5.10). To not extend to much the length of the paper, we leave this to the interested
readers.
• When d ≥ 3, to the best of our knowledge, Theorem 3 is the first quantitative result for
sequences of random variables belonging to a finite sum of Wiener chaoses converging
in distribution towards element of the second Wiener chaos. When the sequence Fn
lives inside the second Wiener chaos a quantitative bound in Wasserstein-2 distance
has been obtained recently in [1].
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5 Quantitative bounds for generalized Dickman convergence
5.1 General bounds for logarithmic combinatorial structures
Let 0 < θ < ∞ and {Xθi } be a sequence of independent integer-valued random variables
satisfying the following conditions:
• We assume that:
lim
i→+∞
iP(Xθi = 1) = lim
i→+∞
iE(Xθi ) = θ.
• For all i ≥ 1, there exist a random variable (Xθi )∗ such that:
∀φ, E[Xθi φ(Xθi )] = E[Xθi ]E[φ(Xθi + (Xθi )∗)].
• We have:
θ˜ := sup
i≥1
(
iE(Xθi )
)
< +∞.
• There exists γ > 0 such that:
sup
n≥1
n∑
k=1
log
(
E[exp
(kXθkγ
n
)
]
)
< +∞.
Then, we consider the following sequence of random variables:
Tn(θ) =
1
n
n∑
i=1
iXθi .
We introduce the following random variable: let I be a random variable independent of
{Xθi } with values in {1, ..., n} such that:
P
(
I = j
)
=
jE[Xθj ]∑n
k=1 kE[Xθk ]
.
From the previous assumptions, we have the following properties regarding the sequence
Tn(θ).
Proposition 2. • Tn(θ) admits an additive size-bias defined by:
∀φ, E[Tn(θ)φ(Tn(θ))] = E[Tn(θ)]E[φ(Tn(θ) + I(X
θ
I )
∗
n
)].
• We have the following convergence in distribution:
Tn(θ)⇒ Zθ,
where Zθ is the generalized Dickman distribution defined by:
∀t ∈ R, E[eitZθ ] = exp
(
θ
∫ 1
0
eitx − 1
x
dx
)
.
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• Finally, Zθ satisfies the following additive size-bias relation:
E[Zθφ(Zθ)] = θE[φ(Zθ + U)], (5.1)
where U is an uniform random variable on [0, 1] independent of Zθ.
Proof. Let φ be a function such that:
E[| Tn(θ)φ(Tn(θ)) |] < +∞.
Then, by standard computations, we have:
E[Tn(θ)φ(Tn(θ))] =
1
n
n∑
i=1
iE[Xθi φ(T in(θ) +
iXθi
n
)],
=
1
n
n∑
i=1
iE[Xθi ]E[φ(T in(θ) +
i(Xθi + (X
θ
i )
∗)
n
)],
=
1
n
n∑
i=1
iE[Xθi ]E[φ(Tn(θ) +
i(Xθi )
∗
n
)],
= E[Tn(θ)]E[φ(Tn(θ) +
I(XθI )
∗
n
)],
which proves the first bullet point. For the second bullet point, it is a direct application of
Theorem 6.3 of [2]. For the third bullet point, this is a consequence of the results contained
in Chapter 4 of [2] (see in particular relation (4.22) p. 83). This concludes the proof of the
proposition.
Thanks to the approach developed in the previous sections, we obtain the following quanti-
tative bound on the smooth Wasserstein-3 distance between Tn(θ) and Zθ.
Theorem 4. Let ∆n be the quantity defined by:
∆n =| θ − E[Tn(θ)] | +E
[∣∣∣∣U − I(XθI )∗n
∣∣∣∣] .
Then, we have:
W3
(
Tn(θ), Zθ
) ≤ Cθ∆n√| log(∆n) |,
for some Cθ > 0.
Proof. First of all, we prove the following bound on the difference between the characteristic
functions of Tn(θ) and Zθ:
| φTn(θ)(t)− φZθ(t) |≤| t || θ − E[Tn(θ)] | + | t |2 E
[∣∣∣∣U − I(XθI )∗n
∣∣∣∣] . (5.2)
Thanks to size bias relations satisfied by Tn(θ) and Zθ, we obtain:
∀t > 0, φZθ(t)− φTn(θ)(t) = iφZθ(t)
∫ t
0
ψn(s)
φZθ(s)
ds,
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with,
ψn(s) = E
[
θ exp
(
is(Tn(θ) + U)
)− E[Tn(θ)] exp(is(Tn(θ) + I(XθI )∗
n
)
)]
.
Moreover, we have a similar relation for t < 0. Using the fact that:
∀s ∈ [0, t], 1|φZθ(s)|
≤ 1|φZθ(t)|
, (5.3)
We obtain the bound:
| φTn(θ)(t)− φZθ(t) |≤| t || θ − E[Tn(θ)] | + | t |2 E
[∣∣∣∣U − I(XθI )∗n
∣∣∣∣] . (5.4)
Secondly, we note that the last bullet point of the assumptions regarding {Xθi } implies
an uniform sub-exponential concentration bound for Tn(θ) by Markov inequality. Then,
applying Theorem 1, we obtain the result.
5.2 An application towards analysis of algorithms
In the case θ = 1, there is a famous example for which an explicit rate of convergence
is achievable: consider a permutation σ chosen uniformly at random in Sn (the set of
permutation of {1, ..., n}). A record of σ is a left-to-right maxima, that is, an element
xk = σ(k) in x1 . . . xn is a record if xk ≥ x1, . . . , xk−1. The position of this record is k.
The src statistic is src =
∑n
k=1 kXk with Xk the random variable which equals 1 if k is a
position of a record and 0 otherwise; this statistic and its asymptotic behavior is important
e.g. for analysis of algorithms [28, 22]. It is known (see [35]) that the random variables
X1, X2, . . . , Xn are independent with P (Xk = 1) =
1
k . Thus, {Xk} clearly satisfy the above
conditions. Now, we have:
E[Tn] = 1,
(Xi)
∗ = 1−Xi.
Thus, the quantity ∆n is equal to:
∆n = E
[∣∣∣∣U − In + IXIn
∣∣∣∣] .
Since E[| IXIn |] ≤ C1n and since one can construct a coupling (U, I) in such a way that U is
independent of W and
E
∣∣∣∣U − In
∣∣∣∣ ∼ 1n. (5.5)
(simply take U ∼ U [0, 1] and I = j if (j − 1)/n ≤ U ≤ j/n), we obtain the following bound
on ∆n:
∆n ≤ C2
n
,
for some C2 > 0 universal. Thus, Theorem 4 implies:
W3
(
Tn, Z1
) ≤ C
n
√
log(n). (5.6)
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For this simple example, It is possible as well to obtain a relevant quantitative bound in
Kolmogorov distance using Esse´en inequality (1.1) together with the fact that for θ ≥ 1, the
density of the Dickman distribution is bounded (see Lemma 4.7 and Corollary 4.8 of [2]).
Set T := n1/3. Then, a direct application of inequalities (1.1) and (5.4) leads to:
Kol
(
Tn, Z1
) ≤ C
n
1
3
. (5.7)
The previous bounds must be compared with similar results available in the literature: first
of all, our rate of convergence (5.6) is faster than the one which can be obtained from [2,
Corollary 11.13] in 1-Wasserstein distance. Moreover, one can compare it as well with [7,
Theorem 3.4] where they apply Stein’s method for the compound Poisson to obtain a similar
result in Wasserstein distance (with a rate of 1/nγ for some γ > 0). See also Remark 3.
Remark 5. • For any θ, we can obtain explicit rates of convergence in the following
simple and important case as well: let Xθi be a sequence of independent Poisson random
variables with parameters θ/i. Let Tn(θ) be the corresponding sequence of random
variables under study. Note that:
E[Tn(θ)] = θ,
(Xθi )
∗ = 1.
Thus, ∆n reduces to:
∆n = E
[∣∣∣∣U − In
∣∣∣∣] .
By a similar coupling argument as in the first bullet point of this remark, we obtain:
W3(Tn, Zθ) ≤ Cθ
√
log n
n
. (5.8)
• The fourth assumption concerns concentration properties of the random variable Tn(θ)
which is the sum of weighted independent random variables Xθi which admits an ad-
ditive size biased version. There is a close connection between coupling of random
variable and its size biased version with concentration properties. In particular, in
this direction, we pinpoint the following recent article [3].
5.3 A Dickman limit theorem in number theory
Let {pj}j≥1 be an enumeration in increasing order of the prime numbers. Let {Xj} be a
sequence of independent random variables whose laws are defined by:
P
(
Xj = 0
)
=
pj
1 + pj
,
P
(
Xj = 1
)
=
1
1 + pj
.
Let Sn be defined by:
∀n ≥ 1, Sn = 1
log(pn)
n∑
j=1
Xj log(pj).
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It is proved in [10] (see Theorem 1 page 200) that Sn converges in law to a Dickman distri-
bution (θ = 1).
Using our approach, we are going to give a new (simple) proof of this convergence re-
sult. Moreover, we are going to obtain quantitative bounds on the distance between the
distributions of Z and Sn; more precisely, we have the following theorem.
Theorem 5. For n ≥ 3, let ∆n be the quantity defined by:
∆n =
log log(n)
log(n)
.
Then there exists C > 0 such that
W3
(
Sn, Z
) ≤ C∆n√− log(∆n),
where Z follows the Dickman distribution (θ = 1). In particular,
W3
(
Sn, Z
)
= O
(
(log log n)3/2
log n
)
.
Before proving Theorem 5, let us introduce some notations. We denote by Zn the following
quantity:
Zn =
1
log(pn)
n∑
j=1
log(pj)
1 + pj
= E
[
Sn
]
Moreover, let I be a random variable independent of {Xi} with values in {1, ..., n}, whose
law is defined by :
∀j ∈ {1, ..., n}, P(I = j) = log(pj)
(pj + 1) log(pn)Zn
.
The proof is divided into several lemmas. First, we prove that Sn admits a size-biased type
random variable denoted Tn.
Lemma 3. Let Tn be the random variable defined by:
Tn =
log(pI)
log(pn)
− XI log(pI)
log(pn)
.
Then, for any function φ such that the following expectations exist, we have:
E
[
Snφ(Sn)
]
= ZnE
[
φ
(
Sn + Tn
)]
.
Proof. Let φ be a function such that:
E
[
Snφ(Sn)
]
< +∞, E[φ(Sn + Tn)] < +∞.
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Then, we have:
E
[
Snφ(Sn)
]
=
1
log
(
pn
) n∑
j=1
log(pj)
pj + 1
E
[
φ
(
Sjn +
log(pj)
log(pn)
)]
= Zn
n∑
j=1
log(pj)
(pj + 1) log(pn)Zn
E
[
φ
(
Sjn +
log(pj)
log(pn)
)]
,
with Sjn = Sn − log(pj)Xj/ log(pn). By definition of the random variable I (which is inde-
pendent of {Xi}), we have:
E [Snφ(Sn)] = ZnE
[
φ
(
SIn +
log(pI)
log(pn)
)]
= ZnE
[
φ
(
Sn +
log(pI)
log(pn)
− XI log(pI)
log(pn)
)]
= ZnE
[
φ
(
Sn + Tn
)]
,
which concludes the proof.
Comparing the previous size-biasing relation to the one of the Dickman distribution (5.1)
(here θ = 1), we are able to control the closeness between the characteristic functions of Sn
and Z in terms of that between Tn and a uniform random variable U and between Zn and
1 :
Lemma 4. Let φSn (resp. φZ) be the characteristic function of Sn (resp. Z). Let U be a
uniform random variable independent of Sn. Then,
| φZ(t)− φSn(t) |≤ C
(|t| |1− Zn|+ |t|2 E|U − Tn|) .
Proof. Applying the same procedure as in the proof of Theorem 4, combined with Lemma
3, we have the following relation for the difference between the characteristic functions of
Sn and Z,
φZ(t)− φSn(t) = iφZ(t)
∫ t
0
ψn(s)
φZ(s)
ds,
ψn(s) = E
[
eisSn
(
eisU − E[Sn]eisTn
)]
.
Moreover, it holds
| ψn(s) | ≤ E
[ | eisU − E[Sn]eisTn | ],
≤| 1− E[Sn] | + | s | E
[ | U − Tn | ]. (5.9)
This together with (5.3) implies the result.
Lemma 5. We have
1− Zn = O
(
log log n
log n
)
,
and for a well chosen coupling between U and Tn (with U independent of Sn),
E|U − Tn| = O
(
log log n
log n
)
.
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Proof. First we write
E|U − Tn| ≤ E
[
XI log(pI)
log(pn)
]
+ E
[∣∣∣∣U − log(pI)log(pn)
∣∣∣∣] . (5.10)
Let us prove that for a well chosen coupling (U, I), we have
E
∣∣∣∣U − log pIlog pn
∣∣∣∣ = O( log log nlog n
)
.
From the theory of optimal transport, the optimal coupling between U and log pIlog pn is such
that log pIlog pn is a non-decreasing function of U ; since j 7→
log pj
log pn
is itself non-decreasing, it is
sufficient to take I as a non-decreasing function of U . Hence we define I as follows. We set,
for 1 ≤ j ≤ n,
Fj =
j∑
k=1
P[I = k] =
1
Zn log pn
j∑
k=1
log pk
pk + 1
,
and F0 = 0. We set I = j if U ∈ [Fj−1, F j[. Note that U depends only on I, which
is independent of Sn; thus U is also independent of Sn. If I = j, the maximal distance
between U and log pIlog pn is
sup
u∈[Fj−1,F j[
∣∣∣∣u− log pjlog pn
∣∣∣∣ = max(∣∣∣∣Fj−1 − log pjlog pn
∣∣∣∣ , ∣∣∣∣Fj − log pjlog pn
∣∣∣∣) .
Let us bound
∣∣∣Fj − log pjlog pn ∣∣∣. From Proposition 1.51 of [41], we have ∑jk=1 log pkk = log pj +
O(1), thus
j∑
k=1
log pk
pk + 1
= log pj −
j∑
k=1
log pk
(pk + 1)pk
+O(1) = log j +O(log log j),
using that, by the prime number theorem, log pn = log n+O(log log n) and log pk(pk+1)pk ∼
1
k2 log k
.
It follows that
j∑
k=1
log pk
pk + 1
− log pj = O(log log j).
Note that, since log pn ∼ log n, this implies in particular that
Zn − 1 = 1
log pn
(
n∑
k=1
log pk
(pk + 1)
− log pn
)
= O(log log n/ log n). (5.11)
Thus,
Fj − log pj
log pn
=
1
log pn
(
j∑
k=1
log pk
(pk + 1)
− log pj
)
+
1
log pn
(
Z−1n − 1
) j∑
k=1
log pk
(pk + 1)
=
O(log log j)
log pn
+
1− Zn
Zn log pn
(log j +O(log log j))
= O
(
log log j
log n
)
+O
(
log j log logn
log2 n
)
.
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Now note that Fj − Fj−1 = P[I = j] = log pjZn log pn(1+pj) = O
(
1
j logn
)
, leading to
Fj−1 − log pj
log pn
= Fj−1 − Fj + Fj − log pj
log pn
=
log pj
Zn log pn(1 + pj)
+ Fj − log pj
log pn
= Fj − log pj
log pn
+O
(
1
j log n
)
.
Thus, we obtain
sup
u∈[Fj−1,F j[
∣∣∣∣u− log pjlog pn
∣∣∣∣ = O( log log jlog n + log j log lognlog2 n + 1j log n
)
.
Using again the fact that P[I = j] = O
(
1
j logn
)
, we have
E
∣∣∣∣U − log pIlog n
∣∣∣∣ = n∑
j=1
P[I = j]E
[∣∣∣∣U − log pIlog n
∣∣∣∣ ∣∣∣∣ I = j]
= O
 n∑
j=1
log log j
j log2 n
+
log j log log n
j log3 n
+
1
j2 log2 n
 .
Finally, it is readily checked that
∑n
j=1
log log j
j = O(log n log logn),
∑n
j=1
log j
j = O(log2 n),
and
∑n
j=1 j
−2 = O(1), proving our claim.
For the first term on the right hand side of (5.10), we have:
E
[
XI log(pI)
log(pn)
]
= E
[
XI log(pI)
log(pn)
]
=
n∑
j=1
P
(
I = j
)
E
[
Xj log(pj)
log(pn)
]
=
1
Zn
1
(log(pn))2
n∑
j=1
(
log(pj)
)2
(1 + pj)2
.
Note that,
+∞∑
j=1
(
log(pj)
)2
(1 + pj)2
≤
+∞∑
j=1
(
log(j)
)2
(1 + j)2
<∞.
Thus,
E
[
XI log(pI)
log(pn)
]
= O
(
1
log2 n
)
.
Finally, the first part of the lemma has been proved in (5.11).
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In order to apply the results of Section 2, we also need a concentration inequality regarding
the random variable Sn. We have the following lemma.
Lemma 6. Let γ > 0. Then,
sup
n≥1
(
E
[
eγSn
])
< +∞.
Proof. Let γ > 0. By standard computations, we have :
log
(
E
[
eγSn
])
=
n∑
i=1
log
(
1 +
e
γ
log(pi)
log(pn) − 1
pi + 1
)
,
≤
n∑
i=1
1
pi + 1
(
e
γ
log(pi)
log(pn) − 1
)
,
≤ γeγ
(
1
log(pn)
n∑
i=1
log(pi)
pi + 1
)
,
≤ γeγ sup
n≥1
(
1
log(pn)
n∑
i=1
log(pi)
pi + 1
)
< +∞,
where we have used Proposition 1.51 of [41] in the last inequality.
We are now in a position to prove Theorem 5.
Proof of Theorem 5. From Lemmas 4 and 5, there exists C > 0 such that
| φZ(t)− φSn(t) |≤ C
log logn
log n
(|t|+ |t|2).
From Lemma 6 and Theorem 1, we obtain the result.
Remark 6. Note that the proof we display considerably simplifies the proof of Theorem
1 in [10]. Indeed, the authors need to study 12 sums appearing in the expansion of the
characteristic function of Sn.
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Appendix
A Remarks on smooth Wasserstein distance
Let n ≥ 1, 0 ≤ p ≤ n, and
Bp,n = {φ ∈ Cn(R) | ||φ(k)||∞ ≤ 1, ∀ p ≤ k ≤ n}.
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For two R-valued random variables X and Y , we define the following distances between
their distributions :
dp,nW (X,Y ) = sup
φ∈Bp,n
E[φ(X)− φ(Y )],
dp,n∞ (X,Y ) = sup
φ∈Bp,n∩C∞(R)
E[φ(X)− φ(Y )],
dp,nc (X,Y ) = sup
φ∈Bp,n∩C∞c (R)
E[φ(X)− φ(Y )],
where C∞c (R) the space of smooth functions with compact support. We also note
Wn(X,Y ) = d0,nW (X,Y ). (A.1)
Lemma 7. Assume X and Y admit a moment of order p. Then
dp,nW (X,Y ) = d
p,n
∞ (X,Y ).
Proof. It is clear that dp,n∞ (X,Y ) ≤ dp,nW (X,Y ).
Assume first that E[Xk] > E[Y k] for some k ≤ p−1. Let φA(x) = Axk with A > 0. Then
φ ∈ Bp,n ∩ C∞(R), so dp,n∞ (X,Y ) ≥ A(E[Xk]−E[Y k]), leading to dp,n∞ (X,Y ) = dp,nW (X,Y ) =
+∞. From now on, we assume that E[Xk] = E[Y k] for every 0 ≤ p ≤ k − 1.
Let ω be the pdf of the standard normal distribution, 0 <  < 1 and ω(x) = 
−1ω(−1x).
Let φ ∈ Bp,n and define
φ(x) =
∫
φ(y)ω(x− y)dy.
Since for every k ≤ p−1, the moments of order k of X and Y match, on can assume without
loss of generality that φ(0) = . . . = φ(p−1)(0) = 0. Since ||φ(p)||∞ ≤ 1, then
∀ 0 ≤ k ≤ p, |φ(k)(x)| ≤ C|x|p−k, (A.2)
where C is a constant not depending on φ. From (A.2) applied to k = 0, et by Lebesgue’s
dominated convergence theorem, we have that φ ∈ C∞(R), and for all k ≤ n, φ(k) (x) =∫
φ(k)(x− y)ω(y)dy. Thus φ(k) ∈ Bp,n ∩ C∞(R). We deduce
E[φ(X)− φ(Y )] = E[φ(X)− φ(Y )] + E[φ(X)− φ(X)] + E[φ(Y )− φ(Y )]
≤ dp,n∞ (X,Y ) + E[φ(X)− φ(X)] + E[φ(Y )− φ(Y )]. (A.3)
Now, note that E[φ(X)] = E[φ(X + Z)], where Z is a standard normal r.v. independent
of X. Then we have
|E[φ(X + Z)− φ(X)]| ≤ 
p−1∑
k=1
k−1E[
|φ(k)(X)|
k!
|Z|k] + pE[ |φ
(p)(X˜)|
p!
|Z|p]
≤ C
p−1∑
k=1
E[|X|p−k]E[|Z|k] + CpE[|Z|p]
≤ C,
where X˜ ∈ [X,X + Z] and C does not depend on φ nor on . Apply this inequality to
(A.3), take the supremum over φ and let  go to 0 to achieve the proof.
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We now state a technical Lemma.
Lemma 8. For every n ≥ 1, there exists C > 0 and 0 > 0 such that, for all  ∈ (0, 0) and
M ≥ 1, there exists f ∈ C∞c (R) with values in [0, 1] verifying the following :
f(x) = 1, ∀x ∈ [−M,M ],
and
|f (k)(x)| ≤ C|x| , ∀x ∈ R,∀k ∈ [|1, n|].
Proof. Let g ∈ C∞(R) with values in [0, 1] such that g(x) = 0 for all x ≤ 0 and g(x) = 1 for
all x ≥ 1. We will first define the derivative of the function f , then integrate. Let  > 0,
M ≥ 1 and A ≥M + 1. We define fA, as follows :
fA,(x) =

g(x−M)
x if x ≤M + 1
g(A+1−x)
x if x ≥ A

x if x ∈ [M + 1, A].
Let h(A) =
∫
R fA,(x)dx. Then h(M + 1) ≤ 2||g||∞, so that if 0 < 12||g||∞ , we have that for
all  < 0, h(M + 1) < 1. On the other hand, h(A) → +∞ when A → +∞, and since h is
continuous one can choose A such that h(A) = 1. Then we define for every x ∈ R,
f(x) = 1−
∫ |x|
0
fA,(t)dt.
Let us prove that f has the required properties. It is clear that f ∈ C∞c (R) and that f(x) = 1
if x ∈ [−M,M ]. If 1 ≤ k ≤ n and A ≤ x ≤ A+ 1,
|f (k)(x)| ≤ 
k−1∑
l=0
C lk−1l!
||g(k−1−l)||∞
|x|1+l
≤ C|x| ,
where C = n!2n max0≤l≤n ||g(l)||∞. The same bound holds on [M,M + 1]. On [M + 1, A],
we have |f (k)(x)| ≤ n!/|x|. Since f is even, the same bounds hold for x ≤ 0.
Lemma 9. Assume p = 0 or p = 1, and n ≥ 1. Then, for every random variables X,Y
with finite moment of order p,
dp,nW (X,Y ) = d
p,n
c (X,Y ).
Proof. From Lemma 7, it suffices to show that dp,n∞ = dp,nc .
It is clear that dc ≤ d∞.
Let  > 0. Let M > 1 such that if K = [−M,M ],
E[|X|p 1X∈Kc ] ≤ ,
E[|Y |p 1Y ∈Kc ] ≤ .
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Let φ ∈ Bp,n ∩ C∞(R). We may assume that φ(0) = 0, in which case, since ||φ′||∞ ≤ 1,
|φ(x)| ≤ |x|.
Let f be the function defined in Lemma 8 and φ˜ = φf . In the following, C is a constant
independent of  and φ which may vary from line to line. Then for all k ∈ [|1, n|] :
|φ˜(k)(x)| =
∣∣∣∣ k∑
l=0
C lkf
(l)(x)φ(k−l)(x)
∣∣∣∣
=
∣∣∣∣f(x)φ(k)(x) + k−p∑
l=1
C lkf
(l)(x)φ(k−l)(x) +
k∑
l=k−p+1
C lkf
(l)(x)φ(k−l)(x)
∣∣∣∣
≤ 1 + C+ |f (k)(x)||φ(x)|
≤ 1 + C+ C|x| |x|
≤ 1 + C
Thus, φ˜/(1 + C) ∈ Bn ∩ C∞c (R). This leads to
E[φ(X)− φ(Y )] = E[φ˜(X)− φ˜(Y )] + E[φ(X)(1− f(X))]− E[φ(Y )(1− f(Y ))]
≤ (1 + C)dc(X,Y ) + 2.
By taking the supremum over φ and letting  go to zero, we obtain d∞ ≤ dc, which achieves
the proof.
B Stable distributions
Let α ∈ (1, 2). Let c = (1 − α)/(2Γ(2 − α) cos(piα/2)). We denote by Zα a symmetric
α-stable random variable whose characteristic function is given by:
∀ξ ∈ R, φZα(ξ) = exp
(
− | ξ |α
)
.
We define the following differential operator on smooth enough function:
Dα−1(ψ)(x) = 1
2pi
∫
R
F(ψ)(ξ)( iα | ξ |α
ξ
)
eiξxdξ
We have the following straightforward Stein-type characterization identity:
E
[
Zαψ(Zα)
]
= E[Dα−1(ψ)(Zα)].
We denote by Dom(Zα) the normal domain of attraction of Zα. We recall the following
result (see Theorem 5 page 81 of [18] and Theorem 2.6.7 page 92 of [23]).
Theorem 6. A distribution function, F , is in the normal domain of attraction of Zα if and
only if:
∀x > 0, F (x) = 1− (c+ a1(x))
xα
,
∀x < 0, F (x) = (c+ a2(x))
(−x)α ,
with lim
x→+∞a1(x) = limx→−∞a2(x) = 0.
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Remark 7. Let λ = (2c)1/α and consider the following Pareto type distribution function:
∀x > 0, Fλ(x) = 1− 1
2(1 + xλ)
α
,
∀x < 0, Fλ(x) = 1
2(1− xλ)α
.
It is easy to check that Fλ is in Dom(Z
α). In particular, we have:
∀x > 0, a1(x) = a2(−x) = x
α
2
(
1 + xλ
)α − c.
Let X be a random variable in Dom(Zα) such that E[X] = 0. We make the following
assumptions:
• The functions a1(.) and a2(.) are continuous and bounded on R∗+ and on R∗− respec-
tively. Moreover, they satisfy:
lim
x→+∞xa1(x) < +∞, limx→−∞xa2(x) < +∞.
Let (Xi) be independent copies of X. We define the random variable W by:
W =
1
n
1
α
n∑
i=1
Xi.
We consider the following function on R∗:
φ∗X(ξ) =
−ξ
α | ξ |αE
[
iX exp
(
iξX
)]
.
Note in particular that this function is well-defined, continuous on R∗ and lim
|ξ|→+∞
φ∗X(ξ) = 0
since X ∈ Dom(Zα) and α ∈ (1, 2).
Proposition 3. The function φ∗X satisfies:
• φ∗X(0+) = φ∗X(0−) = 1.
• If the law of X is symmetric, then φ∗X is real-valued and even.
• There exists a tempered distribution T ∗X such that φ∗X is the Fourier transform of T ∗X .
• For all ψ smooth enough, we have:
E
[
Xψ(X)
]
=< T ∗X ;Dα−1(ψ) >
• We have the following formulae:
∀ξ > 0, φX(ξ)− φZα(ξ) = αe−ξα
∫ ξ
0
να−1eν
α(
φX(ν)− φ∗X(ν)
)
dν,
∀ξ < 0, φX(ξ)− φZα(ξ) = αe−(−ξ)α
∫ 0
ξ
(−ν)α−1e(−ν)α(φX(ν)− φ∗X(ν))dν.
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Proof. See the appendix B.1.
Remark 8. The functional equality appearing in the fourth bullet point of the previous
proposition is very close to the definition of the zero-bias transformation distribution for
centred random variable with finite variance (see [20]). It would be interesting to know if
T ∗X is actually a linear functional defined by a probability measure on R.
Since the Xi are independent and identically distributed, we have the following formula for
the characteristic function of W :
∀ξ ∈ R, φW (ξ) = φnX
( ξ
n
1
α
)
Consequently, this characteristic function is differentiable and we have:
φ∗W (ξ) = φ
n−1
X
( ξ
n
1
α
)
φ∗X
( ξ
n
1
α
)
.
Thus, we can apply the previous proposition to W and we get the following formula for
ξ > 0:
φW (ξ)− φZα(ξ) = αe−ξα
∫ ξ
0
να−1eν
α(
φW (ν)− φ∗W (ν)
)
dν,
= αe−ξ
α
∫ ξ
0
να−1eν
α
φn−1X
( ν
n
1
α
)(
φX
( ν
n
1
α
)− φ∗X( ν
n
1
α
))
dν. (B.1)
From the previous formula, we deduce the following straightforward pointwise bound:
|φW (ξ)− φZα(ξ)| ≤ αe−ξα
∫ ξ
0
να−1eν
α | (φX( ν
n
1
α
)− φ∗X( ν
n
1
α
)) | dν.
Now, the objective is twofold:
• Find an efficient way to bound the term να−1 | (φX( ν
n
1
α
)− φ∗X( ν
n
1
α
)) |.
• Bound finely the Dawson-type function associated with the characteristic function of
the stable law.
To deal with the second bullet point, we have the following lemma.
Lemma 10. For any α ∈ (1, 2), there exists a positive constant C1(α) > 0 such that, for
ξ > 0:
e−ξ
α
∫ ξ
0
eν
α
dν ≤
{
C1(α)e
−ξα + ξ1−α ξ > 1,
C1(α)e
−ξα ξ < 1.
Proof. Let ξ ≥ 1. We have by integration by parts:∫ ξ
1
eν
α
dν =
∫ ξ
1
ν1−ανα−1eν
α
dν,
=
[
ν1−α
eν
α
α
]ξ
1
+
α− 1
α
∫ ξ
1
ν−αeν
α
.
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Roughly bounding the previous formula, we obtain:∫ ξ
1
eν
α
dν ≤ 1
α
ξ1−αeξ
α
+
α− 1
α
∫ ξ
1
x−αex
α
dx,
which implies: ∫ ξ
1
eν
α
dν ≤ ξ1−αeξα .
This concludes the proof of the lemma.
To deal with the first bullet point, we use the following formula first obtained in the proof
of Proposition 3:
φ∗X(ξ) = 1 +
1
α
∫ +∞
0
eix
a1
(
x
ξ
)
xα−1
dx
− i
α
∫ +∞
0
(eix − 1)
a1
(
x
ξ
)
xα
dx+
1
α
∫ 0
−∞
eix
a2
(
x
ξ
)
(−x)α−1dx
+
i
α
∫ 0
−∞
(eix − 1)
a2
(
x
ξ
)
(−x)αdx. (B.2)
Thus, the difference between φX
(
ξ
)
and φ∗X
(
ξ
)
brings into play the difference between φX
(
ξ
)
and 1. Since X ∈ Dom(Zα), we expect this difference to be of order | ξ |α. This is the aim
of the next lemma.
Lemma 11. There exists some strictly positive constant, Cα, depending on α only, such
that, for any ξ in R, we have:
| φX
(
ξ
)− 1 |≤ Cα | ξ |α (1+ || a1 ||∞ + || a2 ||∞ )
Proof. See the appendix B.1.
Remark 9. We note in particular that the previous lemma implies:∣∣∣∣φX( ξ
n
1
α
)− 1∣∣∣∣ ≤ Cα | ξ |αn (1+ || a1 ||∞ + || a2 ||∞ ).
Now, we want to bound pointwisely the residual term, namely:
Rα(ξ) =
1
α
∫ +∞
0
eix
a1
(
x
ξ
)
xα−1
dx− i
α
∫ +∞
0
(eix − 1)
a1
(
x
ξ
)
xα
dx
+
1
α
∫ 0
−∞
eix
a2
(
x
ξ
)
(−x)α−1dx+
i
α
∫ 0
−∞
(eix − 1)
a2
(
x
ξ
)
(−x)αdx.
For this purpose, we have the following lemma.
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Lemma 12. For any i ∈ {1, 2}, there exist strictly positive constants Ciα,1 and Ciα,2 depend-
ing on the function ai and α only, such that:
∀ξ ∈ R,
∣∣∣∣ ∫ +∞
0
(eix − 1)
a1
(
x
ξ
)
xα
dx
∣∣∣∣ ≤ C1α,1 | ξ | 2−α2 ,
∀ξ ∈ R,
∣∣∣∣ ∫ +∞
0
eix
a1
(
x
ξ
)
xα−1
dx
∣∣∣∣ ≤ C1α,2 | ξ |2−α,
and similarly for the integrals with the function a2(.).
Proof. See the appendix B.1.
From the two previous lemmas, we are now in position to provide a bound on the following
term for any ν ∈ [0, ξ]:
να−1 | (φX( ν
n
1
α
)− φ∗X( ν
n
1
α
)) |≤ Cα(ξ2α−1
n
+
ξ
α
2
n
1
α
− 1
2
+
ξ
n
2
α
−1
)
. (B.3)
Combining the bound (B.3) together with Lemma 10, we obtain the following bound for the
difference between the characteristic function of W and the one of Zα for ξ ∈ R:
|φW (ξ)− φZα(ξ)| ≤ Cα
( | ξ |α
n
+
| ξ |1−α2
n
1
α
− 1
2
+
| ξ |2−α
n
2
α
−1
)
. (B.4)
We conclude the discussion on stable convergence by applying a variant of Theorem 2 to
obtain correct-order rates of convergence towards stable distributions in smooth Wasserstein
distance. We use as well the bound B.4 together with Esse´en inequality (1.1) to provide a
rate of convergence in Kolmogorov distance.
Theorem 7. There exists a constant C > 0 depending on α, a1 and a2 such that
W3(W,Zα) ≤ C n
2α
2α+1(
1
2
− 1
α). (B.5)
Remark 10. This result should be compared with the one of [25] (see also [34]). In partic-
ular, they obtain bounds of the order n1/2−1/α for the classical 2-Wasserstein distance.
Theorem 8. There exists a constant strictly positive C > 0 depending on α, a1 and a2 such
that:
sup
x∈R
| P(W ≤ x)− P(Zα ≤ x) |≤ C
n
1
2
(1−α
2
)
.
Proof. By Essen smoothing lemma, for any k ≥ 1 and for any T > 0, we have:
| P(W ≤ x)− P(Zα ≤ x) |≤ k
2pi
∫ T
−T
| φW (t)− φZα(t)
t
| dt+ c(k)
T
.
Plugging inequality (B.4) and integrating with respect to t, we get:
| P(W ≤ x)− P(Zα ≤ x) |≤ Ck,α(Tα
n
+
T 1−
α
2
n
1
α
− 1
2
+
T 2−α
n
2
α
−1
)
+
c(k)
T
.
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Now, we set T := n1/α−1/2. By straightforward computations, we get:
| P(W ≤ x)− P(Zα ≤ x) |≤ Ck,α( 1
n
α
2
+
1
n
1
2
(1−α
2
)
+
1
n1−
α
2
)
+
c(k)
n
1
α
− 1
2
Now we note that for any α ∈ (1, 2) we have the following inequalities:
1
2
(1− α
2
) ≤ (1− α
2
) ≤ α
2
,
1
2
(1− α
2
) ≤ 1
α
− 1
2
.
This concludes the proof of the theorem.
Remark 11. • From the results contained in [25], one can obtain a rate of convergence
in Kolmogorov distance using the fact that the Kolmogorov distance can be bounded by
the square root of the Wasserstein distance when the limiting density is bounded (which
is clearly the case). Thus, using the results of [25], one would have the following rate
of convergence:
sup
x∈R
| P(W ≤ x)− P(Zα ≤ x) |≤ Cα
n
1
2
( 1
α
− 1
2
)
.
We note that:
1
2
(1− α
2
)− 1
2
(
1
α
− 1
2
) ≥ 0⇔ (2− α)(α− 1) ≥ 0.
which is always the case since α ∈ (1, 2).
• Under the assumptions on the functions a1 and a2, we can obtain a rate of convergence
in Kolmogorov distance thanks to Theorem 1 of [21]. Indeed, we note that the functions
S(.) and D(.) of this article admit the following expressions:
∀x > 0, S(x) := a1(x) + a2(−x)
xα
,
D(x) :=
a1(x)− a2(−x)
xα
Since lim
x→+∞xa1(x) < +∞ and limx→−∞xa2(x) < +∞, for any  ∈ (0, 2 − α), we have
that:
| S(x) | + | D(x) |= o(x−(α+)),
which produces the rate:
sup
x∈R
| P(W ≤ x)− P(Zα ≤ x) |≤ Cα 1
n

α
.
In particular, we can find  ∈ (0, 2− α) such that α = 12(1− α2 ).
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B.1 Technical proofs
Proof of Proposition 3. Let us prove the first bullet point. We denote by FX the distribution
function of X. Let ξ > 0. By definition and using the fact that E[X] = 0, we have:
E
[
iX exp
(
iξX
)]
= i
∫
R
xeiξxdFX(x),
= i
∫
R
x(eiξx − 1)dFX(x),
= i
∫ +∞
0
x(eiξx − 1)dFX(x) + i
∫ 0
−∞
x(eiξx − 1)dFX(x)
Let us deal with the first integral. For this purpose, we fix some interval [a, b] strictly
contained in (0,+∞). We note that FX is of bounded variation on [a, b] as well as the
function x→ c/xα. Thus, the function x→ a1(x)/xα is of bounded variation on [a, b]. We
can write:∫ b
a
x(eiξx − 1)dFX(x) = αc
∫ b
a
(eiξx − 1)dx
xα
−
∫ b
a
x(eiξx − 1)d(a1(x)
xα
)
,
= αc
∫ b
a
(eiξx − 1)dx
xα
+ iξ
∫ b
a
xeiξx
a1(x)
xα
dx+
∫ b
a
(eiξx − 1)a1(x)
xα
dx
−
[
x(eiξx − 1)a1(x)
xα
]b
a
,
where we have performed an integration by parts on the last line. Using the assumptions
upon the function a1(.), we can let a and b tend to 0
+ and +∞ respectively in order to
obtain: ∫ +∞
0
x(eiξx − 1)dFX(x) = αc
∫ +∞
0
(eiξx − 1)dx
xα
+ iξ
∫ +∞
0
xeiξx
a1(x)
xα
dx
+
∫ +∞
0
(eiξx − 1)a1(x)
xα
dx
Note in particular that the boundary terms disappear since α ∈ (1, 2). Thus,∫ +∞
0
x(eiξx − 1)dFX(x) = cαξα−1
∫ +∞
0
(eix − 1)dx
xα
+ iξ
∫ +∞
0
xeiξx
a1(x)
xα
dx
+
∫ +∞
0
(eiξx − 1)a1(x)
xα
dx
To compute the first integral, we perform the following contour integration: we consider the
function of the complex variable f(z) = (eiz − 1)/zα and we integrate it along the contour
formed by the upper quarter circle of radius R minus the upper quarter circle of radius
0 < r < R. Letting r → 0 and R→ +∞, we obtain:∫ +∞
0
(eix − 1)dx
xα
= ie−
ipiα
2
Γ(2− α)
1− α .
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Thus, we have:∫ +∞
0
x(eiξx − 1)dFX(x) = icαξα−1e− ipiα2 Γ(2− α)
1− α + iξ
α−1
∫ +∞
0
eix
a1
(
x
ξ
)
xα−1
dx
+ ξα−1
∫ +∞
0
(eix − 1)
a1
(
x
ξ
)
xα
dx.
Similarly, for the negative values of X, we have the following:∫ 0
−∞
x(eiξx − 1)dFX(x) = iαcξα−1e+ ipiα2 Γ(2− α)
1− α + iξ
α−1
∫ 0
−∞
eix
a2
(
x
ξ
)
(−x)α−1dx
− ξα−1
∫ 0
−∞
(eix − 1)
a2
(
x
ξ
)
(−x)αdx.
Thus, using the explicit expression for c, we obtain:
E
[
iX exp
(
iξX
)]
= −αξα−1 − ξα−1
∫ +∞
0
eix
a1
(
x
ξ
)
xα−1
dx
+ iξα−1
∫ +∞
0
(eix − 1)
a1
(
x
ξ
)
xα
dx− ξα−1
∫ 0
−∞
eix
a2
(
x
ξ
)
(−x)α−1dx
− iξα−1
∫ 0
−∞
(eix − 1)
a2
(
x
ξ
)
(−x)αdx.
Now, using the assumptions upon the functions a1(.) and a2(.) and Lebesgue dominated
convergence theorem, we have:
φ∗X(0
+) = 1.
We proceed similarly for φ∗X(0
−). The second bullet point is trivial. Let us prove the third
and fourth ones. We consider the following linear functional on S
(
R
)
:
F : ψ −→ 1
2pi
∫
R
F(ψ)(ξ)φ∗X(ξ)dξ.
By the previous computations, for any ξ > 0 (and similarly for ξ < 0), we have:
φ∗X(ξ) = 1 +
1
α
∫ +∞
0
eix
a1
(
x
ξ
)
xα−1
dx
− i
α
∫ +∞
0
(eix − 1)
a1
(
x
ξ
)
xα
dx+
1
α
∫ 0
−∞
eix
a2
(
x
ξ
)
(−x)α−1dx
+
i
α
∫ 0
−∞
(eix − 1)
a2
(
x
ξ
)
(−x)αdx.
This implies the following simple bound on φ∗X(ξ):
| φ∗X(ξ) |≤ 1 + Cα
( || a1 ||∞ + || a2 ||∞ + || xa1(.) ||∞| ξ | + || xa2(.) ||∞| ξ | ),
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for some constant, Cα, strictly positive depending on α only. Thus, we have:
| F (ψ) |≤ Cα,X,p,q || ψ ||p,q,∞,
for some p, q ∈ N such that,
|| ψ ||p,q,∞= sup
x∈R
(
(1+ | x |)p | ψ(q)(x) | ).
This proves the third bullet point. For the fourth one, we introduce the following subspace
of S
(
R
)
:
S0
(
R
)
= {ψ ∈ S(R) : ∀n ∈ N, ∫
R
ψ(x)xndx = 0}.
Note that this space is invariant under the action of the pseudo-differential operator, Dα−1.
Let ψ ∈ S0
(
R
)
. We have:
< T ∗X ;Dα−1(ψ) > = F
(Dα−1(ψ)),
=
1
2pi
∫
R
F(Dα−1(ψ))(ξ)φ∗X(ξ)dξ,
=
1
2pi
∫
R
F(ψ)(ξ)( iα | ξ |α
ξ
) −ξ
α | ξ |α (φX(ξ))
′dξ,
=
i
2pi
∫
R
(F(ψ)(ξ))′φX(ξ)dξ,
= E
[
Xψ(X)
]
To conclude, we have to prove the fifth bullet point. Let ξ > 0. Note that the characteristic
function of Zα can not be equal to zero. Using straightforward computations, we have:
d
dξ
(
φX(ξ)− φZα(ξ)
φZα(ξ)
)
φZα(ξ) = φ
′
X(ξ)− φX(ξ)
φ′Zα(ξ)
φZα(ξ)
,
= −αξα−1φ∗X(ξ) + φX(ξ)αξα−1,
= αξα−1
(
φX(ξ)− φ∗X(ξ)
)
.
The result follows by integration.
Proof of Lemma 11. Let ξ > 0. By definition and using the fact that X is centered, we
have:
φX
(
ξ
)− 1 = ∫
R
(
eixξ − 1)dFX(x),
=
∫
R
(
eixξ − 1− ixξ)dFX(x),
=
∫ +∞
0
(
eixξ − 1− ixξ)dFX(x) + ∫ 0
−∞
(
eixξ − 1− ixξ)dFX(x)
Let us deal with the first term. By integration by parts, we have:∫ +∞
0
(
eixξ − 1− ixξ)dFX(x) = iξ ∫ +∞
0
(
eixξ − 1)c+ a1(x)
xα
dx
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Note that the boundary terms disappear since α ∈ (1, 2). We have:∫ +∞
0
(
eixξ − 1− ixξ)dFX(x) = iξ[c∫ +∞
0
(
eixξ − 1)dx
xα
+
∫ +∞
0
(
eixξ − 1)a1(x)
xα
dx
]
= −cξαe−ipi2 αΓ(2− α)
1− α + iξ
α
∫ +∞
0
(
eix − 1)a1(xξ )
xα
dx.
Similarly, for the term concerning negative values of X, we obtain the following expression:∫ 0
−∞
(
eixξ − 1− ixξ)dFX(x) = −cξαeipi2 αΓ(2− α)
1− α − iξ
α
∫ 0
−∞
(
eix − 1) a2(xξ )
(−x)αdx
Thus, we have:
φX
(
ξ
)− 1 = −ξα + iξα ∫ +∞
0
(
eix − 1)a1(xξ )
xα
dx
− iξα
∫ 0
−∞
(
eix − 1) a2(xξ )
(−x)αdx.
This expression leads to the following easy bound:
| φX
(
ξ
)− 1 |≤ Cα | ξ |α (1+ || a1 ||∞ + || a2 ||∞ ).
A similar reasoning for ξ < 0 ends the proof of the lemma.
Proof of Lemma 12. Let R > 0 and ξ > 0. We have:∣∣∣∣ ∫ +∞
0
(eix − 1)
a1
(
x
ξ
)
xα
dx
∣∣∣∣ ≤ ∣∣∣∣ ∫ R
0
(eix − 1)
a1
(
x
ξ
)
xα
dx
∣∣∣∣+ ∣∣∣∣ ∫ +∞
R
(eix − 1)
a1
(
x
ξ
)
xα
dx
∣∣∣∣.
Let us deal with the first term of the right-hand side of the previous inequality:∣∣∣∣ ∫ R
0
(eix − 1)
a1
(
x
ξ
)
xα
dx
∣∣∣∣ ≤|| a1 ||∞ ∫ R
0
dx
xα−1
,
≤|| a1 ||∞ R
2−α
2− α.
For the second term, we have:∣∣∣∣ ∫ +∞
R
(eix − 1)
a1
(
x
ξ
)
xα
dx
∣∣∣∣ ≤ 2 ∫ +∞
R
| a1
(
x
ξ
) |
xα
dx,
≤ 2 || xa1(.) ||∞| ξ |
∫ +∞
R
dx
xα+1
,
≤ 2 || xa1(.) ||∞| ξ | R
−α
α
.
Optimising in R > 0 leads to:∣∣∣∣ ∫ +∞
0
(eix − 1)
a1
(
x
ξ
)
xα
dx
∣∣∣∣ ≤ C1α,1 | ξ | 2−α2 ,
for some C1α,1 > 0 depending on || xa1(.) ||∞, || a1 ||∞ and α only. We proceed exactly in
the same way to obtain the appropriate estimates for the other integrals.
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