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Bayesian Multidimensional Scaling Model for Ordinal Preference Data 
Kerry Matlosz 
The model within the present study incorporated Bayesian Multidimensional Scaling and 
Markov Chain Monte Carlo methods to represent individual preferences and threshold 
parameters as they relate to the influence of survey items popularity and their interrelationships. 
The model was used to interpret two independent data samples of ordinal consumer preference 
data related to purchasing behavior.  The objective of the procedure was to provide an 
understanding and visual depiction of consumers’ likelihood of having a strong affinity toward 
one of the survey choices, and how other survey choices relate to it.  The study also aimed to 
derive the joint spatial representation of the subjects and products represented by the 
dissimilarity preference data matrix within a reduced dimensionality.   This depiction would aim 
to enable interpretation of the preference structure underlying the data and potential demand for 
each product.    
Model simulations were created both from sampling the normal distribution, as well as 
incorporating Lambda values from the two data sets and were analyzed separately.  Posterior 
checks were used to determine dimensionality, which were also confirmed within the simulation 
procedures. The statistical properties generated from the simulated data confirmed that the true 
parameter values (loadings, utilities, and latititudes) were recovered. The model effectiveness 
was contrasted and evaluated both within real data samples and a simulated data set.  The two 
data sets analyzed were confirmed to have differences in their underlying preference structures 
that resulted in differences in the optimal dimensionality in which the data should be represented. 
The Biases and MSEs of the lambdas  and alphas provide further understanding of the data 
  
composition and  Analysis of variance (ANOVA) confirmed the differences in MSEs related to 
changes in dimensions were statistically significant.  
Summary points of the work: 
1. A probability-based model for input data which assigns a utility to a product, representing the 
degree of positive sentiment toward the product. 
a)  A calculated average item utility, which indicates the popularity for the product.  
b)  A means to assume thresholds for individuals which determine the utility required for 
the individual to assign an ordinal score to the product. 
c)  Lambda values from an actual data set can be incorporated as prior input into the data 
simulations to confirm the statistical properties of the proposed method.   
d)  Theta values that determine the direction of individual preferences. 
2.  An approach for accommodating rotational variance through the creation of a function that 
continuously calculates the optimal lambda values within each iteration by “flipping” to the 
corresponding positive or negative values until the best fit is reached. 
3.  A proposed procedure for dimension selection that is demonstrated to accurately represent the 
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Consumer preference data is an integral part of marketing research.  The data is most 
commonly survey based, and consumers typically report their degree of knowledge and affinity 
for products as well as their purchasing intentions.  The consumer preference data provides 
important insights for marketers and brand managers. Not only does the data inform as to 
whether existing products are fitting the needs and desires of consumers in the market place, the 
data can also identify areas for improvement, development, or innovation in the form of new 
product launches.  Preference data is often ordinal, as the data presented in this paper will be.   
The analytical methods for understanding preference data and the utility of statistical 
applications to interpret its complex implications have evolved substantially in the realm of 
multidimensional scaling (MDS).  Over the last 60 years, multidimensional scaling techniques 
have been developed, employed, and expanded upon for a vast array of preference data sets and 
statistical problems.  Numerous algorithms, models, and programs have been developed to assist 
in spatially representative mapping of the data and to understand the relationships between 
consumers, products, and market segments (Coombs, 1964); (Carroll & Arabie, 1980); (DeSarbo 
& Rao, 1984); (Chib & Greenberg, 1995); (DeSarbo, Young, & Rangaswamy, 1997).  
Although preference survey data is an easily accessible way to glean direct feedback 
from consumers on their feelings towards existing products or new product ideas, the data 
collected through this method comes with limitations.  Particularly when surveyed in isolation, 
without the presence of competition, environmental changes, emotional influences, and time 





answer their likelihood to purchase a product.  Additionally, the concepts of impulsivity, 
alternative pricing considerations, and budgetary constraints that may arise in real life may not 
accurately be represented when data is survey based.   
The existing body of psychological literature supports the case that preferences are 
situational, and may vary when presented within a new context.  This dynamic aspect of the data 
has been studied for over six decades.  Lewin (1951) contended that both the situation and the 
attitudes of the decision makers influence behavior.  Studies on decision making and consumer 
psychology support a strong interaction between the environmental influences and context on 
behavior (Puto, 1987 and Payne et al. (1992)).  In ideal research situations, when studying and 
modeling preference data, consumers’ actual shopping behavior and purchase history can be 
linked, so responses may be validated and/or factors may be applied to represent true behavior 
more accurately. 
The study presented within this paper incorporates a Bayesian algorithm into a 
multidimensional scaling model.  The model is used to interpret a sample of ordinal consumer 
preference data related to purchasing behavior.  The goal of the model was to provide an 
understanding and visual depiction of consumers’ likelihood of having a strong preference for, or 
intent to purchase one of the survey choices, and how other survey choices relate to it.  
There are two data sets applied to the proposed model and analyzed within the study.  
The first data set within the study consists of products known as “bookazines” which are 
specific, perfect-bound (meaning saddle-stitched, similar to books, unlike traditional magazines), 
highly priced, special-edition magazines.  The sample of selected respondents had similar 
demographics to those who buy the traditional regular versions of the magazines, and met a 





their likelihood of buying an assortment of sixteen hypothetical new bookazine products, based 
on their titles and descriptions of their subject matter.  A five-point ordinal scale was used for the 
survey (1=Definitely Would Buy, 2=Probably Would Buy, 3=Might/Might Not Buy, 4=Probably 
Would Not Buy, 5=Definitely Would Not Buy).  
Each respondent was surveyed about sixteen bookazine concepts. Three of the sixteen 
concepts that were presented to the entire respondent pool were actual products that had been 
published previously and experienced strong sales.  Thirteen other products per respondent were 
tested. 
The second data set was collected by the Symphony IRI Consumer Network, through 
their National Consumer Panel (NCP) Network.  The data was generated through an online 
survey that took place from October 22, 2011 through October 30, 2011 for the purpose of 
understanding shopping behavior and motivations in the changing economy.   The Symphony 
IRI Consumer Network is a continuous longitudinal consumer panel which provides insights into 
actual consumer purchasing, shopping, attitudinal, demographic and geographic 
information.  The households within the NCP are recruited and incented to record all of their 
UPC-based purchases, regardless of where purchased, with a handheld in-home scanning device. 
The model incorporates Bayesian Multidimensional Scaling in addition to Markov Chain 
Monte Carlo methods to represent individual preferences and threshold parameters as they relate 
to influence of survey items popularity and their interrelationships. The model effectiveness is 
contrasted and evaluated both within real data samples and simulated data sets.  A procedure for 
determining optimal dimensions selection is applied within the actual data and confirmed within 








2.1 Unfolding Models 
The concept of unfolding models was developed by Coombs (1950) and expanded upon 
to apply to multidimensional data by Bennett and Hays (1960).   In the Bennett and Hays (1960) 
model, subjects and stimuli (products, brands, etc.) were represented as points within the same 
multidimensional space, and those for the subjects represented their “ideal” points.  The 
proximity of the locations between the individuals and the points indicate the extent of 
preference for those brands.  Bennett and Hays (1960) interpreted the distances as Euclidean 
distances that in two dimensions would appear as circles around each individual’s ideal point.  
To visualize this for example, the larger the circle surrounding the ideal point, the lesser the 
extent the brand or object, is liked.  In terms of estimating the values of ideal points and stimuli, 
there are approaches that have since been applied, which can be classified as internal and 
external (DeSarbo & Rao, 1984).  Internal implies the estimation occurs simultaneously, while 
external implies the stimulus, or brand values are given, and the ideal points are estimated 
afterwards in a sequential manner. 
In terms of preference data, psychometric literature most commonly references Tucker’s 
(1960) vector model and Coombs’ (1964) unfolding models.  In both cases, the models assumed 
that subjects had a multidimensional set of considerations they referred to prior to making a 
choice of preference, though they varied in their approaches as to how the subjects arrived at the 
decision.   
2.2 Historical Developments in Multi-Dimensional Scaling Procedures 





Classical MDS procedures specifically for two-way preference data have evolved in the 
forms of unfolding models through the use of ALSCAL (Takane, Young, & de Leeuw, 1977), 
MDPREF for vector scales (Carroll, 1980), and other spatial representations.    Preference data is 
typically represented in a matrix with consumers as rows, and brands as columns.  The 
distinction between the unfolding MDS models and the vector MDS models is that rows and 
columns are both graphed as points in T dimensions in unfolding MDS, and the Euclidean 
distances represent the extent of their dominance relationships in the data such as in ALSCAL 
(Takane, Young, & de Leeuw, 1977).  Either the columns or rows are represented by vectors in 
vector MDS applications, such as MDPREF (Carroll, 1980), while the remaining data is given in 
points, and their spatial relationships in the T dimensional space provides information on the 
dominance relationships (Fong, Desarbo, Park, & Scott, 2010).    
Limitations of both ALSCAL and MDPREF include the lack of consistency and the 
challenge in identifying the appropriate number of dimensions to represent the data.  Secondly, 
the singular value decomposition method that MDPREF is based on is not appropriate for use on 
ordinal data.  Further, ALSCAL can be applied to both metric and non-metric data, but cannot 
accommodate data that has many ties within it (Fong, Desarbo, Park, & Scott, 2010).   Finally, 
both procedures often result in degenerate solutions if data is not standardized or centered 
through some sort of pre-processing techniques (Fong, Desarbo, Park, & Scott, 2010).   
GENFOLD 
DeSarbo (1983) created GENFOLD (GENeral UnFOLDing Analysis) which was an 
application that used an alternating-weighted, least-squares algorithm to prevent degenerate 
solutions in the estimation of the specified parameters.  In 1984, DeSarbo and Rao (DeSarbo & 





was a class of multidimensional unfolding models specifically meant to analyze preference or 
dominance data.  GENFOLD2 offered flexibility in terms of constraints, data types (conditional 
or unconditional, metric or non-metric), and type of unfolding model used for the preference 
data.  GENFOLD2, mapped  two sets of points within the same space, such as traditional 
unfolding models did, but the joint-space solutions it provided were meant to be non-degenerate 
(DeSarbo & Rao, 1984).   
GENFOLD2 addressed degeneracy by operating on the theory that degeneracy was 
caused by error or noise in the data, and thus incorporated the flexibility of the user weighting 
preferences differently.  It offered the flexibility to place greater weights on the respondents’ 
higher preferences and lower weights on the less preferred stimulus.  GENFOLD2 also had the 
ability to provide product managers with insights into their product positioning and repositioning 
through identifying the optimal product-positioning features for the existing market segments 
(DeSarbo & Rao, 1984). 
 MULTICLUS  
 In 1991, DeSarbo, Howard, and Jedidi (DeSarbo, Howard, & Jedidi, 1991) developed 
MULTICLUS, a procedure which simultaneously performed multidimensional scaling and 
cluster analysis through the use of a maximum-likelihood-based methodology, for the purpose of 
analyzing two-way preference or dominance data.  MULTICLUS estimated a joint space of 
stimulus coordinates and K vectors in a T-dimensional space, through the use of mixtures of 
multivariate conditional normal distributions (DeSarbo, Howard, & Jedidi, 1991).  The AIC 
(Akaike’s (1974) Information Criterion) procedure was used to determine the number of clusters 
and dimensions, although it was noted that there were potential problems with this application, 





built-in options, such as preprocessing flexibilities (i.e. centering, normalization, standardization, 
etc.), internal vs. external analysis selection, and choices for covariance matrix  values, 
structure rotations, and normalization options (DeSarbo, Howard, & Jedidi, 1991). 
 The MULTICLUS application that DeSarbo et al. (1991) explored in their study served to 
evaluate how varying levels of consumer knowledge influenced how consumers weighted the 
importance of different product attributes in their overall evaluation of microcomputer products.  
The theory to be tested was that consumers who had higher levels of prior knowledge would 
value functionality features more, whereas consumers with lower levels of existing knowledge 
would seek less complex devices and value them higher in their purchase decisions.  Their 
analysis confirmed that preference for complexity was correlated with prior product knowledge, 
and that in fact the complexity of the prior knowledge is best represented within a 
multidimensional conceptualization.  It was shown graphically that the first dimension separated 
the user operating convenience attributes while the second dimension distinguished the focal 
attributes, and the clusters represented within the space distinctly showed preference either for 
the functional, technical aspects of the computers or the financials and ease of use.  
Clusterwise Bilinear Spatial Model 
A more recent area of development within the realm of multidimensional scaling has 
been to service marketing needs by incorporating cluster and segmentation analyses that guide 
marketing strategies (Desarbo, Grewal, & Scott, 2008). DeSarbo et al. (2008) expanded upon 
previous research by proposing a general clusterwise bilinear spatial model that simultaneously 
estimated market segments, their composition, brand-space, and preference/utility vectors per 
market segment.  This model was unique in that it involved simultaneous segmentation and 





that optimized model parameters through an alternating least-squares procedure (Desarbo, 
Grewal, & Scott, 2008). 
Within marketing, using DeSarbo’s method (Desarbo, Grewal, & Scott, 2008) each 
product could be visualized as existing within a segmentation space that included similar brand 
associations and/or services.  A consumer’s preferences could be graphically overlaid to exist as 
vectors within the same space.  The relationship between the consumers’ preferences and the 
products showed how they interacted and could help formulate targeting strategies for marketing 
purposes.    
Modern tactics for empirical modeling of competitive market structure now take into 
account both consumer heterogeneity and the competitive positioning of 
products/brands/services (Lilien, 2004). 
2.3 Problems with MDS Approaches 
Traditional MDS approaches often have systematic problems.   The sequential use of 
multidimensional scaling (MDS) combined with cluster analysis as a first step in a process that 
maps competitive brands and consumers, then segments the consumers to form market segments, 
is in essence doing so without the complete set of information.  Because the MDS optimizes loss 
functions, there is resulting missing data--since cluster analyses do not work to optimize, and in 
fact ignore pieces of the data.   Thus, the fact that the market segments are often created as a 
sequential second step is less optimal than if the analysis is done simultaneously, which would 
incorporate all the available information.    Additionally, because there are multiple 
combinations of MDS and cluster analyses procedures that can be applied, and there is little a 
priori theory to guide the selection of the most appropriate technique for a given marketing 





distance metrics often used in MDS applications are not congruent with the ultrametric distance 
formulation metrics used frequently in cluster analyses (Holman, 1972).   
2.4 Latent-Class MDS Models 
Because of the problems with the sequential methods noted above, the last 20 years of 
MDS research has resulted in the advancement of numerous parametric finite-mixture or latent- 
class MDS models.  In particular, a number of authors have proposed latent-class MDS 
(LCMDS) models for the analysis of preference/dominance data, either employing scalar 
products/vector or unfolding representations to two-way preference/dominance data (Desarbo, 
Grewal, & Scott, 2008).  LCMDS has proven useful at capturing the heterogeneity in consumer’s 
preferences, and its relationship to brand positioning in the market place (DeSarbo, Young, & 
Rangaswamy, 1997). Within these models, rather than each consumer being represented by 
individual parameters, vectors or ideal points are estimated for the derived segments.   Vector 
and ideal-point models have been popular utility tools to represent consumers and their complex 
relationships with their feelings about products/categories they shop and how they relate to the 
market structure.   
Although arguably better than the sequential MDS modeling approach, the latent-class 
MDS models have their own set of limitations.  For example, the latent-class MDS models are 
parametric and assume specific distributions, that may in fact be continuous.  Thus, applying 
continuous distributions to discrete response scales is a violation and may invalidate the use of 
the model.  Additionally the underlying framework assumed involves a partitioning of the 
sample space, although estimated posterior probabilities often result in a fuzzy probability of 





To address the limitations, DeSarbo et al. (2008) proposed a deterministic, clusterwise 
procedure for the analysis of two-way preference/dominance data .   The goal was to create a 
three-dimensional space that included vectors that represented “segments” and coordinate points 
that signified brands, so that the spatial relationship between the two would have meaning.  
Rather than distributional assumptions, such as that used in latent-class MDS procedures, 
DeSarbo et al. (2008) proposed a simple spatial representation for preference data analysis, 
which was applied to data that involved sport-utility vehicle buyer data.  This approach was 
efficient-- allowing the estimation procedure to converge within minutes, optimally estimating 
parameters, and accounting for overlapping segments (Arabie, Carroll, Desarbo, & Wind, 1981). 
Simply put, DeSarbo simultaneously graphed brand points and segment vectors, while at 
the same time classifying consumers into the segments, which allowed for separation or overlap 
within the segment memberships.  Consistent with typical MDS models, the direction of the 
estimated segment vector was an indication of greater utility, and the projection of the brand onto 
the segment vector is an indication of the degree of preference or utility of that brand for that 
specific segment.  Applying their model to their sample of SUV preference data, DeSarbo et al. 
derived a five-segment, four-dimensional solution.  Comparing the fit-values with those derived 
from using the MULTICLUS methodology, the study found a 25.4% improvement in in-sample 
fit and 37.6% improvement in out-of-sample fit.    DeSarbo et al. recognized that the spatial 
maps created within their study (See Figure 2.1) could be useful for a variety of segmentation/ 
targeting/ positioning marketing strategies, including new brand introductions, brand 








ILLUSTRATIVE EXAMPLE: S=3 MARKET SEGMENTS, R=2 DIMENSIONS, J=7 BRANDS, AND K=5  
Figure 2.1: Brand and Segment Space-Vectors represents estimated segment vectors. P rojection of the brand onto the segment vector 
is an indication of the degree of preference or utility of that brand for that specific. 
 
DeSarbo’s proposed methodology did have limitations with respect to making predictions 
outside the range of brands used for calibration.  Thus, when new products are created that 
involve new technologies, market share predictions for the new brands are not possible with the 
model.   
2.5 Clusterwise Three-Way Unfolding Model 
In 2009, DeSarbo, Atalay and Blanchard (2009) proposed a clusterwise, three-way 
unfolding methodology for the analysis of two-way or three –way metric dominance/preference 
data (DeSarbo, Atalay, & Blanchard, 2009).  The method did not require parametric assumptions 
such as LCMDS procedures do.   The purpose of multidimensional unfolding models (MDU) is 
to define a joint space that is made up of stimulus coordinates and subjects’ ideal points, and the 
spatial relationships gauge the degree of preference judgments.  Because there is only one ideal 
point assigned per subject, and one point location per stimulus, there are large numbers of 
parameters estimated with varied orders.  The intention was to propose a methodology that 
simultaneously estimated the stimulus locations, ideal points, and cluster memberships with the 





 DeSarbo et al.’s (2009) proposed clusterwise methodology gave the user a great deal of 
flexibility for analysis of preference data. Options included choosing two-way versus three-way 
analyses; stationary or context dependent ideal points; non-overlapping or overlapping clusters; 
constraints on W, internal or external analyses on stimulus coordinates; and starting options such 
as random or rational starting values (DeSarbo, Atalay, & Blanchard, 2009). 
 An application of the proposed three-way clusterwise simultaneous MDU model was 
given for a previously collected three-way breakfast/snack-food data set.  Respondents in the 
data provided their preferences for 15 breakfast-food items within six preference scenarios.  
Demographics as well as 11 perceptual attributes with respect to the food were also included.  
The application of their proposed methodology yielded two estimated dimensions which 
summarized the sweetness, toastedness, and adult-orientation attributes of the 15 breakfast/snack 
foods.  Moreover, three non-overlapping clusters/segments of subjects who seemed to exhibit 
similar preference ideal points across the six contextual situations were estimated.  The 
clusters/segments were described as Health Conscious, Diet Balancers, and Sweet Eaters.  The 
Diet Balancers, who were mostly young females, seemed to exhibit different motives to purchase 
than the other two clusters, who were more consistent across the different situations. 
2.6 Bayesian Approaches  
Over the last 15 years, many academic professionals have expanded the MDS research 
and developed ways to analyze preference data through Bayesian applications of MDS.  
Bayesian Multidimensional Scaling is attractive because it provides a better fit than that of 
classical MDS, and ALSCAL; it more accurately estimates errors of distances; and there are 
evaluation methods that can be applied while using it to select optimal dimensionality.   The 





develop an alternative Bayesian approach to MDS for preference data that expanded upon 
DeSarbo et al.’s (1999) previous applications of Bayesian MDS on binary choice data. 
2.7 Bayesian Theory 
With Bayesian approaches, model parameters are random variables with prior 
distributions that indicate uncertainty about the true values of the parameters before observing 
the data (Fox, 2010).  Bayesian computational methods allow for inference-making without 
depending on asymptotic approximations and also allow for more precise parameter estimations.  
The prior distribution provides additional information, and the posterior estimate is based on the 
combined sources of information (likelihood and prior), which leads to greater precision (Fox, 
2010).   
Response data can be retrieved through statistical experimentation where each event of 
occurrence has a random or uncertain outcome.    Let N observations be denoted as 
y=(, …, .  The random vector Y has some probability distribution.  Y is a continuous or 
discrete random vector with probability function p(y) for   y.  Assume latent variable  
represents person characteristics.   represents prior distribution, and often indicates a 
population distribution of latent person characteristics that are under study, thus providing 
information about the studied population.  | is the sampling distribution, or likelihood 
function, which gives information about  from observed response data.  Conditional distribution 
of  given response data is (Fox, 2010): 
|  |     |  
 





where  is the proportionality symbol. 
The distribution | is the posterior density of the parameter  given prior values and 
sample information.  It provides probability beliefs about the parameters from prior and response 
data information.  The denominator  is the marginal density of the data or marginal 
likelihood (Fox, 2010).   Bayes’ theorem is given as the first part of the equation.    This 
factorization   |  is the product of the likelihood ; ), and prior since typically 
;   | .  This likelihood function gives all sample information relating to .  Bayesian 
inference is consistent with the likelihood principle given that all inferences are based on the 
posterior density and the posterior depends on the data only via the likelihood. The joint 
posterior density , can be factorized as: 
,   | 
 | 
Thus, the joint posterior density can be factorized as the marginal density of the data and 
posterior of , but also as the prior of  and the likelihood of  given .  The posterior density of 
the parameters, |, is used for making inferences (Fox, 2010).   
 2.8 Bayesian Data Analysis with Markov chain Monte Carlo Methods 
Bayesian data analysis was revolutionized over two decades ago by the Markov Chain 
Monte Carlo (MCMC) methods, which allowed fitting of virtually any model, regardless of its 
level of complexity (Carlin & Chib, 1995).  The MCMC approach is quite easy to use and thus 
can lead to fitting of models so complex that parameters may not even be identifiable (Carlin & 
Chib, 1995).  Model selection is part of the process in nearly all Bayesian data analyses.  MCMC 





sampling methodology can also be modified to handle model choice without hurting 
convergence (Carlin & Chib, 1995).   
The choice between two Bayesian models, is typically based on the Bayes factor, or the 
ratio of posterior to prior odds in favor of the second model. The calculation for this, based on 
Bayes’s theorem is the ratio of the two observed marginal densities.  Newton and Raftery (1993) 
demonstrated how to estimate these through taking MCMC samples from the posterior 
distributions.   Carlin and Chib (1995) expanded upon the model and provided a framework for 
choosing a Bayesian model in conjunction with an MCMC algorithm that most efficiently led to 
convergence without violations.  The approach presented by Carlin and Chibb (1995) is flexible 
in its application and can be applied to situations where one or multiple models are being 
considered.  The algorithm can also be used on problems with integer-valued parameters, 
multiple changepoints or finite mixture distributions. 
DeSarbo et al. (1999) proposed  a model that applied a data-augmentation approach 
within a spatial bilinear-vector MDS model.  Further, DeSarbo et al.(1999) showed how to use a 
Bayesian framework to understand the influence of context in consumer choice.   Essentially, the 
theory was that when a consumer makes a choice, the brand chosen lies within a consumer’s 
consideration set, and the specific choice selected is related to how the consumer values each 
brand within the set (DeSarbo, Kim, & Fong, 1999).  DeSarbo et al (1999) proposed expanding 
the traditional scalar products or vector model of utility, to relax the independent assumptions 
across the brands, and included a general variance-covariance matrix (DeSarbo, Kim, & Fong, 
1999).   The brand projections onto individual vectors indicated the level of preference.   
DeSarbo, Kim, and Fong (1999) presented a new Bayesian formulation of a vector 





of literature in psychometrics and econometrics prior to 1999 used maximum likelihood to deal 
with binary choice data with inferences based on associated asymptotic theory.   Using 
maximum likelihood provides limitations to the analysis, including the estimation of incidental 
parameters, such as consumer points or vectors, which influence the statistical properties of the 
estimators and may impact the validity of the read.   The consumer points or vectors can instead 
be redefined as linear functions of the subject characteristics, such as demographics, 
psychographics, past consumption patterns, etc.  An alternative approach is to group consumers 
into small clusters.  Using this approach however, individual heterogeneity may be lost, such 
individual heterogeneity is important for many marketing purposes that need to drill down to the 
individual level (DeSarbo, Kim, & Fong, 1999).   
DeSarbo et al.’s (1999) proposed method took into account the complexity of 
relationships between brands and how this affects consumers’ choice behavior.  This method 
presented a new Bayesian vector/scalar products choice MDS model to analyze pick any/J data 
to provide a joint-space of consumers and brands.  The most important component of the joint-
space MDS model was the involvement of the estimation of a covariance matrix of error terms.  
The independence property in error terms states that the odds of choosing one brand over the 
other are not influenced by other alternatives.  A modified Gibbs sampling augmentation method 
was used to calculate this error-covariance structure, or in other words, the posterior distribution.   
The posterior distribution could then be referenced to make judgments about how stable the 
choice decision data was, as well as how constant brand position is within the marketplace.   
Within the spatial representation of DeSarbo et al.’s (1999) presented Bayesian model, 








Figure 2.2 Illustration of Desarbo et al.’s (1999) proposed Bayesian Vector MDS Model. 
An example of what the chart looks like appears in Figure 2.2, based on two consumers 
represented as vectors within two dimensions.  Four brands are labeled as points. Brands that lie 
beyond a consumer’s threshold value on the vector will be chosen by that consumer.  For 
example, based on Figure 2.2, consumer I would be predicted to purchase/choose both Brands A 
and C, while consumer II would be predicted to purchase/choose only Brand B. The goal of the 
exercise was to most accurately represent the spatial relationship of the consumers (by vector 
orientations), brands, and threshold areas (by consumer), based on choice data.  In 1989, 
DeSarbo and Cho (DeSarbo & Cho, 1989) proposed a similar vector MDS model, where 
independence was assumed across consumers and brands.   
The DeSarbo et al. (1999) model relaxed the independence assumptions across the brand 
choices and made estimates using a data augmentation method and the Gibbs sampling 
algorithm.  Prior to this point, Bayesian analysis of choice data using similar methodology 
focused on econometric models that did not include spatial relationships (Zeger & Karim, 1991).  
Albert and Chib (1993) created a Bayesian method for modeling categorical responses data using 





McCulloch and Rossi in 1994.  Chib and Greenberg (1995) similarly came up with an approach 
that simulated the identified parameters using a Gibbs sample and Metropolis-Hastings algorithm 
(Chib & Greenberg, 1995).   
DeSarbo cited previous psychology literature as supporting his theory that economic 
agents form thresholds or aspirational levels which ‘defined a natural zero point in the scale of 
utility’.  As DeSarbo et al. (DeSarbo, Kim, & Fong, 1999) explained, the idea of choosing a 
brand can be viewed as a dynamic of narrowing the pool from many to few.  For example, any 
given product or service that can be purchased exists within a ‘universal set’ at a given time in a 
market.  The ‘awareness’ set is a subset of this, based on the consumer’s knowledge of 
alternative, or competitive products.  The ‘consideration set’, which was DeSarbo et al.’s 
(DeSarbo, Kim, & Fong, 1999) primary focus within the paper,  is derived from the awareness 
set, based on what is accessible and affordable to the consumer at the decision time.  A major 
factor that influences brand choice is previous purchases (Peter & Olson, 1996).  Brands that 
have been purchased previously are much more likely to be in consumers’ consideration sets, or 
to be purchased again.   
The data set used in DeSarbo’s (1999) paper was from a study that was conducted in a 
number of automobile clinics within the U.S.  In one section respondents chose from a list of 10 
competing luxury vehicles and indicated which brands they would consider purchasing after 
recalling perceptions and expectations of each brand.   The majority of the consideration sets 
were only two to six vehicles from the list of ten. 
 The proposed MDS vector-choice model was estimated for five separate dimensions, and 
based on the resulting coefficients and factors within each dimension, the fourth was determined 





covariance matrix ∑.  The posterior means and standard deviations for the 10 car choices were 
then reviewed within a table, and there were clear distinctions that could be identified within 
each.  The first dimension separated foreign from luxury cars, the second dimension seemed to 
be a styling dimension, the third dimension seemed to distinguish between U.S. manufacturers 
and finally, the fourth dimension separated Japanese cars from the rest of the group.   
 The next step was to review the posterior distributions at the individual level.  Consistent 
with traditional MDS vector models, within DeSarbo’s 1999 paper subject vectors were 
normalized to equal length within the graphical depictions within the paper.   As should be the 
case, all the choices within the individual’s consideration sets were taken into account with the 
subject vector locations.  For example, if individuals listed two brands of preference, their vector 
would be located in between the two choices.  The estimated posterior correlation matrix 
provided further insights into the brand relationships.   
The Gibbs sampler was used to estimate parameter values since it can reduce the problem 
of calculating a truncated multivariate normal distribution into a series of conditional univariate 
truncated normal-distribution calculations (DeSarbo, Kim, & Fong, 1999).  Gibbs sampler 
provides a straightforward method that accounts for individuals who vary opinions across 
different dimensions.  Brand relationships can be interpreted through the estimated error 
covariance matrix, and the posterior standard deviations of each subject’s vector estimates show 
subject uncertainty. 
2.9 Hierarchical Bayes Estimation: 
 Purchase intention data is often collected on multiple brands for common products.  The 
data may then be graphically represented in coefficient vectors  for each brand ,   1, … ,  





assuming the  vectors are equal, the size of the data set becomes more robust.  The advantages 
of not combining the data is that it avoids data bias, so it makes sense not to pool when the  are 
more heterogenous.  When the   are more similar however, the pooling method is superior and 
can reduce the sampling standard error and parameter estimates (Young, DeSarbo, & Morwitz, 
1998).    If suitable prior parameters are available, the Bayes estimator acts essentially as a 
disaggregate estimator when brands are heterogeneous, and a pooled estimate when brands are 
homogeneous.  The Gibbs sampling estimation algorithm for the hierarchical Bayes model was 
summarized by Young et al. (Young, DeSarbo, & Morwitz, 1998) as involving iterative 
repetition of the following steps: 
1. Using the prior   , Σ,for each brand , generate  through the following 
equation: | , , !, , T # X%X & T'X%z & Tµ, X%X & T' 
2. Conditional on the current value of  ,for each brand ,and subject *, generate +, values 
through this equation:     +,  1|, ,  1, ! 
     Φ.!,  Φ%/0   & 11 2 Φ.!,  % 
+,  1|, ,  0, ! 
     1Φ.!,  1Φ%/0   & 1 2 Φ.!,  % 
3. Generate values  , conditional on current value for  using following equation: 
   ,|, +, , ! 
                                    45.!,,167 , 8 0 if +,  1, 
 





4. Generate the prior mean  using the following equation, given the values , … <, and Σ: 




Σ'|, …  , µ 
5. Generate the prior covariance Σ using the following equation, given the values 
, … < , and : 




where WJ, K denotes the Wishart distribution with J degrees of freedom and expected 
value JK'(Wakefield et al. 1994) 
The iterations can be initialized by setting   0, Σ  1. 
Young et al. performed two simulation studies to evaluate the effectiveness of the Bayes 
estimators and the Gibbs sampling technique as described, versus simple maximum likelihood in 
measuring product-purchase behavior based only on the purchase intent data.  In both a 
simulation study and data from a marketing study, the proposed Bayes estimation method  
proved to demonstrate much less bias.  Although the variance was higher than that of the 
traditional maximum-likelihood method, overall, the proposed model estimates of the 
relationship between the demographic/psychographic covariates and actual purchase behavior 
was far more accurate (Young, DeSarbo, & Morwitz, 1998). 
2.10 Bayesian Vector Multidimensional Scaling 
 More recently, Bayesian statistical analysis has been used to gain insight into 
competitive positioning of brands within a study involving preference data related to Sports 





Desarbo, Park, & Scott, 2010).  The Bayesian vector MDS model recently developed  by Fong et 
al. (2010) is specifically applicable to successive categories of preference/dominance data.  Their 
model can accommodate heterogeneity at the individual parameter level. The Bayesian 
procedure they proposed incorporates input data into a probability-based model and uses a 
probability-based criterion also for determining dimensions of the joint space map.  Prior values 
can be incorporated from related datasets as well.   Additional advantages of their procedure are 
that they can provide interval estimates for parameters of interest and missing data is not an 
issue.    
Fong et al.’s (2010) model was developed to accommodate preference data specifically 
for Sports Utility Vehicles (SUVs), and was based on a consumer panel of 600,000 nationally 
representative households, surveyed semi-annually over the course of 20 years.  The respondents 
were classified as “intenders”, meaning they had plans to purchase a new vehicle within 6-12 
months, and their answers corresponded to the brand/model that belonged to the product segment 
from which they planned to buy from.  In the end, for each survey given, the relevant sample 
usually ranged between 200-300 respondents per segment wave.  For the luxury sports utility 
vehicle (SUV) product segment, which was selected for use in the particular study of interest, 
brand awareness questions, advertising recall, affinity toward brands, and purchase- intent 
information were collected in a sample of 212 respondents (Fong, Desarbo, Park, & Scott, 2010).   
Respondents indicated their ordered consideration to buy on a four-point ordinal scale in the 
study ranging from (4-“Definitely Would Consider,” 3-“Probably Would Consider,”, 2-
“Probably Would Not Consider,” and 1-“Definitely Would Not Consider”).  Additionally, 





Applies,” 3-“Might Apply,” 2-“Probably Does Not Apply,” and 1-“Definitely Does Not Apply”)  
in order to subjectively rate on image attributes.   
The intention of the model was to provide a “joint spatial representation of the row 
(consumer) and column (brand) from the input data matrix in a reduced dimensionality, such that 
the geometric relationship of the row and column provided insight into the structure underlying 
the data”. In past typical vector MDS procedures, such as MDPREF (Caroll & Arabie, 1980), 
either rows or columns are represented by vectors starting from the origin, and the other set is 
given as points.  Fong et al.’s (2010) proposed procedure in fact gave an orthogonal projection of 
the points onto the vectors in a T-dimensional space, which provided insights into the dominance 
relationships within the dataset.   
Noted limitations of both ALSCAL and MDPREF on preference datasets were the lack of 
sound rationale for choosing a dimension, and problems that arise from data-preprocessing, 
which has a great influence on the resulting solutions.  To account for this, Fong et al. (2010) 
employed an alternative MDS approach using Bayesian analysis, which was complementary to 
that approach of DeSarbo, Kim, and Fong (1999) on Binary Choice Data.  The unique aspect of 
Fong et al.’s (2010) proposed Bayesian vector MDS model, was that it was not limited to only 
using standard probability distributions as specified priors, such as was the case with the 
previously existing Bayesian MDS procedures.  Instead, their proposed model provided the 
flexibility to incorporate other data sources, such as attributes, to derive posterior distributions.  
This was a unique and useful feature in that it makes sense to use related information to obtain 
posterior values.   The proposed procedure was thus able to jointly analyze the two different 





The Bayesian factor analysis was analyzed, and the vehicle characteristics that existed 
within each dimension were evaluated.  Visually, the posterior means of the consumer vectors 
and brand points were plotted and reviewed, and the heterogeneity of the consumer preferences 
was quite apparent.   Three dimensions were determined to be optimal, with each dimension 
characterizing a set of attributes related to the vehicles. Dimension 1 represented the Rugged, 
Tough, Good Off-Road, Non-Family-Friendly attributes, where as Dimension 2 mainly consisted 
of Roominess within the car and poor gas mileage, and Dimension 3 spoke to Technical 
Sophistication, Prestige, and Trade-in Value.  
          Figure 2.3 
 
Figure 2.3: Example of how the Bayesian MDS three-dimensional solution could appear.  Products change location 
relative to dimensions being graphed.  
  
       Interval estimates from the MCMC output were also given.  The measure of fit used 
within the 2010 proposed model came from DeSarbo, Park and Scott’s 2008 paper given as: 





for each brand j where QRST  is the predicted response.  Note: F measure always lies between .05 
and 100%, and numbers closer to 100% were an indication that predicted responses were closer 
to actual ones. 
2.11 Bayesian Multidimensional Scaling and Choice Dimension 
The most common procedures used to determine the appropriate dimensions in MDS, 
with regard to Maximum Likelihood Estimates, are the Akaike Information Criterion (AIC) and 
the Bayesian Information Criterion (BIC).  However both have arguments against using them.  
The criticism of using AIC has been that it uses a set predictive distribution, rather than the full 
predictive distribution that incorporates unknown parameters (Speigelhalter, Best, Carlin, & Van 
der Linde, 2002).  The argument against using BIC by Bernando and Smith (1994) was that it 
may only be usable when there is one true model for those being compared.  Additionally, most 
techniques to measure the complexity of a model such as AIC (Akaike, 1973) and BIC (Schwarz, 
1978) trade off model fit against a measure of the effective number of parameters in the model 
(Speigelhalter, Best, Carlin, & Van der Linde, 2002). 
Oh and Raftery (2001) proposed a model to optimize dimensionality within MDS, since 
there had not been one uniform method used to determine this for dissimilarity data.  Their 
method addressed the issue that maximum-likelihood MDS methods which relied on asymptotic 
theory may become too complex in high dimensions.    Essentially, the number of parameters 
grows as quickly as the number of objects  in high dimensions, and within the space there are a 
growing number of local minima, and initial estimates become difficult. 
In their proposed model, Oh and Raftery (2001) created Bayesian MDS (BMDS) which 
used a Euclidean distance model, assumed Gaussian measurement error in the observed 





solution for the object configuration.  Within their proposed model, they applied a Bayesian 
criterion called MDSIC to choose an appropriate dimension. MDSIC is based on a Bayes factor, 
or ratio of integrated likelihoods which compared the BMDS estimation in one versus another 
dimension (Oh & Raftery, 2001).   
In their approach, observed dissimilarities were modeled as equal Euclidean distances 
plus error.  Their Bayesian modeling of MDS seemed to provide a formal way to choose 
dimensions and provide measures of uncertainties in estimations.  For Bayesian MDS, the true 
dissimilarity measure X,M   is defined as the distance between objects i and j in a Euclidean space 
(Oh & Raftery, 2001).  For Bayesian analyses, prior distribution values must be specified for X 
(the unknown parameters) and YZ (error variance). Because of the complexities and high 
dimensions of the posterior density functions of dissimilarity matrices, Oh and Raftery (2001) 
applied an MCMC algorithm to simulate from the posterior distribution.  The algorithm served to 
calculate iteratively new values for each object configuration !M, the error variance YZ, and the 
hyperparameter, given current values of other unknowns. 
Oh and Raftery (2001) proposed a Bayesian approach to object configuration in 
multidimensional scaling and a new Bayesian dimension-choice criterion called MDSIC.  The 
advantages of their model include a better fit than classical MDS and a slightly better fit than 
ALSCAL generally.  The implication is that BMDS does better in terms of posterior distributions 
than other methods.   
In particular, BMDS performs better when dissimilarities are more extreme, and 
dimensions are unclear.  Their proposed MDSIC may be applied beyond Bayesian object 
configuration to any MDS solution.  The BMDS also uses MCMC to generate posterior samples 





A distinction of BMDS is that when dimension increases, coordinates for lower 
dimensions changes, which is improvement over CMDS, which sustains the initial coordinate 
values for the lower dimensions as a subset for the higher dimensions which may not be optimal.  
BMDS minimizes STRESS while ALSCAL minimizes S-STRESS, which places a greater 

























This chapter provides additional background information and presents a framework of the 
approach that is applied to the present study.  The analysis utilizes Bayesian Multidimensional 
Scaling to interpret five-point ordinal preference data related to 16 Bookazines product ideas 
(Bookazines are similar to special edition magazines, but are perfect bound and more expensive, 
see Section 1.1). Spatially representative mapping of the data provides a visual depiction of the 
popularity of each product idea and illustrates how each product idea relates to the others.  The 
model created was run through the R statistical package and employs a new approach for 
interpretation of understanding dominance relationships within ordinal preference data.   
Specialized functions that incorporate and expand upon Bayesian Multi-Dimensional Scaling and 
Markov Chain Monte Carlo (MCMC) methods were created.  The analysis is similar in nature to 
Fong et al.’s (2010) approach, however expands upon some of the popularity metrics, and 
employs a differing approach for dimension selection.  The model presented is unique in that the 
individuals have varying thresholds, resulting in their ordinal scores for the various products.  In 
Fong et al.’s (2010) model, the individuals were mapped as vectors and were depicted as having 
equal lengths.  Within our model, the individuals in a similar visual representation would have 
varying lengths.  Additionally, within our model the magnitude of the product popularity is 
depicted whereas within Fong et al.’s (2010) model, products were only shown as points, and 
interpretations were mainly related to their proximities to each other and the vectors. 






Utility is often viewed as an underlying latent variable associated with each response 
when dealing with ordered preference data (Albert & Chib, 1993).  Our model, called Bayesian 
Multidimensional Scaling Model For Ordinal Preference Data, assumes that each individual i 
assigns a utility [,M to each product j.   Utility in this case, represents the degree of positive 
sentiment towards the products.  
Let: 
\  1, … ,  subjects; 
]  1, … , ^ stimuli or products; 
  1, … , _ dimensions; 
[,M   M` &  a.bcd,1) 
Utilities are assumed to be normally distributed, with mean M`.  M` represents the product 
latitudes, or popularities of product j.   a′ represents the product loadings, and ,represents the 
direction for the individual’s preferences.  a.bcd is an inner product related to cosine similarity, 
which represents the angle between the individual preference and the product vectors, and 
provides insight into their directions (Manning, Raghavan, & Schutz, 2008). 
Let: 




Utilities are mapped to the ordinal score categories such that the highest scores have the 
greatest appeal.  Given that the present study has five choices, m will equal 4.  As such, If   
 [db ; g,h , then idb  1 
If g,h ; [db ; g,j   then idb  2 






3.2 Markov Chain Monte Carlo Methods 
Directly sampling by simulating values from the posterior of interest is often not an 
option.  The complexity and the dimensionality of the problem make it challenging to obtain 
simulated values from the posteriors. Markov Chain Monte Carlo (MCMC) methods are a class 
of simulations that build sequences which converge in distribution to the posterior (target) 
distribution.   To estimate posterior expectations, resulting samples are drawn via a constructed 
Markov chain that has the same target distribution as its stationery distribution (Fox, 2010).   
Gibbs Sampling 
The most commonly used MCMC method is Gibbs sampling, which begins with the 
partitioning or blocking of parameters or random vectors of interest in subvectors   , 
… n.  The joint posterior density of the random vector equals |, and this is also the target 
density.  A transition process from o to op is defined by making draws at interaction 
m & 1from the conditional pdf of each subvector,  
op~|Zo, … no,   
Zop~Z|op, ro, … no,   
    … 
   nop~4nsop, … n'op,         (Fox, 2010) 
The Gibbs sampler manages the transition process, and the form of the conditional 
densities and the choice of blocking characterizes each sampler.  Under some regularity 
conditions, the MCMC chain has a stationery density equal to |.  This means that o 





There are three assumptions that must be satisfied for the MCMC chain to meet the 
regularity conditions.  It must be irreducible, aperiodic, and positive recurrent.  In essence, each 
state in the sample space can be reached from any other state by repeatedly sampling from the 
conditionals as described; the chain cannot move between states in regular periodic movements; 
and finally all subsequent sampled values are distributed according to an initial value (Fox, 
2010).  
3.3 Proposed MCMC Estimation Procedure   
Using MCMC direct implementation, iterate the following steps for the Bayesian 
Multidimensional Scaling Model For Ordinal Preference Data T number of times until 
convergence occurs.  
We start with initial values:  yz, {z, and |z 
where yz is J x 1= all the popularity measures; {z is J x K =matrix of all i and j item 
loadings; and |z is   N x K=matrix of respondent’s theta values. Additionally, J=number of 
products, N=number of individuals, K=number of dimensions. 
Step 1: Sample utilities 
Given an individual i,  assigned a score of Y to  a product j, we randomly sample a new 
utility from a truncated normal distribution, truncated at the individual’s score category for the 
individual’s threshold.   Let [db be the truncated normal distribution with mean M` &  a.Mc,, with 
variance 1, or  
[,M   M` &  a.bcd,1) 
We also assume each individual has thresholds g… gowhich determine the utility 





 [,M is truncated betweeng,}0~h   and g,}0~, where g,=-∞   and g,h=+∞ . The number of ordinal 
score values will be represented by m+1.  Given that the present study has 5 choices, m will 
equal 4.  As such, If   
 [db ; g,h , then idb  1 
If g,h ; [db ; g,j   then idb  2 
If [db ; g,l  , then idb  m & 1 (which is the highest score) 
 
Step 2:  This treats the vector of alphas and the loading matrix as a block in the MCMC 
algorithm, where we sample from their joint conditional distribution by first following a), and 
then b) as given below (Roberts & Sahu, 1997).  
a) Sample y and  by first sampling `, then Λ, given `.  First, establish `, then 
conditional on `, obtain Λ.  We note that  [db| is normal or 
 [db|   M` & e%M  cd,1) 
The joint distribution of the utilities unconditional on  is multivariate normal; 
 d   y, I +  %) 
From the above, we can show that the posterior for alpha `), given u and theta () is normal. 
y|u, Λ   ,    I & %, where I & % is the Bayesian covariance matrix (or  popularity 
plus the noise) and is JxJ.  The above formula represents that for each item, we are calculating an 
average item utility, which indicates the new popularity metric. 
b)  Sample Λ, [db|   M` & e%M  cd,1), in this case MCMC works as if everything is 
known, with the exception of lambda (Λ.   





Where  .'%[ 2 ` are the least squares regression coefficients and .' 
represents the covariance matrix.  . is KXK,  is KXN, [ 2 ` is KXJ, and .'%[ 2 ` 
is NXK, which represents the entire set of .  Sampling lambda (Λ is similar to sampling slopes 
in a multivariate regression model. If the observed utilities were known, Bayesian multivariate 
regression could be applied. 
Step 3: Sample .  Note that the sampling method for e is similar to sampling . Also, if eis 
known,  functions like a slope in a regression equation. 
%~% & 7'%[ 2 y%, % & 7' 
Where % & 7' is the covariance matrix. Assume the prior value on ,   0,1 
Note that  is JXK, Θ is NXK, and ,is KX1. 
Step 4: Sample s.  
The thresholds determine the utility required for the individual to assign an ordinal score to the 
product.   
Assume g,is normal with mean 0 and variance 1 and is truncated between g,'and g,p. 
Utilities are mapped to the ordinal score categories such that the highest scores have the greatest 
appeal.  Given that the present study has five choices, m will equal 4.  As such, If   
 [db ; g,h , then idb  1 
If g,h ; [db ; g,j   then idb  2 
If [db ; g,l  , then idb  m & 1 (which is the highest score) 
The posterior estimates and figures presented in the application to real data section are 
based on a simulation run for 1,000 iterations out of which the last 750 iterations are used for 
generating parameter estimate.  Convergence was checked by running varying numbers of 





3.4 Rotational Identification 
Within factor models, an uncertainty that exists is that factors and factor loadings can 
only be identified up to an orthoganol rotation. In confirmatory factor analysis 
(CFA), different options exist for inserting constraints aimed at satisfying unique identification 
of the model parameters. Erosheva and Curtis (2011) presented an approach for dealing with 
rotational invariance in Bayesian confirmatory factor analysis.   
For a particular factor analysis model, there are usually multiple options when choosing 
rotational identifiability constraints. When each variable loads on exactly one factor in simple 
factor models, in terms of model fit, equivalent solutions result even when different sets of 
constraints are used.  However, in more complex factor models when variables may load on 
multiple factors, different sets of constraints drastically influence model fit under maximum 
likelihood estimation procedures (Millsap, 2001). 
Using a Bayesian approach to factor analysis, Erosheva and Curtis (2011) provided 
examples of how rotational constraints can be problematic for Bayesian inference with complex 
CFA structures. In particular, Erosheva and Curtis (2011) demonstrated how constraining some 
loadings to be one or positive may result in nontrivial multimodality in the likelihood and in 
mode-switching behavior with Markov chain Monte Carlo samplers.  When mode-switching 
occurs, posterior MCMC simulations cannot adapt to standard summaries and convergence 
diagnostics fail.  
Erosheva and Curtis (2011) made a case for estimating Bayesian factor analysis models 
without rotational constraints on the loadings and using a relabeling algorithm for post-
processing MCMC draws.  The relabeling algorithm was also applicable beyond CFA to 





may often discover problems with Bayesian inference in simple cases, the impact of rotational 
invariance on the likelihood surface under additional constraints may not be as obvious in 
complex models with real data.  
The approach presented by Erosheva and Curtis (2011) for dealing with rotational 
invariance that does not require making preferential choices among variables for constraint 
placement is useful.  A similar approach was applied to the model in the present paper.  Within 
the original model that was established in the present paper, a rotational problem was identified.   
Many of the values within the output were identified as unstable, and would switch from positive 
to negative as the model progressed. Thus, average resulting values would approach zero.  The 
resulting visualization of the model output was also unstable as a result of the rotational problem 
and “ mirror images of products” might appear with additional runs.  
The rotational variance was addressed by creating a function that calculated the optimal 
lambda values within each iteration.  The initial step within the process calculated all mean 
lambda values. Then, within each iteration and dimension, the values of the lambdas were 
“flipped” to the corresponding positive or negative value, to evaluate whether the new values 
were closer to the mean lambda values.  If, in fact the new values were closer, the “flipped” 
value was saved.  If the changed value was further away from the mean lambda, the original 
lambda value was left unchanged.  Following this, new lambda mean values were calculated for 
each iteration and dimension.  This process continued until there were no further rotations that 
could improve the fit (Eroseva & Curtis, 2011).  
3.5 Model Selection: Determining The Number of Dimensions 
 Markov Chain Monte Carlo (MCMC) methods have enabled the exploration of complex 





alternative models and identify those that represent the data most accurately.  Model fit, usually 
measured through a deviance statistic, level of complexity, and number of free parameters are 
typically the identifiers used to determine which model is the “best”.   
Model comparison using Bayesian Information Criterion requires specification of the 
number of parameters in each model.  A challenge is that in complex hierarchical models, 
parameters may outnumber observations, so typical methods of model fit comparisons cannot be 
applied.  For Bayesian ‘full’ probability models, prior distributions p( must be specified and 
may give rise to marginal distributions.   
Examining The Dimensionality of the Model: 
Dimensions were selected based on the variance by dimension.  The variance is also an 
indicator of optimal dimensionality, however the challenge is in determining at what threshold is 
value small enough to indicate an acceptable minimum to conclude that an additional dimension 
is not necessary. 
The common technique within MDS has typically been to identify the “elbow” within the 
data through scree plots.  However problems can often arise, depending on the number of errors 
and scale of the data (Oh & Raftery, 2001).   Typically stress is used to determine dimensionality 
in MDS (STRESS = ∑~0~' RS j∑0~0~j . ) This approach still relies on identifying a point where a 
plot “levels off”, as in finding an elbow. An alternative method for determining dimensionality is 
ALSCAL (alternating least-squares scaling), which was developed by Takane, et al (1977) (cited 
in Oh and Raftery, 2001).   However, a disadvantage of ALSCAL is that it involves squaring 
dissimilarities and distances, which places an emphasis on the larger dissimilarities--which could 





3.6 Comments About The Model 
The model itself simplifies estimation through the use of Bayesian MCMC.  The 
procedure yields an approximation to the full joint posterior estimation of the distribution of the 
model.  Consequently, it is not necessary to rely on asymptotic results and approximations to 
standard errors.  Additionally, results are meaningful regardless of sample size used.   
3.7 Application to Real Data 
Data 
There are two actual data sets used in the study.  The first, is actual Time Incorporated 
Bookazine-preference data collected via online surveys in 2009.  The second is data collected 
through a Symphony IRI Household Panel, known as their National Consumer Panel Network.  
The data was generated through an online survey which took place from October 22, 2011 
through October 30, 2011.   
The products analyzed within the Time Incorporated Bookazine data set are known as 
“bookazines” which are specific, perfect-bound (meaning saddle-stitched, similar to books, 
unlike traditional magazines), highly priced, special-edition magazines. The survey pool 
consisted of 418 individuals from a sample of online respondents who met specified criteria, 
including past purchasing behavior of magazines or books.  The overall pool was targeted to 
have similar demographics to those who buy the traditional, core books.  The respondent pool 
was asked their likelihood of buying an assortment of sixteen hypothetical, newly created 
bookazine products, based on their titles and descriptions of their subject matter.  A five-point 
ordinal scale was used for the survey (1=Definitely Would Buy, 2=Probably Would Buy, 





Each respondent was surveyed about sixteen total bookazine concepts.  Three of the 
sixteen concepts that were presented to the entire respondent pool were actual products that had 
been published previously and experienced strong sales.  Thirteen other products per respondent 
were tested, although the thirteen surveyed were randomized within the sample.  
Each of the following concepts was scored on a sale of one to five in terms of how likely 
the respondent would be to buy a specific bookazine.  For the purpose of our study, we reverse 
coded the responses so that five, rather than one, would indicate that the respondent would 
definitely buy the product. 
Ordinal Scale Used in Survey: 
1-Definitely would not buy it 
2-Probably would not buy it 
3-Might or might not buy it 
4-Probably would buy it  
5-Definitely would buy it  
CONCEPTS used in study: 
1. Teen Idols: Then & Now-Screaming, fainting, crying and buying records: That, generation after 
generation, is the wild, goofy and lucrative Teen Idol phenomenon. Teen Idols: Then & Now takes a look 
at them all, from the King himself (Elvis!) to the mop-topped Beatles, Herman’s Hermits, The Monkees, 
Davey Jones, Bobby Sherman and both Cassidy’s (David and Shaun) to the thin-hipped, floppy haired 
man-boys of the moment, the Jonas Brothers. Find out what it felt like, where your favorites are now - 
and what kind of advice former Teen Idols have for the kids in the limelight now.  
2. The Obamas: A First Family Album -One year into a remarkable presidency, PEOPLE presents a 





and Indonesia; meeting and courting wife Michelle; raising daughters Sasha and Malia; campaigning to 
victory; and the family’s memorable first year in the White House. 
3. Celebrity Dating: A Complete History! -At last, a resource book for people who need to answer the 
question: “Hey, did she really go out with him?” Explore the romantic résumés of your favorite stars, 
from Brad Pitt (Robin Givens, Juliette Lewis, Gwyneth Paltrow, etc.) to Julia Roberts (Liam Neeson, 
Dylan McDermott, Keifer Sutherland, Lyle Lovett, etc.) to Jennifer Aniston (Adam Duritz, Tate 
Donovan, Brad Pitt) and more, more, more.  Dozens of stars, hundreds of photos: A lavish pictorial 
history of the joys, and fickleness, of celebrity love. 
4. Best Pet & Animal Stories! -PEOPLE is about people - except when it’s about pets. PEOPLE’s Best 
Pet & Animal Stories! presents 35 years of great stories and one-of-a kind pictures, including celebrities 
and their pets; hero pets; unusual pets (the buffalo in the living room, the giraffe in the backyard); and “I-
can’t-believe-they-do-that” pets (who can forget Bert, the skydiving dachshund?).  If you like pets, own a 
pet or, perhaps, even are a pet, this is the book for you.  
5. Jennifer Aniston: One Star’s Life -Almost everybody doesn’t like someone, but almost nobody 
doesn’t like the former Friends star and American every-girl. Jennifer Aniston: One Star’s Life takes a 
fun look at the life of the very popular actress and cultural phenomenon, from childhood to TV success, 
movies and a roller-coaster love life that has kept a curious nation riveted. 
6. TV Shows That Changed Our Lives -Every generation has its must-see TV, from big hits like 
Friends, Seinfeld and Charlie’s Angels, to the Brady Bunch and Saved By the Bell, to cult classics like 
Star Trek, Twin Peaks and My So-Called Life. TV Shows That Changed Our Lives looks back at the 
shows millions loved, why they were hits and what became of the stars.  
7. 35 Years of Covers -For 35 years, PEOPLE Magazine, more than any other publication, has covered 
the hot topic of the moments in popular culture. 35 Years of Covers presents exactly that: a history of who 





farewells, weddings, diets, TV, movies, music and more - as displayed on 1,858 covers since the 
magazine began on March 4, 1974. 
8. Half Their Size: How They Did It!  -Year after year, PEOPLE’s Half Their Size weight-loss covers 
have been among the magazine’s bestsellers. At last, in one book comes the collected story of more than 
50 very happy, very healthy big losers: women who shed at least 100 lbs. each and jump-started new 
lives.  Look at the amazing before-and-after pictures, learn exactly how they did it, and be inspired. 
9. Great Lives Remembered -A look back at pop-cultural icons - including Paul Newman, Princess Di, 
Ronald Reagan, Johnny Carson, Jackie O, Audrey Hepburn, Princess Grace - and the lives they lived, as 
told for 35 years in the pages of PEOPLE. 
10. Celebrity Diets & Weight Loss Secrets! Celebrities including: Valerie Bertinelli, Oprah Winfrey, 
Halle Berry, Kirstie Alley, Jennifer Aniston, Carnie Wilson and many, many more talk about how they 
lose weight, tips and tricks, overcoming setbacks, and the role of willpower and personal forgiveness in 
the battle to stay healthy.  
11. Greatest Celebrity Portraits Of All Time -The most revealing photographs ever taken of the leading 
men and women of Hollywood today (Julia, George, Angelina, Brad) and yesterday (Marilyn, Cary, 
Marlon, Liz) by the best photographers in the world. 
12. 35 Years of Best and Worst Dressed!: The Good, the Bad & the Bizarre From Thirty Years of 
PEOPLE -The sublimely good, the deliciously bad, and the utterly inexplicable in three decades of style 
and beauty from the pages of PEOPLE. Take a look back at your favorite “What was she thinking?” 
moments and the outfits that took your breath away. Join PEOPLE Magazine as they take an in-depth 
look at the clothes, the hair, the jewels, and the shoes of the best and worst dressed.  
13. All-Time 100 Beauties: The Best of Beauty for the Past 50 Years -Beyond mere fads and fashion: 





test of time. Join the Editors of PEOPLE as they rank the 100 All-Time Beauties. Who will make the cut? 
This book collects and celebrates five decades of beauties, creating a keepsake album of the pop-culture 
personalities who defined our century, featuring some of the most memorable pictures ever shot. 
14. Gone Too Soon: Remembering 65 celebrities who died far too young -From JFK, Jr. to John 
Lennon and River Phoenix to Selena, filled with rare pictures and fresh interviews, this PEOPLE 
collector’s book looks back at remarkable lives that captured the popular imagination and ended far too 
soon. 
15. Celebrity Transformations / How They’ve Changed -Some went from geek to glam, some went 
from glam to superglam - but no one ever stays the same. Here’s how Hollywood’s biggest celebrities - 
including Jennifer Aniston, Angelina Jolie, George Clooney,  Brad Pitt and more - have changed their 
look to match the changing demands of stardom. 
16. Celebrate the ‘90s!: The Stars, The Fads, The Moments You’ll Never Forget: Foreword by 
Roseanne Barr -Seinfeld? 90210? The Simpsons? Were the ‘90s the greatest decade or what? How about 
a pretty good decade? Whatever! This is the book that has it all- from Melrose Place to Ally McBeal, from 
Kurt Cobain to the Spice Girls, from Michael Jordan to Princess Diana, and from Leo DiCaprio to Forrest 
Gump – here are the greatest people, photos, and stories of the decade.  
Second Data Set –Shopping Data 
The second data set was collected for a study related to the economy’s influence on shopping 
behaviors, which was presented at an National Association of Chain Drug Stores (NACDS) 
conference in November, 2011.  The Survey was conducted from October 22, 2011 through 
October 30, 2011 using an online questionnaire to understand shopper behavior and motivations. 





“When in the store shopping for various household items (food, beverages, over the counter 
drugs, general merchandising, magazines, etc.), how strongly does each of the following 
factors influence your purchases?”  
Respondents applied the below ordinal scale to the following list of factors: 
1. Does not influence at all 
2. Does not influence much 
3. Neutral 
4. Somewhat influences 





In store communications (i.e. TV, Radio, Signage, etc.) 
Special display 
Attractive product packaging 
Convenience of using the product 
Environmentally friendly packaging (recycled,bio-degradable, etc.) 
Product/packaging association with a social cause (Cancer, education, etc.) 
Ease of finding the product I am looking for 
Product advertisements seen previously 
Family member request for item 
Close proximity to other item(s) I am shopping for 
Nutritional information on product packaging 
Brand new items/Innovation 
Mobile phone offers 
Mobile phone apps (price comparison) 












4.1 Research Objective 
Our research objective was to derive the joint spatial representation of the subjects and 
products represented by the dissimilarity preference data matrix within a reduced dimensionality.   
This depiction would aim to enable interpretation of the preference structure underlying the data 
and potential demand for each product.    
4.2 Cluster Dendograms 
To gain an understanding of the fundamental composition of the data prior to applying 
the model, the clusters and relationships of the various products were reviewed.  Figure 4.1  and 
4.2 present the simplistic cluster dendograms derived from the dissimilarity matrices from the 
two data sets which show how the various products cluster together.   
Within the Bookazine data set presented in Figure 4.1, there are two main clusters that 
appear.  The products on the right “branch” appear to consist of a more diverse array of products, 
ranging from “The Obamas” in their own separate cluster, “Best Pets” also isolated, and “Half 
Their Size” (a diet topic) and “Celebrity Diets” clustered together.  The left side of the right 
“branch” consists mainly of three compilation products with the two tribute issues labeled “Great 
Lives Remembered” and “Gone Too Soon” clustered together.  The right side of the left 
“branch” consists of many products that relate to celebrity trends.  Topics within the cluster vary 
from historic beauty, fashion, and celebrity gossip.   
 Figure 4.1 People Bookazine Cluster Dendogram













The shopping data set presented in Figure 4.2, shows a number of influences cluster 
together based on economic, technological, and environmental factors.   Those influenced by low 
price and deals/promotions logically group together, while those who are less price sensitive and 
are instead reportedly influenced by how environmentally friendly a product is or whether it 
helps a charitable cause, group together on the opposite side of the dendogram.  Other groupings 
which intuitively make sense include those influenced by convenience and ease of finding; in-
store advertisements and special display; and mobile offers and mobile phone applications. 
4.3 Sum of Squared Loadings 
The model was applied to both sets of data within varying dimensions, and for a number 
of combinations and iterations.   Changes to the loadings were recorded as given in Tables 4.1a, 
4.1b, 4.2a, 4.2b, and 4.3a, 4.3b.   The loadings of the People Bookazine data set shown in Table 
4.1a and 4.1b indicate that the data appears to be three dimensional.  Within three dimensions, 
the cumulative percentage of the first and second dimensions crosses the threshold criterion of 
.80 of the variance explained and the third dimension contributes more than .10.  






















2 100,000 6.215     2.923     
3 100,000 6.402     1.009     0.378     
4 1,000 8.980     1.298     0.552     0.242     
5 1,000 8.963     1.225     0.702     0.346     0.156     
6 1,000 9.617     1.389     0.766     0.431     0.214     0.099     










Table 4.2a Sum of Squared Loadings (Posterior Means) By Iteration Counts and Dimensions for the 
Shopping data 
 






























2 0.643     0.357     0.643     1.000     
3 0.660     0.201     0.139     0.660     0.861     1.000     
4 0.650     0.158     0.107     0.086     0.650     0.807     0.914     1.000     
5 0.598     0.139     0.106     0.084     0.073     0.598     0.737     0.843     0.927     1.000     1.000     
6 0.566     0.131     0.097     0.079     0.067     0.060     0.566     0.697     0.794     0.873     0.940     1.000     
Sum of Squared loadings (proportions) from 
Bayesian factor analysis






Iterations Dim 1 Dim 2 Dim 3 Dim 4 Dim 5 Dim 6
2 100,000 28.013   2.645     
3 100,000 28.759   2.815     1.216     
4 1,000 26.917   2.832     1.465     0.584     
5 1,000 26.921   2.857     1.614     0.773     0.325     
6 1,000 28.115   2.844     1.644     0.882     0.442     0.196     





Dimensions Dim 1 Dim 2 Dim 3 Dim 4 Dim 5 Dim 6 Dim 1 Dim 2 Dim 3 Dim 4 Dim 5 Dim 6
2 0.886     0.114     0.886     
3 0.829     0.108     0.063     0.829     
4 0.777     0.108     0.070     0.045     0.777     0.821     0.927     1.000     
5 0.743     0.103     0.070     0.048     0.036     0.743     0.764     0.867     0.943     1.000     
6 0.723     0.097     0.067     0.047     0.036     0.030     0.723     0.710     0.812     0.890     0.951     1.000     
Sum of Squared loadings (proportions) from 
Bayesian factor analysis






Table 4.3a  Sum of Squared loadings (Posterior Means) By Iteration Counts and Dimensions for the 
Shopping data Without Mobile 
 
Table 4.3b  Sum of Squared loadings (Proportions) By Iteration Counts and Dimensions for the Shopping 
data Without Mobile 
 
The loadings of the Shopping data set shown in Table 4.2a and 4.2b, indicate that the data 
appears to be two dimensional.  The threshold of .80 for the previous first dimension has been 
met and the second dimension contributes more than 0.10.    Examining the data further, we see 
that the two choices related to mobile devices “mobile applications” and “mobile coupons” have 
very little influence on the majority of the respondents within the data set.  Because the 
prevalence of promotions through those devices was still quite small at the time of the survey, 
the data was separately reviewed and run through the model with the responses to those two 
questions excluded.  With the two mobile choice removed, there is more separation within the 





Iterations Dim 1 Dim 2 Dim 3 Dim 4 Dim 5
2 100,000 14.278   1.992     
3 100,000 17.471   2.345     0.552     
4 1,000 22.312   2.660     0.784     0.283     
5 1,000 21.853   2.639     0.980     0.387     0.162     
Shopping No Mobile




Dimensions Dim 1 Dim 2 Dim 3 Dim 4 Dim 5 Dim 1 Dim 2 Dim 3 Dim 4 Dim 5
2 0.825     0.175     0.825     1.000     
3 0.774     0.152     0.074     0.774     0.926     1.000     
4 0.766     0.124     0.063     0.046     0.766     0.890     0.954     1.000     
5 0.723     0.122     0.067     0.048     0.040     0.723     0.844     0.912     0.960     1.000     
Cumulative Sum of Squared Loadings (proportions) from 
Bayesian factor analysis






still does not contribute the minimum of 0.10 criteria. Thus, the data still appears to be two 
dimensional.    
4.4 Bayesian Multidimensional Scaling Model For Ordinal Preference Data-People 
Bookazine Data 
Figures 4.3, 4.4 and 4.5 present the Bayesian Multidimensional Scaling Model For 
Ordinal Preference Data for the People Bookazine data set in a three dimensional solution.  The 
distances between products give an indication of how similar they are.  The closer each product 
lies to the origin gives an indication of how “mainstream” the product is, or in other words, those 
closer to the origin would be assumed to have greater appeal to the entire population. For 
example, in Figure 4.3, “Best Pets” lies closest to the origin, though the circle is only medium 
sized.  Whereas “Great Lives Remembered” and “Gone Too Soon” have the largest circles, 
indicating popularity, however they are not as close to the origin which indicates that they would 
only appeal to a specific set of consumers.  Though they do well within that set, they would not 
have the every-person appeal such as the “Best Pets” product would.   
Products in close proximity to each other, or even those with overlapping circles may be 
interpreted as having some similarity in their underlying appeal to the consumers who purchase 
one of them.   For example, consumers interested in “Celebrity Diets” may also be interested in 
the “Half Their Size” issue, while consumers interested in “Great Lives Remembered” may also 
be interested in the “Gone Too Soon” product.  Note that within those interpretations, we might 
also deduce that the “Gone Too Soon” and “Great Lives Remembered” products would have 
much greater appeal in general than the diet products due to the size of the circles within the 





Products represented with small circles indicate minimal appeal to the overall population.  
An example of this is “Teen Idols”, which is represented by the smallest circle of all. 
Within Figure 4.3, the first dimension can be characterized as a Beauty versus Health 
dimensions with the diet products to the extreme right and the beauty and celebrity issues to the 
extreme left.  The second dimension could be classified as a superficial to more substantive 
dimension, ranging from diet, fashion, and celebrity dating to the Obamas and tribute 
compilations.  
More two dimensional plots are given in Figures 4.4 and 4.5 which review each pair of 
two dimension within the three dimensional solution separately.  Figure 4.4 reviews the first 
versus the third dimensions of the People Bookazine data.  The first dimension remains as beauty 
versus health, while the third dimension seems to represent more iconic celebrity coverage (as 
well as pet interest) versus current celebrity news.  Viewing the second versus the third 





Figure 4.3-People First Dimension versus Second Dimension in Three Dimensions-Dimension One: Beauty 







Figure 4.4-People First Dimension versus Third Dimension in Three Dimensions- Dimension One: Beauty 






Figure 4.5- People Second Dimensions versus Third Dimensions in Three Dimensions- Dimension Two: 
Superficial vs. Substantive, Dimension Three: Iconic vs. Current Celebrity News 
 
4.5 Varimax Rotations for People Bookazine Data 
To examine the variance within the interpreted data set, the varimax rotations were 
reviewed.  Within these views, the variance of the first dimension was maximized, so that the 
distances related to the x-axis values were separated as much as possible, while the second 
dimension remained unchanged.  
The varimax rotation of the People Bookazine data presented in Figure 4.6 shows that 
while previously the first dimension was characterized as a Health versus Beauty dimension, the 
diet products within the varimax rotation shift inward, and the “Best Pets” issue location shifts to 
the extreme right. The “Celebrity Dating” product location moves to the extreme left, which was 
previously the location of the “Beauties” issue.  With this view of the data, the first dimension 
now appears to more represent a similar Celebrity News versus Celebrity Lifestyle Dimension 
previously shown for the third dimension.  The second dimension may now represent a 





The varimax rotation of the first versus third dimension maintains the Celebrity News 
versus Celebrity Lifestyle dimension, while the third dimension, with the Obamas being the most 
positive value could indicate political interest, which can also be seen in the visual representation 
of the varimax rotation of the second versus third dimension in Figure 4.7. 
Figure 4.6-Varimax Rotation of People Bookazine Data for First versus Second Dimension in Three 




Figure 4.7-Varimax Rotation of People Bookazine Data for First versus Third Dimension in Three 








Figure 4.8-Varimax Rotation of People Bookazine Data for Two vs.  Three Dimensions in Three: Dimension 







4.6 Bayesian Multidimensional Scaling Model For Ordinal Preference Shopping Data 
Figure 4.9 presents the Bayesian Multidimensional Scaling Model For Ordinal Preference 
Data for the Shopping data set in a two dimensional solution.  The distances between products 
give an indication of how similar they are.  “Ease of finding” and “nutritional information” 
appear to be the most standard of the responses given their close proximities to the origin.  Low 
Price and Deals/Promotions seem to be the most popular of the responses however, given the 
large circle sizes representing the respondents affinities for them, Mobile Apps and Mobile 
Offers have the smallest circles, which is consistent with how niche these options were at the 
time of the survey.    The first dimension of the data can be characterized as Price Sensitivity the 
low price location being located to the extreme left while mobile application is to the extreme 
right.   The second dimension appears to represent Advertising Influence with those being least 
influenced by advertising and instead being influenced by a family member request or the 
thoughts of whether they really needed the items. 







4.7 Varimax Rotations of Shopping Data  
The varimax rotations of the data represented in Figures 4.10 and 4.11 show that the first 
dimension continues to represent Price Sensitivity, while the second dimension shifts from 
Advertising Influence to now represent Thoughtfulness versus Impulsivity. Those who put more 
thoughts into their purchases give consideration to factors such as if the item has a cause 
association, is environmentally friendly, or whether they really need the product, while at the 
other extreme are individuals more influenced by a low price, deal, or special display. 
Figure 4.10-Shopping  Varimax Rotation with Mobile First versus Second Dimension in Two Dimensions:  






Figure 4.11-Shopping Varimax Rotation with Mobile Second versus First Dimension in Two Dimensions: 
Thoughtfulness/Impulsivity versus Price Sensitivity
 
Excluding the Mobile Offer and Mobile Phone Application choices from the data set 
allows further separation between the choices and a more distinct insight into the relationships 
within the data.  Given the extreme locations of the mobile choices (mobile app and mobile 
offer), the responses to those two were removed in order to understand their influence on the 
other survey choices.   
Figure 4.12 represents the new Bayesian Multidimensional Scaling Model For Ordinal 
Preference Data for the Shopping data set (with the mobile choices excluded) in a two 
dimensional solution.  The relationships between the products and the dimension 
characterizations remain similar.  The first dimension still appears to represent Price Sensitivity, 
with low price and deals/promotions located to the extreme left, in close proximity to each other. 
“Cause Association” and “Packaging” are located to the extreme right on the opposite side of the 





Advertising”, “Packaging”, and “Special Display” being opposite to “Do I really need this item”.    
 Figure 4.13 shows the chart with the thetas included.  Each vector represents a person and 
their affinities to the different choices determine where each vectors lies.  There is a distinct set 
of vectors in the direction of low price/promotion. The other choices show a broader array of 
vector locations which is an indication that one choice specifically cannot define what influences 
the person’s shopping behavior, rather there is a selection of a few options that drive their 
decisions.  Longer vectors indicate that there is a higher distinction for a particular person’s 
preference for a particular brand, while those with shorter vectors have less extreme variances in 
their opinions. 
Figure 4.12-Shopping Data with Mobile Excluded First versus Second Dimension in Two Dimensions: Price 
Sensitivity vs. Advertising Influenc
 
Figure 4.13-Shopping Data with Mobile Excluded First versus Second Dimensions with Thetas 






Figure 4.14-Shopping Varimax Rotations Mobile Excluded First versus Second Dimensions in Two 






Figure 4.15-Shopping Varimax Rotation Mobile Excluded, Second  versus First  Dimensions in Two 
Dimensions- Impulsivity versus Price Sensitivity  
 
4.8 Simulation Study 
To evaluate the statistical properties of the proposed MCMC method, we simulated 100 
ordinal data sets of approximately equivalent size (n=500) to those used in the present study, and 
applied the MCMC methodology.  The process was repeated for decreased and increased sample 
sizes of 200 and 1,000.  Simulations were designed to determine how well the model selection 
works for the determined number of dimensionalities of the data and how well the method 
recovers the true loadings and `values, or popularity of the products.    Simulations were run 





(e values from the actual data sets, and the simulations were repeated on the data in different 
dimensionalities as well.   
For the alpha (` and lambda (e values we calculated the Mean Squared Error terms and 
biases resulting from the simulations.  For the first review of the simulations, the lambdas (es 
were randomly sampled from the multivariate normal distribution, and the alphas were sampled 
from the normal distribution as well.  The alphas (`s chosen were similar to those from the real 
data set.  The second run of the simulations incorporated both of the actual data sets (People 
Bookazine and the Shopping data) that were analyzed throughout the present study.  There were 
a total of fifteen synthetic data sets created for review and analysis. Table 4.7 describes the 
characteristics of each. 
Table 4.7-Characteristics of Simulated Data 
 
Number of 
Dimensions in Model 
and Data Sample Size Data Set Description
2 200 Data Set 1 Sampled*
500 Data Set 2 Sampled*
1000 Data Set 3 Sampled*
3 200 Data Set 4 Sampled*
500 Data Set 5 Sampled*
1000 Data Set 6 Sampled*
4 200 Data Set 7 Sampled*
500 Data Set 8 Sampled*
1000 Data Set 9 Sampled*
2 418 Data Set 10 People (λ) **
3 418 Data Set 11 People (λ) **
4 418 Data Set 12 People (λ) **
2 725 Data Set 13 Shopping (λ) ***
3 725 Data Set 14 Shopping (λ) ***
4 725 Data Set 15 Shopping (λ) ***
*Lambdas(λ)s and Alphas (α)s  randomly sampled from multivariate normal distribution with approximately equivalent parameters to 
true data set
**TrueLambda(λ) values incorporated from actual People Bookazine data set





Given the People Bookazine data set has N=418 subjects, and J=16 items, and the 
Shopping data set has N=725 subjects and J=17 items with mobile choices, (J=15 items without 
the mobile choices), for the random sample data set we used the following criteria: N=500 
subjects, J=15 items, L = 5 response categories, and we performed two separate runs for each of 
the 100 simulated data sets in two and three dimensions. 
Table 4.8 gives the mean values of the Biases and MSEs of lambda (e and alphas (` 
for the fifteen synthetic data sets that were simulated.  Results show that virtually all the lambda 
and alpha biases were quite small for all sample sizes, dimensions, and data sets. The MSE for 
the lambda values of those sampled from the normal distribution is smaller for all sample sizes 
when data is fit in the second dimension.  The trend in the alpha MSE varies by sample size.  
Both the lambda and the alpha MSE are smaller when the true lambdas of the People and 
Shopping data are incorporated into the simulations. 




Model and Data Sample Size Data Set Description Bias Mean MSE Bias Mean MSE
2 200 Data Set 1 Sampled 0.013 0.780 -0.013 1.487
500 Data Set 2 Sampled -0.005 0.754 0.008 1.460
1000 Data Set 3 Sampled -0.018 0.835 0.011 1.466
3 200 Data Set 4 Sampled 0.015 0.867 0.051 1.562
500 Data Set 5 Sampled 0.008 0.878 -0.003 1.571
1000 Data Set 6 Sampled 0.027 0.894 0.060 1.617
4 200 Data Set 7 Sampled -0.014 0.962 0.013 1.554
500 Data Set 8 Sampled 0.002 0.968 -0.067 1.547
1000 Data Set 9 Sampled -0.008 0.959 -0.018 1.574
2 418 Data Set 10 People (λ) 0.085 0.320 -0.001 0.252
3 418 Data Set 11 People (λ) 0.098 0.234 -0.006 0.238
4 418 Data Set 12 People (λ) -0.076 0.209 0.007 0.264
2 725 Data Set 13 Shopping (λ) 0.067 0.279 0.017 0.339
3 725 Data Set 14 Shopping (λ) 0.029 0.248 -0.001 0.381
4 725 Data Set 15 Shopping (λ) -0.014 0.249 -0.005 0.379





Tables 4.9, 4.10, and 4.11 give the summary statistics for the analysis of variance (ANOVA) 
used to determine whether the differences in MSEs related to the changes in dimensions noted 
were statistically significant.  For the simulated data set that was sampled from the normal 
distribution, the squared errors, dimensions and sample sizes of each set of 100 iterations were 
included in the ANOVA.  Based on Table 4.9, the dimension of the model is a statistically 
significant driver of increases to the squared error, while sample size, and the interaction of 
dimension and sample size are not significant.  This indicates that the dimension of the data 
influences the accuracy of the model for the sampled data sets.  Sample size may potentially 
have been insignificant as a result of the limitations of the specific sample sizes examined.  A 
difference may have been detected if simulations run on substantially higher sample sizes had 
been included. 
As displayed in Table 4.10, the ANOVAs for the data simulations that incorporated the 
true lambda values from the Shopping and People Bookazine data sets also indicate that the 
dimension drives statistically significant changes to the squared error, and the interaction of the 
sample size and dimension was also significant. This also indicates that the dimension of the data 
influences the accuracy of the model for the sampled data sets. The significance of the 
interaction likely relates to the differences between the sample sizes of the two data sets. 
Table 4.9- Analysis of Variance: Squared-Errors, Sample Size, and Dimension of 
Simulated Data set based on Sampling from Normal Distribution  
 
ANOVA of Simulated Data Sampled From Normal Distribution
df Sum Sq Mean Sq F-value p
Sample Size 2 15 8 0.069 0.930
Dimension 2 169,669 84,834 766.304 0.000
Sample Size X Dimension 4 34 8 0.076 0.989





Table 4.10- Analysis of Variance: Squared Errors and Dimension of Simulated Data that 
incorporated the True Lambda (e values from the Shopping Data Set and the People Data Set 
  
4.3 Sum of Squared Loadings-Simulated Data 
The sum of squared loadings by dimension for all the simulations including all sample 
sizes are given in Table 4.11.    Proportional thresholds were identified for determining the 
existence of additional dimensions.  When 80% or more of the data contributed greater than .10, 
the additional dimension was assumed to exist.   
The loading values of the simulated data sets based on the sampling of the normal 
distributions indicate that the data appears to be two dimensional. The first dimension of the 
factor loadings crosses the 0.80 threshold 95% of the time or higher.  When reviewed in higher 
than two dimensions, the third dimension contributes a proportion of .10 less than 80% of the 
time in all combinations of simulations.   The loadings by dimension for the simulations of the 
randomly sampled data within two, three, and four dimensions, but fitted within dimensions 
greater than and less than the data are also included in Table 4.11 and compared to those fit in 
the correct dimension.    The loadings still confirm that the sampled data appears to be two 
dimensional. The third and fourth dimensions in every scenario do not contribute a proportion of 
.10 over 80% of the time.   
The sum of squared loading values of the Shopping data set shown in Table 4.11 indicate 
that the data appears to be two dimensional, which is consistent with the interpretation of the 
ANOVA of Simulated Data with True Lambda  (λ)  Values
df Sum Sq Mean Sq F-value p
Sample Size 1 1 1 0.155 0.694
Dimension 2 2,004 1,002 156.187 0.000
Sample Size X Dimension 2 184 92.2 14.378 0.000





actual real Shopping data.  By dimension two the threshold of 0.80 of the variance explained was 
satisfactorily reached.  Additionally, the second dimension proportion contributes at least .10 
over 80% of the time.  The loadings by dimension for the simulations of the data with the 
Shopping Lambdas and People Lambdas incorporated within two, three, and four dimensions, 
but fitted within dimensions greater than and less than the data are also included in Table 4.11 
and compared to those fit in the correct dimension.    The loadings still confirm that the 
Shopping data appears to be two dimensional. In every scenario the third and fourth dimensions 
less than 80% of the time contribute less than .10.   
The values of the People Bookazine data set shown in Table 4.11 indicate that the data 
appears to be two, rather than three dimensional, which does not support the interpretation of the 
actual People Bookazine data.  Within three dimensions, the cumulative percentage of the first 
and second dimensions crosses the threshold criterion of .80 of the variance explained; however, 
the third dimension proportion contributes less than the assumed threshold of .10.  Lowering the 
criteria to .065 would confirm the existence of the third dimension within the People data 98% of 
the time, however this criteria would imply that changes to the interpretations of the preceding 
data sets would also need to change, which we do not believe to be true.  It appears that when the 
simulations are modeled in dimensions greater than two, there is subsequent noise, and the power 













Table 4.11  Illustrates Sum of Squared Loadings By Sample Size and Dimensions for all Data Sets 
 
The cumulative distribution functions illustrated in Figure 4.15 for all three data sets 
confirm the existence of the second dimension.  Regardless of the dimension the data is modeled 
in, the fit in the second dimension generates the highest proportion values.  When the data is fit 
in the third and fourth dimensions, the assumed threshold of 0.l0 is rarely met.  The simulations 
confirm the assumptions from the real data set for both the sampled data and the data that 
incorporates the Shopping Lambdas.  However, the data that incorporates the People Lambda 















Dimension 0.10 0.075 0.065 0.05
Sampled from Normal 200 2 2 0.834    0.166    0.230       0.119      99% 100% 100% 100%
Sampled from Normal 500 2 2 0.850    0.150            0.203       0.101 95% 100% 100% 100%
Sampled from Normal 1000 2 2 0.857    0.143    0.198       0.104      95% 100% 100% 100%
Sampled from Normal 1000 3 2 0.858    0.142    0.214       0.095      91% 100% 100% 100%
Sampled from Normal 1000 4 2 0.840    0.160    0.216       0.123      100% 100% 100% 100%
Sampled from Normal 200 3 3 0.793    0.135    0.072    0.097       0.051      3% 39% 64% 95%
Sampled from Normal 500 3 3 0.822    0.115    0.063    0.089       0.042      3% 23% 46% 78%
Sampled from Normal 1000 3 3 0.725    0.175    0.101    0.129       0.069      51% 89% 97% 100%
Sampled from Normal 1000 2 3 0.807    0.124    0.069    0.093       0.044      4% 40% 58% 84%
Sampled from Normal 1000 4 3 0.757    0.154    0.089    0.114       0.068      24% 82% 97% 100%
Sampled from Normal 200 4 4 0.771    0.121    0.069    0.038    0.050       0.027      0% 1% 2% 5%
Sampled from Normal 500 4 4 0.814    0.098    0.056    0.031    0.043       0.023      0% 0% 0% 1%
Sampled from Normal 1000 4 4 0.829    0.090    0.052    0.029    0.039       0.023      0% 0% 1% 0%
Sampled from Normal 1000 3 4 0.804    0.102    0.061    0.033    0.045       0.024      0% 0% 0% 1%
Sampled from Normal 1000 2 4 0.800    0.108    0.062    0.029    0.038       0.022      0% 0% 0% 0%
Shopping Lambdas 725 2 2 0.879    0.121    0.137       0.103      98% 100% 100% 100%
Shopping Lambdas 725 3 2 0.886    0.114    0.131       0.094      88% 100% 100% 100%
Shopping Lambdas 725 4 2 0.881    0.119    0.134       0.096      93% 99% 100% 100%
Shopping Lambdas 725 2 3 0.846    0.095    0.059    0.066       0.054      0% 0% 9% 100%
Shopping Lambdas 725 3 3 0.836    0.100    0.064    0.071       0.057      0% 0% 46% 100%
Shopping Lambdas 725 4 3 0.804    0.121    0.075    0.082       0.066      0% 52% 97% 100%
Shopping Lambdas 725 2 4 0.771    0.125    0.060    0.044    0.047       0.041      0% 0% 0% 0%
Shopping Lambdas 725 3 4 0.788    0.105    0.062    0.045    0.047       0.042      0% 0% 0% 0%
Shopping Lambdas 725 4 4 0.786    0.106    0.062    0.046    0.049       0.043      0% 0% 0% 0%
People Lambdas 418 2 2 0.884    0.116    0.139       0.098      92% 100% 100% 100%
People Lambdas 418 3 2 0.875    0.125    0.147       0.107      98% 100% 100% 100%
People Lambdas 418 4 2 0.870    0.130    0.160       0.107      99% 100% 100% 100%
People Lambdas 418 4 3 0.730    0.178    0.092    0.105       0.077      20% 98% 100% 100%
People Lambdas 418 3 3 0.799    0.129    0.072    0.081       0.064      0% 64% 98% 100%
People Lambdas 418 2 3 0.832    0.103    0.065    0.066       0.054      0% 3% 48% 100%
People Lambdas 418 2 4 0.732    0.143    0.072    0.053    0.057       0.049      0% 0% 0% 88%
People Lambdas 418 3 4 0.739    0.127    0.077    0.057    0.062       0.052      0% 0% 0% 99%
People Lambdas 418 4 4 0.676    0.167    0.091    0.065    0.072       0.058      0% 2% 56% 100%
Mean %







Figure 4.15 –Cumulative Distribution Functions of Modeled Simulations of Sampled Data, Data with 




Figures 4.16 a, b, c and d illustrate the Bias and MSE of the lambda (e and alpha (` 
values of simulated Data set 1,2,3 in two dimensions for sample sizes of 500, 200, and 1,000.  
Figure 4.16a shows that for all sample sizes reviewed (N=200,500, and 1,000), when the Lambda 





from >0, the bias becomes negative.  When the true lambda value approaches 0, the bias 
approaches zero, which is typical in Bayesian theory. 
Figure 4.16a -Bias of Lambda (a in Simulated Data Sets 1,2,&3, 100 simulations in Two Dimensions  
Bias Lambda (e N=200   Bias Lambda (e N=500     
  
     Bias Lambda (e N=1,000 
 
Figure 4.16b demonstrates that the MSE of lambdas follow similar patterns to the biases 
in that they are generally minimized as the lambda values approach zero, however as a result of 
the squared terms, the chart is more “u-shaped” than linear.  The MSE of lambda chart in 4.16b 
indicates that for n=200, as the Lambda value falls between -1.5 and 0, the MSE is minimized 





less accurate. With sample sizes n=500 and n=1,000 in figure 4.16b, the MSE is  minimized 
between -1, and 1 and at the minimum contained within the chart, the MSE approaches 0.75 and  
0.80, respectively, and increases as lambda approaches -2 or 2.   The MSE becomes more 
variable when the simulation is run on a smaller sample size of N=200, and less variable when 
the simulation is run on the greater sample size of N=1,000.   
Figure 4.16b -MSE of Lambda (a in Simulated Data Sets 1,2,3, 100 simulations in Two Dimensions  
(N=500, 200, and 1000 )  
    MSE Lambda (e, N=200   MSE Lambda (e, N=500     
  
MSE Lambda (e, N=1,000 





Figure 4.16c shows that for N=200, when the alpha value ranges from -3.0 to 0, the bias 
is positive.  When the true estimate of alpha ranges from 0 to 3.0 the bias is negative.  For 
sample sizes N=500 and N=1,000, it is also the case that the bias is positive from-3.0 to 0 and 
negative from 0 to 3.0.  The mean biases are low for all three sets of simulations because of the 
linear trending from 3 to -3. 
 
Figure 4.16c - Bias of Alpha (`in Simulated Data Sets 1,2,3 100 simulations in 2 Dimensions  
(N=200, 500, and 1000 )  
Bias Alpha (` N=200   Bias Alpha (` N=500   
  







The MSE charts in Figure 4.16d shows that the MSE is minimized when the true estimate 
of alpha approaches 0.  In all cases of the varying sample sizes, the minimum value is close to 1 
as the alpha estimated value approaches zero, and the MSE of alpha is maximized as alpha 
approaches -3.0 and 3.0.  Note, the kernel smoothing process has a boundary bias, which can be 
the result of one outlier data point, and can influence the visualization of the data. 
Figure 4.16d - MSE of Alpha (yin Simulated Data Sets 1,2,3, 100 simulations in Two Dimensions  
(N=200, 500, and 1000 ) 
MSE Alpha (`, N=200   MSE Alpha (`, N=500 
  






Figures 4.17 a, b, c and d illustrate the Bias and MSE of the lambda (e and alpha (` 
values of simulated Data sets 4-6 in three dimensions for sample sizes of 200, 500, and 1,000.    
Figure 4.17a shows that, as was the case in 2 dimensions, when the true estimate of Lambda 
value ranges from -2.0 to 0, the bias is positive.  Similarly, as was the case in the two 
dimensional synthetic data set representation, when the true estimate of Lambda is positive 
from>0,  the bias becomes negative.  The trend is again typical of that seen in Bayesian theory. 
Figure 4.17a -Bias of Lambda (a in Simulated Data Sets 4,5,6, 100 simulations in Three Dimensions  
(N=200,500, and 1000 )  
   Bias Lambda (e, N=200    Bias Lambda (e, N=500  
  






Figure 4.17b shows that for all sample sizes N=200, 500, and 1,000, as the lambda value 
falls between -1 to 1.0, the MSE is minimized and approaches 0.85. When lambda is <-1.0 or 
>1.0, the MSE increases.   
Figure 4.17b -MSE of Lambda (a in Simulated Data Sets 4.5.6, 100 simulations in Three Dimensions  
(N=200,500, and 1000)  
MSE Lambda (e, N=200   MSE Lambda (e, N=500 
  
MSE Lambda (e, N=1,000 
 
Figure 4.17c shows that for N=200, similar to the bias of alpha in two dimensions, when 
the alpha value ranges from -3.0 to 0, the bias is positive.  When the true estimate of alpha ranges 





the bias is positive from-3.0 to 0 and negative from 0 to 3.0.  The mean alpha biases are low for 
all three sets of simulations because of the linear trending from 3 to -3. 
Figure 4.17c –Bias of Alpha (y  in Simulated Data Sets 4,5,6,100 simulations in 3 Dimensions  
(N=200,500, and 1000 )  
Bias Alpha (`, N=200    Bias Alpha (`, N=500 
  
     Bias Alpha (`, N=1,000 
 
Figure 4.17d shows that similar to the two dimensional plots, the MSE is minimized 
when the true estimate of alpha approaches 0.  In all cases of the varying sample sizes, the 
minimum value is close to 1 as the estimated alpha value approaches zero, and the MSE of alpha 





Figure 4.17d –MSE of Alpha (y  in Simulated Data Sets 4,5,6,100 simulations in 3 Dimensions  
(N=200,500, and 1000 )  
 
MSE Alpha (`, N=200    MSE Alpha (`, N=500  
  
MSE Alpha (`, N=1,000 
 
Figures 4.18 a, b, c and d illustrate the Bias and MSE of the lambda (e and alpha (` 
values of simulated Data sets 7-9 in four dimensions for sample sizes of 200,500, and 1,000.    
Figure 4.18a shows that, as was the case in two and three dimensions, when the true estimate of 
lambda value ranges from -2.0 to 0, the bias is positive for all three sample sizes.  Again, as was 
the case in the two-dimensional synthetic data set representation for all three samples sizes, when 





Figure 4.18a -Bias of Lambda (a in Simulated Data Sets 4,5,6 100 simulations in 4 Dimensions  
(N=200,500, and 1000 )  
Bias Lambda (e, N=200              Bias Lambda (e, N=500 
  
    Bias Lambda (e, N=1,000 
 
The MSE of lambda chart in 4.18b shows that for all sample sizes N=200, 500, and 
1,000, as the lambda value falls between -1 to 1.0, the MSE is minimized and approaches 0.95. 
When lambda is <-1.0 or >1.0, the MSE increases.  The visualization of the plots are similar to 
those in two and three dimensions, however, the minimum values approached are about .1 higher 
with each progressive increase in dimension. 
Figure 4.18b -MSE of Lambda (a in Simulated Data Sets 7,8,9, 100 simulations in 4 Dimensions  





     MSE Lambda (e, N=200     MSE Lambda (e, N=500  
  
    MSE Lambda (e, N=1,000 
 
Figure 4.18c shows that, as was the case for two and three dimensions for four 
dimensions when n=200, similar to the bias of alpha in two dimensions, when the alpha value 
ranges from -3.0 to 0, the bias is positive.  When the true estimate of alpha ranges from 0 to 3.0 
the bias is negative.  For sample sizes N=500 and N=1,000, it is also the case that the bias is 
positive from-3.0 to 0 and negative from 0 to 3.0.  The mean alpha biases are low for all three 
sets of simulations because of the linear trending from 3 to -3. 
 
Figure 4.18c Bias of Alpha (y  in Simulated Data Sets 7,8,9, 100 simulations in 4 Dimensions  
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Figure 4.18d shows shows that similar to the two and three dimensional plots, in four 
dimensions, the MSE is minimized when the true estimate of alpha approaches 0.  In all cases of 
the varying sample sizes, the minimum value is close to 1 as the estimated alpha value 
approaches zero, and the MSE of alpha is maximized as alpha approaches -3.0 and 3.0.   
 
Figure 4.18d MSE of Alpha (y  in Simulated Data Sets 2,3,4, 100 simulations in Four Dimensions  
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Figure 4.19 illustrates the Bias and MSE of the lambda (e and alpha (` values of the 
simulated data set with the People lambda values included and run for 100 simulations in two 
dimensions.   Figure 4.19 shows that, as the lambda value ranges from -2 to 0, the bias is 
positive, and becomes 0 as lambda approaches 0.  When the true estimate of lambda is greater 
than 0, it becomes negative after that point.  The MSE chart of the lambda in Figure 4.19 
indicates that as the Lambda value approaches 0, the MSE also approaches 0. The MSE is at its 





0 as alpha approaches 0, and turns negative as alpha increases above 0.  The MSE of alpha is 
minimized as alpha approaches 0. 
Figure 4.19-Bias and MSEs of Lambda (a and Alpha (y  in People Simulated Data Set 10 in Two 
Dimensions  
Bias Lambda (e     MSE Lambda (e   
  
Bias Alpha (`     MSE Alpha (`  
  
Figure 4.20 illustrates the Bias and MSE of the lambda values of simulated People Data 
Set 11 in three dimensions.  Figure 4.20 shows that, similar to in 2 dimensions, when the lambda 





true estimate of lambda is greater than 0, it becomes negative after that point.  The MSE chart of 
the lambda indicates that also as similar to in two dimensions, as the lambda value approaches 0, 
the MSE also approaches 0. The MSE is at its highest at both -2 and 2.  The bias of the alpha 
values is positive as alpha is negative, approaches 0 as alpha approaches 0, and turns negative as 
alpha increases above 0.  The MSE of alpha is minimized as alpha approaches 0. 
Figure 4.20 Bias and MSEs of Lambda (a and Alpha (y  in People Simulated Data Set 11 in Three 
Dimensions  
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Figure 4.21 illustrates the Bias and MSE of the lambda values of simulated People Data 
Set 12 in four dimensions.  Figure 4.21 shows that, similar to in two and three dimensions, when 
the lambda value ranges from -2 to 0, the bias is positive, and becomes 0 as Lambda approaches 
0.  When the true estimate of lambda is greater than 0, it becomes negative after that point.  The 
MSE chart of the lambda in Figure 4.21 indicates that also as similar to in two and three 
dimensions, as the lambda value approaches 0, the MSE also approaches 0. The MSE is at its 
highest at both -2 and 2.  The bias of the alpha values is positive as alpha is negative, approaches 
0 as alpha approaches 0, and turns negative as alpha increases above 0.  The MSE of alpha is 
minimized as alpha approaches 0. 
Figure 4.21 Bias and MSEs of Lambda (a and Alpha (y  in People Simulated Data Set 12 in Four 
Dimensions  
Bias Lambda (e     MSE Lambda (e) 
   





   
Figure 4.22 illustrates the Bias and MSE of the lambda (e and alpha (` values of the 
simulated data set with the Shopping lambda values included and run for 100 simulations in two 
dimensions.  Figure 4.22 shows that when the lambda value ranges from -2 to 0, the bias is 
positive.  When the true estimate of lambda moves to 0, the bias approaches 0, and dips negative 
from the lambda values greater than 0.  The MSE chart of the lambda in Figure 4.22 indicates 
that the MSE is minimized to close to 0 as lambda approaches 0 and is maximized as lambda 
approaches -2 and 2.  The bias of the alpha values is positive as alpha is negative, approaches 0 
as alpha approaches 0, and turns negative as alpha increases above 0.  The MSE of alpha is 
minimized is maximized when alpha is above 1. 
Figure 4.22-Bias and MSEs of Lambda (a and Alpha (y  in Shopping Simulated Data Set 13 in Two 
Dimensions  
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Figure 4.23 illustrates the Bias and MSE of the lambda (e and alpha (` values of the 
simulated data set with the Shopping lambda values included and run for 100 simulations in 
three dimensions.  Figure 4.23 illustrates the Bias and MSE of the lambda values of simulated 
Data Set 12 in three dimensions.  Figure 4.23 shows that, similar to in two dimensions, when the 
lambda value ranges from -2 to 0, the bias is positive.  When true estimate of lambda moves to 0, 
the bias approaches 0, but dips negative from the lambda values greater than 0.  The MSE chart 
of the lambda in Figure 4.23 indicates that as the lambda value approaches 0, the MSE is 
minimized to a value approaching 0.  The MSE is maximized at -2 and 2.  The MSE chart of the 





and is maximized as lambda approaches -2 and 2.  The bias of the alpha values is positive as 
alpha is negative, approaches 0 as alpha approaches 0, and turns negative as alpha increases 
above 0.  The MSE of alpha is minimized is maximized when alpha is above 1. 
Figure 4.23-Bias and MSEs of Lambda (a and Alpha (y  in Shopping Simulated Data Set 14 in 
Three Dimensions  
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Figure 4.24 illustrates the Bias and MSE of the lambda (e and alpha (` values of the 
simulated data set with the Shopping lambda values included and run for 100 simulations in four 





value ranges from -2 to 0, the bias is positive.  When true estimate of lambda moves to 0, the 
bias approaches 0, but dips negative from the lambda values greater than 0.  The MSE chart of 
the lambda in Figure 4.24 indicates that, similar to in two and three dimensions, as the lambda 
value approaches 0, the MSE is minimized to a value approaching 0.  The MSE is maximized at -
2 and 2.  The MSE chart of the lambda in Figure 4.24 indicates that the MSE is minimized to 
close to 0 as lambda approaches 0 and is maximized as lambda approaches -2 and 2.  The bias of 
the alpha values is positive as alpha is negative, approaches 0 as alpha approaches 0, and turns 
negative as alpha increases above 0.  The MSE of alpha is minimized is maximized when alpha 
is above 1. 
Figure 4.24-Bias and MSEs of Lambda (a and Alpha (y  in Shopping Simulated Data Set 15 in 
Four Dimensions  
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We have introduced a new Bayesian Multidimensional Scaling Model that can be applied 
to ordinal preference data and can accommodate the interpretation of preference data among 
items.  Specialized functions were created that expanded upon Bayesian Multidimensional 
Scaling and MCMC methods, and a new approach for the incorporation of popularity metrics 
was used.  The procedure expanded upon Fong et al’s 2010 (Fong, Desarbo, Park, & Scott, 2010) 
work that incorporated Bayesian statistical analysis to gain insight into competitive positioning 
of brands through the use of preference data.  Similar to Fong et al’s (2010) Bayesian vector 
MDS model, heterogeneity at the individual parameter level was accommodated by 
incorporating the input data into a probability-based model that utilized prior values.  Individual 
threshold parameters were an additional feature included in the model.   
The presented process achieved a joint spatial representation of the consumers and brands 
in a reduced dimensionality.  Fong et al.’s (2010) proposed procedure gave an orthogonal 
projection of the points onto the vectors in a T-dimensional space that provided insights into the 
dominance relationships within the dataset.  The model within this paper in fact accommodated 
the dominance relationships through the spatial distances of the products relative to one another, 
along with the magnitude of popularity that was visually depicted through the relative size of 
circles within the visualization.  Individuals could be overlayed as vectors within the joint spatial 





 The procedure for dimension selection demonstrated accurate representations of 
the data.  The model was applied to both sets of data within varying dimensions, and for a 
number of combinations and iterations.   The two data sets were confirmed to have differences in 
their underlying preference structures that resulted in differences in the optimal dimensionality in 
which the data should be represented. After review of the graphical representations of the data, 
the responses that had the highest potential of accommodating the general, mass population were 
identified based on their proximities to the origins.  Responses that appeared to cluster together 
based on similar underlying appeal were recognized, and those that had potential of high and low 
degrees of magnitude within certain subsets of the population were also discussed.    
The varimax rotations of each data set were used to assess the characterizations of each 
dimension and confirm that the interpretations of each was correct.  The sum of squared loadings 
for each dimension were analyzed and the attributes related to the products within each 
dimension were identified.  Within the visualization of the data, the individual thresholds were 
incorporated and the utility of each product was graphically depicted as well as the 
interrelationships between the products.  The individuals could be included as vectors of varying 
lengths within the plots. The three dimensions of the actual People Bookazine data set were 
characterized as: Celebrity News versus Celebrity Lifestye; Health/Diet Interest; and Political 
Interest.   The two dimensions of the Shopping data set were characterized as: Price Sensitivity 
and Thoughtfulness/Impulsivity. 
 For the alpha (` and lambda (e values the Mean Squared Error terms and biases 
resulting from the simulations were calculated.  Three separate runs of data simulations were 
included within the study.  The first run utilized lambdas (es that were randomly sampled from 





well.  The alphas (`s chosen were similar to those from the real data set.  The second run of the 
simulations incorporated both of the actual data sets (People Bookazine and the Shopping data) 
that were analyzed throughout the present study.  A total of fifteen synthetic data sets created, 
reviewed, and analyzed. 
The simulations of the data that used an assumed proportion threshold of 0.10 for 80 
percent of the data confirmed that the sampled data based on the normal distribution was two 
dimensional.  The simulations that incorporated the Lambdas from the Shopping data set also 
proved to be two dimensional. The simulations that incorporated the Lambdas from the People 
Bookazine data set that is three dimensional, only had two dimensions within the simulated data 
using the assumed threshold of .10.  This is the result of a lack of power that makes it difficult to 
detect data that is greater than two dimensions.    
The mean values of the Biases and MSEs of lambda (e and alphas (` for all synthetic 
data sets were reviewed.  Results showed that virtually all the lambda and alpha biases were 
quite small for all sample sizes, dimensions, and data sets. This can be attributed to the 
specialized functions that incorporated and expanded upon Bayesian Multi-Dimensional Scaling 
and Markov Chain Monte Carlo (MCMC) methods within the model.  This is consistent with 
previous studies, including the work cited in Section 2.9 by Young et al. (Young, DeSarbo, & 
Morwitz, 1998) that used simulations to evaluate the superior effectiveness of Bayes estimators 
and MCMC techniques over traditional maximum likelihood methods. 
The MSE for nearly all the lambda (e and alphas (` of those sampled from the normal 
distribution were smaller for all sample sizes when data was fit in the second dimension, which 





MSE were smaller when the true lambdas of the People and Shopping data were incorporated 
into the simulations. 
Analysis of variance (ANOVA) was used to determine whether the differences in MSEs 
related to changes in dimensions were statistically significant.  For the simulated data set that 
was sampled from the normal distribution, the dimension of the model was a statistically 
significant driver of increases to the squared error, while sample size, and the interaction of 
dimension and sample size were not significant.  For the other data simulations that incorporated 
the true lambda values from the Shopping and People Bookazine data sets, dimension as well as 
the interaction of the sample size and dimension were significant drivers in changes to squared 
error. 
Summary points of the proposed model include: 
1. A probability-based model for input data which assigns a utility to a product, representing the 
degree of positive sentiment toward the product. 
a) A calculated average item utility, which indicates the popularity for the product.  
b) A means to assume thresholds for individuals which determine the utility required for 
the individual to assign an ordinal score to the product. 
c) Lambda values from an actual data set can be incorporated as prior input into the data 
simulations to confirm the statistical properties of the proposed method.   





2.  An approach for accommodating rotational variance through the creation of a function that 
continuously calculates the optimal lambda values within each iteration by “flipping” to the 
corresponding positive or negative values until the best fit was reached. 
3.  A proposed procedure for dimension selection that was demonstrated to accurately represent 
the underlying structure of the data.   The dimensions were confirmed to hold a statistically 
significant impact on the error in the model.   
4. Several extensions of the techniques within the proposed method are possible, and the 
proposed work could be employed for a number of new applications within the field of 
marketing. 
The techniques used within the proposed model could be applied to a number of areas 
within the field of marketing to inform new business strategies.  The model could be expanded 
upon to support consumer segmentation within it.  In its current form, this can only be done post 
hoc.   
Another application could be within the retail environment that is currently challenged 
with the growth of online purchasing.  Many grocers are moving to themed aisles with displays 
of items that specifically aim to appeal to segments of shoppers and cater to what their expected 
purchases are.  These aisles are meant to make shopping trips convenient and personal.  
Examples of such aisles include those that focus primarily on multicultural shoppers, organically 
driven families, environmentally conscious individuals, new parents, men making quick trips, 
etc.  The methods employed within this study could be applied to different assortments of 
product brands, and inform retailers what products would be most likely to appeal to the specific 





greatest mass appeal could be displayed in the highest traffic areas within the stores, while those 
with more specific appeal could be located within targeted aisles.   
 Additionally, most large manufacturers have a broad range of brands within their 
umbrella of products.  Applying the proposed methods to samples of consumers could also 
inform not only how to optimize the cross sections of brands offered by store location, but also 
where and how to spend advertising dollars to optimize their reach and maximize their potential 
for successful consumer activation. 
 An opportunity for enhancement within the proposed method is the process for dimension 
selection.  An approach that could warrant further exploration could be using Deviance 
Information Criterion (DIC) as the method to select the number of dimensions that best 
represents the structure of the data.  For DIC to be used, this would involve the calculation of the 
actual likelihood function, and the creation of a separate dimension for each product or item 
within the survey.  Within each of the new dimensions, there would need to be confirmation that 
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Carroll’s (1972, 1980) unfolding model: 
Let: 
*  1, … , 7 subjects; 
]  1, … , ^ stimuli; 
  1, … ,  dimensions. 
,M the preference value subject * gives for stimulus ]; 
J ,MZ  the squared distance between subject *’s ideal point and stimulus ]; 
!M the -th coordinate of stimulus ]; 
, the -th coordinate for subject *’s ideal point; 
+, the importance or salience weight of dimension t to subject *;  
, the multiplicative constant for subject  *; 
, additive constant for subject  *; 
 





Model assumes no difference in subject distance and all subjects have the same set of 
dimensions 









+, allows subjects to weight dimensions differently.  Isopreferences expand to ellipses, 
ellipsoids, etc, rather that circles, spheres, etc. 
Carrol1’s 1972 weighted unfolding model: 
,M ¡  L,'J,MZ   , J,MZ & ,M 
J,MZ  in Carroll’s 1980 general unfolding model:  




£M¢=£M,(£M=the ]-th row of £, i,¢=i,,(i,=the *-th row of i and ,=an orthogonal 
transformation matrix for the  *-th subject. This allows each subject to rotate the reference frame 
of the perceptual spaces and then to weight differently the dimensions defined by the rotated 
reference frame (DeSarbo & Rao, 1984).  
DeSarbo’s (1984) GENFOLD2 model: 
Let: 
∆,MThe “dispreference data value” (inversely related to preference data values) the *-th 
subject  has for the ]-th stimulus; 
, the -th coordinate for subject *’s ideal point; 
!M the -th coordinate of stimulus ]; 
¥, subject  ‘s  linear (symmetric) transformation matrix;  
, the multiplicative constant for subject  *; 
, additive constant for subject  *; 





§,M  the squared distance between subject * and stimulus ]; 
¨,M  error; 
K,© the  -th descriptor variable for subject *; 
`© the importance or impact of the   -th descriptor variable on dimension ; 
5M the  -th descriptor variable for stimulus ]; 
 the importance or impact of the   -th on dimension ; 
*  1, … , 7 subjects; 
]  1, … , ^ stimuli; 
  1, … ,  dimensions; 
  1, … , ª subject descriptor variables; 
  1, … , _ stimulus descriptor variables; 
 
GENFOLD2 complete model: 
∆,M Δ¬,M & ¨,M, 
where: 
 Δ¬,M  ,§,M­0j &  , 
and: 
§,M  4£M' i,6¥,£M' i, ®  
 
The main advantage of GENFOLD2 was that it can estimate the desired set of 
constrained and/or unconstrained parameters in order to minimize the weighted sum of squares 





*\ ¯   ∑ ∑ °,MM, [Δ,M 2 Δ¬,MZ 
GENFOLD2 addressed degeneracy by operating on the theory that it is caused by error or 
noise in the data, and thus incorporated the flexibility of user specifying °,M differently.   
°,M  ± 1∆,M²
³
 
Given that the ∆,M represents dispreference values, this allows the smaller values (higher 
preferences) to be weighted higher than the larger values (less preferred).  A variety of weighting 
functions to accommodate different types of data and/or pre-processing procedures that may 
have been applied to the data were also addressed in DeSarbo’s (1984) GENFOLD2 model.  For 
example, if researchers believe that only highly preferred judgments are reliably given a 
unimodal function for °,M can be given.  Or, if the researcher believes both highly preferred and 
highly non-preferred judgments can be reliable, a bi-modal weighting function can be specified.   
(DeSarbo, Howard, & Jedidi, 1991) 
DeSarbo et al. (1991) MULTICLUS model: 
Let: 
*  1, … , 7 subjects, 1 ´ * ´ 7 ; 
]  1, … , ^ stimuli, 1 ´ ] ´ ^; 
  1, … , _ cluster, 1 ´  ´ _; 
  1, … ,  dimensions, 1 ´  ´ ; 
∆,MThe observed profile/dominance value of the column( ]-th stimulus) for row (*-th 
subject) ; 
M the -th coordinate value for stimulus  ]; 





 the ^ £ ^ variance-covariance matrix for cluster ; 
 
DeSarbo’s Proposed Clusterwise Bilinear Spatial MDS Model (DeSarbo, Kim, & 
Fong, 1999): 
Let i=1,…N consumers; j=1,…J brands; s=1,…S market segments (unknown); r=1,…R 
dimensions (unknown); and Δµ¶=preference/consideration/intention to buy brand j by consumer i. 
Model: 
Δµ¶  A ·,¸
¹
¸B






£Mº the rth coordinate for brand j; 
i¸ º the rth coordinate for segment s (vector); 
 0 if consumer is not classified in segment s, and  
·,¸= 
 1 if otherwise;  
 such that 
           ·,¸ ½ ¾0,1¿, 
Σ¸B¹ ·,¸  1for partitions, or 
           0 ; Σ¸B¹ ·,¸ ´ Â for overlapping segments; 
                                                              »,M  error; and  





As is typical in restricted MDS of preference/choice, an option of the linear reparameterization 
of the brand coordinates (X) as functions of designated attributes, marketing mix, features, etc. 
was allowed with the following: 
£Mº  A M¯ `º  
Where 
k=1, …, K brand attributes or features (note that K < J for use of the option);  
M¯= the value of attribute/feature k for brand j; and  
`º = the impact coefficient for attribute/feature k on dimension r. 
 
Clusterwise, Three-Way Bilinear Spatial MDS Model (DeSarbo, Kim, & Fong, 1999): 
Let i=1,…N consumers; j=1,…J brands; s=1,…S market segments (unknown); r=1,…R 
dimensions (unknown); and Δµ¶=preference/consideration/intention to buy brand j by consumer i. 
Model: 
Δµ¶  A ·,¸
¹
¸B






£Mº the rth coordinate for brand j; 
i¸ º the rth coordinate for segment s (vector); 






 1 if otherwise;  
 such that 
           ·,¸ ½ ¾0,1¿, 
Σ¸B¹ ·,¸  1for partitions, or 
           0 ; Σ¸B¹ ·,¸ ´ Â for overlapping segments; 
                                                              »,M  error; and  
             b= an additive constant  
As is typical in restricted MDS of preference/choice, an option of the linear reparameterization 
of the brand coordinates (X) as functions of designated attributes, marketing mix, features, etc. 
was allowed with the following: 
£Mº  A M¯ `º  
Where 
k=1, …, K brand attributes or features (note that K < J for use of the option);  
M¯= the value of attribute/feature k for brand j; and  
`º = the impact coefficient for attribute/feature k on dimension r. 
is given below: 
Let: 
*  1 … ,  consumers; 
]  1 … , ^ brands; 
  1 … ,  consumptive situations (e.g., time, usage, occasion, goal, etc); 
  1 … , Â market segments/clusters (unknown); 












!Mº 2 ¸ºZ   & Ê   & εµ¶Ê    
where 
              !Mº = the r-th coordinate for brand j;  
              ¸º = the r-th coordinate of the ideal point for market segment s in situation t; 
              +º = stretching/shrinking parameters for dimension r in situation t; 
               = an additive constant for situation t; 
              ,¸=1 if consumer i is classified into market segment s, 0 else; 
where: 
,¸  ¾0,1¿ , 
Σ¹B¹ ,¸  1 (for non-overlapping segments), 
or 
0 ; Σ¹B¹ ,¸ ´ S (for overlapping segments), 
εµ¶Ê error (deterministic) 
Model’s estimation: 
Given: Δ  Δ,M))) and values of S and R, we wish to estimate W=((+º)), b=(), P=((,¸)), 
X=((!Mº)), and Y=(((¸º))) so as to minimize: 





Δ,M 2 ΔRSÐ Z 

,B  
   






!¶É 2 ¸ºZ   & Ê     






DeSarbo et al..’s (1999) proposed vector MDS model  (DeSarbo, Kim, & Fong, 1999): 
Let 
t = 1,…T dimensions (extracted in an MDS context), 
i = 1,…I individuals (or consumers), 
j= 1,…J brands (or stimuli), 
 
 ,MB   1 if consumer * chooses brand j, 
 0 otherwise, 
,M= the probability consumer * chooses brand j, 
,= the tth vector coordinate for consumer *, 
M= the tth coordinate for brand ], 
¦,= a threshold parameter for consumer *. 
In this model, N independent observations via the vector , were observed with J choice 
alternatives. Varying from traditional multinomial conditional logit and conditional probit 
models, this one is not constrained at ΣM,M= 1, since the expected number of selections for 
consumer i is the sum of the probabilities and most often is greater than 1.  Without this 
constraint, the model can be used for choice situations where complementary or popular 
multiple-purchased brands have the highest probabilities of being purchased (DeSarbo, Kim, & 
Fong, 1999). 
Every time a choice is made, a latent, unobservable utility vector [,^!1 is defined as:  
   [,M  ∑ , B M & ¨,M , 





Within the above proposed model, [,M is specified such that if it is greater than ¦,- which 
is a threshold parameter that can vary or be constant across consumers- a choice j is observed.   
As in typical probit models, ¦, is set to 0 for all i.  The benefits to this include a reduction in 
parameters to estimate, the origin becomes interpretable, and setting¦, to 0 allows predicted 
choices to remain constant. Hence: 
Prob4,M  06  Prob4[,M ´ 06  Prob∑ , B M & ¨,M ´ 0 
                                                  Prob¨,M ´ 2 ∑ , B M ). 
and  
Prob4,M  16  Prob4[,M Ó 06 
  = Prob¨,M Ó 2 ∑ , B M ). 
(DeSarbo, Kim, & Fong, 1999) 
 
2.13 Purchase Intent versus Actual Behavior 
  In 1998, Young, DeSarbo, and Morwitz explored the idea of discrepancies between self-
reported purchase intent and actual behavior through a stochastic model (Young, DeSarbo, & 
Morwitz, 1998).   Demographic characteristics of the surveyed individuals and their actual 
purchasing behaviors were incorporated into a Bayesian approach that employed the Gibbs 
sampling methodology.  The underlying theory was that self-reported purchasing intent may be 
biased, and the goal was to understand the relationship between intent and actual purchasing to 
create more informed models.   
Most empirical evidence suggests that purchase intentions cannot be taken literally, and 
the bias is not systematic (sometimes it is overstated, other times understated).  Empirical 





experience can all influence purchasing decisions to vary versus what may have been initially 
intended.  The methodology used took into account the discrepancy between purchase intention 
and purchase behavior, and also extended the model to apply to multiple brands within a 
category through the use of hierarchical Bayes methods to optimize information pooling across 
brands.   MCMC was used to identify model parameters.   
 Young et al. (Young, DeSarbo, & Morwitz, 1998) demonstrated that their proposed 
methodology could accurately estimate the relevant coefficients that drive purchasing activity 
and could optimally pool information on multiple brands to increase model efficiency.  Their 
model demonstrated that their purchase-intention data represented a randomly distorted version 
of the purchase behavior data. 
Young et al. (Young, DeSarbo, & Morwitz, 1998) model is given below: 
Let variables , and +, equal purchase intent and purchase behavior: 
 
,B   1 if consumer * indicates intention to purchase product within the designated time horizon 
 0 otherwise 
 
+,B   1 if consumer * actually purchases the product within the designated time horizon 
 0 otherwise 
 
Variable +, is directly dependent on covariates !, : 
·+,  1   Φ.!,   
 Where Φ is a cumulative probability function.  Covariates !,  typically represent 





market segmentation, marketing research aims to understand the relationship between the 
covariates !,   and purchase behavior +, .  Often, both the observed intentions , , and actual 
purchase actions +, .are not available.  For their purposes, Young et al. (1998) supposed that 
observed intentions, , were only imperfect proxies for actual purchasing behavior   +, , related 
by probabilities: 
·,  1|+,  1     , 
      ·,  0|+,  0   11  , 
If either   or 11  were different from 1, observed intentions versus actual purchase behavior 
would not match, causing the regression to give biased estimates (Young, DeSarbo, & Morwitz, 
1998). 
Young et al.’s above proposed model was a corrupted binary-regression model, and similar to 
Albert and Chib’s (1993) model, the analysis of the model was facilitated by data augmentation 
through the introduction of latent variables, such as in the model example shown below: 
Let   , denote a latent utility for each consumer that determines product purchase (ie, consumer i 
purchases whenever utility  , is positive.  Utility is based on assumptions of below linear model:  
 ,   ./0  &  Ô,,   Ô,  0,1. 
 
Purchase behavior, +, is then determined by: 
+ ,B   1 if  , 8 0 
 0 otherwise. 
Above is equivalent to initial model shown previously.  Stated purchase intention is dependent 
on +,: 





The objective of Young et al.’s (Young, DeSarbo, & Morwitz, 1998), study was to identify the  
demographic factors predictive of purchasing behavior.  The  coefficients in the model, which 
measure the effect of covariates purchase behavior, were estimated via Bayes estimation through 
Gibbs sampling. 
 Using Bayesian estimation for purchase intent data is beneficial since the inferences are 
exact for finite samples, while maximum likelihood estimations yield confidence intervals that 
are only valid asymptotically.  The Bayesian approach also allows for uncertainty about 11  and 
  into the estimation procedure (Young, DeSarbo, & Morwitz, 1998).  Finally, the hierarchical 
Bayes approach also can be used for optimal pooling of data across products to improve 
estimation accuracy. 
 The posterior for  will be proportional to the likelihood function multiplied by the prior 
(Young, DeSarbo, & Morwitz, 1998).  The likelihood function for the parameters  in terms of 
the observable data was given by:  
Õ4|, £, 11 ,  6 = 




· ·4,  0|, !, , 11 ,  6'}0. 
Here, 
    ·4,  1|, !, , 11 ,  6  
 ·4,  0|, !, , 11 ,  ,+,  ,  16  
· ·4+,  1|, !, , 11 ,  6 
&·4,  1|, !, , 11 ,  , +,  ,  06 





=   Φ%/0   & 1 2 11  1 2 Φ.!,     
= 1 &   2 11  Φ.!,  ,  
and 
·4,  0|, !,, 11 ,  6  
= 1-·4,  1|, !,, 11 ,  6  
= 11  -11' 1 Φ.!,   ,   
 
where 1   1 2 11  , and 1   1 2   . 
Thus, likelihood function is given by: 
Õ4|, £, 11 ,  6  




· Ø11  '³ ³h Φ%/0  Ù'}0. 
(Young, DeSarbo, & Morwitz, 1998) 
 Markov Chain Monte Carlo method was then applied in order to obtain the posterior 
mean and standard deviations, since they could not be computed analytically.  The Markov chain 
generated a steady-state distribution equal to the posterior distribution of   .  Gibbs sampling 
technique was then applied.   Gibbs sampling is a “multivariate random number generation 
technique that may be used when a joint density to be sampled from is complex, but in which the 
conditional distributions are simple “ (Young, DeSarbo, & Morwitz, 1998).  It works by 







Table 4.4 Posterior Means (SD) of brand coordinates from Bayesian  Multidimensional Scaling Model For 
People Bookazine Ordinal Preference Data 
 
 
Table 4.3-Posterior means (SD) of  Response Choice Coordinates from Bayesian  Multidimensional Scaling 
Model For Ordinal Shopping Data 
Dimension 1 Dimension 2 Dimension 3
TeenIdols 0.47(0.275) 0.253(0.369) -0.096(0.352)
Obamas 0.116(0.456) -0.156(0.549) -0.454(0.661)
CelebrityDating 0.552(0.356) 0.437(0.385) -0.496(0.514)
BestPet -0.092(0.383) 0.006(0.423) 0.052(0.454)
JenniferAniston 0.403(0.403) 0.432(0.392) -0.548(0.463)
TVShows 0.326(0.309) 0.066(0.344) -0.125(0.396)
35YearsofCovers 0.429(0.388) -0.095(0.386) -0.255(0.541)
HalfTheirSize -0.237(0.343) 0.415(0.382) -0.304(0.436)
GreatLivesRemembered 0.298(0.356) -0.271(0.371) -0.138(0.444)
CelebrityDiets -0.203(0.332) 0.364(0.458) -0.343(0.432)
CelebrityPortraits 0.33(0.347) 0.18(0.407) -0.318(0.46)
BestWorstDressed 0.445(0.393) 0.413(0.362) -0.362(0.406)
Beauties 0.571(0.351) 0.222(0.326) -0.326(0.48)
GoneTooSoon 0.431(0.391) -0.27(0.36) -0.232(0.536)
CelebrityTransformations 0.369(0.315) 0.307(0.326) -0.285(0.395)






Table 4.6- Posterior Means (SD) of brand coordinates from Bayesian  Multidimensional Scaling Model For 
Ordinal Shopping Preference Data Without Mobile 
 
 
Dimension 1 Dimension 2
Low Price 1.172(0.735) -0.149(0.856)
Deals/Promotions 0.757(0.781) -0.003(0.839)
InStoreAds -0.207(0.795) -0.094(0.621)
Special display 0.074(0.833) -0.177(0.738)
Packaging -0.132(0.808) -0.026(0.668)
Convenience 0.182(0.825) -0.165(0.617)
Environmentally Friendly -0.375(0.869) -0.104(0.673)
Cause Association -0.297(0.851) -0.098(0.691)
Ease of finding 0.054(0.751) 0.111(0.606)
Previous Advertising 0.102(0.855) -0.043(0.667)
Family Member Request 0.569(0.778) 0.141(0.79)
Close proximity to other items -0.089(0.842) -0.121(0.669)
Nutritional information 0.144(0.925) -0.013(0.761)
Brand New 0.052(0.852) -0.337(0.657)
Mobile Offer -0.854(0.869) -0.54(1.035)
Mobile Phone Aps -1.128(0.794) -0.695(0.73)
Do I Really Need This Product 0.408(0.832) 0.265(0.811)
Dimension 1 Dimension 2
LowPrice 0.298(0.851) 0.046(0.267)
DealsPromotions 0.299(0.825) 0.061(0.262)
InStoreAds 0.161(0.918) 0.171(0.33)
Specialdisplay 0.226(0.867) 0.152(0.291)
Packaging 0.185(0.895) 0.154(0.307)
Convenience 0.304(0.808) 0.109(0.26)
EnvironmentallyFriendly 0.246(0.912) 0.143(0.353)
CauseAssociation 0.137(0.944) 0.164(0.347)
Easefinding 0.266(0.812) 0.087(0.268)
PreviousAdvertising 0.204(0.88) 0.11(0.288)
FamilyMemberRequest 0.302(0.912) 0.023(0.339)
Closeproximity 0.223(0.904) 0.124(0.298)
Nutritionalinformation 0.294(0.867) 0.089(0.319)
BrandNew 0.269(0.899) 0.119(0.297)
DoIReallyNeedThisProduct 0.229(0.887) 0.005(0.342)
