Abstract: Light detection and ranging (lidar) is becoming an increasingly popular technology among scientists for the development of predictive models of forest biophysical variables. However, before this technology can be adopted with confidence for long-term monitoring applications in Canada, robust models must be developed that can be applied and validated over large and complex forested areas. This will require "scaling-up" from current models developed from high-density lidar data to low-density data collected at higher altitudes. This paper investigates the effect of lowering the average point spacing of discrete lidar returns on models of forest biophysical variables. Validation of results revealed that high-density models are well correlated with mean dominant height, basal area, crown closure, and average aboveground biomass (R 2 = 0.84, 0.89, 0.60, and 0.91, respectively). Low-density models could not accurately predict crown closure (R 2 = 0.36). However, they did provide slightly improved estimates for mean dominant height, basal area, and average aboveground biomass (R 2 = 0.90, 0.91, and 0.92, respectively). Maps were generated and validated for the entire study area from the low-density models. The ability of low-density models to accurately map key biophysical variables is a positive indicator for the utility of lidar data for monitoring large forested areas.
Introduction
Recent literature has suggested that discrete light detection and ranging (lidar) has the potential to become the principal technology for forest inventory mapping. Research conducted over small areas has illustrated successful modelling of forest biophysical variables to a high degree of accuracy and precision (Naesset 1997; Magnussen and Boudewyn 1998; Means et al. 2000; Lim and Treitz 2004; Hopkinson et al. 2005 ). Transition of this success to larger scales has been limited in North America, but is being actively researched in Norway and Sweden (Naesset and Bjerknes 2001; Naesset 2002; Holmgren 2004 ). In Norway, there are at least six large-scale commercial projects in operation that use highdensity airborne lidar. Naesset (2004) validated the findings of one of these projects to confirm the accuracy of models of mean height, dominant height, basal area, and volume over the entire area. This is encouraging for the future adoption of large-scale operations in Canada. However, the vast size and complexity of Canada's boreal forest introduces a number of challenges to the implementation of lidar for forest inventory mapping at provincial or national scales. Research that specifically examines scanning density (i.e., scale) and the impact of complex mixedwood ecosystems on the performance of lidar models is required if Canada is to benefit from this technology.
There are at least two research questions that require further development within the Canadian context. First, how will lidar models of forest structure perform for complex mixedwood environments? Several authors have been successful in developing biophysical metrics for small homogenous stands in Canada (e.g., Magnessun and Boudewyn 1998; Lim et al. 2003a; Lim and Treitz 2004; Hopkinson et al. 2005) , but metrics for spatially variable mixedwood stands have not been suitably tested. Second, how does the average point spacing of lidar data affect the accuracy of forest biophysical models? In other words, can lidar data be collected at higher altitudes (i.e., lower average point spacing) for greater and more cost-effective ground coverage and still maintain the accuracy of the biophysical variable estimates? This paper focuses on these research questions by developing and testing models for height, aboveground biomass, basal area, and crown closure using discrete lidar data acquired from two different scanners with contrasting average point spacing for a mixedwood boreal forest site in northern Ontario.
Materials and methods

Study area
The test area for this study is the Groundhog River Flux Site (GRFS), approximately 80 km southwest of Timmins, Ontario, Canada (48°13′00′′N, 82°09′20′′W; Fig. 1 ). The GRFS is one of several stations in the Fluxnet-Canada network, a national research program designed to investigate carbon and water cycling and climate along an east-west transect of Canada's managed forests and peatlands (Fluxnet-Canada 2003a) . The GRFS, which extends in a 1 km radius around a 41 m meteorological flux tower, is representative of a Canadian boreal mixedwood forest.
The terrain at the GRFS is relatively flat and is bounded by the Groundhog River to the west, a marsh to the east, and highways to the north and south. At the site scale, the GRFS can be described as a heterogeneous mixture of five primary tree species including trembling aspen (Populus tremuloides Michx.), white birch (Betula papyrifera Marsh.), white spruce (Picea glauca (Moench) Voss), black spruce (Picea mariana (Mill.) BSP, and balsam fir (Abies balsamea (L.) Mill.). Existing forest inventory maps provide a rough spatial outline of the vegetation strata. These were used to define a stratified sampling scheme for the site, in which 29 large-tree plots were distributed across the range of species associations (e.g., Specht and West 2003) . This ensured that all of the major plant associations were represented in the samples while at the same time reducing the total number of samples required to characterize the site. Nine independent validation plots, chosen with the same criteria as the measurement plots, were also distributed across the range of major species associations throughout the site (Fig. 2) . Each plot has a radius of 11.3 m.
Mensuration data were collected during the summers of 2003 and 2004. Within each plot, each tree with a diameter at breast height (DBH) greater than 9 cm was assessed for DBH, height to the top of the crown, crown width, and species. Tree heights and crown widths were measured with a laser hypsometer (Haglof Vertex III hypsometer, Madison, Mississippi, USA). Forest mensuration data were collected in accordance with the Fluxnet-Canada protocols, which are derived from the Canadian National Forest Inventory (NFI) protocols (Fluxnet-Canada 2003b) .
For the 29 large-tree plots used for model development, the coordinates for the centre of the plots were collected using a survey-grade differentially corrected global positioning system (DGPS) that provided decimetre-level accuracy for the centre coordinates. Coordinates for the nine validation plots were collected using handheld Garmin 12XL (Garmin International Inc., Olathe, Kansas, USA) and Trimble GeoExplorer II (Trimble, Sunnyvale, California, USA) receivers. Where possible, these were differentially corrected to reduce planimetric error to a range of 1-5 m.
Lidar data
A detailed description of lidar sensor technology and data acquisition characteristics is beyond the scope of this paper. The reader is referred to Baltsavias (1999) , Wehr and Lohr (1999) , St-Onge et al. (2003) , and Lim et al. (2003c) . For the research presented here, discrete lidar data were captured at two contrasting horizontal pulse rates and flying altitudes, resulting in significantly different average point spacing. (Discrete systems record between one and a few laser returns per pulse, as opposed to full waveform systems, which record an amplitude-verus-time waveform representative of the vertical structure of the canopy.) In both cases, "first-and last-return" systems were used, which record the first and last response above a specified noise threshold for each pulse. This allowed the data to be divided into "first returns", "last returns", and "both returns". Both systems had the same beam divergence setting of 0.3 mrad (measured at 1/e 2 points of the beam). This simplifies the interpretation of the effect of beam divergence on canopy penetration. Higher flight altitudes result in a larger footprint, which should decrease the ability of the sensor to penetrate into the canopy. The survey to collect the high-density data was conducted during the first week of August 2003. These data were collected by Airborne1 Inc. with Optech's ALTM 2050 (50 kHz system with a wavelength of 1067 nm; Optech Incorporated, Toronto, Ontario, Canada). A flying altitude of approximately 800 feet above ground level (AGL) (244 m) and multiple flight lines resulted in an average point spacing ranging from 3 to 8 pulses/m 2 (i.e., 3-8 first returns and 3-8 last returns), with a mean point spacing of 4 pulses/m 2 for the study plots (hereafter, these data are referred to as high-density or smallfootprint lidar). The estimated positional accuracy at this flight altitude is approximately 12.5 cm in the x-y direction and an error of less than 15 cm in the z direction. Low-density (or large-footprint) data were collected by M7 Visual Intelligence Inc., on 21 August 2004, using the Leica ALS-40 system (Leica Geosystems Inc., Norcross, Georgia, USA). This system has a pulse rate of 25 kHz, a scan rate of 28 kHz, and a wavelength of 1084 nm. A mean flying altitude of approximately 3500 feet AGL (1067 m) resulted in an average point spacing of 0.035 pulses/m 2 (the estimated horizontal and vertical positional error at this flight altitude is less than 20 cm). As a point of reference, the previously discussed large-scale testing reported from Norway had a point spacing of approximately 0.7 pulses/m 2 . Therefore, the low-density data tested here have an average point spacing 20 times lower than those data that have been validated in Norway.
The smaller lidar footprint of the high-density data set (calculated based on beam divergence and flight altitude) should result in greater penetration of the forest canopy than would occur with the larger footprint of the low-density data set. This will provide more detail about the vertical canopy structure within a given area. However, it should be noted that other factors will also contribute to differences in canopy penetration. These include differences in the noise threshold algorithms used to identify the first and last return, variations in scanning angles due to different flight lines (and multiple flight lines in the case of the high-density data set), and other minor system differences.
Calculation of forest structure metrics and biomass
There are a number of ways to estimate stand height from individual tree height measurements. In some countries (e.g., Canada, the United States, and Europe) it has become common practice to reduce the impact of smaller trees by incorporating basal area (i.e., the sum of the cross-sectional area of trees at breast height) into the estimation of stand height (i.e., Lorey's height) (Lim et al. 2003b; Holmgren 2004; Naesset 2004 ). However, this correction has not been universally adopted by all countries (for instance, Australia). For even-aged homogenous stands, the arithmetic mean is often reported. In mixedwood forests with multiple canopy layers, the smaller subcanopy trees may significantly lower the arithmetic mean, providing estimates of stand height that are considerably lower than that of the top layer of the canopy. In these cases, measures of "top height" may be of more interest (Garcia 1998; Naesset 2004 ). Crown closure, or the percentage of ground covered by the tree crowns when viewed from above, is another measure of interest that may be used as an indicator of stand density and volume. The structure metrics applied for this analysis are defined in Table 1 .
To develop and validate the lidar data models, general allometric equations for Ontario hardwoods and softwoods that incorporated DBH and tree height were used (Alemdag 1983; 1984) (Table 2 ). These equations were developed for the whole tree as well as the components of stem wood, stem bark, branches, and foliage. Once the metrics were calculated for each plot, the Shapiro-Wilks' W test was used to determine whether the distributions were normal. For basal area and biomass, a root transform was necessary to meet this criterion.
Detrending the lidar z values to produce heights above ground
The z values in any lidar data set are referenced to an ellipsoid or datum and therefore should not be confused with values of height above the ground surface. Prior to any analysis that relates lidar data to tree heights, it is necessary to remove the topographical effects from the data. Lidar terrain models, which have been shown to provide highly accurate representations of the topography beneath forest canopies (Kraus and Pfeifer 1998; Reutebuch et al. 2003) , can be subtracted from the original lidar returns to obtain lidar heights above the ground (e.g., Lim and Treitz 2004; Hopkinson et al. 2005) . A "minimum" filter was applied to the high-density Alemdag (1983 Alemdag ( , 1984 . data set to reduce the data quantity (to a single last return within each square metre) and facilitate the use of interpolation algorithms. This also had the effect of separating ground returns from other returns (based on the assumption that ground would be the lowest return), eliminating the need to investigate ground classification techniques. A 0.5 m resolution digital elevation model (DEM) was then generated from the high-density lidar ground returns using a spline interpolation. Similarly, a 5 m DEM was generated from the lowdensity data. The elevation models were then validated using the 29 independent survey-grade GPS z-coordinates. To obtain canopy height independent of topography, the DEM ground elevations extracted were subtracted from each of the lidar "z" values.
Development of lidar models
Development of lidar models for estimating forest structure and biomass relies on the assumption that the vertical distribution of lidar returns is related to the vertical distribution of vegetation (Magnussen and Boudewyn 1998) . Lim and Treitz (2004) demonstrated that in cases where the allometry of trees is consistent (i.e., a relatively homogenous plot), all quantiles of lidar canopy returns are equally capable of predicting biomass. This suggests that it is not necessary to capture the complete vertical distribution of the canopy structure to predict biomass. However, Lim and Treitz (2004) acknowledge that this may not be the case where allometry is not consistent (i.e., mixed-species or uneven-aged stands). Further, the impact of drastically reducing the scanning density on the accuracy of lidar models has not yet been tested.
A modification of the idea presented by Lim and Treitz (2004) allows for a much broader application. That is, lidar data sets that characterize the canopy with the same statistical distribution (e.g., with a similar mean, standard deviation, skew, modal characteristics, etc.) should be able to predict biomass equally well, regardless of allometry or average point spacing. One simple way to test whether the high-and low-density data sets characterize the canopy in the same way is to directly compare their vertical distributions. This can be done using a quantile-quantile (Q-Q) plot, which is a graphical technique used to determine whether two data sets come from populations with a common distribution (Chambers et al. 1983) . This technique has the advantage that the sample size does not need to be equal, making it very applicable under these conditions. Further, a Q-Q graph illustrates where and how the distributions deviate from each other, if at all. Q-Q graphs were generated and reviewed for each plot for the first-and both-return data sets. Even if the vertical distributions within the plots are not the same, similar models could still be derived if some generalization of the two data sets provides the same distribution across all plots (i.e., mean, standard deviation, maximum return within a plot, etc.). Therefore, Q-Q graphs were also generated to test this scenario. To facilitate the interpretation of the Q-Q plots, apparent foliage profiles for the low-and high-density data sets were created by graphing the number of returns at various height intervals for each plot. Can. J. For. Res. Vol. 36, 2006 Model development plots (n = 29)
Validation plots (n = 9) Understory contributions to the lidar signal are an inevitable complication when modelling large trees. The separation of lidar returns into canopy and understory is not a minor undertaking. Lim and Treitz (2004) accomplished this by assuming that the lidar point cloud consisted of two distributions -those of the understory and the canopy. Based on this assumption, they used an expectation-maximization algorithm to generate two distributions from the original data. Although the expectation-maximization algorithm worked well for their study area (i.e., a mature sugar maple (Acer saccharum Marsh.) forest), they identify two instances where it would likely be unsuccessful: (1) cases where the forest canopy is very dense (because a distinct understory level would be very difficult to isolate) and (2) cases where the lidar sampling density is too low to allow the statistical iterations to solve for separate layers. A third case may occur when the canopy is continuous and thereby does not demonstrate layering. These scenarios make the expectation-maximization al- gorithm impractical for the GRFS, because the density of the canopy is highly variable and a low lidar sampling density is being tested and compared with a higher density data set.
A simple standardized approach was adopted, where the lidar data sets were separated into quartiles (i.e., 25th, 50th, 75th, and 100th percentiles) without first trying to remove understory effects (other than the initial "ground return" filtration for the last returns mentioned previously). This helped to determine whether there was a particular quantile for which the effects of understory and other complications were naturally minimized. For each quartile, linear predictive models were developed and tested using the mean, standard deviation, and maximum lidar return (Lim et al. 2003a; Weller et al. 2003) .
The final stage of lidar processing involved (1) validating the models using independent plot data and (2) application of the models to the entire lidar data set to generate maps of biophysical variables for the GRFS. The first step was accomplished by extracting the appropriate quartiles from the lidar data sets for the test plot locations and applying the lidar models to these data to extract a single value representing the modelled variable for each plot. These were then evaluated with a correlation analysis against the field measures to see how well the models explained the variability in the field data.
Estimates of biophysical variables were mapped for the GRFS by imposing a grid over the site with a spatial resolution of 20 m. This resolution was chosen to closely match the spatial unit for which the models were designed (i.e., over circular study plots with a diameter of 22.6 m). The lidar models were then applied to the raw lidar data extracted from each individual grid cell to obtain a single value for the modeled variable for each cell. Descriptive statistics were then generated for the GRFS.
Results and discussion
A summary of the forest metrics and biomass calculations for the model development and validation plots is provided in sumption of normality when W is approaching 1 and p > 0.05. The plot metrics reveal a high degree of spatial variability at the site, which is typical of a mixedwood environment.
Comparison of the mean tree height to the mean dominant tree height illustrates the effect of the subdominant canopy layer. This was clearly evident in plots where trembling aspen dominated the upper canopy and a sublayer of balsam fir was present. Biomass is also highly variable at the GRFS, with the maximum values located at those plots containing large trembling aspen. Validation of the DEMs derived from the lidar ground pulses revealed a strong correlation with the DGPS (Fig. 3) . These results are consistent with the findings of Reutebuch et al. (2003) . The DEMs reveal a relatively flat site, with a slight slope toward the Groundhog River beginning approximately 500 m west of the tower. The 0.5 m DEM reveals no dramatic changes in elevation that the low-density data might have undersampled. In terms of correlation with DGPS measurements, results indicate no particular advantage to either scan density for modelling terrain beneath the canopy. There is a consistent offset between both lidar DEMs and the DGPS, which is likely due to a difference in datums (DGPS is referenced to WGS84 datum, while both lidar data sets are referenced to the NAD83 datum). Nonground returns included in the last-return data set would also have an impact. However, all that is required for detrending to heights above ground is an internally consistent DEM derived from lidar data that is highly correlated to the DGPS, so transformation of the data to the same datum is unnecessary. It should also be noted that the low-density lidar DEM has a consistent offset from the high-density DEM. This offset is a result of the highdensity lidar being better able to penetrate the entire vertical distribution of the canopy, resulting in more last-return values that are ground as opposed to understory. It is important to note that, in addition to the smaller footprint of the high-density lidar, penetration may also vary because of differences in the noise threshold used to identify the first photon return. These results suggest that correction factors may be required for low-density DEMs to compensate for the "undersampling" of the ground. Further research that specifically addresses the impact of highly variable terrain (i.e., with elevation changes within the grid resolution of the DEM) is also necessary to determine whether such areas present a serious problem for stand-level modelling using low-density lidar.
The analysis used to compare the low-and high-density lidar distributions showed mixed results in terms of how these data characterized the vertical profile of the canopy. Although there were more graphs analyzed than can be discussed in detail here, two study plots are reported to illustrate the comparison (Figs. 4 and 5) . Plot 22 is a mixed plot, with a thick balsam fir understory. In this case, the firstreturn data for both the low-and high-density data sets were representative of the upper canopy (i.e., 80% of the data were at a height of 10 m or higher). Here, the range of values is larger for the high-density data (i.e., approximately 4-19 m (Fig. 4e and 4f) vs. 10-19 m for the low density (Fig. 4b) ). This is the result of the penetration of more highdensity points into the canopy. However, the linear nature of the Q-Q plot (Fig. 5b) (2004), this suggests that the low-and high-density lidar models would characterize plot 22 in the same way for the first returns. This can also be seen in the apparent foliage profiles, which show similar shapes of the upper canopy for the low- (Fig. 4b ) and high-density (Fig. 4e) profiles. The same cannot be said for both lidar returns, which show a sharp delineation between ground and canopy for the lowdensity data (Fig. 5d) . In contrast, the quantiles of the highdensity data characterize the entire vertical structure of the canopy (clearly shown in Fig. 4f ). In this case, modelling the tail quantiles would give similar results between the lowand high-density data. Models of the midrange quantiles would provide information on the subcanopy and understory for the high-density data and either the upper canopy or the ground for the low-density data.
Plot 16 is a black spruce bog with a relatively open canopy. Here, the vertical distributions are different for both the low-and high-density lidar data, but similar when comparing first to both returns. The Q-Q analysis and the apparent foliage profiles demonstrate that the high-density data provide samples throughout the entire vertical distribution of the canopy, with significant lidar returns in the midsection of the canopy (2-9 m) ( Fig. 4c and Fig. 5a and 5c) . The lowdensity data omit most of the bottom portions of trees, with a majority of the last-return data occurring at a height of approximately 3 m (Fig. 4a) . Examination of the actual data values reveals that the low-density data also do not capture the apex of the black spruce crowns. This is not surprising, given that the probability of sampling the narrow apex of spruce trees are reduced when sampling over a 5 m grid. When comparing the first-return to the both-return data, the most notable difference is that the lower quartile of the lowdensity data more effectively characterizes the ground (but are still offset, as described before). There is very little difference between the first-and both-return high-density data.
These two examples highlight the common physical canopy structures found in the boreal forest (i.e., a relatively homogonous and open coniferous canopy and a coniferous-deciduous mix with multiple layers in the canopy). The results discussed previously highlight some significant differences in the way the low-and high-density lidar data sets characterize these canopies. Generally speaking, the low-density (i.e., larger footprint) lidar is less able to penetrate the canopy, particularly in the mixed-species case (relatively closed canopy). This results in good representation of the upper canopy, but little to no representation of the understory. For some largetree measurements, particularly those closely related to tree height, this may actually be of benefit because it reduces the Table 4 . Linear predictive models of forest structure and biomass.
need to separate the understory returns from the large-tree returns. However, for those applications that require some knowledge of the complete vertical profile, including multiple layers of the large-tree canopy, small footprint lidar data will be required. Analysis of the Q-Q results of mean, maximum, and standard deviation across all plots reveal that the generalized distributions are essentially the same for the low-and highdensity lidar first-return data (Fig. 6) . Therefore, models using these generalizations will be able to predict the biophysical characteristics equally well (or equally poorly) for both scanning densities. Very similar results were also found for both returns. In each case, the largest deviation between the highand low-density data sets occurred for the standard deviations of plots with "extreme" height values. In the case of the tallest trees, the plots contain very large trembling aspen with a balsam fir understory. Here, relatively little canopy penetration occurred with the large-footprint (low-density) lidar, resulting in a low standard deviation for the first returns and a high standard deviation when both returns were considered. The opposite was true for the extremely low average height conditions, which occurred in plots containing only a few small trees with a lot of shrubs. In this case, the small-footprint lidar returns (first and both) captured mainly ground conditions, causing its standard deviation to be significantly lower than the larger footprint lidar. These differences can be seen in the "tails" of the standard deviation Q-Q plot (Fig. 6) . Combining the Q-Q and apparent foliage profile results from the plot analysis (Figs. 4 and 5 ) and the stand analysis (Fig. 6 ) reveals a significant difference between the homogenous canopy case discussed by Lim and Treitz (2004) and the mixedwood canopy discussed here. In the homogenous case, the statistical distribution within an individual plot was equivalent to the stand-level distribution. Therefore, their results illustrate that all quantiles of the lidar data model biomass equally well. However, in the mixed-canopy case, the Q-Q analysis demonstrates that some quantiles are better suited to model the canopy than others and that the best quantile may not be the same for the high-and lowdensity data sets. This is due to differences in the vertical canopy profile, which is more complex and variable over space in the mixedwood case. This has important implications for large-area monitoring applications that use lidar. For large areas that contain both homogenous and mixedwood stands, identification of the best lidar quantile will be crucial for developing accurate models. The most efficient approach for this determination (in terms of field validation costs, etc.) would be to develop large-area models based on a number of mixedwood stands. The quantiles identified for the mixedwood case will be directly transferable to the homogenous case (i.e., since Lim and Treitz (2004) have shown that all quantiles perform equally well for the homogenous case).
The best lidar predictions for each forest metric are listed in Table 4 for both lidar data sets. In both cases, the mean of the 75th percentile of the first-return lidar consistently proved to be the best quartile model to predict height (Table 4) . For biomass, the mean of the 50th percentile was the best predictor. Using only the first returns provided the best results with the high-density model, while for the low-density data all returns were required. This is due in large part to the penetration of the high-density lidar into the canopy (i.e., due to the smaller footprint of the high-density, low-altitude data set). Other factors that may have caused differences in canopy penetration include variations in the detection algorithm, scan angle, and sensor configurations. If both returns were used, the mean would be heavily biased toward the ground because a significant proportion of the last-return data are the ground and understory.
While both the low-and high-density models perform very well for height and biomass, the low-density models explain more of the variability of the field plots than the high-density models (based on the coefficient of determination (R 2 ) results) (Table 4) . Again, this is the result of the deeper penetration of the high-density data into the canopy. This confounds the analysis at the stand level by introducing more variability into the lidar quartiles and biasing the plot-level generalizations to a lower value (with the exception of plot "maximum"). However, this same additional canopy detail is clearly important for the prediction of crown closure, which is not well modeled by the low-density data (i.e., the low-density model explained only 61% of the variability compared to 75% explained by the high-density model) ( ual tress (or subcanopy trees and understory), aspects that are beyond the scope of this paper.
Results indicate that the mean (of a given lidar percentile) is consistently a very good predictor of large-tree structural variables. For the low-density data, the mean and standard deviation of the both-return data estimates the dominant height and biomass similarly for both the test and validation plots (Tables 4 and 5 ). Note that the foliage component of biomass was not well modeled with either scanning density.
With the exception of low-density crown closure, all the models performed well for the validation plots. Because crown closure is a measure of crown shape (which is not necessarily related to height above ground), it is not surprising that the more dense point spacing lidar data would characterize crown closure better. On the other hand, the robustness of the models for biomass is very encouraging ( Table 5 ). The next stage in the research should be to test the accuracy of the biomass models over much larger areas. If the models are not robust, the key for a cost-effective, long-term monitoring program would be to determine how many test plots would be required for an accurate large-area model as well as the required spatial distribution of the plots across the area. A "map" of mean dominant tree height generated from the low-density lidar model (mean dominant height 1 in Table 4) is provided in Fig. 7 . The two darker areas on the map are patches of black spruce, characterized by very open canopies and poor drainage. The black spruce canopies are generally lower than the rest of the site, with a mean dominant height of less than 15 m (as compared to 19 m for the rest of the site) ( Table 6 ). Areas of very tall trees are also clearly evident as dark areas on the figure. These areas consist mainly of large trembling aspen (with tree heights up to approximately 31.5 m) (Table 6 ) with balsam fir understory and some tall white spruce. There is also a significant proportion of white birch across the site. These have canopy heights that on average range between those of black spruce and trembling aspen.
Average aboveground biomass is illustrated for the GRFS in Fig. 8 . This map and the corresponding site statistics (Table 6) reveal that biomass is highly variable across the site. Results illustrate the benefits of mapping the entire site with a validated model as opposed to relying on field measures of biomass, based on data from sample plots, to characterize the site. Although the range of biomass is represented in the field plots (Fig. 2) , there is a greater spatial extent of low biomass throughout the site that is not revealed by plot data alone. This has resulted in a significant overestimation of Can. J. For. Res. Vol. 36, 2006 Table 4 ).
Fig. 9.
Basal area map for entire site generated from low-density lidar model (Table 4) .
site biomass from the plot data (Table 3) . Basal area for the GRFS is illustrated in Fig. 9 . As expected, areas of high basal area are highly correlated with areas of high aboveground biomass. Generation of maps is much less computationally intensive for the low-density models. While this is not a major issue for a small study area, the amount of data required to cover a larger region increases significantly. This introduces a number of data storage and handling obstacles that would need to be overcome for any provincial or national forest inventory program. These obstacles are not unique to lidar and have been discussed in detail in the literature for remotely sensed data (e.g., Ryan and Arnold 1997; Kidner and Smith 2003) . Regardless, decreasing the scanning density by 20 times or more will significantly reduce data handling concerns.
Very few authors have applied lidar models over their entire study areas to produce validated map products. This is most likely due to the preliminary stage of lidar research in the broader scope of forest inventory, and, in some cases, to incomplete lidar coverage of their study areas. Reduction of scanning density by increasing the flight altitude may make the cost of data acquisition over larger areas more feasible for the research community, facilitating mapping efforts. Generating maps of forest biophysical variables will be extremely important for forest inventory of remote and inaccessible areas as well as for monitoring long-term changes in aboveground biomass for carbon change accounting in the context of the Kyoto Protocol.
Conclusions
Lidar models of forest structure and biomass performed well for this mixedwood boreal forest environment. Q-Q analysis supported the concept that low-and high-density models will perform similarly if the statistical distributions of the data (or some generalization of the data) are similar. Validation of the models against independent field plots revealed that the high-density lidar models were highly correlated with mean dominant height, basal area, crown closure, and average aboveground biomass (R 2 = 0.84, 0.89, 0.60, and 0.91, respectively). The low-density models, however, could not accurately predict crown closure (R 2 = 0.36), which requires a horizontal characterization of crown size. However, they performed slightly better than the high-density lidar for estimating mean dominant height, basal area, and aboveground biomass (R 2 = 0.90, 0.91, and 0.92, respectively). Maps of aboveground biomass, basal area, and mean dominant height were generated and validated for the entire study area from the low-density lidar models. These maps added valuable knowledge about spatial variability at the site. The ability of the low-density lidar models to accurately map key biophysical variables over mixedwood environments is extremely promising for future research into the long-term monitoring of large forested areas.
