Abstract. In the near future, the high volume of content together with new emerging and mission critical applications is expected to stress the Internet to such a degree that it will possibly not be able to respond adequately to its new role. This challenge has motivated many groups and research initiatives worldwide to search for structural modifications to the Internet architecture in order to be able to face the new requirements. This paper is based on the results of the Future Internet Architecture (FIArch) group organized and coordinated by the European Commission (EC) and aims to capture the group's view on the Future Internet Architecture issue.
Introduction
The Internet has evolved from a remote access to mainframe computers and slow communication channel among scientists to the most important medium for information exchange and the dominant communication environment for business relations and social interactions. Billions of people all over the world use the Internet for finding, accessing and exchanging information, enjoying multimedia communications, taking advantage of advanced software services, buying and selling, keeping in touch with family and friends, to name a few. The success of the Internet has created even higher hopes and expectations for new applications and services, which the current Internet may not be able to support to a sufficient level. It is expected that the number of nodes (computers, terminals mobile devices, sensors, etc.) of the Internet will soon grow to more than 100 billion [1] . Reliability, availability, and interoperability required by new networked services, and this trend will escalate in the future. Therefore, the requirement of increased robustness, survivability, and collaborative properties is imposed to the Internet architecture. In parallel, the advances in video capturing and content/media generation have led to very large amounts of multimedia content and applications offering immersive experiences( e.g., 3D videos, interactive environments, network gaming, virtual worlds, etc.) compared to the quantity and type of data currently exchanged over the Internet. Based on [2] , out of the 42 Exabytes ( 10 18 ) of consumer Internet traffic likely to be generated every month in 2014, 56% will be due to Internet video, while the average monthly consumer Internet traffic will be equivalent to 32 million people streaming Avatar in 3D, continuously, for the entire month.
All these applications create new demands and requirements, which to a certain extent can be addressed by means of "over-dimensioning" combined with the enhancement of certain Internet capabilities over time. While this can be a satisfactory (although sometimes temporary) solution in some cases, analyses have shown [3] , [4] that increasing the bandwidth on the backbone network will not suffice due to new qualitative requirements concerning, for example, highly critical services such as ehealth applications, clouds of services and clouds of sensors, new social network applications like collaborative 3D immersive environments, new commercial and transactional applications, new location-based services and so on.
In other words, the question is to determine if the architecture and its properties might become the limiting factor of Internet growth and of the deployment of new applications. For instance, as stated in [5] "the end-to-end arguments are insufficiently compelling to outweigh other criteria for certain functions such as routing and congestion control". On the other hand, the evolution of the Internet architecture is carried out by means of incremental and reactive additions [6] , rather than by major and proactive modifications. Moreover, studies on the impact of research results have shown that better performance or richer functionality implying an architectural change define necessary but not sufficient conditions for such change in the Internet architecture and/or its components. Indeed, the Internet architecture has shown since so far the capability to overcome such limits without requiring radical architectural transformation. Hence, before proposing or designing a new Internet Architecture (if a new one is needed), it is necessary to demonstrate the fundamental limits of the current architecture [7] . Thus, scientists and researchers from both the industry and academia worldwide are working towards understanding these architectural limits so as to progressively determine the principles that will drive the Future Internet architecture that will adequately meet at least the abovementioned challenges
The Future Internet as a global and common communication and distributed information system may be considered from various interrelated perspectives: the networks and shared infrastructure perspective, the services and application perspective as well as the media and content perspective. Since so far, the FIArch group has identified and reached some understanding and agreement on the different types of limitations of the Internet and its architecture. Interested readers may also refer to [15] for more information 1 .
Definitions
Before describing the approach followed by the FIArch Group, we define the terms used in our work. Based on [16] , we define as "architecture" a set of functions, states, and objects/information together with their behavior, structure, composition, relationships and spatio-temporal distribution. The specification of the associated functional, object/ informational and state models leads to an architectural model comprising a set of components (i.e. procedures, data structures, state machines) and the characterization of their interactions (i.e. messages, calls, events, etc.). We also qualify as a "fundamental limitation" of the Internet architecture a functional, structural, or performance restriction or constraint that cannot be effectively resolved with current or clearly foreseen "architectural paradigms" as far as our understanding/knowledge goes. On the other hand, we define as "challenging limitation" a functional, structural, or performance restriction or constraint that could be resolved as far as our understanding/knowledge goes by replacing and/or adding/removing a component of the architecture so that this would in turn change the global properties of the Internet architecture (e.g. separation of the locator and identifier role of IP addresses).
In the following, we use the term "data" to refer to any organized group of bits a.k.a. data packets, data traffic, information, content (audio, video, multimedia), etc. and the term "service" to refer to any action performed on data or other services and the related Application Programming Interface (API).
The emergence of new needs at both functional and performance levels, the cost and complexity of Internet growth, the existing and foreseen functional and performance limitations of the Internet's architectural principles and design model put the following elementary functionalities under pressure:
• Processing/handling of "data": refers to forwarders (e.g. routers, switches, etc.), computers (e.g., terminals, servers, etc.), CPUs, etc. and handlers (software programs/routines) that generate and treat as well as query and access data.
• Storage of "data": refers to memory, buffers, caches, disks, etc., and associated logical data structures.
• Transmission of "data": refers to physical and logical transferring/exchange of data.
• Control of processing, storage, transmission of systems and functions: refers to the action of observation (input), analysis, and decision (output) whose execution affects the running conditions of these systems and functions. Note that by using these base functions, the data communication function can be defined as the combination of processing, storage, transmission and control functions applied to "data". The term control is used here to refer to control functionality but also management functionality, e.g. systems, networks, services, etc.
For each of the above functionalities, the FIArch group has tried to identify and analyze the presumed problems and limitations of the Internet. This work was carried out by identifying an extensive list of limitations and potentially problematic issues or missing functionalities, and then selecting the ones that comply with the aforementioned definition of a fundamental limitation.
Processing and Handling Limitations
The fundamental limitations that have been identified in this category are:
i. The Internet does not allow hosts to diagnose potential problems and the network offers little feedback for hosts to perform root cause discovery and analysis. In today's Internet, when a failure occurs it is often impossible for hosts to describe the failure (what happened?) and determine the cause of the failure (why it happened?), and which actions to take to actually correct it. The misbehavior that may be driven by pure malice or selfish interests is detrimental to the cooperation between Internet users and providers. Non-intrusive and non-discriminatory means to detect misbehavior and mitigate their effects while keeping open and broad accessibility to the Internet is a limitation that is crucial to overcome [16] . ii. Lack of data identity is damaging the utility of the communication system. As a result, data, as an 'economic object', traverses the communication infrastructure multiple times, limiting its scaling, while lack of content 'property rights' (not only author-but also usage-rights) leads to the absence of a fair charging model. iii. Lack of methods for dependable, trustworthy processing and handling of network and systems infrastructure and essential services in many critical environments, such as healthcare, transportation, compliance with legal regulations, etc.
iv. Real-time processing. Though this is not directly related to the Internet Architecture itself, the limited capability for processing data on a real-time basis poses limitations in terms of the applications that can be deployed over the Internet. On the other hand, many application areas (e.g. sensor networks) require real-time Internet processing at the edges nodes of the network.
Storage Limitations
The fundamental restrictions that have been identified in this category are:
i. Lack of context/content aware storage management: Data are not inherently associated with knowledge of their context. This information may be available at the communication end-points (applications) but not when data are in transit. So, it is not feasible to make efficient storage decisions that guarantee fast storage management, fast data mining and retrieval, refreshing and removal optimized for different types of data [18] . ii. Lack of inherited user and data privacy: In case data protection/ encryption methods are employed (even using asymmetric encryption and public key methods), data cannot be efficiently stored/handled. On the other hand, lack of encryption, violates the user and data privacy. More investigations into the larger privacy and data-protection ecosystem are required to overcome current limits of how current information systems deal with privacy and protection of information of users, and develop ways to better respect the needs and expectations [30] , [31] , [32] iii. Lack of data integrity, reliability and trust, targeting the security and protection of data; this issue covers both unintended disclosure and damage to integrity from defects or failures, and vulnerabilities to malicious attacks. iv. Lack of efficient caching & mirroring: There is no inherited method for on-path caching along the communication path and mirroring of content compared to offpath caching that is currently widely used (involving e.g. connection redirection). Such methods could deal with issues like flash crowding, as the onset of the phenomenon will still cause thousands of cache servers to request the same documents from the original site of publication.
Transmission Limitations
i. Lack of efficient transmission of content-oriented traffic: Multimedia contentoriented traffic comprises much larger volumes of data as compared to any other information flow, while its inefficient handling results in retransmission of the same data multiple times. Content Delivery Networks (CDN) and more generally architectures using distributed caching alleviate the problem under certain conditions but can't extend to meet the Internet scale [19] . Transmission from centralized locations creates unnecessary overheads and can be far from optimal when massive amounts of data are exchanged.
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Control Limitations
i. Lack of flexibility and adaptive control 34 . In the current Internet model, design of IP (and more generally communication) control components have so far being driven exclusively by i) cost/performance ratio considerations and ii) pre-defined, static, and open loop control processes. The first limits the capacity of the system to adapt/react in a timely and cost-effective manner when internal or external events occur that affect its value delivery; this property is referred to as flexibility [20] [21] . Moreover, the current trend in unstructured addition of ad-hoc functionality to partly mitigate this lack of flexibility has resulted in increased complexity and (operational and system) cost of the Internet. Further, to maintain/sustain or even increase its value delivery over time, the Internet will have to provide flexibility in its functional organization, adaptation, and distribution. Flexibility at run time is essential to cope with the increasing uncertainty (unattended and unexpected events) as well as breadth of expected events/ running conditions for which it has been initially designed. The latter results in such a complexity that leaves no possibility for individual systems to adapt their control decisions and tune their execution at running time by taking into account their internal state, its activity/behavior as well as the environment/external conditions. ii. Improper segmentation of data and control. The current Internet model segments (horizontally) data and control, whereas from its inception the control functionality has a transversal component. Thus, on one hand, the IP functionality isn't limited anymore to the "network layer", and on the other, IP is not totally decoupled from the underlying "layers" anymore (by the fact IP/MPLS and underlying layers share the same control instance). Hence, the hour-glass model of the Internet does not account for this evolution of the control functionality when considered as part of the design model. iii. Lack of reference architecture of the IP control plane. The IP data plane is itself relatively simple but its associated control components are numerous and sometimes overlapping, as a result of the incremental addition of ad-hoc control components over time, and thus their interactions are becoming more and more complex. This leads to detrimental effects for the controlled entities, e.g., failures, instability, inconsistency between routing and forwarding (leading to e.g. loops) [22] [23]. iv. Lack of efficient congestion control. Congestion control cannot be realized as a pure end-to-end function: congestion is an inherent network phenomenon that can only be resolved efficiently by some cooperation of end-systems and the network, since it is a shared communication infrastructure. Hence, substantial benefit could be expected by further assistance from the network, but, on the other hand, such network support could lead to duplication of functions, which may harmfully interact with end-to-end principle and resulting protocol mechanisms. Addressing effectively the trade-off of network support without decreasing its scaling properties by requiring maintenance of per-flow state is one of the Internet's main challenges [16] .
Limitations That May Fall in More than One Category
Certain fundamental limitations of current Internet may fall in more than one category. Examples of such limitations include:
i. Traffic growth vs heterogeneity in capacity distribution: Hosts connected to the Internet do not have the possibility to enforce the path followed by their traffic. Hence, even if multiple alternatives to reach a given destination would be offered to the host, they are unable to enforce their decision across the network. On the other hand, as the Internet enables any-to-any connectivity, there is no effective means to predict the spatial distribution of the traffic within a timescale that would allow providers to install needed capacity when required or at least expected to prevent overload of certain network segments. This results into serious capacity shortage (and thus congestion) over certain segments of the network. Especially, the traffic exchange points (as well as certain international and the transatlantic links) are in many cases significantly overloaded. In some cases, building out more capacity to handle this new congestion may be infeasible or unwarranted. Two main types of limitations are seen in this respect: i) not known scalable means to overcome the result of network infrastructure abstraction, and ii) those related to congestion and diagnosability. These are related to at least the base functions of control and processing/handling. ii. The current inter-domain routing system is reaching fundamental limits in terms of routing table scalability but also adaptation to topology and policy dynamics (perform efficiently under dynamic network conditions) that in turn impact its convergence, and robustness/stability properties. Both dimensions increase memory requirements but also the processing capacity of routing engines [23] iii. Scaling to deal with flash crowding. The huge number of (mobile) terminals combined with a sudden peak in demand for a particular piece of data may result in phenomena that cannot be handled; such phenomena can be related at to all the base functions. iv. The amount of foreseen data and information 5 requires significant processing power / storage / bandwidth for indexing / crawling and (distributed) querying and also solutions for large scale / real-time data mining / social network analysis, so as to achieve successful retrieval and integration of information from an extremely high numer of sources across the network. All the aforementioned issues imply the need for addressing new architectural challenges capable to cope with the fast and scalable identification and discovery of and access to data.
The exponential growth of information makes it increasingly harder to identify relevant information ("drowning in information while starving for knowledge"). This information overload becomes more and more acute and existing search and recommendation tools are not filtering and ranking the information adequately and lack the required granularity (document-level vs. individual information item).
v. Security of the whole Internet Architecture. The Internet architecture is not intrinsically secure and is based on add-ons to, e.g. protocols, to secure itself. The consequence is that protocols may be secure but the overall architecture is not selfprotected against malicious attacks. vi. Support of mobility when using IP address as both network and host identifier but also TCP connection identifier results in Transmission Control Protocol (TCP) connection continuity problem. Its resolution requires decoupling between the identifier of the position of the mobile host in the network graph (network address) from the identifier used for the purpose of TCP connection identification. Moreover, when mobility is enabled by wireless networks, packets can be dropped because of corruption loss (when the wireless link cannot be conditioned to properly control its error rate or due to transient wireless link interruption in areas of poor coverage), rendering the typical reaction of congestion control mechanism of TCP inappropriate. As a result, non-congestive loss may be more prevalent in these networks due to corruption loss. This limitation results from the existence of heterogeneous links, both wired and wireless, yielding a different trade-off between performance, efficiency and cost, and affecting several base functions again.
Design Objectives
The purpose of this section is to document the design objectives that should be met by the Internet architecture. We distinguish between "high-level" and "low-level" design objectives. High-level objectives refer to the cultural, ethical, socio-economic, but also technological expectations to be met by the Internet as global and common information communication system. High-level objectives are documented in [15] . By low-level design objectives, we mean here the functional and performance properties as well as the structural and quality properties that the architecture of this global and common information communication system is expected to meet. From the previous sections, some of low-level objectives are met and others are not by the (present) architecture of the Internet. We also emphasize here that these objectives are commonly shared by the Internet community at large The remaining part of this Section translates a first analysis of the properties that should be met by the Internet architecture starting from the initial of objectives as enumerated in various references (see [27] , [28] , [29] ). One of the key challenges is thus to determine the necessary addition/improvement of current architecture principles and the improvement (or even removal of architectural components needed to eliminate or at least tangibly mitigate/avoid the known effects of the fundamental limitations. It is to be emphasized that a great part of research activities in this domain consists in identifying hidden relationships and effects.
As explained in [27] , the Internet architecture has been structured around eight foundational objectives: i) to connect existing networks, ii) survivability, iii) to support multiple types of services, iv) to accommodate a variety of physical networks, v) to allow distributed management, vi) to be cost effective, vii) to allow host attachment with a low level of effort and, viii) to allow resource accountability. Moreover, RFC 1287, published in 1991 by the IAB [36] , underlines that the Internet architecture needs to be able to scale to 10 9 IP networks recognizing the need to add scalability as a design objective. In this context, the followed approach consists of starting from the existing Internet design objectives compared to the approach that would consist of applying a tabula rasa approach, i.e., completely redefine from scratch the entire set of Internet design objectives.
Based on previous sections, the present section describes the design objectives that are currently met, partly met or not met at all by the current architecture. In particular, the low-level design objectives of the architecture are to provide:
• Accessibility (open and by means of various/heterogeneous wireless/radio and wired interfaces) to the communication network but also to heterogeneous data, applications, and services, nomadicity, and mobility (while providing means to maintain continuity of application communication exchanges when needed). Accessibility and nomadicity are currently addressed by current Internet architecture. On the other hand, mobility is still realized in most cases by means of dedicated/separated architectural components instead of Mobile IP. see Subsection 3.5. Point 6 • Accountability of resource usage and security without impeding user privacy, utility and self-arbitration: see Subsection.3.1.Point.2 • Manageability, implying distributed, organic, automated, and autonomic/selfadaptive operations: see Subsection 3.5 and Diagnosability (i.e. root cause detection and analysis): see Subsection.3.1.Point.1 • Transparency, i.e. the terminal/host is only concerned with the end-to-end service; in the current Internet this service is the connectivity even if the notion of "service" is not embedded in the architectural model of the Internet: initially addressed but loosing ground.
• Distribution of processing, storage, and control functionality and autonomy (organic deployment): addressed by current architecture; concerning storage and processing, several architectural enhancements might be required, e.g. for the integration of distributed but heterogeneous data and processes.
• Scalability, including routing and addressing system in terms of number of hosts/terminals, number of shared infrastructure nodes, etc. and management system: -see Subsection.3.5.Point.2 • Reliability, referring here to the capacity of the Internet to perform in accordance to what it is expected to deliver to the end-user/hosts while coping with a growing number of users with increasing heterogeneity in applicative communication needs.
• Robustness/stability, resiliency, and survivability: see Subsection.3.5.Point.2 • Security: see Subsection.3.5 point 5, Subsection 3.1.Point.2 and 3.
• Generality e.g. support of plurality of applications and associated data traffic such as non/real-time streams, messages, etc., independently of the shared infrastructure partitioning/divisions, and independently of the host/terminal: addressed and to be reinforced (migration of mobile network to IPv6 Internet, IPTV moving to Internet TV, etc.) otherwise leading to segmentation and specialization per application/service.
• Flexibility, i.e. capability to adapt/react in a timely and cost-effective manner upon occurrence of internal or external events that affect its value delivery, and Evolutivity (of time variant components): not addressed see Subsection 3.4.Point.1.
• Simplicity and cost-effectiveness: deeper analysis is needed but simplicity seems to be progressively decreasing see Section 3.4 Point 3. Note that simplicity is explicitly added as a design objective to -at least-prevent further deterioration of the complexity of current architecture (following the "Occam's razor principle"). Indeed, lowering complexity for the same level of performance and functionality at a given cost is a key objective.
• Ability to offer information-aware transmission and distribution: Subsection 3.3, Point 1, and Subsection 3.5, Point 4.
Conclusions
In this article we have identified fundamental limitations of Internet architecture following a systematic investigation thereof from a variety of different viewpoints. Many of the identified fundamental limitations are not isolated but strongly dependent on each other. Increasing the bandwidth would significantly help to address or mitigate some of these problems, but would not solve their root cause. Other problems would nevertheless remain unaddressed. The transmission can be improved by utilizing better data processing and handling (e.g. network coding, data compression, intelligent routing) and better data storage (e.g. network/terminals caches, data centers/mirrors etc.), while the overall Internet performance would be significantly improved by control and self-* functions. As an overall finding we may conclude the following: Extensions, enhancements and re-engineering of today's Internet protocols may solve several challenging limitations. Yet, addressing the fundamental limitations of the Internet architecture is a multi-dimensional and challenging research topic. While improvements are needed in each dimension, these should be combined by undertaking a holistic approach of the problem space.
