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Abstract
This paper describes finite-dimensional irreducible representations of “twisted multi-loop Lie
algebras.” These representations are given in terms of the representations of finite-dimensional
semisimple Lie algebras.
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0. Introduction
The purpose of this paper is to classify irreducible finite-dimensional modules for
twisted multi-loop Lie algebras. Let V be a vector space over the complex numbers and
let L1 = C[t±11 , t±12 , . . . , t±1n ] be the Laurent polynomials ring in n variables t1, t2, . . . , tn.
Let L(V )= V ⊗CL1 and let v⊗ tm = vtm11 tm22 . . . tmnn for m= (m1,m2, . . . ,mn) ∈ Zn and
tm = tm11 tm22 . . . tmnn .
Let g be a simple finite-dimensional Lie algebra over the complex numbers C. Then
L(g) can be made into a Lie algebra by the bracket operation defined in Section 1. The
universal central extension of L(g) is called a toroidal Lie algebra. A presentations of the
toroidal Lie algebras are given in [6]. Representations of toroidal Lie algebras are studied
in [1,5,6].
Let µ be a diagram automorphism of g satisfying µk = Id and let  be a primitive kth
root of unity. We extend µ to an automorphism of L(g) defined by
µ
(
Xt
m1
1 t
m2
2 . . . t
mn
n
)= −m1µ(X)tm11 tm22 . . . tmnn .
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twisted multi-loop Lie algebra. In the one variable case, L(g,µ) with one-dimensional
central extension and a derivation attached to L(g,µ) is called a twisted affine Kac–
Moody Lie algebra. In [4], Rao has classified representations of loop algebras L(g,µ)
and representations of twisted affine Kac–Moody Lie algebras.
In Section 2, we have defined a highest weight module for L(g,µ). Our aim is to
construct a surjective Lie algebra homomorphism from L(g,µ) to a finite-dimensional
semisimple Lie algebra, so that modules of L(g,µ) can be classified in terms of the
finite-dimensional semisimple Lie algebra. In Section 2, we have defined a Lie algebra
homomorphismΦ(a,µ) from L(g,µ) to
⊕
N-copies g and where a = ( a1, a2, . . . , an) and
a1 = (a11, a12, . . . , a1N1) are nonzero distinct complex numbers such that ak1i = ak1j for
1 i = j N1 and for 2 i  n, ai = (ai1, ai2, . . . , aiNi ) is a finite sequence of nonzero
distinct complex numbers such that N = N1N2 . . .Nn. Φ(a,µ) is surjective if ak1i = ak1j
for all 1 i = j N1, Proposition 2.2.
In Section 3, we present the main lemmas and theorem. In the main theorem of this
paper (Theorem 3.7), we prove that if V is a finite-dimensional irreducible L(g,µ)-
module, then V is isomorphic to V (λ, a )=⊗i V (λi) for some λ= (λ1, . . . , λN ), where
λi are dominant integral weights and a as defined above and N =N1N2 . . .Nn, and where
V (λi) is the irreducible highest weight module with highest weight λi for g.
1. Preliminaries
Let L1 = C[t±11 , t±12 , . . . , t±1n ] be the ring of Laurent polynomials in the n variables
t1, t2, . . . , tn. For m = (m1,m2, . . . ,mn) ∈ Zn, let tm = tm11 tm22 . . . tmnn . Let g be a simple
finite-dimensional Lie algebra over C. Let L(g)= g⊗C C[t±11 , t±12 , . . . , t±1n ] be the multi-
loop algebra with Lie algebra structure given by
[
Xtm,Y tn
]= [X,Y ]tm+n for X,Y ∈ g, m,n ∈ Zn.
Let µ be a Dynkin diagram automorphism of g satisfying µk = Id (we assume that µ = Id)
and  be a primitive kth root of unity. We extend µ as an automorphism of L(g) defined by
µ
(
Xt
m1
1 t
m2
2 . . . t
mn
n
)= −m1µ(X)tm11 tm22 . . . tmnn .
We define the subalgebra L(g,µ)= {Y ∈ L(g) | µ(Y )= Y }. Now the fixed point space g0
under µ of g is a simple Lie algebra with Chevalley generators ei, fi (i ∈ I), where I is
a finite set and Cartan subalgebra h0 = {hi, i ∈ I } [2, Proposition 8.2]. Let gi = {X ∈ g |
µ(X)= iX} for i ∈ Z. Then
g=
⊕
gi .i∈Z/kZ
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L(g,µ)=
⊕
j∈Z
L(g,µ)j , (1)
where L(g,µ)j = tj1 tm22 . . . tmnn ⊗ gj modk and (m2, . . . ,mn) ∈ Zn−1.
Let θ0 ∈ h∗0 be the lowest weight of the g0-module g1 [2, Chapter 8]. Let e0 be the
lowest weight vector of g0-module g1 and f0 be the highest weight vector of g0-module
g1 normalised so that
[h0, e0] = 2e0, [e0, f0] = h0.
Proposition 1.1. L(g,µ) is generated by the following subalgebras. For each i ∈ I ,
{
t
km1
1 t
m2
2 . . . t
mn−1
n−1 t
mn
n ⊗ ei, tkm11 tm22 . . . tmn−1n−1 tmnn ⊗ fi, tkm11 tm22 . . . tmn−1n−1 tmnn ⊗ hi
}
is a subalgebra of L(g,µ) which is isomorphic to sl2 ⊗C[t±k1 , t±12 , . . . , t±1n ], and
{
t
km1
1 t
m2
2 . . . t
mn−1
n−1 t
mn
n ⊗ e0 ⊗ t1, tkm11 tm22 . . . tmn−1n−1 tmnn ⊗ f0 ⊗ t−11 ,
t
km1
1 t
m2
2 . . . t
mn−1
n−1 t
mn
n ⊗ h0
}
is a subalgebra of L(g,µ) which is isomorphic to sl2 ⊗C[t±k1 , t±12 , . . . , t±1n ].
Proof. Let L(g,µ)∗ be the Lie algebra generated by the above subalgebras. We will
consider the case when k = 3. All other cases have k = 2 and can be handled in the similar
way. According to [2, Proposition 8.2(a)], ei, fi (i ∈ I), and hi (i ∈ I) will generate the
simple Lie algebra g0. So 1⊗ g0 ⊂ L(g,µ)∗. Since
[
t
km1
1 t
m2
2 . . . t
mn−1
n−1 t
mn
n ⊗X,1⊗ Y
]= tkm11 tm22 . . . tmn−1n−1 tmnn ⊗ [X,Y ],
where X,Y ∈ g0, and since g0 is simple, we deduce that tkm11 tm22 . . . tmn−1n−1 tmnn ⊗ g0 ⊂
L(g,µ)∗. Using Eq. (1), L(g,µ)3k ⊂ L(g,µ)∗ (where k ∈ Z). Again
t
km1
1 t
m2
2 . . . t
mn−1
n−1 t
mn
n ⊗ e0 ⊗ t1 ∈L(g,µ)∗.
We have
[
t
km1
1 t
m2
2 . . . t
mn−1
n−1 t
mn
n ⊗ e0 ⊗ t1,1⊗ Y
]= t1tkm11 tm22 . . . tmn−1n−1 tmnn ⊗ [e0, Y ],
where Y ∈ g0. Now [e0, Y ] ∈ g1. Since according to [2, Proposition 8.2(b)] the represen-
tation of g0 on g1 is irreducible. Hence we deduce that t1tkm1 tm2 . . . tmn−1 tmnn ⊗ g1 ⊂1 2 n−1
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(where k ∈ Z), using Eq. (1). Similarly we have
[
t
km1
1 t
m2
2 . . . t
mn−1
n−1 t
mn
n ⊗ f0 ⊗ t−11 ,1⊗ Y
]= t−11 tkm11 tm22 . . . tmn−1n−1 tmnn ⊗ [f0, Y ],
where Y ∈ g0. Now [f0, Y ] ∈ g−1. Again according to [2, Proposition 8.2(b)], the
representation of g0 on g−1 is irreducible. Hence we deduce that t−11 t
km1
1 t
m2
2 . . . t
mn−1
n−1 t
mn
n ⊗
g−1 ⊂ L(g,µ)∗. So choosing appropriate values of m1, we see that L(g,µ)3k+2 ⊂
L(g,µ)∗ (where k ∈ Z), using Eq. (1). So we have proved using Eq. (1) that L(g,µ)∗ =
L(g,µ). ✷
2. Classification of finite-dimensional irreducible L(g,µ)-modules
Let ∆ be the set of roots of (g,h). Let π ⊂ ∆ be a set of simple roots. Let ∆+ be
the positive roots and ∆− = −∆+. For α ∈ ∆, let gα be the corresponding root space.
Let η± =⊕gα . Then g = η+ ⊕ h ⊕ η−, and L(g) = L(η+) ⊕ L(h) ⊕ L(η−), and
L(g,µ)= L(η+,µ)⊕L(h,µ)⊕L(η−,µ). (Whereµ is a Dynkin diagram automorphism.)
We denote by U(µ)=U(L(g,µ)) the universal enveloping algebra of L(g,µ).
Definition. An L(g,µ)-module V is said to be a highest weight module if there exists
a vector v in V such that
(1) U(µ)v = V ,
(2) L(η+,µ)v = 0, and
(3) there exists φ ∈L(h,µ)∗ such that hv = φ(h)v for all h ∈ L(h,µ).
Let φ ∈ L(h,µ)∗ and C(φ) be a one-dimensional A = L(η+,µ) ⊕ L(h,µ) module,
where L(η+,µ) acts trivially on C(φ) and L(h,µ) acts by φ. Then M(φ) is defined as the
induced L(g,µ)-module,
M(φ)= U(µ)⊗A C(φ).
The following proposition is easy to verify.
Proposition 2.1.
(1) Let h(µ) be the fixed points of µ in h. Then as a h(µ)-module
M(φ)=
⊕
β∈h(µ)∗
M(φ)β,
where M(φ)β = {v ∈M(φ) | h.v = β(h)v for all h ∈ h(µ)}.
(2) M(φ) is a free U(L(η−,µ)) module and as a vector space M(φ)=U(L(η−,µ))⊗C
C(φ).
(3) M(φ) contains a unique proper maximal submodule.
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we denote by V (φ).
Let n be a positive integer. For each i, 1  i  n, let Ni be a positive integer. Let
ai = (ai1, ai2, . . . , aiNi ) be nonzero distinct complex numbers. Let N =N1N2 . . .Nn. Let
I = (i1, i2, . . . , in) where 1 ij Nj . Let m= (m1,m2, . . . ,mn) ∈ Zn. Let Φ(a) be a Lie
algebra homomorphism defined by
Φ(a) :L(g)→
⊕
N-copies
g= gN,
Xt
m1
1 t
m2
2 . . . t
mn
n →
(
a
m1
1i1 . . . a
mn
nin
X
)
1i1N1;...;1inNn.
For example, there are N n-tuples of the form (i1, i2, . . . , in) with 1  ij  Nj for
1 j  n in the above equation. We fix some ordering of these and if k ∈ {1,2, . . . ,N} and
if (i1, i2, . . . , in) is the kth element in our fixed ordering, then the kth place in the N tuple is
a
m1
1i1 . . . a
mn
nin
X. Now by [5, Lemma 3.11(a)], Φ(a ) is surjective. Let S ⊂ {11,12, . . .,1N1}
be a maximal set such that ak1i = ak1j , whenever 1i,1j ∈ S and 1  i, j  N1. Let for
0 = λi ∈ h∗, λ = (λ1, λ2, . . . , λN ). Let V (λi) be the irreducible highest weight module
with highest weight λi for g. Let a = ( a1, a2, . . . , an) and V (λ, a )=
⊗
i V (λi), which is
a gN -module in an obvious way.
Proposition 2.2. Let Φ(a,µ)=Φ(a)|L(g,µ). If the cardinality of S =N1, then Φ(a,µ)
is a surjective Lie algebra homomorphism and V (λ, a ) is an irreducible L(g,µ)-module.
Proof. (1) Let (Y1, Y2, . . . , YN ) ∈ gN . Let
Φ(a,µ)
(
N∑
i=1
biXi t
km1
1 t
m2
2 . . . t
mn
n
)
= (Y1, Y2, . . . , YN),
where bi ’s are complex numbers and Xitkm11 t
m2
2 . . . t
mn
n ∈ L(g,µ) and 0 m1  N1 − 0,
0 m2  N2 − 0, . . . , 0 mn  Nn − 0. In other words, we have to solve the following
equation:
(
N∑
i=1
biXia
km1
1i1 a
m2
2i2 . . . a
mn
nin
)
= (Y1, Y2, . . . , YN).
Writing the above in matrix form, we should prove that the following matrix is invertible:
M = (akm11i1 am22i2 . . . amnnin),
where (i1, i2, . . . , in), 1 ij Nj determines rows and m= (m1,m2, . . . ,mn), 0m1 
N1 − 0, 0  m2  N2 − 0, . . . , 0  mn  Nn − 0 determines the columns. The above
matrix M is the tensor product of matrices in the following manner:
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⊗ (amnnin)1inNn; 0mnNn−1.
Let M1 = (akm11i1 )1i1N1; 0m1N1−1, M2 = (a
m2
2i2)1i2N2; 0m2N2−1, . . . , Mn =
(a
mn
nin
)1inNn; 0mnNn−1. If the cardinality of S is N1, i.e., ak1i1 are distinct for all
1 i1 N1, then M1 is a Vandermonde matrix, so it is invertible. Similarly by our choice
a2i = a2j , for all 1  i, j  N2, then again M2 is a Vandermonde matrix, hence M2 is
invertible. Similarly Mn is also a Vandermonde matrix, hence Mn is invertible. According
to a standard result in linear algebra, the determinant of M is given by the following
formula:
detM = (detM1)N2N3...Nn(detM2)N1N3...Nn . . . (detMn)N1N2...Nn−1 .
Since each of the detM1,detM2, . . . ,detMn are nonzero, so detM is also nonzero. So
matrixM is an invertible matrix. HenceΦ(a,µ) is a surjective Lie algebra homomorphism
if and only if M is invertible, which is true if cardinality of S is N1. Now V (λ, a ) is
irreducible as a L(g,µ)-module by using Φ(a)|L(g,µ) and whenever the cardinality of S
is N1.
If the cardinality of S = N1, which means that ak1i = ak1j for some 1  i = j  N1,
then the matrix M1 in the proof of Proposition 2.2 will not be invertible. In such a
case if the cardinality of S = R1 < N1, then without loss of generality we can assume
that S = {11,12, . . . ,1R1}. Let b1 = (a11, a12, . . . , a1R1) and bj = aj for 2  j  n and
N0 =R1N2 . . .Nn. We also let that b= ( b1, b2, . . . , bn). Then
Φ(b,µ) :L(g,µ)→
⊕
N0-copies
g= gN0
is given by
Xt
m1
1 t
m2
2 . . . t
mn
n →
(
a
m1
1i1 . . . a
mn
nin
X
)
1i1R1; ...;1inNn. ✷
Proposition 2.3. If the cardinality of S = R1 < N1, then Φ(b,µ) is a surjective Lie
algebra homomorphism from L(g,µ)→⊕N0-copies g= gN0 , where N0 =R1N2 . . .Nn and
V (λ, a ) is an irreducible L(g,µ)-module, where λ= (λ1, λ2, . . . , λN0).
Proof. We replace N1 by R1 and replace N by N0 = R1N2 . . .Nn in the proof of the
Proposition 2.2 above, and we get the desired result. ✷
Remark. From Propositions 2.2 and 2.3, we conclude that there is a surjective Lie algebra
homomorphism from L(g,µ) to a finite-dimensional semisimple Lie algebra.
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Lemma 3.1. Any nonzero ideal of L(g,µ) is of the form L(g,µ)I for some ideal I in
Lk = C[t±k1 , t±12 , . . . , t±1n ].
Proof. Let i be a nonzero ideal of L(g,µ) and
X =
∑
j
t
j
1Pj (t1, t2, . . . , tn)⊗ aj ∈ i,
where 0  j < k is the residue of j modk, Pj (t1, t2, . . . , tn) ∈ C[t±11 , t±12 , . . . , t±1n ], and
Pj = 0 and aj ∈ gj are linearly independent. We will show that Q(tk1 )Pj (t1, t2, . . . , tn)
L(g,µ)⊂ i for all Q(t1) ∈C[t±11 , t±12 , . . . , t±1n ].
Let h0 be a Cartan subalgebra of g0, we can assume that X is an eigenvector for adh0
with weight α ∈ h∗0. If α = 0, let a−j be of weight −α, then [X, t−j1 ⊗ a−j ] ∈ i , since i is
an ideal. So we reduce the problem to the case when α = 0 and j = 0, which means that
aj ∈ h0. Let γ ∈ h∗0 be a root of g0 such that γ (aj ) = 0, then Y = [[X,eγ ], e−γ ] ∈ i , where
eγ and e−γ are root vectors with roots γ and −γ , respectively. Now Y has the following
form:
Y =Q(tk1 )(P ⊗ h+ t1P1 ⊗ h1 + · · · + tk−11 Pk−1 ⊗ hk−1),
where Q(t1) is some polynomial in Lk = C[t±k1 , t±12 , . . . , t±1n ], P = Pj (t1, t2, . . . , tn),
Pi ∈C[t±11 , t±12 , . . . , t±1n ], h ∈ h, h = 0, and hj ∈ gj have 0 weight with respect to h. Since
[Y, ej ] ∈ i for all root vectors ej ∈ g0, it follows that Q(tk1 )P ⊗ h ⊂ i for some polyno-
mial Q(t1) in Lk =C[t±k1 , t±12 , . . . , t±1n ], and therefore it follows that Q(tk1 )PL(g,µ)⊂ i .
Since any ideal of C[t±11 , t±12 , . . . , t±1n ] is finitely generated. We conclude that any ideal of
L(g,µ) is of the form L(g,µ)I for some ideal I in Lk =C[t±k1 , t±12 , . . . , t±1n ]. ✷
Lemma 3.2.
(1a) If the cardinality of S = N1, then KernalΦ(a,µ) = L(g,µ)I ′, where ideal I ′ is
generated by the polynomials P ′1(t1),P2(t2), . . . ,Pn(tn), where
P ′1(t1)=
N1∏
i=1
(
tk1 − ak1i
)
, Pj (tj )=
Nj∏
l=1
(tj − ajl) for 2 j  n.
(1b) If the cardinality of S =R1 <N1, then KernalΦ(b,µ)= L(g,µ)I ′′, where ideal I ′′
is generated by the polynomials P ′′1 (t1),P2(t2), . . . ,Pn(tn), where
P ′′1 (t1)=
∏
1i∈S
(
tk1 − ak1i
)
, Pj (tj )=
Nj∏
l=1
(tj − ajl) for 2 j  n.
(2) ImageΦ(b,µ)∼= gN0 , where the cardinality of S =R1 and N0 =R1N2 . . .Nn.
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2 j  n, since the restriction of Φ(a,µ) is nothing but the evaluation map at the roots of
P ′1(t1) and Pj (tj ) for 2  j  n. Thus we have L(g,µ)I ′ ⊂ KernalΦ(a,µ). We assume
that µ is of order 3. In all other cases µ is of order 2 and can be handled in the similar way.
Consider the space
K = {g0 ⊗ tkm11 tm22 . . . tmn−1n−1 tmnn , 0mi Ni − 1;
(g1 ⊗ t1)⊗ tkm11 tm22 . . . tmn−1n−1 tmnn , 0mi Ni − 1;(
g−1 ⊗ t−11
)⊗ tkm11 tm22 . . . tmn−1n−1 tmnn , 0mi Ni − 1}.
Since any element of L(g,µ) can be reduced to the linear combination of elements of K
modulo L(g,µ)I ′, it is a spanning set. We have proved in Proposition 2.2 that Φ(a,µ) is
surjective on K . Also Φ(a,µ) is injective on K as the corresponding matrix
M = (akr11i1 )1i1N1; 0r1N1−1 ⊗ (ar22i2)1i2N2; 0r2N2−1 ⊗ · · ·
⊗ (arnnin)1inNn; 0rnNn−1,
is invertible. This follows from the proof of Proposition 2.2. Thus it follows that
L(g,µ)/(L(g,µ)I ′) ∼= gN . So dimensionL(g,µ)/(L(g,µ)I ′) = dimensiongN . Since
L(g,µ)I ′ ⊂ KernalΦ(a,µ), so L(g,µ)I ′ = KernalΦ(a,µ).
(1b) We replace N1 by R1 and replace N by N0 = R1N2 . . .Nn in the proof of (1a)
above, and we use Proposition 2.3 in the proof of (1a) above and it follows that
KernalΦ(b,µ)= L(g,µ)I ′′.
(2) ImageΦ(b,µ)∼= L(g,µ)/(KernalΦ(b,µ))∼= gN0 , if the cardinality of S =R1. ✷
Proposition 3.3.
(1) V (λ, a ) is completely reducible as L(g,µ)-module whenever V (λ, a ) is finite-
dimensional.
(2) V (λ, a ) is finite-dimensional if and only if each λi is dominant integral.
Proof. (1) V (λ, a ) is an L(g,µ)-module via Φ(a,µ) and by Lemma 3.2(2), the image of
Φ(a,µ) is gN0 . But gN0 is finite-dimensional semisimple Lie algebra and hence V (λ, a )
is completely reducible.
(2) V (λ, a ) = ⊗V (λi) is finite-dimensional if and only if each V (λi) is finite-
dimensional if and only if each λi is dominant integral. ✷
Lemma 3.4. Let the ideal I be generated by the polynomials, i.e.,
I =
〈
P1
(
tk1
)= ∏(tk1 − ak1i)ni , where ni are positive integers,1i∈S
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Nj∏
k=1
(tj − ajk) for 2 j  n
〉
,
and ideal I ′ be generated by the polynomials, i.e.,
I ′ =
〈
P ′1
(
tk1
)= ∏
1i∈S
(
tk1 − ak1i
)
, Pj (tj )=
Nj∏
k=1
(tj − ajk) for 2 j  n
〉
.
Let
Φ : L(g,µ)
L(g,µ)I
−→ L(g,µ)
L(g,µ)I ′
be the obvious Lie algebra homomorphism. Then L(g,µ)/(L(g,µ)I ′) ∼=⊕N0 g, where
N0 =R1N2 . . .Nn and the cardinality of S is R1.
Proof. KernalΦ = (L(g,µ)I ′)/(L(g,µ)I ). Let M = max{ni}, then the Mth term of
the descending central series of KernalΦ is in L(g,µ)I , and KernalΦ is in L(g,µ)I ,
so KernalΦ is nilpotent. Let S = {1i1,1i2, . . . ,1iR1}. Then Φ(b,µ), where b1 =
(a1i1, a1i2, . . . , a1iR1 ) is surjective from L(g,µ) to gN0 , where N0 =R1N2 . . .Nn. So
L(g,µ)
KernalΦ(b,µ)
∼= gN0 ∼=
L(g,µ)
L(g,µ)I ′
. ✷
Lemma 3.5. Let V be irreducible L(g,µ)-module with finite-dimensional weight spaces
with respect to h(µ). Then there exists a cofinite ideal I in Lk = C[t±k1 , t±12 , . . . , t±1n ]
such that V is a module for L(g,µ)/(L(g,µ)I), a finite-dimensional Lie algebra and this
particular ideal I is generated by some polynomials P1(tk1 ),P2(t2), . . . ,Pn(tn).
Proof. Let Vλ be a finite-dimensional weight space of V . Then Vλ is invariant under
h(µ)⊗ C[t±k1 , t±12 , . . . , t±1n ]. Since h(µ)⊗ C[t±k1 , t±12 , . . . , t±1n ] is abelian, it is solvable,
so by Lie’s Theorem, there exists a nonzero v ∈ Vλ such that
h(m)v = λ(h(m))v,
where h ∈ h(µ), and m is of the form (km1,m2, . . . ,mn).
We now consider the set for any i ∈ I and for fixed 2 j  n,{
ei ⊗ tnjj v
∣∣ nj ∈ Z, tj = t1}⊂ Vλ+αi .
By assumption, Vλ+αi is finite-dimensional. So there exists a nonzero polynomialPj (αi)=∑
r ar tj
r such that ei ⊗ Pj (αi)v = 0. (Where ei ⊗ Pj (αi)=∑r arei ⊗ trj .)
Similarly for t1, consider the set{
ei ⊗ tkn1v
∣∣ n1 ∈ Z}⊂ Vλ+αi .1
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(Where ei ⊗ P1(αi)=∑r1 akr1ei ⊗ t1kr1 .) Let (P ) denote the ideal generated by P inside
Lk = C[t±k1 , t±12 , . . . , t±1n ].
Claim 1. ei ⊗ (Pj (αi))v = 0 for 1 j  n.
Consider
0 = hi(m)ei ⊗Pj (αi)v
(
where m= (km1,m2, . . . ,mn)
)
= ei ⊗ Pj (αi)hi(m)v + 2ei ⊗ tmPj (αi)v
= λ(hi(m))ei ⊗ Pj (αi)v + 2ei ⊗ tmPj (αi)v
= 2ei ⊗ tmPj (αi)v.
This proves the claim that
ei ⊗
(
Pj (αi)
)
v = 0 for 1 j  n. (1)
Similarly,
fi ⊗
(
Pj (−αi)
)
v = 0 for 1 j  n. (2)
Claim 2. hi ⊗ (Pj (αi)Pj (−αi))v = 0 for 1 j  n.
Consider
0 = ei ⊗ tnPj (αi).fi ⊗Pj (−αi)v− fi ⊗ Pj (−αi).ei ⊗ tnPj (αi)v
= hi ⊗ tnPj (αi)Pj (−αi)v.
So we proved Claim 2 using Eqs. (1) and (2).
We now consider the set
{
(e0 ⊗ t1)⊗ tj nj v
∣∣ nj ∈ Z, tj = t1}⊂ Vλ+θ0,
where θ0 ∈ h∗0 be the lowest weight of the g0-module g1. By assumption, Vλ+θ0 is finite-
dimensional. So there exists a nonzero polynomial Pj (θ0)=∑r ar trj such that (e0 ⊗ t1)⊗
Pj (θ0)v = 0. (Where (e0 ⊗ t1)⊗ Pj (θ0)=∑r ar (e0 ⊗ t1)⊗ trj .) Similarly one can show
using the above argument that there exists a nonzero polynomial P1(θ0) =∑r1 akr1 tkr11
such that (e0 ⊗ t1)⊗ P1(θ0)v = 0. (Where (e0 ⊗ t1)⊗ P1(θ0)=∑r1 akr1(e0 ⊗ t1)⊗ tkr11 .)
Claim 3. (e0 ⊗ t1)⊗ (Pj (θ0))v = 0.
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0 = hi(m)(e0 ⊗ t1)⊗ Pj (θ0)v, where m= (km1,m2, . . . ,mn).
This equals
(e0 ⊗ t1)⊗ Pj (θ0)hi(m)v + hi.e0 ⊗ tmt1Pj (θ0)v
= λ(hi(m))(e0 ⊗ t1)⊗Pj (θ0)v + θ0(hi)(e0 ⊗ t1)⊗ tmPj (θ0)v
= θ0(hi)(e0 ⊗ t1)⊗ tmPj (θ0)v.
This proves the claim
(e0 ⊗ t1)⊗
(
Pj (θ0)
)
v = 0. (3)
Similarly one can prove that(
f0 ⊗ t1−1
)⊗ (Pj (−θ0))v = 0. (4)
Claim 4. h0 ⊗ (Pj (θ0)Pj (−θ0))v = 0 for 1 j  n.
Consider
0 = (e0 ⊗ t1)⊗ tnPj (θ0).
(
f0 ⊗ t−11
)⊗Pj (−θ0)v
− (f0 ⊗ t−11 )⊗ Pj (−θ0).(e0 ⊗ t1)⊗ tnPj (θ0)v
= h0 ⊗ tnPj (θ0)Pj (−θ0)v.
So we proved Claim 4 using Eqs. (3) and (4).
Consider
∏
Pj (α) = Pj , where the product is over all α which are all simple roots
αi,−αi , of g0, θ0, and −θ0. Then using Eqs. (1)–(4), we have
ei ⊗ (Pj )v = 0, fi ⊗ (Pj )v = 0, (e0 ⊗ t1)⊗ (Pj )v = 0, and(
f0 ⊗ t−11
)⊗ (Pj )v = 0,
because (Pj (α)) ⊂ (Pj ). Now it follows that L(g,µ)(Pj )v = 0. Now let I be the
ideal generated by P1,P2, . . . ,Pn. It is elementary to see that I is cofinite in Lk =
C[t±k1 , t±12 , . . . , t±1n ]. (The dimension of the quotient is bounded by products of the
degree Pi .) Then L(g,µ)Iv = 0. Let
W = {v ∈ V ∣∣L(g,µ)Iv = 0},
which is nonzero by the above and note this is a submodule of V . Hence by irreducibility,
W = V . So the module V is in fact a module for L(g,µ)/(L(g,µ)I ), a finite-
dimensional Lie algebra and this particular ideal I is generated by some polynomials
P1(t
k
1 ),P2(t2), . . . ,Pn(tn). ✷
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Lie algebraL(g,µ)/(L(g,µ)I). Then the solvable radicalR ofL(g,µ)/(L(g,µ)I ) is zero
on V .
Proof. The proof follows on similar lines to the proof of [3, Proposition 2.1]. ✷
Theorem 3.7. Let V be a finite-dimensional irreducible L(g,µ)-module. Then V is
isomorphic to V (λ, a ) as L(g,µ)-module for some λ = (λ1, λ2, . . . , λN) dominant
integral weights and where a1 = (a11, a12, . . . , a1N1) is such that ak1i = ak1j for 1 
i, j N1 and for 2 i  n, ai = (ai1, ai2, . . . , aiNi ) is a finite sequence of nonzero distinct
complex numbers such that N =N1N2 . . .Nn and a = ( a1, a2, . . . , an).
Proof. Since V is a finite-dimensional irreducible L(g,µ)-module, there exists a homo-
morphism
τ : L(g,µ)→ EndC(V ).
Since V is finite-dimensional, V will have finite-dimensional weight spaces with respect
to h(µ). Then by Lemma 3.5, there exists a cofinite ideal I in Lk = C[t±k1 , t±12 , . . . , t±1n ]
such that V is a module for L(g,µ)/(L(g,µ)I ), a finite-dimensional Lie algebra and
this particular I is generated by some polynomials P1(tk1 ),P2(t2), . . . ,Pn(tn). By Propo-
sition 3.6, since V is an irreducible finite-dimensional module for a finite-dimensional
Lie algebra L(g,µ)/(L(g,µ)I), then the solvable radical R of L(g,µ)/(L(g,µ)I) is zero
on V . So V is a module for
L(g,µ)/(L(g,µ)I)
R
,
and R will be of the form L(g,µ)(I ′/I) for some ideal I ′ of Lk . Now any finite-
dimensional Lie algebra modulo its solvable radical is semisimple. By Lemma 3.4, we
can say
L(g,µ)/(L(g,µ)I )
L(g,µ)(I ′/I)
∼=
⊕
N
g.
It is well known that any irreducible finite-dimensional module for
⊕
N g is of the form⊗
V (λi) for λi dominant integral. Put λ= (λ1, λ2, . . . , λN ) and we complete the proof of
the theorem by observing the map
L(g,µ)→
⊕
N
g, given by
Xt
m1 t
m2 . . . tmnn →
(
a
m1 . . . a
mnX
)
,1 2 1i1 nin 1i1N1; ...;1inNn
416 P. Batra / Journal of Algebra 272 (2004) 404–416yields our representation and the ideal I is generated by polynomials P1(tk1 ),P2(t2), . . . ,
Pn(tn). These polynomials are given by
P1
(
tk1
)= N1∏
i=1
(
tk1 − ak1i
)
, Pj (tj )=
Nj∏
k=1
(tj − ajk) for 2 j  n
and I is a cofinite ideal in Lk =C[t±k1 , t±12 , . . . , t±1n ]. ✷
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