are satisfied in consequence of (2), and the theorem is established for 3-space. Now we show that, if the theorem is true for w-space, it is true for (n + 1)-space. On this assumption equations (1) hold for i,j=l,'--,n.
For a particular i and j and for k = n + 1, equation (2) The same equations obtain in the more general case of a geometry of paths, where the functions Tip and T f^y are the coefficients of the equations of the paths in the two systems of coordinates.! By means of these equations we show that, if the functions A a satisfy (2), so also do A'^y defined by (4). In consequence of the above theorem equation (4) 
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where \p is an arbitrary function.
From (5) it is evident that if An are defined as the components of the curl of covariant vector, then (2) are necessarily satisfied; but (2) is not a sufficient condition. That this condition is not sufficient was overlooked by me in a recent paper,* and my conclusions in § 5 are not correct. In fact, the skew-symmetric tensor there defined by S# is given by is any frequency distribution, and s its standard deviation, the symbol PÇKs) may be used to represent the probability that a datum drawn from this distribution will differ from the mean value by as much as \s, numerically. For the solution of various statistical problems it is desirable to have a formula which will measure PÇKs) when f(x) is only partially known. A case of practical importance occurs when f(x) represents the distribution of values of a statistical constant determined by sampling from a known distribution, such a constant as, for example, a mean value, or a coefficient of correlation. In such cases it is usually difficult or impossible to find the complete distribution f(x)> but quite feasible to find its lower moments. TchebychefFs well known inequality is: PÇKs) ^ 1/X
