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In adaptive control, the objective is to provide a single controller (consisting of
a feedback law and a parameter adaptation law) which can control each system
belonging to a certain class of systems. The systems are not known precisely:
only structural properties (e.g. minimality, minimum phase, known relative
degree) are assumed to hold. The control objectives are stabilization, tracking
or servomechanism action. The paper surveys those aspects of the field of
adaptive control which started in the 1970s wherein no parameter estimators
are used. In addition to universal adaptive controllers for finite dimensional
minimum phase systems of relative degree 1, controllers for higher relative
degree, non minimum phase, infinite dimensional, and nonlinear systems are
also presented.
1. Introduction
A wrno range of control theory deals with the problem that, for a knownplant,
a controller has to be designed in order that the feedback system achieves a pre-
specified control objective. The fundamental difference between this approach and
that of ai lapl iae control is that the plqnt is nol known exactly, only structural in-
formation is available. The aim is therefore to design a single controller which can
be applied to a variety of systems belonging to a certain class. The control law has
to be designed so that the controller learns from the behaviour of the system, and
based on this information, i t  adjusts i ts parameters. This area has been intensively
studied over the last 40 years. See Aström (1987) for a survey art icle.
Up to the end of the 1970s, most adaptive control mechanisms would attempt to
identify or to estimate certain parameters of the plant, and then design a feedback
controller on the basis of this information. In this survey, an overview is given
on adaptive controllers which are not based on any parameter identification or
estimation algori thm or inject ions of probing signals. The objective is not to obtain
information about the plant, but simply to control the unknown plant or process.
For a conceptual framework, containing the controllers described in the present
paper and, in addit ion, adaptive control systems formulated in terms of enor models
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based on identif ication mechanisms, see Morse (lgg0), (1ggOa).
Most of the adaptive controllers surveyed in the present paper fit into the fol-
lowing general description. Suppose X is a certain class of l inear finite dimensional
time-invariant systems of the form
i t ( t ) = A x ( t ) + B u ( t ) + E s a ,  u ( t ) = C r ( t ) + E 2 u t ,  r ( 0 )  e  R "  L 1  i \( A , B , C , E t , E z )  
€ R ' " t  x l R n x m x l R p x m x I R n x z l  x R P x ' ' ,  t  
( r ' r J
rr1 ,Trr,p are usually f ixed, but n is an arbitrary and unknown number, g"u1 belonging
to a (known) class of reference signals Ure1, and tr belongs to a (known) .lus" oi
disturbance signals 2. It is desired to desiqn a feedback law
u( t )  =  f  (k ( t ) .  y ( t ) .  y , "1 ( t  . t ) ( 1  2 )
depending on the reference signal, the system output, and a'tuning'parameter fr
generated by
k( t )  =  s (k ( t ) ,a ( t ) ,y ,q ( t ) ) ,  f r (0 )  €  R ' ( 1 . 3 )
so that there exists a (unique) solution of the closed loop system (1.1)-(1.3) on
[0, *), the internal variables are bounded, and most importantly g(r) "ry*piotically
tracks y""y (t).
Dpprrut r lou 1.1.  Let  f  :  lRrx IRp x IRP-R-,  g : lR.rx  lRp x lRp-Rrbe cont inuous
in g and areJ , a.\d piecewise right continuous in #. The controller consisting of
the feedback law (1.2) and the adaptation taw (I.3) is called a uniuersal adaptiue
regulator solving the seruomechanism problem for the class of systems X, the class
of  d is turbances 2 and of  reference s ignals U,"y, i f  for  every w e D,UreJ e l rey,
and every system (1.1)  belonging to E the c losed system (r .1)- (1.3)  sat is f ies
(i) there exists a (unique) solution on 1R..
(i i) z, A,u are bounded if y,"y and ur are bounded
( i i i )  l iml*- [y( t )  -  a , "J( t ) ]  = 0
( iv)  l iml*-  k( t )  = &-  
€ 
lRrexis ts .
/ is called the order of the controller.
A (universal) adaptive regulator is called a (uniaersal) adaptiue traching controller
i f  D -  {0} ,  and a (uniuersal )  adapt iue stabi l rzer i f  D = {0}  and.}""1 :  {0} .
If the closed-loop system does not have the property of uniqueness of solutions,
then (i i) and (i i i) must be valid for ezer3r solution.
We also introduce adaptive controllers which do not f it into the desoiptions given
in Definit ion 1.1, i.e. ß( ) in (1.3) not being generated by a differential equation, /
and g depend on time, or X is a class of infinite-dimensional or nonlineai systems.
However, an extension of the above definitions to these cases is straightforward.
The model reference problem is also covered by the tracking problem since the class
of reference signals can be identif ied with a class of reference models and its inouts.
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The knowledge of the system, disturbance and reference classes is crucial for the
design of simple adaptive controllers. If the system class consists of single input
single output systems of the form
t ( l )  =  A r ( t )  +  bu ( t ) ,  y ( t )  =  c r ( t ) ,  r ( 0 )  e  R '  \  ,  ^ \
( A , b , c )  
€  
I R n  x n  x  R ' x  I R l " '  J  
' -  ' '
and the problem of adaptive stabil ization is studied then the following assumptions
are known as slandard assumplions
(Ai) The sign of the high frequency gain is known.
(A2) An upper bound on the order  n of the process is  known.
(A3) The relative degree of the plant is known.
(A4) The system (4,0,c)  is  min imumphase (see Def in i t ion 3.1) .
Over the last l5 years, various authors have investigated the necessity of these
conclit ions, how they can be generalized for larger classes, if they can be relaxed
and |ow to design simple universal adaptive controllers. A chronological ist of the
most important contribut,ions is as follows.
The first adaptive stabil izer, not based on identif ication of the system parame-
ter and being universal for the class of single irrput single output systems satisfying
only the assurnptions (A1)-(A4), was given by Feuer and Morse (1978). This ap-
proach was irnproved in the following years; however, lhe controllers use full state
observers and are thus cornplicated in nature. ' lhe first very simple controller explor-
ing the high gain properties of minimum phase systems was introduced by Willems
anr l  Byrnes (1984).  ' lhey showet l  that  the contro l ler  k  = !J2,  u = -sgn(cb)kg ts  a
universal  adapt ive st ,abi l izer  for  a l l  systems of  the form (1.4)  sat is fy ing (A1),  (Aa) ,
and having re lat ive degree 1.  ' Ihe open quest ion,  see Morse (1983),  as to whether
thr: knowlcdge of the sign of the high frequency gain (A1) is a necessary condition
for a<laptive stabil ization was answered by Nussbaum (1983), who presented an
aclaptive stabii izer for f irst order single input single-output sYstems wherc the sign
of cö is unknown. A very early contribution was rnade independently by N{areels
(1984) who int roduced a s imple conüol ler  for  the c lass (1.4)  sat is fy ing (Al ) ,  (A3) ,
(A.1) ,  h t :  uset l  the ' in ternal  rnodel  pr inc ip le ' t ,o  solve the t rack ing problem. I t  was
shown by Märt ,ensson (1985),  (1986) that  the assumpt ions (41)- (44)  can be weak-
ened considerably. He proved t,he general result that the order of any stabil izer
is a sufficicnl inforrnation for adaptive stabil ization, Byrnes et al. (1986) showed
the 'almost, 'convorse. 'fhese result,s opened up a whole area of research devoted
to the problenrs of non identif ier bascd adaptive control. It was shown that the
Willems Byrnt:s cont,roller can bc used for multivariable minimum phase systerns,
being robust with respect, to certain input and output nonlinearit ies, and also the
tracking problem was solved. Exl,t:nsions to nonlinear and to infinite dimensionai
systems werer  g iven.  ' l 'he corr t ro l ler  suggested by Märtensson (1985), (1986) wa"s im-
plif ied by Miller and l)avison (19S8) and used to solve the scrvomechanism problem.
'Ihe it iea of r.rsing cliscontinuous feedback has been introduced by Ryan (1988) to
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solve the stabil ization and tracking problem for much largcr classes of systems in-
cluding certain nonlinear systems. Miller and l)avison (1gö1) presentecl a controller
which solves a modified tracking problem for minimum pt.r" ,yrt"*s, exhibit ing amuch better transient behaviour.
The aim of the research can be divided into two groups. one aim is to give
necessary and sufücient conditions for classes of systems to solve the stabil izaÄn,
t'racking or setvomechanism problem. These results are existential in nature: they
show fcasibil i ty' The other aim is to desigrr simple adaptive controllers which can
easily be irnplemented. Mathematically, the controll"., 
.un be distinguished by
whether or not they depe-nd continuously on ß. If a switching gain type controller isconsidered then the feedback gain switches at discrete polniJor t ime and betweenthesc points,t is held constant. Therefore the resulting closed loop system is apiecr:wise time-invariant l inear system coupled with a Jalar nonlinear equation.'f ir is 
simplif ies the analysis.
.1'hc paper is organized in a systematical rather than in a chronological way. Inorder lo rnake the rc'adcr familiar with some basic techniques used in this u."u, ,o-.proofs are given explicit ly. We start in Section 2 with the most elementary class of
systcms, namely first order systenrs. Even in this simple situation we gain insight
rnto basic i<ieas as high- gain, switching strategy, and necessary and sufficient con-ditions ln Scction l l, the class of multivariable l inear systems which are minimumphasr: a'cl of relative degree l is studied. After presenting basic properties, we in-troduce various conl,rolrers and extend the system class step by step by generalizingthe assutnptiott on the high frequency gain. In Section 4, the asslrlption of relativedegretr I is dropped. Eventually, non-minimum phase systems are studied in Sec-tion 5' [ 'r incipal results on adaptive stabil ization and model reference control are
reporl,ecl irr section 6. In.section 7 (respectively, s) it is shown how previous results
could be extended i '  an infinite dimensional (respectivery, nonlinear) set-up. openproblerns antl futrrre research is discussed in Section g.
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2. Single-input single-output systems of order 1
In this section, we consider the simplest system class, namely single-input,
single output systems of order 1. In this case we gain insight into the idea of high
gain adaptive control, the concept of switching functions, and characterizations of
universal adaptive stabil izers.
Consider the class of controllable and observable scalar systems of the form
i ( t )  :  a r ( t )  - r  bu ( t ) ,  y ( t )  =  m( t ) ,  r ( 0 )  e  R  \  / ,  1 )
a , ö , c € l R  a n d  c b f \  J  
' - ^ '
If we apply the feedback law u(l) = -ky(t) to (2.1) then the closed loop system has
the form
t ( r )  = [ a - k c b ] r ( t ) ( 2  2 )
Clear ly ,  i f  a l l cb l  <  l f r l  and  s ign(k )  =  s ign(cb) ,  then (2 .2 )  i s  exponent ia l l y  s ta -
ble. However, o, 0, c are not known and so the problem is to f ind adaptively an
appropriate ft  so that the motion of the feedback system tends to zero.
Consider f irst the subclass where the high frequency gain is posit ive
(a,b,c)  belongs to c lass (2.1)  and sat is f ies cö > 0. (2  3 )
Now a l ime-uarying feedback is build into the feedback law
u( l )  :  -k( t )y( t ) ,  (2 4)
where, t ( l )  has to bc ad. justed so that  i t  converges to a f in i te  l inr i t  which is  large
enorigh to ensure stabil ity. This can be achieved by the adaptation rule
k( t )  :  ls ( t ) lp ,  f r (O)  € lR
where p ) i is arbitrary. The nonlinear closed-loop system
(2  5 )
f t
i ( t )  =  [a  -  ß ( t )cö ] r ( t ) ,  k ( t )  =  l c lP  I  l ' ( ' ) lo  ds  *  k (0 ) ,  (k (0 ) , r (0 ) )  €  IR ,  x IR.J 0  ( 2 . 6 \
has at least, a solut ion on a small  interval [0,t ' ) ,  and the solut ion
, ü ( r )  -  " . 0 {  /  [ c - k ( s ) c ö ] d s ] + r ( t l )[ J o  )
i s e x p o n e n t i a l l y i n c r e a s i n g s o l o n g a s o - k ( t ) c b >  0 .  H e n c e ,  k ( r )  > t l c r ( O ) l p + f r ( 0 )
a l s o i n c r e a s e s . ' l ' h e r e f o r e , t h e r e e x i s t s a , * > 0 s u c h t h a t a - k ( t * ) c b = 0 a n d ( 2 . 6 )
y ie lds o -  ß( l )cö < 0 for  a l l  t  >  t " .  This  y ie lds that  the solut ion r ( l )  decays
exponent ia l ly  and l imr*-  k( l )  = ß-  
€ 
] l t  ex is ts .  So we have proved that  (2.4) ,
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F urthr:rmore, as S. Townley of the University of l lxeter pointed out to the author,
in this sirnple sitrration it is even possible to derternrin e the terminal gain ß- :=
l i tn l * -  k( l )  in  terms of  the system data.  I f ,  for  example,  p = 2 in  (2.5) ,  then i t
fo l lows f rom (2.2)  that
y ( t ) i u )  =  Q  -  k ( t ) t "b ,1 i1 t s
and int,egr:rt ion yiclds
v(t) '  
ry! = [ . '  a -  k(s)c6)a(.s)d ,  = [n" '  {o - rcb)dr.2  2  
. J , '  r k ( o )
S incc  l im l * -  t ( t1  =  0 ,  ß-  i s  the  pos i t i ve  so lu t ion  o f  the  quadra t ic  equat ion
w h i c h  i s
t a
^ ^ - - t
c.0
l t  was an open problern as to wherther there exists a universal adaptive stabil izer
for tht: class (2.1). Morse (1983) conjecture<J that there does not exist a universal
adapt ive stabi l izer  i f  /  and g,  see (1.2)  ancl  (1.3) ,  are d i f ferent iable funct ions.  This
would ir 'ply that thc knowledge of the high frequency gain is a necessary condi-
l ion for  universal  ada,pt ive stabi l izat ion,  see (Al ) .  Nussbaum ( lgg3)  proved that
the conjecturc is truc if / and g are required to be polynomials or rational func-
tions. More irnportarrtly, Nussbaum introduced lhe following rich class of analytic
controllers which are universal adaptive st,abil izers.
z ( ry=  [A ' ( r ) ,  +  l ] ä (k ( r ) ) . u ( r ) ,  i 1 t1=  v ( r )  [ß ( r ) ,  +  1 ]  ,  k (0 )  €  R  (27 )
where lr : lF,- lR i" an analyt, ic function satisfying
-ry = n[ß- - k(o)] - tn:.- r(o),1
h(s) ds = +oo and iglsuph > 0 I l,rT I,I Ä(s)  ds  =  -oo
Nussbaum's example is
h (k )  = . . '  ( ä * )  exp  { / , 2 } ( 2  8 )
The intu i t ion behind th is  contro l ler  is  that  the swi tch ing funct ion l r ( . )  takes
both positive and negative values and the sign is kept constant on longer and longer
i n te rva l s .  l l ven tua l l yä ( ' )  has the ' co r rec t ' s i gn fo rasu f f i c i en t l y l ongpe r i od inwh ich
the closed loop system stabil izes out such that fr(l) converges to a finite l imit and
no morc swi tch ing occurs.
wil lems and Byrnes (1984) proved that the foilowing simplif ication of (2.7) is a
universal adaptive stabil izer for the class (2.1) as well
1 2
a(0))
u( / )  -  i v ( f r ( t ) ) f r ( t ) s ( t ) .k( t )  =  y ( t )2 ,  ß (0)  
€  
R (2 e)
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wherc ly ' : lR-lR is a Nussbnzm f i tncl ion, i .e. a piecewise r ight-continuous function
which satisf ies the so cal led Nzssäaum condil ion
N(r)z d,r = lcx, arrt l  $rI lrr N(r)r r lr  = 
-cr '  (2'10)
Examples are g iven by ,V1 ( l )  -  s in14,  l {z( r ) : t  cos I '  and
(  t  i f  o < l 1 l < ) o
1 r l 3 ( t ) = {  I  i f  ) , 1 < l l l  ( ) 2 a r 1  n e v e n
[  - t  i f  ) " < l 1 l ( ) , + r  n o d t l
where,  for  exanip le,  ) '  i=  n2 or , \n-q-1 , -  )3,  )o > 1 '
The following stabil izer suggested by Morse (1984)
u (1 )  -  f t ( l ) 2  cos , t ( , ) v ( , ) ,  L ( t 1  =  v1112  ,  k (0 )  €  R  (2 ' 11 )
is  a specia l  case of  (2.9) .
T h e c l a s s ( 2 . 1 ) h a s b e e n e x t e n s i v e l y s t u d i e d b y H e l m k e a n d P r ä t z e l ' W o l t e r s
(1988), a shortened version can be found in Helmke and Prätzel-Wolters (1988a)'
ih"y 
'h.1r" 
tried to characterize the set of all universal adaptive stabil izers of order
1 uncler the constraint that the feedback and adaptation law
u( r )  =  / ( k ( r ) ,  e ( r ) ) ,  [ i t ;  =  k ( l ) '  e ( k ( l ) ,  v ( l ) ) ,  k (0 )  €  R ,  r  )  I  ( 2 ' 12 )
are given by analytic functions f and g.
As a necessary condition they proved the following proposition'
PRopost t ton 2.1.  I f  (2 .12)  is  a uniuersal  adapl iae stabi l izer  for  lhe c lass (2 '1)
then ner :essar i ly
g ( k , y ) = O  -  a = 0  ( 2 . 1 3 )
and  fo r  a l l  (& ,  y )  e  IR2  e i t he r  s ( k ,9 )  >  0  o r  s@,u )  <  0  (2 ' I 4 )
'fhat this condition is almost sufficient is shown in the following theorem'
THE,ORo\,{ 2.2. suppose f ,g are analgTzc functions, g salisfies lhe necessary condz'
l i ons  (2 .13 ) ,  ( 2 .11 )  and ,  zn  add t l t on ' ,
! J ( k ,ü  >  ^  f o r  a l t  ( k , y )  e  R ' \  r c  (2 . i 5 )
for  some compacl  set  K CR"2 and some m) 0,  Suppose fur lhermore,  lha l
,  f ( k ' u )'.= A 4-
1 t
is  such that i  lg can be i lecomposei l  into i1r,ü1sft ,ü = i fu) + h(k,v) with
lh (k ,y ) l  t  M fo r  a t t  (k ,v )  e  R ' \  rc ,  fo r  some M >  0
;!? i l-
f
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and tht fol lou,ing l \-ussbttu,nt lupe r:ondzl, ions art satisf i t : t l
supr>o I [,i itrl clr = !:xt artrt supr>o i f,i jtrl d,r - 1.cxt
inf6;s 
* f , i  i t r ldr :  - ,cx, anrt ,  inf6;6 i  f , i  j t r l r / r  -  -oo.
' t 'ht:n (2.12) zs a unire,srt l  adapli t , t :  st.abi l , i :er fo, thc class ( l . l ) .
( 2 .  I 6 )
Exanrp lcs  fo r  these c .n r , ro l le rs  a re  the  Nussbaunr  cont , ro l le r  (2 .7 ) ,  the  w i i l t_ . rnsByrnes  < :on t ro l le r  (2 .9 ) ,  an<1 thc  fo r low i rg  l ley rna .n  Le .w is  Mcye, r  con t ro l re r
f  r  ^ l ?  /  t  \u ( t )  -  l l ' f  t t +  - , t u \ 2  |  , . o ,  { f r ( / )  F  I  u u ) : )  t 1 ( t ) .  i . ( t J  =  , ( t ) . .  , t ( u )  
€  
_L  2 '  )  t ' ' - ' ' , ' '  /
I Ieyma'n tr t  al '  (1985) proved ct- ' r tain terminal behaviour of t ,his cont,rol ler. l , , f l i l lIng on thc in i t ia l  condi t ions of  the systenr .  I t  is  shown t i rat ,  the t ransrent  behaviour
of  (2.17)  is  bet ter  than that  of  thc wi l lerns Ryrnt :s  contro l rer  (2.9)  or  of  the Morsecor t t ro l ler  (2 '11)  whose terminai  behaviorr r  is  unprcc l ic t ,able and depen<le. t ,  in  arrr : r rat , ic  way,  on t ,hc in i t ia l  data.
Anothr ] r  i tnprovcmcnt ,  of  the local  behaviour  of  the conl , ro l lcr  (2.9) ,  in  thr :  case ofknow. h igh f requen. l  g1in, . is  achievetr  by c.b. rc . ra and F.r r ruta i ivso;  who modi fythc i rd; rpt ,at ion law in (2.9)  to  i  = _olk  + y2 fnr  rorn, ,  o ' r '0 .  l jndcr  cer ta inassunrptions on r,h. system <:lass l,he closed loop systr:m is robrrst against boundeddisturbances.
3' Multivariablr: rninirn'm 
'has. syster's of relativ. degree 1,
In th is  sect ion,  we corrs idcr  c lasses of  rn input  m.-rutput  syst ,ems ol . thc form
r ( l )  =  A r ( t )  +  Bu ( t ) ,  a f t )  =  ( : r ( t ) ,  : r ( 0 )  
€  
tR ' ,  ( J .1 )
wherc  (Ä ,  B ,C)  
€  
n )nxn  x  R ' r x rn  x  lR r r r " , ,  a r rd  n  i s  r rnknown .
3.1.  Prope.r l tes of  mzntmum phase systems
I}:fore prese'ting various adaptive corrtrollcrs, we study one of the basic assump_t,lons conrmon to many classes of higher order systcnrs. l
I )nr lNt l lox i l ' l  A system of  the form (3.1)  is  .a lk :d min i rnunt  phasci f  i t  sat is f ies
U . r f  s /  _ , 4  B l  I( '  o  I  +  o  f o r a l l  s e  e + .  ß 2 )
' I 'he 
rninimum phase property can be characte.zecr as follows.
PRoposrrroN 3.2.  T 'he.system (A,B,C) of  the.  form (5.1)  zs m?,nzrTtunt  phase zfand onl.y if tt satzsfies lhe condiltons
( z )  r k f s l , - A , f ) ) = n  V s e  e +  ,  t . t .  ( A , B )  z s  s t a b t l t z a b l e b y  s t a t e f e e d b a c k .
f  - r  r ' 1( t i )  r k  |  ' , ' . '  "  I
L  u  |  = '  V  s  €  C+ ,  t . e .  (A ,C )  t s  d ,e . t ec : t ab l c .
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( i t i )  C (s l "  -  A ) -  1B  e  R (s ) - ' ^  has  no  ze ros  i n  C .1 .
Proposition 3.2 shows that, for stabil izable and detectable single input single
output systems, condil, ion (3.2) is equivalent to the well-known definit ion via the
transfer function.
A relationship between multivariable minimum phase systems and positive real
systems has been invest igated in  Owens c l  a / .  (1987).
lf det(C B) I 0 then the statc space can be decomposed into the direct sum
iR" = imB # ker(,- and this leads to the following convenient decomposition of the
sys tem (3 .1 ) .
Lruu.q.  3. i \ .  Suppose (3 1)  sat is f ies r le t (C:B) + 0 l f  y  e Rnx(n-*)  denotes a basis
malr i r  o f  ker  ( - | ,  then t . l  :=  lB(C B)-1 ,V)  has the inuerse
,  I  r ' ' l{ t - 1  l ;  I  w h e r e  ' r = ( v r v ) - t v ' l I . _   B ( C B ) - \ C : ) .L I - I
Hen.ce. th.e slal.e spac:e trnnsformulion
f  r ) _ r  , , = ( : , \\ . /  *  \ r ' l
r:ortu(:r ls ( l | .  1 ) znlo
s ( t )  =  h a \ )  +  A 2 z ( t ) r c l l u ( t )  l . . . ,
, ( t )  -  Asa( t )  + Aqz( t )  J '  t r ' r /
u ,he re '  , 41  
€  
IR I - * . , , , 4 :  
€  
jR ' ' x (n - rn ) , , 43  e  l p ( " r - ' " ) r , , ,  A^  6  l p_ (n -n )x (n -m) .
If (3 l) is nin,imum, phase lhr:n, a(. ' la) C C-.
Consid<:r  a rn in imum phast :  syst , t : rn of  t ,he form ( i3 .1)  sat is fy ing det(CR) 10.
Then i t  is  possib le to choose 1 i  
€ 
l I { -x*  suc.h that  o(CBI i )  C C+.  I f  the fecdback
law 'u ( l )  -  k l i u ( t )  i s  app l i cd  t o  ( l i . l )  t , hen  fo r , t  l a rgc  t : nough ,  i . e .  h i gh  ga in ,  t he
closcd-loop system is stabk:. ' l 'his follows from
, . f  , l r  A t + t ' ( ' B t \ -  , 4 ,  1n "  |  _  A3  ^ r  , r , ,  l
=  de t (M - .4 r  *  kC l l l i ) d€ l  [ ( )1  - . , 1 r ) - . ' 1 r ( )1  -  , 1 t  r  kCBI { ) - tA r ) .
Thus,  in  t ,h t :  l i r r r i t ,  wr :  ob ta in
, t : ' - : "  
( . , 1 -  k B I t ' ( , )  -  
o l r j  o ( - k C B I i ) J o ( A a )
In  th t ' ; rc lap t , i ve  s i tua t ion  , t  w i l l  bc  t in rc  vary ing .  However  the  prev ious  in tu i t ion
Ibr  the  s tab i l i t y  o f  the  sys lc r r r  remains  va l id  and we hav t :  l ,he  so  ca l led  h igh  ea in
l e m r n a .
LEnt r " t . . r .  3 .4 .  Suppose * ( . ) : [0 , l ' )  -  ]ü r ,  l /  <  cx ' ,  i s  an  unbounded nonde.c reas inq
p icr:tut ist:  cort, l ' tn,u otLs fun.cl ion an d,
( t )  D  e  lR 'x 'Äcs  s im.p le  nu l l  s l . ru t : lu re ,  i . c .  the  zero  e ige 'nua l t tes  a re  semis i rnp le , ,
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( i r )  o (D )  \  { 0 }  c  41 ,
(i i i) for some € ) 0 there erisls t* 
€ [0, t,) such that
" (A  -  k ( t )D )  C  { )  €  C_  lRe )  <  - . }  f  o r  a i l  t  e [ t * , t , ) .
Then the sys lem i ( t )  :  IA -  k( t )D)r( t )  is  erponent ia l lg  s table,  i .e .  there et : rs t
M , ^ > 0 s u c h t h a t
l l " ( r ) l l  1 M e - ^ ( t - t " ) l l " ( r o ) l l  f o r  a i l t  €  [ t s , t , ) , r o  €  [ 0 , r , ) .
Lemrna 3.4 has been stated independently by Märtensson (1986, lggz) and by
Ilchrnann et al. (1987). However both proofs are incomplete. Schmid (lggl) pointed
out that, without assumption (i i), the claim of the lemma does not hold true in
general. The proof in Ilchmann et al. (rg87) goes through if ( i i) is added.
If the system (3.1) fulf i ls o(CB) C C+, then D = BC obviouslysarisfies (i) and
( i i ) ,  and the min imum phase condi t ion impl ies ( i i i ) .
Another important consequence of the minimum phase property is the following
inequality which relates the input and the output of the system only.
PRoposI t toN 3.5.  suppose the sgstem (s.1)  is  min imum phase and,  det(c  B)  I  0 .
Lel  0 1 to {  t '  I  x  and u( . ) : [ t6 , ] ' ) -R-  be measurable and local ly  in tegrable,
P 6 p"xt be postl iue definzte, and p ) l. Then there erisrs an irr > 0 such that
f o r a l l l e f l s , l / )
)nralr,
,f ,,
M  +  M  /  l l y ( " ) l l ä d " +  /  l l v ( " ) l l p e ' ( 0 ( v ( ' ) ) ,  p  c B u ( s ) ) d sJ . l
l q  1 6
( 3  4 )
where  p :  iR-  *  R- ,  9  *  g fu )  t=  {  l lo l l r " ,  y  +  0'  I  o '  ! = o
A proof is given in Ilchmann and Owens (199la) and in a more detailed version
in Ilchrnann and Logemann (1991). Lemma 3.4 ancl proposition 3.5 are oucial for
the generalization of the Willems-Byrnes controller (2.9) to multivariable minimum
phase systems. This wil l be done in the followine two subsections,
3.2.  o(C B) c  C+
In this subsection, we consider the class of multivariable systems of the form (8.1)
which have an invertible high frequency gain CB with unmixed spectrum. Let
i ( t )  =  A r ( t )  +  Bu ( t ) ,  y ( t )  =  C r ( t ) ,  r ( 0 )  e  R '  )(A ,  B ,C )  
€  
lRnx '  x  Rnxm X  R- ' , ,  a (CB)  C  Ca  l(A,  B,C) is  min imum phase,  n arb i t rary l
Tsnonnlr  3.6.  Let  p )  1.  Then the conl ro l ler
(3  5 )
u( t )  :  -k( t )a( t ) ,  &(r )  = l le( , ) l lp ,  ß(0)  €  R ( 3  6 )
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is a uniaersal  adaptzue stabt , lzzer for lhe c lass (3.5) ,  z .e.  lhe solut ion of  the nonl inear
closed-loop sgstem
Ift) = lA - k(t)Bclx(t), r(0) € R" \k ( t ) = l l y ( t ) l l o ,  ß ( 0 )  e R  )
erisls on the whole of R'r,  and
(3  7)
, \av( t )  :  O,  , l im ß( l )  €  R exis ts .
Prctof. Since the right hand side of (3.7) is locally Lipschitz in r and in ß, there
exists a maximal , '  > 0 such that (3.7) has a unique solution on [0,]/). Suppose
kO e L*(0,1/ ) .  Then Lemma 3.4 impl ies that  r ( . )  sat is f ies
1r( r ) l l  <  Me-^ '  l l " (O) l l  for  a l l  r  €  [0 ,  r ' ) .
and the adaptation mle implies fr(.) e ,-(0,l/). Therefore the solution of (3.7) does
not have a finite escape time, i.e. t '  = r::n. Since g(.) 
€ 
Lp(0,oo), it follows from
the sec<rnd equat ion in  (3.3)  that  z( . )  
€  
Lp(0,oo) ,  thus (3.3)  y ie lds; ( . )  e  Io(0,oo) .
Now r( . ) ,ä( . )  e  lo(0,oo)  g ives l iml- -z( l )  :0 .  This  completes the proof .  D
Using the basic ideas of the previous proof, it can be shown that the class of adap-
tation rules can be extended as follows.
TsnoRo t r , t  3 .7 .  Le tpZ l  and  cons ide r
u(r )  :  - f r ( r )s( r ) ,  k( t )  =  s( t ,k( t ) ,y( t ) ) ,  ß(0)  = &o € R (3  8 )
where g: lR 1x lR.. x lR.-* iR is a Carath4.odorg function, local ly Ltpschitz in lhe second
and thzrd  argumenl ,  and loca l l y  in tegrab le  in  I  f  R* .  Suppose tha t  the  so lu l ion  k ( . )
of the clr. ,sed-loop syslem (3 1), (3.8) sal isf ies, on i ls marimal inlerual of eristence
l0.t ' ) ,  the fol lowrng condil ions
.).-t I
A(l )  > 0 and non decreaszng tn t
y ( . )  e  L i (O , t ' )  f o r  a l l  i €  [ p , "o ]  +  ß ( . )  €  1 , - (0 ,1 ' )
ß ( . )  e  I - ( 0 , t ' )  +  a O  €  L p ( O , t ' )
Then (3.8) is a uniaersal adaptiue conlrolk:r for lhe class (3.5).
ExaNrpr ,s  3.8.
(3 e)
(3  10)
( 3 . 1 1 )
p '
* ( , )  =  I  i l r ( r ) l l ' r ' ( v ( r ) ) ,  r  1p  1p '  K  cxr ,  * (0 )  >  0
z = p
where -F:lR-lR. is a polynomial such that l ' ())  )  F0 ) 0 for al l  )  
€ 
lR.
T'hat the feedback law z(t) :  -k(t)y(t) together with an appropriate adaptation
law leads to a universal adaptive stabi l izer for the class (3.5) has been shown for
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rn = L and , t( t )  = l lg(t) l l ,  by Wil lenrs and Byrnes (19g4)
m ) 1 and ß(t)  = l ly(r) l12 by Byrnes anrl  Wil lems (1984)
-  r n )  I  a n d  ß ( l ) : a l l y ( t ) l l 2  +  t | l l " ( t ) l l z , r r  )  0 , 0 >  0  b y  M ä r r e n s s o n  ( 1 9 8 6 )
rn)  1 ,  k ( t )  sar is fy ing  ( : t .9 )_ (3 .11)  fo rp  _  2  by  Owens e t  a t .  (1987) .
owens (1991) has proved that, the wilrems-Byrnes controller is arso applicable to
a certain class of singular systems.
3.3. o(C R) c C1 or o(C R\ c C._
If the sign of cä is unknown or the spectrum of cB is known to l ie either in the openright or left half planc, then Nussbaum's idea of implementing a switching function(see St-'ction 2) carries over to the n -th order ca^se. Consider the following class ofallrninimum phase systems of the form (3.1) with unknown state climension ando(C B) C C1 or  o(C B) C rC_ ,  i .e .
r ( t )  =  A r ( t )  +  Bu ( t ) ,  s ( t )  =  Cx ( t ) ,  r ( 0 )  e  tR "  )(4 ,  B ,C )  
€  
lR ' x '  x  RT lx ' r  X  R - " ,  oGb)  C  Ca  o r  o (CB)  c  C_  l  f  r . r r t(A,  B,C) is  rn in imum phase,  ru arb i t rary
I)uc to the multivariablesituation, we need to introduce sr:aling inuarianlNussbaumfunct ions,  i .e .  p iecewise r ight-cont inuous funct ions 1/ ( . ) : lR _ R.o that  for  everyo,  ß )  0,  the funct ion
,rr1r;: { ;;[;]
i f  N( t )  > 0
if /t/(t) < 0
satisfies (2 10) as well. (The concept of scaling invariant switching functions was
or ig inal ly  in t roduced by Logemann and Owenr l f  gSS). )
T iTL"t  
3.9.  Letp)  7 and ly ' : lR-R be a scal tng inuar iant  1r{ussbaum functzon.I  nen lh(  contro l ler
u( t )  -  -N(k( t ) )k( t )s( t ) ,  L1t1= l ly ( r ) l lp ,  #(0)  
€  
R (3.13)
is a uniuersal adapliue controller for lhe class (5.1g)
Pror' ' f. The proof is simirar to that of rheorem 3.6, only the step that ß(.) (tr- (0, t/) needs a modification. without loss of generality, assume that o(cB) c c1(otherwise consider -CB) Let p 
€ 
Rmxm-be posii ive definite and such thatPC B + (c B)T P - 1-. Inserting the feedback raw into the inequality (3.4) yields,f o r s o m e  M > 0  a n d ß ( t s ) 1 0
, t tt f f
; l l u { t ) l ( r < M + u J l l a t , ) l l r r d ' _   J , v ( k ( s ) ) ß ( s ) l l y ( , ) l l ä - ' ( B ( y ( , ) , p c B y ( s ) ) d s
, o t s
t  k ( t )
< M +  Mk( rü- , l lp l l ,  [ß (s ) l l y (s ) l lpds+ [  n rur ro ,
r o  t ( r o )
(3 .14)
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where
s.,iu(P) denotes thc snrallest singular value of P. Now the right hand side becomes
negativc by the property of the Nussbaum function which contradicts thc positivity
of the left hand sicle. This con'rpletes the proof. -
' l 'hat  the feedback law z( t )  = -1/ (ß( t ) )y( l ) ,  where 1 i ( . )  is  a Nussbaum gain,  to-
gether with an appropriate adaptation law leads to a universal adaptive stabil izer
for the class (3.12) has been shown for
m: I  and f r ( t )  = A( t )2 by Wi l lems and Byrnes (1934)
rn)_ |  and int roducing a general  funct ion N(k)  by Märtensson (1986)
m ) I and more general adaptation laws and switching functions by Owens
el  a/ .  (1989)
Ioannou (1986) considcred systems belonging to (3.12) which are coupled with
a 'parasitic slow' l inear system. He showed that under certain assumptions the
Willems Byrnes controller (2.9) is a universal adaptive stabil izer if the init ial state
of the unknown system lies in a certain bounded region.
An alternative approach to Nussbaum's switching strategy makes use of the
following switching decision function which determines the switching ti;res 0 =
lo (  t r  (  . . .  o f  the swi tch ing funct ion N: iR1 *  { -1,*1}  in  the fo l lowing way.
Consider  the swr lchrng dectston funcl ron d( . )
.).).)
i f  l i ( r )  >0
i f  N( t )  <  0
[f' a'G)d', = o
f ia2(,)d, I  o (3'15)
with ß -  A2. f i  { ) , } ;e  n is  a s t r ic t ly  increasing,  unbounded sequence of  real ,  posi t ive
numbers or 'thresholds', then l/(l) is defined by the following algorithm:
i = 0
N( l ; )  : =  I
( * )  l ; + r  : =  m in  { l  >  t i  I  N ( t i ) { ( t )  <  ) ,+ rß ( t0 ) }
l ü ( r )  : =  IV ( t i ) ,  t  
€  [ l ; , 11 * t )  ( 3 .16 )
l{(t,;+ r ) := *I/(1, )
i : = j * l
go to (* )
The algorit,hrn is well-defined because
(i) l( l) is monotonic on any interval I > 0 where N(t) is constant
( i i )  l (10)  :  , t (10)  ensures correct  in i t ia l izat ion of  the a lgor i thm.
[  * t t  l '
t ! ( l ) : = l  t -  f t -  l - l
t  J  n  , r t t . ( r )u2( , \0 ,  L I  s2 t r )a r )
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using the ide:rs  prescnted in  I lchmann and owens ( lggl ) ,  thr :  Ib l lowing theorem
can be shown. Notc that the switching pararneter 1/(A) is adjusted in finite time
and that it is in the hand of the designer to choose an appropriate sequence of
th resholds.
T 'ntonnu 3.10.  Täe contro l le . r .
u( t )  :  -n(ß( t ) )a( t )y( t ) ,  k( t )  -  l lv ( r ) l ln ,  ß(0)  €  rR
uthere' l{( ') is produced hy (3.15), is a uniuersal adaptiue stabilrzer for the class(3 12). Moreouer, d(t) has a finite timit {- as |-lut, and the swrtchtng functton
'Y( t )  swt tches only a f in i te  number of  t imes t t , t2 , .  .  . , ty ,  so that  l / ( r )  is  conslanl
f o r  t  )  t y .
3 . / .  d e t ( C B )  l 0
If it is only known that the systenr has an invert,ible high frequency gain but the
spectr r rm is  mixed,  i .e .  det(CB) f  0 ,  then the construct ion of  a universal  adapt ive
stabil izer is based on the following result from linear algebra proved by Märtensson
[5] ,  Sect ion 8.
l , puua  i J . l l  .  The re  e r i s l s  a  f i nz te  se l  { 1 { , , . . . , 1 { ru }  C  Gr_ (R)  w i t h  t he  p rope r l g
that ,  for  any M € Gr-(R),  there eüsts i  e  N such that  o(M K;)  C ( r_
Now the feedback law is given by
u( t )  -  k( t ) I i  s(k( tDy( t )
where
S : l R - { 1 , . . . , N } = l r l
q r ä )  [ t  i l  k e  ( - o o , 1 1 )' ' \ ' ' t  
I  t  i f  k e f n N + t , r r N + i + 1 )  f o r s o m e  / g N o ,  i g 1 /
( 3 . 1 7 )
(3  18)
( 3  1 e )
is a switching function driven by ft(l) so that l is(,t(r)) cycles thro'gh the spec-
t rum unrnix ing set  {Är , . .  . ,1{ ry}  and {q} ;61 is  a nronotone increasing sequence of
switching points which satisfy
,  
T i - t
= U
i -m T i
(3 .20)
The switching sequence necessarily fulf i ls l iml* a ri = oo . The class of switching
sequences atisfying (3.19) is more restrictive than in the single-input single-output
ca^se, since for the sequence r; ..= i2 (3.1g) does not hold true. I loweve,r, r;a1 ..= f
and 411 ' .= r i  *  exp{ f2}  sat is fy  (3.19) .
Under the above assumptions, the following result is available.
THE,oRoN4 !1. I2.  The feedback and adaptat ion lau
u( t )  :  ß ( l )K5151, ) ;e ( t ) ,  ß ( r )  =  l l y ( r ) l lo ,  ß (0)  e  R ( 3 . 2 1 )
is a uniuersal adaptzue stabi l izer for the class of mull ivarzable minimum phase sgs-
lems o f  the  fo rm (3 .1 )  wh ich  sa t is fy  de t (CB)  10 .
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The intuit ion behind this control strategy is similar to Nussbaum's idea. If the
'correct' / i ; is hit, the gain is large enough, and the time interval unti l the next
possible switch is long enough (which is ensured by condition (3.19)), then the
system settles down and no more switchings occur.
This result was claimed by Byrnes and Willems (198a) and by Märtensson
(1986). However, both proofs are incomplete, a correct proof is given in Ilchmann
a n d  L o g e m a n n  ( 1 9 9 1 ) .
3.5.  Eryonenl ia l  s labzl iza l ton
For first-order systems it has been shown, in Section 2, that the trajectory u(.)
of the closed-loop adaptive control system (2.5) decays exponentially to zero. It
also follows that the t,errninal system defined by z(t) = [o - ]-öc]z(t), fr- :=
limr-.o ,t(l) is exponentially stable. This was not shown for higher-order systems,
where only asymptotic decay to zero was proved. Note that we did not show that
the lerminal  sqslem
i  = IA - k- BC]r(r), ß- = 
, l im ß( l ) (3.'22)
is exponentially stable, but only that each trajectory of the closed-loop system
tends to zero asymptotically. Counterexamples where (3.21) is unstable can easily
be constmcted. However, computer simulations have shown that the controller
(3.13) produces in most cases an exponentially stable terminal system. But, to
the author's knowledge, it is sti l l  an open problem if generically, with respect to
the in i t ia l  condi t ions r (0)  
€ 
R' , f r (0)  
€ 
R,  the terminal  system produced by the
universal  adapt ive contro l ler  (3.13)  is  exponent ia l ly  s table.
To overconte t,he lack of exponential decay, it is possible either to strengthen the
minimum phase assumption on the system class or to introduce additional dynamics
int,o the adapt,ation law.
I f  ( / ,0 ,c)  is  in  the c lass (2.3) ,  then for  cu )  0 suf f ic ient ly  smal l  ( ,4  *u ln,b,c)
belongs also to (2.3). If the adaptation rnechanism is chosen to ensure that r.(.) is
an asymptotically stable (and hence bounded) solution of the closed-loop system
9 9 t r
then the solution of
j ,-(r) = l(A + ut") - fr(r)örl z.(r)
t ( r )  =  IA -k ( t )bc ) r ( t ) ,
(3 .23)
(3  24)
given by r ( t )  = e- ' 'x , ( t ) ,  must  be of  exponent ia l  decay.  Examples of  such adap-
tation mechanisms are the so-called 'exponentially weighted' controllers
k(t)  = / t0 + Ji" tä t ' "  l ls(")  |  l ,  see owens el  nl '  (  1987)
k( l )  :  " " l l v ( t ) l l ' '  see  Logemann (1990)
which consequently yield the desired stabi l izat ion result.  However, i t  does require
knowledge of a suitable value of r. . , .
.1.1()) A.  I LCHMANN
In order to apply the strategy explained above, one possibil i ty is (see Logemann




+  0  f o r a l l  s € { . \ € C l  R e ) > - r } (3 .25)
for some known cu > 0
Another possibil i ty is to consider schemes that adaptively find a suitable value
for c.. '  on-line. This idea was introduced for a special control iaw in Ilchmann
and Owens (1990), where it has been shown that exponential stabil ization can be
achieved by choosing cu adaptively using the control scheme defined by
f  1 r ;  :  e2a ( t ) t l l y ( r ) l l ' ,  ß (0 )  >  -1 ,  , ( r .  f  I  f o r  '  €  [ 0 ,  ä )/ : l  r + + T  f o r  t > h
(3 .26 )
where h ) 0 is arbitrary. The idea behind this is the knowledge ttrat, for some
0r*  > 0,  the adapt ive contro l  law &( l )  :  exp(2ar*r ) l ly ( t ) l l 'w i l lexponent ia l lystabi l ize
the system. Thus, as long as c..,(l) is too large, r(l) wil l increase and the gain
grows whence r..,(l) becomes smaller. Eventually c,r(t) is small enough to guarantee
convergence of ,t(t). Now it follows from (3.25) that u,,(t) converges itself.
In fact, the example (3.25) can be extended since we only use that qr : lR1+R*
is a continuously differentiable function which satisfies the conditions
"(k) is non-increasing in ß 
€ 
R+ l
" ( k )
l i m 6 - * " u ( k )  =  0  )
'I 'his puts us into a position to prove a more general result.
TstoRr;nt  3.73.  Suppose 1/( . )  is  a Nussbaurn gain, .  Then the feedback law
u( l )  -  l / (A(r ) )y( l )  ( respectzuely,  u( l )  = -ssn(CB)y( t ) )
and lhe adaptat ion law
ß( t )  =  " z ' ( t ) t 11yQ)112 ,  k (0 )  >  -1 ,  u  sa t t s f i es  (5 .26 )
is a uniuersal adaptiue stabil izer for the class (2.1) (respectiuelg, (3.5)), uthich pro-
duces an erponenlially decaging solulion of the closed-loop sgslem.
A proof is given in Ilchmann and Owens (1990). A version for the non differential
gain adaptation using the switching decision function (3.1a) is presented in Ilchmann
and Owens (1991,  1991a).  I f  ß( l )  in  Theorem 3.12 is  subst i tu ted by (3.25) ,  then
exponential decay of the solution of the closed-loop system holds true. This has
becn proved by I lchmann and Logemann (1991).
lJnfortunately, all contributions described in this subsection have the disadvan-
t,age that the gain adaptation y - k is achieved by an unbounded function. Por a
rnore satisfying approach see Sectioir 5.1.
ä l
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3.6. Tracktng
In this section, we consider the tracking problem for the following class of multi-
input, multi output, l inear, minimum phase systems
and the class of reference signals
! , "y  : :  {a , "y  €C-(R,R-) l  o(  f r l r , " r ( r )  :0}  (3 .29)
where a(s) e R[s] is a monic polonomial with zeros in C1 only. Note that 0 
€ !,"J,
therefore it is not relevant to consider the case that a(s) has zeros in C- since the
corresponding modes are decaying exponentially.
One possibil i ty of handling this problem is to make use of the internal model
principle, that is, a reduplicated model of the dynamic reference signals is incor-
porated as a precornpensator in the feedback loop, see Wonham (1979), Section
8.8. For a different approach, see Section 4.3 and 5.2. Here, the precornpen-
sator is chosen as follows. Let B(s) e R[s] be a monic Hurwitz polynomial of
dggree p = deg(rr), and choose a minimal realization of p(s)lo(s), denoted by
(A,8,C,1)  
€ 
RlXp x Rp x 1R.1xp x R,  and the precompensator  is  g iven by
€ ( t )  =  , 4 .€ ( l )  *  B -  u (1 ) ,  u  ( t )  -  C . ( ( l )  *  u ( t ) ,  
€ (0 )  €  lR ' '  ( 3 .30 )
wnere
A .  =  d i a g { A , . . . , A }  
€  
l R - p x - p ,  B *  =  d i a g { B , . . . , 8 }  
€  
R - P " ' ,
C  =  d i a g l C . . . . . C ]  
€  
R m ' m P .
Then the input output behaviour a e y of the series interconnection formed by
(3.27)  and (3.29)  is  descr ibed by
r 1 t ;  =  Ä " r U ) +  I l u ( t ) ,  a U )  =  C r ( t ) .  r ( t ) )  €  R n + ' n p  ( 3 . 3 1 )
where
In order to rewrite this as a stabi l izat ion problem, the fol lowing two lemmata
are needed.
LnntN, t .q .  3 .74 .  (A ,B,C)  be longs  to  (3 .97)  z f  and on ly  ü@,8, ( '7  be tongt  to  (3 .27)
a n d  C B :  C B .
Lpntnr ,q .  3 .15 .  For  eaery  ! / reJ  €U, .J  lhere  er is ls  a  io  €  IRz*mp such tha l
a , " 1 ( t )  =  - i 1 L ) .  . l ( / ) =  / r ( 1 ) .  . i ( 0 )  =  i , 1 1 .  ( 3 . 3 2 )
.t.t r
i ( t )  :  Ax( t )  +  Bu( t ) ,  u ( t )  :  Cr ( t ) ,  r (0 )  €  R"  l( A ,  B , C )  
€  
J R " x "  x  R n x m  X  R - " ' ,  d e t ( C  B )  I  0  |  1 : . Z S ;(A, B,C) is minimum phase, n arbi trary )
^ : l t " f . .  l ,  B = l ; . ]  c - r c , o r , ' = l ; ]
, t . t ö { .  I L ( - ' i l M A N N "
\ o r v ,  . r , . ( / )  : -  r l ( 1 )  -  t ( l )  s a t i s f i c s
i , 1 t 1  -  A t : , ( t ) t  B u ( t ) .  ! , t , ,  J ( t ) - y ( t )  -  ( 1 . r ,  ( t ) ,
' l ' h i s  
- y i c l r l s  t l r c  l o l l o w i r r g  t l r e o r c n r .
' l ' I J I , ;o tu , , l \ , t  
:1 .16  I f
r : " ( l ) )  -  t (0 ) - t (0 ) .  (3 .33)
? r ( 1 )  -  / ( Ä . ( t ) .  y ( t ) ) ,  f r ( t )  =  c ( # ( r ) ,  y ( r ) ) .  t l ( Q )  e  t R
t . t  e  un , t r ( r ' se l  adap l i t , t  s tab i l i :e r  fo r  the  c lass  ( .1 .J7) ,  t l t cn
t . ( t . ) - y , , J f t ) _ u ( t )
' , ( l )  / ( { : ( t ) , ,  ( 1 ) ) .  t . ( 1 )  =  a ( I . ( r ) . r ( t ) ) ,  f ( 0 )  
€  
t R :
u ( r )  -  a ' . € ( 1 )  !  I ) ' t ' ( t ) ,  
€ ( / )  - . 1 . € ( t ) r  R . r ( r ) ,  
€ ( 0 )  e  r P . - p
t , ,  o t tTt, tr :(rsal tdastt i t tc Lratki,nq corttrol ler for t .hc ttass (,1.17) aud Lht: class of ref,( r ' (n ( r  s tg r ta ls  ! , ,1  r l i r r :n  hu  ( ,1  . t7 ) .
' l  h r '  1>rcv io r rs  p resenta l , ion  is  g ivcn  by  Mi l le r  and l )av ison ( l9g1h) ,  and inc lepen-
t l e r r l , l . v  t . , y ' l b w n l t : y  a n d  o w e n s  ( l g g 1 ) .  T h e  r c s u l t s  i r r  M i l l c r  a n d  D a v i s o n  ( 1 g g 1 b )
covcr i t  rnor( '  goneral forln including nt ) p t ,o sorne r:xtent,,  ccrtain disturbanccs 1,
s ; r l i s fy ing  o( f ; )u ,  =  0  a re  a l lowed in  t ,he  s t ,a te  an<1 ou ty r r r t  equat , ion ,  and t ,hey  show
t,h;rt  int<rrn:r l  statr i l i ty is pres<:rved in t ,he scnse that r:  ancl u clo not blow up faster
l , t l ? t l t  9 rc :1 .
l t r r  the  spcc ia l  cas t :  o f  s ing l t :  inpu t ,  s ing lc  ou t ,pu t . ,  m in imr r rn  p Iase  sys te l rs  o f
r t : la t i vc  degree l .  w i t ,h  o ( .s )  I rav i r rg  roo i ,s  in  e  -  , r f  r r r r r l t ip l i c i t y  on , .  i f  11- , . , ,  a re  on  i lR . ,
l ,he  s : r r r rc  ap1>roach has  be t :n  uscd b-y  He lmke e t  a t .  (1  990)  to  p rescnt  a  un iversa l
a< la1>t ive  t  rack i r rg  cont ro l le r .
lV l : r ree ls  ( - l984)  was the  f i rs t  who uscd the  i r r te rna l  rno t le l  p r inc ip le  to  cons t ruc t
a  un iv r : rsa l  adapt ivc  t rack i r rg  cont ro l le r  fo r  s ing le - inpr r t  s ing le -ou tpu t ,  sys tems o f
re l ; r l , i v t :  degrce  p)  l ,  s t :c  Sec t ion  4 .3 .
' l ' ao  
and loant io t r  (1991)  hav t - ' in t rodur :ec l  the  fo l low ing  < l i f fe rcn t  t rack i lg  con-
t ro l l t : r  fo r  s ing le  inpu1,  s i r rg le  ou t ,pu t ,  sys tenrs .
P t top<rsr r r< lx  l l .  i  7 .  Thc :  adapta t ion ,  lau
u;ilh Lht: feedhnck lau
(3 34)
uft) ' t  ,  logether
u( t )  =  f r ( t )z  s in  f r ( r )  (p ( r ) , . r ( t ) )  (3 .3b)
zs a un.iuersal adaptiue tracking conlrol ler for the class (2.3) antl  the class of refer-
ence s igna ls  cons ts t tng  o f
(3 .36)
aptive
0( t )  =  , ( t ) lv , " t \ )  -  a f t l ,  , (0)  €  rR2(r+r)  Ik( t )  =  (B( t ) ,u , ( t ) ) [y , . r ( t )  _  a0) ,  k(0)  €  R.  /
u h e r r :  u ( t )  =  l t / , , 1 f t 1  -  a ( ) , 1 ,  s i n o 1 l ,  . . . ,  s i n  u i , . . . J  c o s L r r l , . . . ,  c o s
9,"1ft)  = oo + f j=r nr s incr i t  *  ö,  cosr, ; ; l  \
1 r 1 , . . . , o t  
€  
l R  a r e  l ; n o w n ,  e o , . . . , a t , b t , . . . , ö r  
€  
R  o r c  u n k n o r r .  J
' I 'he proof by Tao and loannou (1991) is not based on a conversion to an ad
s tab i l i za t ion  prob lem.
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3.7.  Robustness
Robustness for the adaptive controllers surveyed in the previous
consiclered for state and input nonlinearit ies entering a system
in the following form
r)J v
sections has been
be long ing  to  (3 .1 )
; ( l )  =  Ar( t )  +  eQ,  x( t ) )+ d(r )  +  a lu( t )  +  \ r ( t ,  r ( t ) )
+r t2 f t ,  r ( t ) )  +  a3(1,  r ( l ) ,  u( l ) ) l
u( t )  =  C r ( t )
and also for sector-bounded input and output nonlinearit ies ( and ( so that the real
input z can enter the system via u(l) = 
€(r, t(t)) and the reai output measurement
is given bV y(t) : ((l, g(l)). All nonlinear functions are appropriately defined in
order to ensure uniqueness and no finite escape time, we omit details for brevity.
The term p( t , r )  represents t ime vary ing state depending per turbat ions which
are assumed to be of sulficinetly smallf inite gain, thus proving well posedness. d(l)
represents an arbitrary tro(0, oo) function. The time-varying input perturbation are
of bounded growth or can be unbounded if they are of 'correct'sign. More precisely,
the following results have bcen achieved.
flelmke and Prätzel Wolters (1988) showed that the Willems-tsyrnes controller




W( t , r )15  e l " l  f o r  some  (unknown)  , p  >  0  (3 .37 )
and d(l) is an .Ln(0, oo) function.
An improvement of the local behaviour of the controller (2.9) is case of known
high frequency gain is achieved by Cabrera and Furuta (1989) who modify the
adaptation law in (2.9) to ,t = -o k -t y2 for sorne o ) 0. lInder certain assumptions
on the system class the closed loop system is robust against bounded disturbances.
Theorem 3.7 holds true for multivariable systems if for all (t, r, u) 
€ 
IR x IR'x R-
and some (unknown) , i r , i t , iz ,?s > 0 we have
l l p ( t ,  " ) l l  <  P l l " l l ,  Q su f f i c ien t ly  smal l
l l ' r ' ( t , r ; 1 l S  4 r l l " l l
y ( t ) r  C  B \2 (1 ,  r )  (  0
y(t)r  C Bqs(t ,  r u)  < l ly l l  4 '  f l  l " l l  + l lu l l l
see Owens eC o/ .  (1987).
In the single input, single output case Theorem 3.9 is valid, if for all (t, r) e
R.  x  R'  and some (urrknown) i r , iz>.  0,  we have
i l r 1 ( r , r ) l lS  4 t l l " l l ,  v (ü rCnq2( l , r )  S  0
This has been proved in Prätzel Wolters el a/. (1989).
Theorem 3.9 holds also true if the Nussbaum function is scaling invariant and if
the class of single-input single-output systems is subjected to actuator and sensor
nonlinearit ies ((1, ü) and ((1, y) which are seclor-bounded, i.e. for all I 
€ 
R. and





aü < ( ( t ,ü)  < p i t  for  a l l  u  
€ 
R1, p u S € ( t . u )  ( o u  f o r a l l  u € R -
:J40 A .  I I , ( I I I M A N N
and fbr ( :r lalogously. ' this is a const:r1ut:rrcc of a gent:r:r , l  rcsrr l t  for r<:t,ardcd systenrs
prove< l  by  l ,ogenrann (1990) .  i l c i r rnann and Owens (1991a)  ha .ve  shown tha t ,  The-
or r : tn  i l . l0  r : rna ins  va l i c l  fo r  s ing le  input  s ing le  ou tpr r t  sys tems in  case o f  scc tor -
bour r t l c t l  inpu t  nor r l inear i t , ies  and t ,ha t ,  exponent , ia l  s t ,ab i l i za t ion ,  ; rs  p rcsented  in
' fheor t :n t  l l .1 l l ,  i s  a lso  poss ib le  i f  a  sw i t ,ch ing  der : i s ion  func t ion  is  usc< l  fo r  t ,he  ga in
adapt : r t io r r  rnechan is r r r .
' l ' i r cor r :m i3 .12 ,  p roved by  l l c i rn rann anr l  l ,ogcrn : rn r r  (1991) ,  an< l  the  ex tens ion  to
ach i t :v t :  cxponent ia l  s t ,ab i l i za t io r r ,  as  s t ,a ted  in ' l ' h t - 'o renr  3 . l i J ,  rc rna in  va l i c l  in  th r :
p resenc( '  o f  non l i r r t :a r i t , ies  a t i s fy ing  ( I i .37)  and ( i i . l i 8 ) .
( l t : r t , : r i r r  we l l  poscdness  propcr l , i cs  a re  c la i rncd  by ' I 'ao  and loannou (1991) i f  thc
t :o r t t , ro l l c r  (3 .33) ,  ( :1 . :14) is  rnod i f i r :d  so  tha t  d iscont inuor rs  fe rcc lback  is  r rsec l .  Howt :v r : r ,
d iscor r t i r r r r i t , i r : s  on  the  r igh t  han< l  s id r :  o f  the  c losed loop c l i f le ren t , ia l  equat ion  is  no t ,
tak t :n  i r r lo  acco t rn t ,  in  the i r  o roo [ .
4. Mirr irnurn J>hase systenrs of hi6lhcr relat ivc degre<r
y ' .  1 .  Obst rue , r -bascd mnde l  re f t rence con l rv l le rs
l r r  t ,h is  sec t ion  we rcpor t  some resu l ts  wh ich  show thc  f t :as ib i l i t y  o l  the  adapt ive
r:orrtrol pnrblem, th<,r control lers are complicatr:d in naturt: .  l t  has been a long-
s tand ing  prob lem to  p rove tha t  an  ac lap t ive  cont ro l l c r  no t  on ly  s tab i l i zes  or  t racks
t ,he  ou tpu l ,  bu t  r :nsures  s t : rb i l i t y  o f  the  in tc rna l  var iab l t : s  as  wc l l ,  i . t : .  an  adapt iv t :
con t ro l l c r  in  the  scnse o f  l )e f in i t , ion  1 .1 .
I "euer  and Mors t :  (1978)  in t roduced an  adapt , i ve  s tab i l i zer  fo r  s ing lc  input  s ing le
outpu t  sys ter r rs  sa t is ly ing  the  assunrp t ions  (A l )  (Aa) .  ' l ' h is  has  been,  to  the  au*
thor 's  knowlcdge,  the  f i rs t  p roo f  o f  the  g loba l  s tab i l i t y  behav iour  o f  a r r  adapt ive
cont ro l l t : r .  The cont , ro l le r  i s  r ro t  based on : r r ry  ident i f i ca t , ion  a lgor i thnr  and does  no t
rtsc a stt f f ic icnt ly r ich probing signai: howevt:r,  i t ,  uses a ful l  state observcr control ler
anc i  i s  cornp l i ca ted  in  na tur t : .  I t s  d in rens ion  grows rap id ly  w i th  inc rcas ing  re la t i ve
degree of the systems al lowed in thr: systenr cl:rss. Feuer and Morse (1978) also
solved t,hr: adapt, ive niod<:l  reference (rcspectively, t ,racking) problcm for the systenr
c lass  sa t is fy ing  (A1)  (A4) ,  the  c lass  o f  re fe rencr :  s igna ls  p roduced by  re fe rence nrod-
e ls  cons is t ing  o f  con t , ro l lab lc  and obsr : rvab le  sys t t - ' rns  o f  the  fo rnr  (A , ,b , ,c " ) ,  wher t :
A, is exp<-rnent, ial ly stable and the relat ive degree of lhe transfer function has to
be great,er or c<1ual to t ,he reiat ivc degree of thr: process transfcr function, and with
p iccewise  cons tan t  and bounded input  s igna ls .
Th is  r :on t ro l l r : r  has  been s imp l i f ied  by  Morse  (1980) ,  and Morse  (1g84)  cou ld
remove t ,he  known s ign  assurnpt ion  (A l )  by  mak ing  use  o l 'a  sw i tch ing  func t ion  as
introduced by Nussbaurn (1983), cf.  Section 2. l 'he sarne class of reference models
and reft:rence signals is considcred. Robust,ness has not bt:en investigated. However,
the relat ivr:  degree is oniy al lowed to be 1 or 2 and has to be known.
These result,s have been general ized to relat ivt:  degree I or 2 systems, where the
degree is  unknown,  in  Morse  (1987) ,  see  a lso  Morse  (1988a) .  The rnode l  re fe rence
adaptivtr control problem has been solved for a certain class of reference models,
however an upper bound on the state dinrension of the system has to be known.
Exlcnsions of these results for the case where the systems is of arbitrary but known
relat ive degree n*, the reference model has relat ive degree n* _   r ,  are presented in
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Mudget t  and Morse (1985).
However, all controllers in the above references are still based on the one pre-
sented in Morse (1980) and thus complicated in nature.
An alternative stabil izer which is valid for single input single output systems
satisfying (A1)-(A4) has been introduced by Narendra et al. (1980), however it is
not  s impler .
/ .2 .  Non-obseruer-based s labih,zahon and l rack ing
Before we survey some results on minimum phase systems of relative degree p > 2,
we try to give an intuit ion for the design of an adaptive stabil izer.
Consider the class of single input single output, minimumphase, relative degree
2 systems with positive high frequency gain, i.e. systems of the form
i ( t )  =  A t ( t )  +  bu ( t ) ,  s ( t )  =  cx ( t ) ,  r ( 0 )  €  R '  \  , ,  , ,( A , b , c )  
€ l R ' x ' x R ' x l R 1 x '  i s m i n i m u r n p h a s e ,  c b = 0 ,  c A b > 0 .  J  
' - ' - '
It is well known that there exist two dimensional controllable and observable
minimum phase systems of relative degree 2, which cannot be stabil ized by feedback
of t lre form u = -kA, see Example 6.2.1 in Sontag (1990). However, if feedback of
ttre derivative of the output is allowed, then the closed loop system is of relative
degree l and standard techniques can be applied. This is demonstrated in the
following proposition, which is not available in the l iterature.
PRopost t toN 4.1.  ' fhe.  feedback law
u( t )  =  - lk ( r )+13/ ( r ) lo l  y ( t )_   k ( t )y( r )  =  - [k(1 )y( t t+ f i tnraool l  e2)
341
toge lhe . r
applzed
so lu l ion
wt th  lhe  adap la t ion  ru le
ß( r )  =13 / ( r ) l o ,  ß (0 )  eJR. ,  p ) r  (4 .3 )
to  anu sustem of lhe c lass ( .1.1)  yrc lds a c losed- loop system wi th a bounded
on IR1,  and the propcr l ies l iml-* r ( t ) :0 ,  I i ,mt-* f t ( l )  
€  
R er is ts .
Proof. The feedback system can be rewritten as a system of relative degree I as
follows. Insertirrg the feedback (4.2) into a system (,4, ö, c) yields
r(r) - Ar(Lt - bk(t)y(tl - f i torrüutt)), z(0) e R.". (4 4)
In t roduc ing  the  new var iab le  r ( t ) :  r ( t )+bk( t )y ( l )  leads  to  the  c losed- loop sys tem
f  ( t )  =  Au( t )  -  ( I  +  A)bk( t )y( t ) ,  y( t )  :  c ,u( r ) ,  Iy (0)  = r (0)  + öß(0)y(0)  |  t+  s ll r ( r )  = l l v ( t ) l l o ,  f r ( t ] )  
€R  )
Since c(1 + ,4)0 = c.4ö, thc relative degree of the system in the first equation in
(a.5)  is  l  and the min imumphase property  is  preserved because of
i " 1 - , 1  ( 1 + l ) b l f  t  b l  f  s 1 - A  b l l t  0  I
L  - .  o  l L o  r l  =  L  - .  o l L o  s + r l
,  A . t A .  I L C H M A N N
Now,  Theorem 3 .6  g ives  l im l * -  u ( l )  =  0  and I im l_-  ß( l )  ex is ts ,  and hence
l im r ( r )  -  0 .
t + N
A general izat ion of this result to higher-relat ive-degree systems is possible i f  we
assunre that higher derivatives are avai lablefor feedback, a clever introduction ofan
internal variable o is then due to a tr ick of Mil ler and Davison (1ggl).  However, i f
g is not avai lable, an a,pproximation of g, respectively a dynarnic compensator, wi l l
be used. I 'br systerns belonging to the class (4.1) i t .a,r b" shown that the dynamic
co lnpensator
ü(s)  = -Ps t1 l -  
,1s; ,  for  consta ' t
. S + , f -
yields exponential stabi l i ty of the closecl loop system (4
la rg<: .  Rewr i t ing  (4 .6 )  as
r i ( s )  =  - ( s  +  t ) [ kd (s ) ] ,  d (s )  : -  !  * r@ (47 )s + ^ "
leacls to the following guess of the adaptive compensat,or in the tinre <jomain
r r ( r )  = - f f t ( r  )0 ( t )+  f t f rU l t@l l ,  öQ)  :  -k f t )20( t )+k( t )2y( t ) ,  d (0)  €  ]R .  (4 .8 )
In  fact ,  i f  we consider  the sol ' t io '  gp( . )  o f  t ,he second ecluat ion in  (a.g)  for  f ixcd
k( . )  :  f  
€  
lP, ,  then l im6--(d6 -  A)r , ,  = 0.  Thus 0( l )  is  arr  approxi rnat ion of  y( . t )  i f
k( l )  is  h ig enough.  We obt ,a in t ,he fo l lowing rcsul t , .
' l ' r r r ;oRr 'v  4.2.  ' l 'he a,daplat ion ru le k( t )  = y( t )2,Ä(0)  
€ 
Rt . ,  tc tgether  wi th ( / .g)  zs a
uniuerso,l adaptire stabil izer of c,r 'd,:r 'L for th,r. class of sustems (1.1).
Pr tof .  suppose (A.b,c)  belongs to r l ie  c lass (4.1)  and is  t ransforr r icc l  as in  (4.b) .
An applicat,ion of Proposition 3.2 allows to rewritc tht: closerd loop system as
k e l l t
1 ) ,  ( 4 . 6 )
x(iii'l | -,ßi, -{J' ll(liil )
/  e t t l  \
l s u t l
\  . ( t )  /( 1  1 0 )
and consider
d (  € f t ,  |  \  t  - , t ( r ) '  -  cAbk( t )  - (c , lö{ : ( r ) *  .41)  _   t '  f
a \ :ll] ) 
= 
| cA:k(t) r:Ahk(t),* Ar i: l
(4  6 )
if * is sufficiently
(4  e)
where  ,4a  
€  
l k ( " - r ) x (n - r )  i s  exponen t i a l l y  s tab le  anc l  _41  e  ]R , /T ,Äs  e  lR " - r .  The
coorclinatr: transformat,ion { := d - v leads to
Let  P be the unique posi t ive def in i t ,e  solut ion o l  pAa+ ATp = _I
the Lypunov funct ion candidate
v ' ( ( , , a , z )  , -  i t 2  - t  i y2  +  ( z ,  Pz )
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Then the derivative of I/ along the solution of (a.10) is for a suitable constant K > 0
ü(r) < l-cAbk(t) + r{)y(t)z
and integration yields
r t
v( t )  s  r (0)+ J" l - raut { ' )+n ly1s12 as = y(o)-  ,ob f  or r ' r ' , , '  t ld t l+^ ' l f r ( t ) -  f t (o) ]
( 4 . 1  1 )
where we made use of the substitution ft(s) = 1t. If k(t) is unbounded, the right hand
side of (4.11) becomes negative, hence producing a contradiction. The remainder
of the proof uses similar arguments as in Theorem 3.6. rr
Byrnes and Isidori (1986) gave a different (and incomplete) proof of Theorem 4.2.
For higher relative degree minimum phase systems, the intuit ion arises from
the non-'adaptive case as well. It is shown in Märtensson (1986) that the l inear
t ime invar ianl  comDensator
ü ( s )  :  - k 2 r - 1 ( s  +  t ; r - t i i (")  (4.12)( s  *  f r 2 ) ( s  +  f r ' ) .  . . ( "  *  k 2 o - ' )
stabil izes a minimum phase systems with positive high frequency gain and
degree less or equal to p for k sufficiently large. The same result has been
by Khali l and Saberi (1987) for the different compensator
relat ive
shown
( 4 . 1 3 )u(s) =_'t t2* '##o't ' l
Then the problem is to determine a suitable adaptive controller in the time domain.
Note that the transformation from (4.7) to (a.8) is meaningless if ß(.) is depending
on f . However, the Lyapunov function candidate sometimes gives a hint for the
correct t, ime-domain realization.
A very early contribution to solve a certain adaptive tracking problem was made
by Mareels (1984). He considers the following class of single input single output
systems with arbitrary but known relative degree, known sign of the high frequency
gain, and known upper bound for its magnitude.
t ( l )  :  Äz ( t )  +  öu ( t ) ,  y ( t )  :  m( t ) ,  r ( 0 )  €  lR "  )
c h = c A b =  = c A p - 2 b = 0 ,  0 < c A p - r b < g o  )  t a . t a l(A,b,c)  
€ 
l l {nx" '  x  lR 'x  lR. lx" ' ,  n  is  unknow:n,  p,go are known J
As opposed to the approaches ment ioncd in Sect ion 4.1,  Mareels 'contro l ler  does not
use a state observer, instead it is relatively simple and uses ideas partially presented
above. His approach is based on the high-gain properties of the system class. For
the sake of simplicity we consider systems of relative degree 2. The following lemma
is basic for the construction of the adaptive stabil izer.
L t t t t n t n  4 . 3 .  , s u p p o s e  ( A ; , b ; , c ; )  
€  
p t ' t  x  R j  ^  p l r l  a r e  c o n l r o l l a b l e  a n d  o b s e r u a b l e
systems wi lh  erponent ia l lu  s lable.  Ai ,  i  =  I ,2 ,  so thal  the polynomial
g o + c l b 1 s a c 2 b 2 s 2  a s 3
,T 
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is Hurutitz. (Note thal gs is the upper bound of the rnagnitude of the htgh frequertcyqatn.) .Consider  the fo l loutng dynamical  systcm descr tbed bu
u(r) = r'1r,1., ",r( : l[ l i  ) *n,r1,l] ( 4 . 1 5  )
' t  ( r ' ( / )  \ - l A , a k b , , ,  k b 1 r 2  l ( r t ( r )  \  / , t 4 , \
a r  [  ' , , ( r )  )=  l ,  
' k2b2" ;  
, l . i ' k1 'b , " ,  
. |  (  " , i r j  /  *  (  ; ; ; ,  ) v ( t )  Q ' t6 )
I f  (A,b,c)  is  an e lemenl  of  the c lass ( /  1 / )  for  p = 2 and the feedback compensalor( / ,  15) ,  (1.16)  ts  appl ied,  to  (A,b,c)  then there er is ts  a ko.> 0 such that  the c losed,
loop syst,em is erponcntially stable for all k ) fr0.
The adaptivc versiorr of the previous lenirna is as follows.
' I 's r<rr ren 4.4.  Let  p = 2.  Then the feedback compensalor '  (1 .15) ,  (1.16)  together
ui th t ,he:  adaptat ion lau
i  u, t t f )  =. f ( .v(r)) ,  k(0) € R (4.r7)d L '
is  a uniucrsal  s labi l tzer  for  the.  c lass ( / .1 / ) ,  prouided / : lR -  1 l {  srz lesfe s for  some
F '  >  0  and  fo r  a l l  0  <  l r , l  1  l r r l
r z
0 < f (zr )  < f ( r r )  < I .  and ,  *  
J , . ,  
( f (z) lz)dz is  cont inuous.
An extension to arbitrary but known relative degree p > 1 is straightforward. It
is;rlso shown by Mareels (1984) that the tracking problem for the class (3.35) can
be solved, this is done in the same way as presented in Section 3.6.
Morse (1988) has shown that  the wi l lems-Byrnes contro l ler  (2.9)  wi th l / (ß)  :  1
also works for the class of single-input single output, minimum phase systems of
relative degree 2 with positive damping rate and positive high frequency gain, i.e.
the t ransfer  funct ion s lG'+ os *  ö)  sat is f ies 9 > 0,o )  0.  This  resul t  has been
extended by Cor less (1988,  1991) as fo l lows.
TIrpoRou 4.5.  The contro l ler  u( t )  = k( t )y( t ) ,  f r ( / )  = y( t )2 is  a uniaersal  ad,apt iae
slabr l tzer  for  the c lass of  contro l lab le and obseruable systems (A,b,c)  6 lpnxn y
lR. x iRrx" which are uniformly stabilzzable ura high gazn feedback, t,.e. there exisl e ,
f r *  > 0 (depending on (A,b,c))  so that
maxÄe \ t (A -  kbc)  < -e for  a l l  k  > k*
where )6(A-  kbc)  denoles the ergenualues of  A-  kbc.
Morse (1988) introduces a stabil izer for the following class of relative 1 or 2
systents where the exact relative degree is unknown.
i ( t )  = Ar( t )  + bu( t ) ,  y( t )  = ü( t ) ,  r (0)  e R" ' l
(A ,b ,  c )  
€  
IR " '  x  IR '  x  R t " ' ,  , ,  i s  unknown  l  t + . tS l
c b > 0  o r i f c ö : 0 t h e n  c A b > 0  )
He has proved the following theorem.
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TsE,oRstr  4.6.  The feedback law
u(t )  :  -k( t )0( t )  -  k( t )2y( t )  (4.1e)
logether  wi th the adapla l ion law
0 ( t ) =  - ( k ( , ) + ) ) d ( l )  - k ( t ) 2 y ( t ) ,  d ( 0 )  
€ l R , ) > 0  \  ( 4 r o \
k ( t ) = s ( t ) 2 ,  k ( 0 ) € R  J  ' - ' - " '
is  a uniuersal  adapt iue stabzlzzer  for  the c lass ( / .18) .
By increasing the dimension of the compensator by one, Morse (1987a) gener-
alized Theorern 4.6 to the class of relative degree 3 systems.
To re lax the known s ign condi t ion in  the c lass (4.18) ,  Morse (1985) in t roduced
a two-parameter adapt,ation law of the following form
.  I  n  f '  . , .ko?l  = 
,y( t ) '  +  Jn u(" ) 'd" .  kr ( t )  =  O(t )v( r )  +  z l ( t )  (4 .2t )
20(t) : \0(t)y(t) - y(r)r ' /( | l*(t) l l )10(t)k0e) + ae)kve]nn, 9.22)
= [)s(r) - 1/( |  |  ß(,) |  |  )  s(t)k s(ü]a (t) - s(r) '  1/ ( |  |  e(r) I  I  )ßy(,)
where l lß l l  , :  r /ku + ko,  )  > 0,  and 1ü( ' )  is  a Nussbaum funct ion,  see (2.10) .  Then
the following result is obtained.
TsooRpna 4.7.  ' I 'he adaptat ion law (1.21) , ( / .22)  logelher  wi th
u(r )  = N( l lß(T) l l )10( t )k0( t )  +  y( , )ky( , )1 ,  0( t )  =  - i^e( t )  +  u( , )  (4 .23)
is  a uniuersal  adapt tue s labzlzzer  for  lhe c lass of  mtntmum phase sys lems ( ,4,  ö,  c)  €
iRnxn x R" x  lRlxn of  re la lzue degree 1 or  2.
To get an intuit ion for this controller, consider the fact that the output feedback
compensator
/ v ( l l k l l ) kq (s  +  ) )y(s)=;- i f f i , f ' )  U-24)
yields closed loop stabil ity for a suitable constant fry, &e 
€ 
R.
Mudgett and Morse (1989) introduced an alternative stabil izer to that given by
Mareels (1984) for the class (4.14) and p - 2.
1.3. Tracking wilhtn a ball
Mil ler and Davison (199i) considered a modification of the usual adaptive tracking
problem. Instead of forcing the error between the plant output and the reference
signal asymptotically to zero, it is desired to force the error to be less than an
arbitrarily small prespecified constant after an arbitrarily short prespecified period
of t ime with an arbitrari ly short upper bound on the overshoot. More precisely
they have studied the following problem. Let
PC* :: the set of piecewise constant bounded functions / : IR-Rq
PCl*:: the set of continuous f e PC* which have derivatives in PC*
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P n o g l t ' r t u r  4 . 8  S u p l r o s t '  e , 6 . ' t ' >  0  a r e  p r . s p c c i f i e d .  l ' i n r l  a n  a < l a p t a t i o ' l a w
(u( ' ) ,  u , , ,1( ' ) )  l to , , t  *  * ( t )
su<: i r  that  the fcedback law u( l )  = f r ( t )  appl i r :c l  to  any systenr  bef t rngi lg  to a pr t ,
specified syst,enr class ancl any '!!r.:J ( ) € pall. yielt ls for thc solut,ion of the closed
loop systerri and the error
e ( l )  : -  y , "1 f t )  -  y ( t )
( i )  - ,  <  ss? ) (e (0 ) )€ ( r )  < rnax { r , 6  +  l " ( 0 ) l }  f o r  a l l  I  €  [ 0 , . I ' ]
( i i )  l r : ( t ) l  <  r  f o r  : r l l  t ,  > ' t '
( i i i )  r ( . ) ,  z ( . )  a re  bo r rnde< l  f unc t i ons  .
'fhr: 
class of systerns under consideration is
r ( t , )  =  Ax ( t )  +  bu ( t )  +  Eu ty ( t ) ,  y ( t )  =  c ; r : ( t )  *  I r l t 2 ( t ) ,  r ( 0 )  
€  




lP . " x rL1 ,  1  
€  
l l l l x r i r .  ( . , 1 ,b , c )  
€  
lR ' , x '  x  l 1 t '  r  l l l . l x '  m in imur '  p l r ase  I
ur( . )  
€  
P( ln,u:2( . )  
€  
PCL are arb i t rary d isr r r rbanccs J
(4 25)
\ot,ice that no assumption is rrracle on the relat,ive clegrce.
' l 'ht: control strategy is based on a gain adaptatiorr which prodlces piect:wist:
cot ts tant  gains A( l ) .  Thus i t  is  d i f fcrent  to  most  of ' th t :  prcceding rpsul ts ,  o l ly
s imi lar  i r t  nat t r re to tht :  resul ts  g iven in Sect ion 11.4.  ' fhe ac lvantage of  a swi tch ing
type corr t ro l lcr  which swi tches between constant  gains is  t ,hat  lhe analys is  on a1
intr:rval wht:lre t,he leeclba<:k is constanl, is rclatively simple (because one analyses a
l inear  t i rne- invar iant  systenr) :  i t  has to be cnsured t ,hat  1,he in tervals  betweren the
swi tching t imes are long cnough in order  to g ive the systerr r  t i r le  to set t le  c lown.
l ' ' irst assurne that, (4.25) is restrictecl to thc class of relativc eegree p sysr,ems.
Khal i l  and Saber i  (1987) have shown that  the l inear  t i rn t : - invar ianr  compensator
r r ( s )  =  - A ' 2 n  1 . ( "  *  l  ) P - l  .  , .  t(s  +- f r2)eJ e(s)  (4 ' '26)
stabi l izes each s ingle input  s ingle output ,  r . in i r 'um phase,  re lat ive c legree p )  I
systeni of proper high frequency gai' sign and a s,ff iciently large. Miller ancl
I )av ison ( f991)  choose as a real izat ion of  (4.26)
i ( / )  =  k '   ( i u ( t )  *  f r ? H , 1 1 1  1
r ( t )  =  k J t , ( t )  |
u ( l )  =  f f - j o ; r . ( , ) 1 r ;  )
(4 27)
where
- 1  I  0
0  - 1  1









l R ( P - 1 ) x ( p - l )
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H - c IPP- I t -
€  
R.p- t
and the d; 's are defined
p - r
I  
o , r '  =  ( s  f  l ) r - l
Observe that u can be constructed from e and o without differentiation.
Since it is assumed that the relative degree of (A, ö, c) is p, it can be shown
that there exists a clever coordinate transformation so that the closed loop svstem
(4.25), (4.27) can be rewritten as
: i ( r )  :  Az ( t )  +  (A  +  t y - t 6 r ( t )  *  t u1 ( t ) ,  y ( l )  =  c . z ( t )  +  w2 ( t ) .  ( 4 .28 )
Since (4.28) is minimum phase and of relative degree one, it is possible to use the
convenient form given in (3.3). This enables us to obtain tedious estimates of the
solution of the closed loop system (a.28) and t,o prove the following theorem.
TneoRpr, t  4 .9.  Suppose ,6,7 )  0.  Lel  k( t )  depend on l ime and be g iuen by
k ( l )  = ( - t ) '  f o ,  l e  [ l ; , 1 ; 1 1 )
whe.re the sequence of  swi tchtng l imes is  dete, rmined in luo phases:
( t )  t 1  -  0 ,  ß ( 0 )  =  6 ;
t r  =  m i n  I t ,  t , - t l  l e ( t ) l  =  l e ( 0 ) l +  6 [ 1 -  2 - t ]  o r  l e ( t ) l  < .  ] e  o r  t  = T l 1 -  2 - c l ]
I f  le ( l ; ) l  <  ; r  fo r  sc tmei :  io ,  then go  to  phase ( i i ) ,
( i t ) t6  =  n r in  { t  }  t t - r :  le ( t ) l  =  € [ l  -  l l 2 i - t "+ t11
Then lhe feedback law (11.27) Iogether usilh the adaptation law (/.29) is a uniuersal
adaptiue tracking contrctl ler in lhe sense of Problem /.8 for all relalrue degree p
syslems of lhe. class (4.25)
In Phase (i) the error is forced to stay within the prespecified amount of overshoot
and to become smaller than ]e by using the high-gain properties. T'he so-called
' tuning funct ion '  ( - i ) "  in  (4.29)  can lp leplaced by a s impler  funct ion depending
on the relative degree p. For example, *(l) = (-3)' wil l work for the relative degree
1 case.
Miller and Davison (1991) have also introduced a modification of the controller
which can cope with additive noise d(.) 
€ 
PCL in the output. Necessity of the
minimum phase condition is also proved.
Rsuanx 4.10.  Theorem 4.9 can be extended to the c lass (4.25) ,  that  is  nei ther
knowing the precise relative degree nor an upper bound of the relative degree, by
searching the controller dimension according to Märtensson (1985).'The switching
times have to be modified so that it is ensured that the feedback law (4.27) cycles
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5. Non minirnum phase systerns
In Section 5.1, we present the famous result by Märtensson (198b, 1g86) who
introduced an adaptive stabil izer for all systems for whictr the order of a stabil izing
compensator is known. This approach has been improved by Miller and Davison
(1987, 1988, 1989) in order to show certain robustness properties resp. exponential
Lyapunov stabil ization. In Section 5.2 we show how these stabil izers together with
an appropriate internal model can be used to design adaptive tracking controllers
solving the servomechanism problem. The results of Mil ler and Davison (1987.
1991b,  1989) are presented.
Most of the adaptive controllers introduced in the previous sections were smoolh
in the sense that the right hand side of the adaption law & = sG,ü and of the
feedback law u = f(k,a) depends smoothly on its arguments. The controllers
presented in this section are mostly discontinuous since the feedback law consists of
a switching gain type controller, that means the feedback gain switches at discrete
points of t ime and between these points ß is held constant. Therefore, the resulting
closed-loop system is a coupling of a piecewise time-invariant l inear system and a
nonlinear scalar equation: this simplif ies the analysis to some extent. This approach
is more successful than the'smooth approach'in the sense that many results have
first bcen shown by using discontinuous feedback controllers. Although in a second
step the discontinuities can be smoothed out, cf. Märtensson (1986), Section 4.4,
and Millcr (1991), the control strategy is essentially discontinuous.
5.1 .  Stabi lzzat ion
Märtensson (1985) has introduced an adaptive stabil izer for the following large class
of l inear systems where it is only assumed that there exists a dynamic stabil izing





N and <ienote by 51 the set of all systems
i(t)  = Ar(t)  + Bu(t) ,  a(t)  :  cz(t) ,  u (0) e rR."
(4,  B,C) 
€ 
lR. 'x t  x  Rrüxn x lRPx- so that  there ex is ts
( F , G ,  H , 1 { )  
€  
R r ' r  x  R r x p  *  p m x r  x  I R - x p
t(t) = I 'z(t) + Gy(t), z(r) = H z(t) + r iy(t),  "(0) e
which asymptotically stabil izes (A, B , C)
(5  1 )
Märtensson pointed out that the assumption on the existence of a d,ynamic
feedback compensator is not crucial as is demonstrated in the following lemma.
Lrnanta 5.7.  us ing the notat ions as in  (5.1)  we obta in that  the l inear  dgnamical
systcm of order I
2 ( t )  =  I '  z ( t )  +  Ga( t ) ,  u ( t )  :  H  z ( t )  +  r i  a f t ) ,  z (0 )  e  R '  ( b .2 )
is a dynamic feedback controller of the ltn.ear plant
I
-, I
i ( t )  :  Ar(t)  + Bu(t) ,  y(t)  :  cr( t) ,  r(0) 
€ 
1tt"  (b 3)
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if and only i f  lhe slatzc feedback conlrol ler
f  l , '  H l - .r ( 1 ) = L 6 . o J r r , ;
is a conlroller of lhe syslem
- r ( / )  =  e " ( r )  +  AA t r ) ,  y ( t )  =  C- i ( t ) ,  r (0 )  e  R '+ '
where
o - l  l 9 l ,  a  = l  u ^  9 1 , . = l f  9 l
L U  u l  L U  r )  L U  t )
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(5  4)
, _ l ' l  , , _ l y l  . , * l u l,  =  L  .  l . r =  L ,  J ' u =  L  ,  J
Note that  (5.3)  is  s tabi l izable and detectable i f ,  and only i f ,  (5 .b)  is .
we do not present Märtensson's (1985) original proof, that the knowledge of the
order of a stabil izing cont,roller is sufficient to design a universal adaptive stabil izer,
the proof conl,ains sonre gaps. 'I 'he following version can be found in Logenrann and
Märtensson f 1990).
Tg loRn l r  5 .2 .  Le t  /  
€  
N  ond  a : lR*N  be  a  p ieceu i se  cons tan l  r i gh t  con t i nuous
function which satisfies
o ( [ c , o o ) ) = N  f o r  a l l  c € ] R
und uhtch d isc:onlznuzty poin ls  are g iuen by
r ; : r i ) - t  i = 1 , 2 , . . . , r s ) l
t ime to set t le  down.
The result shows f'easabil ity rather t,han
the svstem class is available, then this
transient behaviour and to sirrrplify the
( 5  5 )
(5  6 )
(5  7 )
D
pract , ica l  ut r l i ty .  I f  n iore in forrnat ion about
informatiorr should be used ro improve the:
regulat ion law.
Suppose S C ö j ,  set  (5.1) ,  and K = {1{ ; } ,e  rs  C IR(m+r)x(p* t )  is  a set  of  r :onl ro l le ,s
associa led unth (5. ,1)  so thal  for  euery (A,R,C) e S there er is ls  a I i ,  e  K whzc.h
asymplolically slabtltzes (5.5). Then th,e. con.lrollt 'r
ü(r)  : r i , (kQDü(t) ,  L1t1= l l t ( r ) l l ,  + l l r ( r ) l l r ,  k(0) e rR (5  8 )
is a unit:ersal adaptzue st,abil izer for |,he c/ass S.
Proof .  (Sket ,ch)  By (5.E)  A ' ( l )  is  monotonical ly  increasing.  l t  o(k( t ; ) )  = o(r i )  =
ri6 hits a stabil izing feedback matrix 1{;o thcn either the closed loop system stabil izes
out  on the t ime interval  [ r t , r i )  so that  l i r r l * -  k( t )  < r l  and no rnore swi tch ing
occursr  or  i t  swi tches at tc l  goes unstable.  But  then condi t ion (5.6)  ensures that  a(k)
wil l hit the sarne 1{;n again at a later swit,ching point ri ) 4. Because ol (5.7) the
system will stav const,ant for a longer pr:riod. I lventually the syst,em has enough
3,'r0 A .  I I , C ] I I M A N N
l t r , vanx , ' r . i J .
( i)  I , 'or a nrore gencral versicin of ' I 'heorern 5.2 see Section 6.
( i i )  l t  can  be  shown,  see Lemma4 in  l ,ogernann and Mär tensson (1990) ,  tha t  i f  r (
i s  a  countab le  a .d  dense subset  o f  R(n+r )x (p+r )  thcn ,  fo r  every  (A ,  B ,  c )  
€  
s1 ,
thcrc cxist,s a stabi l izing dynanric compensat,or of the form (5.4) belonging to
Ä.. ' I 'h<:refore Äl = iQ(n+r)x(p|/) satisf i t :s l ,he assumption of Theorem 5.2.
( i i i )  I f  /L  in ' I ' h t :o rcm 5 .2  i s  bounded,  thcn  the  ad ; rp t ,a t ion  law in  (5 .8 )  can  be
s i r r r l , l i f i e d  t o  I . ( t )  =  l l y ( / ) l l '  
Urrclc:r the addit ional hypothesis that a compaclsubset of thc class or ryrt"-,  (s. l l
is consiclcrecl,  l 'u and Barmish (1986) introduce an adaptivc control ler based on a
piecewise constant switching strategy and providing Lyapunov stabi l i ty and expo-
nent ia l  decay  o f  the  so lu t ion .
An alternative control stategy to that presented in Thtnrem 5.2 resp. introduced
by Mär tcnsson (1986)  has  been proposed by  Mi l le r  and Dav ison (1g87a,  lg88) ,  and
for rrr inimunr phase systems by Mil ler and L)avison (1991) 
,  see Section 4.3. The
advantage of the dif ferent approach is that the adaptive control ler tolerates certain
disturbarrces and noise. N{i l ler and Davison consider the fol lowing class of systems
i ( t )  =  Ar ( t )  +  Bu( t ) ,  y ( t )  =  Cr ( t ) ,  r (0 )  e  R"  L .  ^ ,(A, B,C')  
€ 
iR" '"  x lRnxT' x IRPX' is stabi l izable ancl detectable I  
(o 'v, ,
The idea is also based on an appropriate cycle through a parameter space and
to use stepwise constant feedback. The following lemma gives an upper bound on
the stat,e i(t) of the closed loop system in terms of t( ), ü(.)l1o,r1: for a proof see
Mi l ler  and l )av ison (1987).
Ltnnta l t .4 .  Suppctse the feedback law
ü( t )=  t ;9111 , I i  61q( -+ t )x ( - *P) ( 5  1 0 )
applted to (5.5) gields an erponentially stable closed loop syslem. Then there eüst
M,u )  0,  independent  of  i (0)  and ü( . ) ,  such that  the solut ion of  i  =  [Ä+ fÄ-C] ;
satisJies
l l t ( r ) l l  <  M l l t ( 0 ) l l  +  M  [  , - - ( ' - " ) i l l s ( s ) l l +  l l a ( s ) l l ] a . s  f o r  a i l  ,  >  0 .  (b .11 )J o
'Ihe inequali ty (5.11) is used to construct a cri ter ion which decides whether to
continue or to switch off the switching process. 
- l f  , the-cycle through the parameter
space h i ts  a  1 {  wh ich  exponent ia l l y  s tab i l i zes  (Ä ,8 ,C; ,  th "n  i t  fo l lows f rom (5 .11)
that for arbitrary B > 1 and sufficiently large i € N
l l t ( r ) l l <  | l t (O) l l + r+  i k ( t , 11 " - ,0 - ' t t - t , 1  f o r  a l l  t )  t ; ,  t ; ) 0  (5 .12 )
where
I,'* ( l )  : = l k j ( " ) l l+  l lü (s ) l lds ( 5 . 1 3 )
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'Ihe inequality (5.12) is used as a main indicator for the switching procedure
presented in the following proposition, see Miller and l)avison (19g7a, 19gg).
l n o o R s M  i t . S .  L e l  / € N , d ) l  a n d
h ' :N -R( -+ t ) x ( - *P )
be. a funr:l ion so lhat Ä(N) is dense irt p(m*r)x(m*p). r 'h"n lhe regulalion law
t ( r )  :  h ( i ) t ( t ) ,  f o ,  t  € l t i , t i + r )  ( 5 . 1 4 )
where lhe adaptalion mechanism is adjusted by the. following sequence of switching
t imes
( (
t .  . :  )  m in  l t  )  t i - 1  . .  l l t ( t ) l l  =  [ i  +  l l t ( 0 ) l l  +  i k ( t i _1 ) ]e -o - ' ( r - , , - , 1 ]
"  ' :  
1  
t  
oo  i f  the  aboue min imum does no :  e t : i s r  
J  (5 '15)
is a uniuersal adaptiue slabi l izer for lhe class (5.9) under the add,i t ional assumplion
lhat l l  is known that there. erists an l th order stabi l izing compensator of the form(5 ,l)
Proof .  (Sketch)  s ince im ä is  dense in 1p(m*r)x(m+p),he)  wi l l  h i t  a  s tabi l iz ing
gain.  I f  the decay rate -d- t  in  (5.12)  is  not  s low enough,  and/or  the magni tudeoi
l lt( l) l l  is too big, ttren a switching wil l occur. However, there is a time li ) l; so
that ir(j) is close to ä(i) with smaller decay rate and greater bound 1, anct f inally(5.12) must be satisfied and no switching occurs any more. Then itc-" u" p.o.,r"ä
that  / im1*-c( t )  = 0 and r ( . )  is  bounded.  E
Ronr,q.nx 5.6.
(i) It is possible to modify the controller so that it becomes an adaptive stabil izer
for the class of stabil izable and detectable systems, without the knowledge of
the order of a stabil izing compensator. This can be achieved by an appropriate
search of the controller dimension, cf. Mil ler and Davison (lggg).
(i i) If i t is known that a correct 1{;o l ies in an open set S C p(m*r)x(m1r), then
ä can be replaced by some Ä:N+S so that  Ä(w)t i " ,  dense in,S.
( i i i )  Thecon t ro l l e r (5 .14 )  canbemod i f i edso tha t i t t o l e ra tesboundedd i s ru rbances
-r(') 
€ 
co in the output and bounded and Lebesque measurable tr2(.) in the
input entering the system as in (1.1). The result is then that the signals r(.)
and r ( . )  are bounded,  only .
An important modification of the controller has been made by Miller and Ouuirol
(1989a). There the controller not only ensures exponential decay of the solution
but also Lyapunov stabil ity, that means for every (A, B,c) belonging to (5.1) there
exists c,,r, M > 0 not depending on the init ial data so that the closed loop system
satisfies (5.17). The controller does not have the shortcoming that the map a * k
is unbounded, cf. Section 3.5, or requires a compactness assumption as in Fu and
Barmish (1986).
9 t 1
' f r tconr ;na i t .7 .  Lel  /  e  l r t ,p  > l , ' l  )  0  and Ä( ) , r i (  )  be g iuen as
t t  . .= , t . ,  1 ,  =  , ' r  / t  l ln( " ) l l r r " ,  ü( . ) lpo, r1 =J o
' l 'hen lhe r:onl.rol ler (,5.1/) wtlh t ;  giuen by
/, '= { : 
" {; ln,'';r',n',,,n'J',,:},i,1: 0,,, "')o, ,, ,
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in (5.11). Define
0 .
( 5 . 1 6 )
tth.e:rr' 
7t
6 ( r ;  =  /  l l v r " l l l r + l l u ( s ) l l , d s ,  r  )  r r
"  L l
i s  a  un iu t rsa l  s lab t lzzer  fo r  the  c lass  (5 .1 ) .  Moreouer ,  fo r  t :ue , ry  (A ,B.C) ,  th r : re
er is ls  M,c , , '  >  0 ,  i  g  N,  no t  d ,epend ing  on  the  tn i t ta l  cond, i t ious ,  such,  Iha t
l l r ( t ) l l  1  Mr - - '  l l r ( 0 ) l l  f o r .  a t t  r  >  0 ,  r (0 )  €  lR ,+ -  (5 .17 )
u n d  h ( i \  s r u t l r - h r . ,  o !  m o s !  i t i r n t  s .
Proof. (Sketch) Thc proof is rnainly based on the fact that if the closed loop
systr :nr  is  exponcnt ia l ly  s table,  thcn 6( l )  decays exponent ia l ly .  ( i r . )pe-D' t  is  a
parametrizeti family of decaying exponentials increa^sing in absolute value and de-
r:rt:asing irr decay rate as i gets larger. Assume that the closed loop systern is
exponentially stable. If i ! is not big enough or B' is rrot small enough then 6(t) may
not  l ie  below ( i ! )pe - i i '1 .  In  th is  case the swi tch ing procedure cont inues and comes
back to a nearby fcedback tnalrix, but now the bound i! is largcr ancl the decay rate
-tJ' i" snraller. ' l 'hus eventually ö(l) stays below this exponcntial curve. tr
5.2.  ' f rack ' ing and lhe seructmechanism problern
A first <:ontribution to the adaptive tracking problem for non -minimum phase sys-
tems has been rnade by Märtensson (1988). He pointed out that adaptive tracking
of conslanl reference signals can be achieved for a given cla^ss of multivariable sys-
tenrs if a universal adaptive stabil izer is known and the class is invariant under
precompensation by an integrator.
Miller and Davison (1991b) have shown how to irnplement an internal model so
t,hat an adaptive stabil izer results in an adaptive tracking controller. This approach
can b<: extended to non ntinimum phase systems as well. [ 'or f ixed t 
€ 
N U {0}
consider  the c lass
i ( t )  =  A r ( t )  +  B u ( t )  a  E 1 w , y( t )  =  Cr ( t )  - t  E2u.  ,u (0)  e  [ t "
for every
( A , l l  , C , E r , l l 2 )  €  l R ' x n  x  l R n x m  x  R P x ' X  I R n x n l  X  I R P t ' ' ,  m ) ' p
there exists an / 'Ä order stabil izing compensator of the form (5.2)




l r e1  ' . :  
{ 0 , " ,  . c - ( lR ,R- ) l
and of disturbance signals
{ ' '  e  c- (p , re ' ' ) l
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and the class of reference signals
D . . -
. r ( / )  -  4 r ( / ) - f  B r t ( t \ 1  E y . " I ( t ) .  y ( t )  =  ( ' r ( 1 ) - t  F y , , 1 ( t )  J . ( 0 )  
€  
i l { n p + ' ,  ( I . 2 0 )
where
i






where the zeros of the monic o 
€ 
R[s] are assumed to l ie in e'..
The following theorenr by Miller and Davison (1991b) generalizes Märtensson,s
rcsul t  presented in Theorem 5.2 ancl  6.3.
1 'HEoREN' 5 '8 '  Let  /  g  Nu {0} ,  and suppose rn:  p.  Then the ad.apt iue conrro i ler(5.8) or (5-lD together uith the compensaror (s.gg) is a uniuersar ad,apriue ser-
uomechanism controller for thc class of sysrems (5.1s), of reference signals )),,7
and of dislurbance szqnals 'D.
Rased on early results by Miller and Davison (19gza, rggg), an improved controller
wi th smoothcr  swi tch ing r 'echanism is  presented in Mi l ler  and Davison ( lggrb)
Here the internal model is not attachecl to the output as in lheorem 5.7, but insteadit is attached to the error. It is only assumed that Lhe numbers of output:; are equal
or less tharr the number o.f inputs, but *(s) is restricted to have only simple zeros
al l  o f  which ly ing on the imaginary ax is .  wi th ,4. ,  B* g iven as in  (3.29)  consider
t,he compensator
( ( t )  =  A .  
€ ( t )  *  B .  e ( t ) ,  { ( 0 )  €  lR ' ' p ,  e ( t )  =  s , " J ( t )  _  a ( t )  ( 5 .19 )
I ' hen  the  map  q re l  t =  
l ' ; ,
l
I  
rs 8rv|n Dy] * r ' =l l
t ä ]  s : l - u u . , ; . ]  If  ä l  ' = f ; l  I
f , t  , , 1
l  - 8 . ( '  A '  l
l c '  r l l
L  0  t  ) '
l n  o
L 0  0
=lfl
A  0 l
0  0 J '
l t r l
L  0  j '
, i -  |, ' -  L
( 5 . 2 1 )
C -
I t  ca '  be shown that  ( ,4 ,  rg,c)  is  s tabi l izable and detectable i f  ( ,4 ,8,c)  is .
Frr r thcrmore i la  cont , ro l l t . r  o f  ther  form (5.d)  is  appl ied to (5.21)  or  equrvalent ly  to
t,he augrnerrted sy.-stcm
t ( r )  =  .4r : ( l )  1  at '1 t \+  Etr " t l r ) ,  i ( t )  =  c t ( r )+ i t , " r f t ) ,  r (0)  e  I { "+r  (5 .22)
wherc
C  o l
0  1 j '  
I i  . t l
r r  G )t r -
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then the closed loop system is exponentially stable. So
an algorithrn such that / i '  cycles through Ip(m+l)x(-+r)
again it remains to find
and eventually stops if a
'correct '  ga in is  h i t .
' l s o o R r n r  5 . 9 .  S u p p o s e  / € N  a n d K =
Then lhe conl ro l ler
{1 { r } , 'e  n  i s  a  dense szÖse l  o /R( - * r )x (mfp)
k( t ) :  max{ -ß( r )  +  l l t ( r ) l l  +  l l r ( , ) l l ,  l r ( r ) l l } ,  k (0 )  €  R
€(t)  = A.€(r)  {  -B.e(t) ,  4(0) e ru-p
ü( t )  =  h (k ( t ) )üQ)
^ , , ^ , _   l K ,  ' f  k < l
" t " t  -  
\  1 { ;  , f  k  e [ i 2 , ( i + t ) 2 ) ,  i > 2
is a u.niuersal daptzue regulalor for al l  syslems (A, B,C, D,Et,E2) betonging Io
(5-18)  and sa t is fv ins  r r l  o ; , ^ '  f ,  I  -  n rp  fo r  a i l  zeros)  o /a ( ) ) ,  where  a( . )
has simple zeros all o7',)hrrh"lir rr lol and for rhe class of reference signars !,"1
and d is tu rbance s igna ls  D.
' fhe fol lowing dif ferent class of systems, note that ,4 is stable, has been considered
by  Mi l le r  and Dav ison (1987,  lgSg) .
i ( t )  =  A x ( t ) +  B u ( t ) +  8 1 u , ,  y ( t )  = C r ( t ) +  D u ( t ) *  L ) 2 w ,  r ( 0 )  e  R "  )( A , B , C , D , E r , E r )  
€  
R " "  x  I R z x m  x  l R p x z  x  I R p x m  x  l R n x n l  v  l f t p / n r  l
o ( A ) C C - ,  r k l D - C A - r B ) : p  )(5 .23)
For this class, a so called ' low gain controller' is designed which solves the ser-
vornechanism problem for constant reference and disturbance signals. The switching
strategy is similar to that used in Theorem 5.5. More importantly. Mil ler and Davi
son (1991c) have proved that the controller can be modified to achieve the same
rt-'sult under the additional constraint that the spac. [I of input signals consists of
bounded functions and that grel and ur satisfy a feasibil i ty assumption in terms of( . 4 .  B .  ( ' .  l ) .  L ' t .  l - . ' 2 )  and  r  he  bounds  o f  7 .
6. Nccessary and sufficient conditions
I)yrnes et al. (1986) proved that if asymptoticstabil ization can be achieved in an
adaptivc context, then Lyapunov stabil ity can be achieved by a l inear compensation
il the system parameters are known. More precisely they proved the followinq
necessary condition of universal adaptive stabil ization.
' I 'sncrnou 6.1.  I f  the feedbac:k and adaptat ion ru le
u( t )  =  / ( , r ( r ) ,  y ( r ) ) ,  k ( t )  =  s (k ( t ) , y ( t ) ) ,  * (0 )  €  R  (6  1 )
where f : i l{.rx l l . l .p-lR- and g:N,t x lRp*IR/ are C* funclions, is a uniuersal ad"aptiue
sl,ahtltzer for a certain c/a.ss X ctf lznear systems of the fctrm
t ( r )  =  A r ( t )  +  B u ( t ) ,  y ( t ) :  C r ( t ) ,  z ( 0 )  e  R "  L ^  n \( A , B , C ) € R " ' x l R ' x - x R r x n  r  \ o z )
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then the poles af  each system belonging 1o E can be p lared tnC   -  by some l inear
compensalor of order l.
A sharpened version of this theorem which guarantees pole placement in C- is not
available. Immediate consequences of Theorem 6.1 is the following corollary.
CoRor,r,.q.Rv 62. (z) There is no uniuersal adaplrue slabrlrzer of lhe form (6.1)
of ang order I for the class of slabtl izable and deleclable m-input, p output l inear
syslems.
( i i )  There is  no uniuersal  adapt iue s labi l izer  of the form (6.1)  for lhe c lass of  s ingle-
input st,ngle oulput minimum phase sgslems.
The following result by Märtensson (1985),(1986) shows that the order of any
linear time invariant stabil izing regulator is a sufficient information in order to carry
out  adapt ive stabi l izat ion.  This resul t  is  a lso an 'a lmost  converse 'of  Theorem 6.1.
TnnoRpnr 6.3.  For  euery I  
€  
N l l rere ex is ls  a uniuersal  adapt iue s labi lzzer  of  lhe
form (6.1) and of order I -t I for lhe class of syslems
i ( t )  =  Ar ( t )  +  Bu( t ) ,  aQ)  =  Cr ( t ) ,  r (0 )  e  IR"
(A,  B,C) 
€ 
IR'x '  x  lRnxm x IRpx-  so thal  lhere eüsts
(F ,G ,  H ,1 { )  
€  
R . r ' r  x  I l t l xp  r  pmxr  x  l l { ' nxP
i( r )  :  I , 'z ( t )  + Ga(t ) ,  u(r )  -  H z( t )  + I iy( t , ) ,  z(0)  e lRr
whtch s labi l i :es (A,  B,C)
(6  3 )
Märtensson (1985) also proved that ' lheorem 6.1 is no longer valid if the smoothness
assumptions on / and g are dropped. By incorporating an appropriate search
over the dimension of the controller into the adaptation mechanism, he obtains the
following general result.
lHnoRpnr 6.4.  A uniuersal  adapt iue contro l ler  er is ts  uh. ich stabi l izes a l l  min imal
syslems of Lhe form (6.2).
Recent ly  Mi l ler  (1991)has shown that  Theorem 6.1 is  a lso no longer val id i f  hme
uarying stabil izers are allowed. He proved the existence of a smooth, t ime-varying,
finite dimensional, nonlinear, adaptive controller which stabil izes evcry l inear, f inile-
dimcnsional, stabil izable and detect,able, t ime invariant plant with a fixed number
o f  i r r p u t s  a n d  o u l p u t s .
'fuponpr,t 6.5. ' l 'here et:ists an adapliue slabil izer of the form
u ( r ;  :  / ( k ( r ) ,  y ( t ) , t ) ,  k ( t )  :  e ( ß ( r ) ,  y ( , ) , , ) ,  ß ( 0 )  €  l R
tuhere f : lR.rx lRp x l lt*i l{" ', g:Rrx Rp x R-R are tnfinite\1 differe.ntiable functions,
for  the c lass of  s tabt lzzable and delec lable systems of  the form (6.2) .
Proof .  (Sketch)  Based on the swi tch ing st rategy in t roduced in Mi l ler  and Davi -
son (1988),  see (5.15) ,  the contro l ler  is  construct ,ed in  several  s teps.  F i rs t  a sarnpler
is attached to the out,put ancl a zero order hold to the input of t,he stabil izable
and detectable systr:nr (.I, B,C). For srnall errough sanrpling period the sarrrpled
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discre te  t im<:  svs ter r t t  i s  s tab i l i zab le  anc l  de tec tab le .  Us ing  a  d isc re t ,e  t imc resu l t ,  a
l i r r . : r r  p r : r iod ic  cont ro l l t - r  i s  g iven  wh ich  exponent ia l l y  s tab i l i zes  (A ,  B ,c ) .  Now a
cottntalr le t lense subsct o1'thest: control lers is constructecl so that, for each stabl izable
a t r r l  de t r :c tab le  ( -4  
,  B ,C)  there  ex is ts  a  s tab i l i z i r rg  l incar  per ioc l i c  con t ro l le r  in  th is
st: l , .  A swit,ching algori thrn between t,hese l inear t inre varying control lers ensures
l,h<r ' :xistence of an adaptive st,abi l izcr for the whole class. Finai ly the cl isconti 'uous
ga in  swi t ,ch ing  feedback  is  s rnoothed ou t .  r l
Ne-'ccssary condit ions for the adaptive rrrodel reference control problem are given
in  Mi l l r : r  and l )av ison (1991a) .  Ther r : ,  the  mode l  re fc rence prob lenr  co inc ides  w i th
t, l te adaptive t,racking problem for the class of reference signals which are produced
b,v I he output of a refercnce modcl exit ,ed by pieccwise cont, inuous boun{ed inputs.
' l 'ht:y 
<:onsi<ler the class of plants giverr by
r ( t )  - , 4 - r ( r ) 1  b u ( t ) ,  y ( t )  -  c r ( r ) ,  z ( 0 )  e  1 1 t "  L ^  . .( A , b , c )  
€  
r D r r x n  x  i R "  x  I R l x '  i s  s t a b i l i z a b l e  a n d  c l e t c c t a b l e  /  
( o  4 l
anc l  1 ,h r :  c lass  o1 ' re fe r r :nce  mode ls  (A^ ,bn , ,c - )  wh ich  a lso  be longs  to  (6 .a )  and sa t is fy
thr: addit ional assumption that ,4,,  is stable.
! ' i rst,  Mil ler and Davison (1991) show the fol lowing necessary and suff icient
< :or rd i l , ion  <rn  thc  non adap l iue  modc l  re fe rence cont ro l  p rob lem.
PRopostr loN 6.Fi .  The. non adaptiae mode.l  referencc control problem is soluable
undtr cerlain causali lu constrainls i f  anrt only t f
( t )  thc  re la lz t te  degree o f  c (s l  -  A) - rO is  smal le r  o r  e ,qua l  o  the  re la lzae  d ,egree 6 f
r : - ( s [  -  A ^ ) - ' b ^
( tz )  r :uery  zero  o f  c (s /  -  A) - r t ,  in ( . *  i s  a  zero  o f  c^ (s l  -  A* ) - tb^  o f  the  same
or  hzqher  nu l t ip l i c t ts .
In  Rohrs  e l  a / .  (1982,  1985)  i t  i s  shown tha t  many adapt ive  cont ro l le rs  w i l l
go unstable i f  the plant has some unmodelled high-frequency dynamics and a rel-
at ive dcgree rnismatch occurs. ' I 'his is not surprising in the l ight of the fol lowing
propos i t , io r r ,  shown in  Mi l le r  and l )av ison (19g la ) .
PRopostL'toN 6.7. Ne.cessaru condit ions for soluabtl i ty of the adapttue mod,el refer_
ence conlrol problem for the class (6.1) are:
(t) A Jinrte upper bound on lhe relarire degree of al l  sysrems in (6.1) musr be
known.
(t i)  The zeros of the uncertain planr on the imagmarg arts musl l ie in a known
f inz te  se t .
(tzt) ' fhe rnodel reference inpul is knoun or i f  not then the zeros of lhe uncerlain
planl in C.,,  musl l ie in a known f,nr.te set.
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7. Irrfinite dirrrensional systerns
The following results on universal controllers of infinite dimensional l inear sys-
tems generalize rcsults which have been known before for f inite dimensional sys-
tems. Therefore these corrtributions can be viewed as robustness results showing
that ccrtain adaptive controllers which work for f inite dimensional systems are to-
bust against certain infinite dimensional perturbations.
Most approaches use the well-known Willems Byrnes controller
u  =  N ( k ) k y ,  k :  l l y l l '
where  N is  a  Nussbaurn  func t ion ,  see  (2 .10) .
Logemann and Zwart (1991) consider l ,he class of single-input single-output
systems of the form
i ( l )  =  Ar ( t )  +  bu( t ) ,  y ( t )  =  c r ( t ) ,  z (0 )  =  ro  e  X ,
Ä generates a strongly continuous emigroup
on a real Banach space X,
ö and c are bounded linear operators and cb f 0,
the system has no zeros in Re (s) > a for some a ( 0,
(,4, ö) is exponentially stabil izable,
im  ö  c  D ( ,4 ) ,  im  C .  c  D (A . ) ,
where D(l) denotes the domain of ,4.
( 7  1 )
Under these assumptions they have shown that the Willems Byrnes result car-
ries over to infinite- dimensional systems.
TncoRprvr  7. I  .  Le l  1ü:R - - l l t  öe a Nussbaum funcl ion,  see (2.10) .  ' fhen
u ( t )  - - , v ( k ( r ) ) f r ( r ) y ( t ) ,  k ( t )  =  y ( t ) z  ,  k (0 )  €  IR  (7 .2 )
is  a uniuersal  adapt tue stabi l izer  for  lhe c lass (7.1) .
Analogous results are proved for different system classes where the last assumption
in (7.1) is replaced by one of the following conditions
inr  ö C D(A' )
im  c *  C  D(A- ' )
im ö C D(,4) and ,4 generates an analytic semigroup
-' im c* C D(A-) and Ä generates an analytic semigroup
llnder much more restrictive assumptions (X a Hilbert space, A selfadjoint
and has a complete orthogonal system of eigenvectors and generates an analytic
semigroup) on the class (7.1), Theorem 7.1 has been proved by Kobayashi (1987).
However he considers multi '- input multi output systems but with the assumption
that o(CB) is either lying in the right or left half plane..
Dahleh and Hopkins (1986) show that  u= N(k)ky,  k  = y ' is  a universal  adap-
tive stabil izer for the class of single-input single-output 'minimum phase' delay
systems satisfying a high frequency condition which generalizes the frequency do-
main relative deqree I condition. This result has been extended to a considerable
J i ) ,
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larger class of systems, feedback laws and gain aclaptation rnechanisms by Logernann
and owens (1988a),  and to re lat ive degrec 2 systems by l )ahreh ( rggg) .
L lyrnes (1987) considers in f in i te-d imensional  l inear  systenrs wi th boundei l  in-
finit,t:sinral gcnerator Ä, ther.by cxcluding 'all '  interest,ing examples.
Dahieir (1988) considers the adaptive stabil ization p-bl"rn for a class of delay
systcms which is so restrictive, that intr:resting cases are not incluled. .rhis has
been pointed out  by Logemann and Märtcnsson ( lg9l ) ,  Sect , ion 3.
Logernann and owens (1988) developed an inpur  otLrpul  theory of  h igh-gain
adaptive stabil ization of infinite climensional systems which covers in particular
rt:tartr:d systems and Volterra integrodifferential systenrs. A rich class of aäaptation
contro l lers which inc ludes the Wi l lems Byrnes contro l ler  is  appl ied to a large c lass
of infinite-dimensional systems which satisfy a generalized minimum phase and
relati l 'e degree one condition. Mernoryless actuator and scnsor nonlinearit ies are
also cotlsidered in this approach, and a larger class of nonlinearit ies is allowed
in Log.mann (1990).  Due to the large c lass of  nonl inear i t ics in  t ,he input  and
output lying either in a positive or negative sector, the usual Nussbaum function
is restricted to the class of scaling inuarianl Nussbaum functions. T'he results by
Loge*rann and owens (1988) inc luc le the resul ts  by Dahleh and Hopkins ( l9g6j ,
Kobavashi  (1987),  Bvrnes (1989),  Dahleh (19gg).  In  l ,ogemann (1990) an aäapt ive
stabil izer for retarded systcms is introcluced which ensures erpoi"nlto/ decay of the
solution of tfrc closecl oop system at the price that the minimum phase condition
has to be st rerrgthened,  see Sect ion 3.5.
Logemann and Märtensson (1990) consider the so calleri Pritchard-salamon
class of infinite-dimensional systems with unbounded control and observation and
assulnc tl iat the systems are exponentially stabil izable and exporrentially rietectable.
By using switching function controllers the results by Märt,ensson (tdas), (19g6),
see section 5.1, are extended to the infinite dimensional case. .rhe paper'is not
based on a high gain corrcept, however an applicatiorr to minimum phase svstems
is g iven.
A corrtribution to the adaptive servomechanism problem for infinite dimensional
systerns has been made by Logemann and Ilchmann (1g91). A class of multi input
multi output systems in an input output description is considered including re-
tarded and integrodifferential systems which contain the class of f inite dimensional
minimum phase systems with high frequency gain det(c B) I 0. The paper extendsthe finite dimensiona[ stabil ization results by Märtenss"n irosoy and Byrnes andWillems (1984) to infinite dimensional systems. Moreover the universal adaptive
regulator solves the servomechanism problem for a cla^ss of reference signals consist-
ing of solutions of a differential equation and asymptotic rejection of disturbance
signals including tr2 functions. The universal regulator uses the internal model
pr inc ip le as d iscr ibed in Sect ion 3.6.
ADAPTIVE CONTROL - A SURVEY
8. Nonlinear systems
Märtensson (1990) considers the universal adaptive stabil ization problem for the
class of single-input single output f irst order systems of the form
i ( t ) = / ( r ( r ) ) + e ( r ( t ) ) u ( t ) ,  r ( 0 )  
€ R  ) - " , .
" f ,e  € C-( lR) ,  . / (0)  = 0,  s@) l0  for  a l l  c  €  R t  (Ö r '
A necessary condition for adaptive stabil ization is given and two universal adaptive
stabil izers are presented. The adaptation and I 'eedback law is chosen piecewise C-,
instead of a piecewise constant control produced by an algorithmic procedure as
presented in Theorem 5.2.
Adaptive stabil izers for the class (8.1) are also given by Nikit in and Schmid
(1990). In addition they show exponential decay of the solution.
In Khali l and Saberi (1987) and Saberi and Lin (1990) a class of multi input
multi-output nonlinear systems of known strong relative degree p ) 1 is considered.
This is a generalization of l inear minimum phase systems of relative degree p where
the spectrum of the high frequency matrix is known to l ie in C.. . The class covers
in particular pth order vector differential equations of the form
y ( t ) ( p )  : f @ ( t ) , .  .  . ,  u ( t 1 ( r - r ) )  +  M  ( y ( t ) , .  . . , r 1 1 1 b - 2 ) 1 u ( t 1
where M is uniformly bounded arrd positive definite and / is Lipschitzian. The
adaptive stabil izer consists of a stabil izable and observable realization of a compen-
sator so that the closed loop system is of relative degrec 1, cf. Section 4.1, and a
gain adaptation which produces a piecewise constant gain A(.) which is increasing
as long as the output does not satisfy a certain convergence criterion. The idea is
simiiar to that used for many adaptive stabil izers of l inear systems: try a constant
high gain feedback, if thc gain is not, high enough a convergence criterion decides
to switch to a highcr gain, eventually the closed loop system is stable so that the
convergencc riterion is satisfied and no more swit,ching occurs.
ln several contribut,iorrs, E.P. Ryan considers large classes of nonlinear system
and introduces controllcrs which are based on 1,he Willems Byrnes controller to-
gether with a Nussbaunt function. In Ryan (1990) the following class of nonlinear
systems is considered.
i ( t )  :  A r ( t )  1 / ( " ( t ) )  *  az ( t ) ,  2 ( t )  :  s@( t ) ,  z ( t ) )  +  bu ( t )
( r (0 ) , ; ( 0 ) )  
€  
IR ' x  JR ,  o  
€  
R" ,  
- f  €  C ( lR ' . " , imo )  i s  l i nea r l y  bounded
(c,a lb I  0  for  a known c,  (A,b,c)  € 1R" '  x  lR. '  x  R.rx '  is  rn in imum pha^se
g  
€  
C ( [ i ] "  x  lP . ,R )sa t i s f i es  lS ( r , t ) l  !  l h@,2 )  f o r  a l l  ( r , z )  €  IR . ' x  lR ,
for an unknown B > 0 and known 7 € C(IR" x 1R.,R.1)
Nole that, by assurnption, the nonlinear system is a pcrturbation of a I
niinimum phase syst,em of rt: lative degree l.
As opposed to all previously discussed feedback strabegies, Ryan (1990) in-
t,rodttccs a universal adaptive feedback stabil izer using disconlinuous l 'eedback of
r ( l ) ,  z( l ) ,  essent ia l ly  a s ign funct ion,  in terpreted as a set  va lued map.  ' Ihus the
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general framework uses the theory of differential inclusions. The stabil ity results
are obtained by using Lyapunov functions and an extension of LaSalle's invariance
principle' A similar approach using discontinuous feedback but for a less general
class than (8.2) has already been introduced by Ryan (19gg).
In the same spirit, Ryan (1991) introduces a univers.l adaptive stabil izer for the
rich class of nonlinear systems modelled by a scalar n- th order dif ierential inclusion
of the form
o . ( " ) 1 t . 7  +  g " ( t )  
€  
g ( z ( t ) , . . . ,  z @ - r ) ( t ) ) ,  ( r ( 0 ) , .  . . ,  r ( . . - 1 ) ( 0 ) )  
€  
R "  )
a - Q(u) is continuous on l lL'and takes convex and compacl u.t,r", in n, I
a0 + 0 and the fu l l  s tate ( r ( t ) , . . . ,  r ( ' - r ) ( t ) )  is  avai lable for  feedback J
(8 3)This is an extension of results presented in Ryan (1gg1a). An adaptive stabil izer
for an cxtension of r,he class (8.3) and the foilowing class (g.a) to multi input,
rnul t i  output  systems is  presented in Ryan ( lgg1b).
The power of the discontinuous feedback approach is t lemonstrated in Ryan(1992) wtrere he considers the class of nonlinearly-perturbed, multi input, multi
output systems of the form
r ( t )  =  .4r ( t )  +  B[ f  ( t , r ( t ) )  +  z( r ) ]  +  s( t , t ( t ) ) ,
aft) = Cx(t), r(0) e JR"
(4 ,  B ,C )  e  lR ' " '  x  Rnxm x  Rmxn  i s  m in imum phase ,
o(CB) C C_ or  g Ca
f, g are Carathdodory
and satisfy, for a known continuous / and unknown pr ) 0
l l / ( r ,  " ) l l  <  pg (Cr )  and  l l s ( t , r ) l l  <  j  f o r  a l t  r  and  a lmos t  a l l  t .
I t  is  shown that  the s imple adapt ive contro l ler  (su i tably  in terpreted)
y( r )  =  N(k( r ) ) [ r ] ( r )  +  (1  +  d (s / ( r ) ) l le ( r ) l l - ' r ( r )1 ,  e ( t )  =  s ( t )  -  e , " ru )  l ( ^  - ,k ( r )  : l l . ( t ) l l '+  ( r  +  S@f t ) ) l le ( t ) l l  /  (8  5 )
where 1/(') is a Nussbaum function, is a universal adaptive tracking controller forthe class (8.4) and for each reference signal y"uy(r) which is absolutely continuous
on compact int,ervals and has essentially bounded derivative. surprisingly this ap_proach is not based on the internal moclel principle ancl the class of r"f"r"n." , ig.,.I,
is  fa i r ly  r ich.
9. Conclusion
Over the last 15 years ntuch progress has been nrade in the field of'non-identif ier-
based adaptive control. Necessary con<lit ions have been given for the existence
of aclaptive <:ontroller,s,- and various adaptive controllt:rs have been designed for
clifferent classes of mainly finite dimensional l inear systems and also some nonlinear
arrd irrf inite dimensional systems. The nonlinear structure of the controllers hasbecome s impler .
we have also seen t,hat, roughly speaking, the adaptive controllers can be divided
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where the gain in the fereclback law is t ,uned in a piecewise constant manner. ' fhe
f i rs t  approach is  more 'e legant ' in  a  mathernat ica l  way ,  the  la t te r  one is  qu i te  o f ten
easier t ,o analyse. ' I 'hert:  is tro obviorrs foason t,o give preference to one approach
ovcr  the  o ther .
Adapt ive  cont , ro l  fo r  f in i t ,e  d in rens iona l  l inear  sys tems is  qu i te  we l l  unders tood,
many universal adaptive corrtrol l<,:rs having bcen prcsented for dif ferent classes of
systcrns (rnult , i - input mult i-output,,  minimum phase as well  as non-nrinimum Jihase,
krrown or rrnknown relat ivc degrce) t ,hat, not, only solve the stabi l izat ion problenr
but. also solve ttre tracking ancl servonrechanisnr problems. R.obustness propert ics
have bcen addrr:ssed in rnosl cases.
' Ihe 
extension of tht se results to inf ini t ,e dimensiorr;r l  syst,cnrs is mainly restr icted
to the st,abi l izat ion proir lern, rrecessary condit ions for the adaptivc stabi l izat ion
prob l< : rn  a r r - 'no t ,  ava i lab l t ' .  A< l ; rp l , i vc  con l , ro l  fo r  non l inear  sys tems is  s t i l l  i n  i t s
begirrnings. Most authors consicler nonl inearly perturbed l inear nt i t imurn phase
sys tems.
One shor t ,cor r r i r rg  o l  n rany  un iversa l  adap l , i v t :  con t , ro l l< : rs  i s  t .ha t  they  show on ly
feas ib i l i t y ,  w i th  per fo rnrance o f  the  non l inear  c losed loop sys tc r r r  be ing  unpred ic tab le
and dependent ,  in  an  er ra t i c  way ,  on  t ,he  in i t ia l  da ta .  ' l he  des ign  o f  con t ro l l c rs  so
tha t ,  the  t , rans ien t  b t :hav io r r r  i s  improved has  on ly  s t ,a r ted ,  and the  pred ic t ion  o f
the  t rans ien t  behav iour  in  te rms o f  the  in i t ia l  cond i t ions  is  an  open prob l r : rn .  [ , -o r
examplc ,  s imu la t ions  have shown tha . t  t ,he  t ,e rmina l  sys tem (3 .21)  i s  in  most  cascs
expon<:n t ia l l y  s t ,ab l< : .  I s  thc rc  a  genr : r i c  p ropcr t ,y  h idden br :h ind  th is  observa t io r r ' i
There  is  a lso  a  poor  unders tand ing  how thc  des ign  o f  th t :  < :on t ro l le r  can  take
in to  accor in t ,  inpu ts  and ou tpu ts  cor rup ted  w i th  no is t .  N Iore  in rpor t ; rn l , l y ,  wha l ,  can
be ach ieved,  i f  the  c lass  o f  inpu t  s igna ls  i s  cons t ra ined?
F i r ia l l y ,  a  conrpar ison  be t ,ween non ident i f ie r  anc l  i c lc 'n t i f ie r  basc< l  adapt iv r - l  con-
t ro l  n t :< 'ds  fu r t  hc r  invcs t  iga t  ion .
Ar:knowle<lgernr:nts
' l ' he  
au thor  i s  indebted  t ,o  H.  Loge:nrann o1 ' thc  L ln ivc rs i ty  o f  Brerner r  and to
l ) .F ] .  M i l le r  o f  the  [ . ln iv t ' rs i t y  o f  Water loo  fo r  carc fu l  rcv iews o f  th is  a r l , i c le  and fo r
prov id ing  de ta i l cd  l i s ts  o f ' r r r i spr in t ,s .  e r ro rsJ  and cornrnr :n t ,s .  Many thar rks  a lso  go
to  D. I I .  Orvens  anc l  S .  ' l bwn l< 'y  o f  lhc  [ ] r r i v< : rs i t , y  o f  l l x< : t ,e r  a r rd  to  l ) .P .  R,yan c i f  the
l nivcrsit ,y of I lat,h for rrscful suggest, iorrs orr various aspects.
' I ' he  
work  rvas  suppor ted  by  t ,he  l i l iC  S( : lF lN( lE  progranrnre  under  g lan l  r r r r r r rb< : r
S( l -1 -0433- ( , ' - (A) ,  by  th t :  Un ivers i ty  o l ' [ i xc t ,e r ,  and r r ra in ly  b .v  the  ( ie r r r ra r r  l l . r : s t : ; r rc l r
, \ ssoc i : r t ion  (  I ) l t ( i  ) .
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