Image segmentation is one of the most challenging tasks in the field of image processing. Even the best automatic segmentation approaches cannot yet provide accurate segmentation in all situations. Hence, there is a persistent need for interactive editing tools to correct the automatic segmentation results such that they match what would be clinically accepted by an expert. We present an editing approach that uses a user-drawn splice (contour) in 2D to correct any 2D or 3D segmentation that may have been obtained automatically or manually. The algorithm integrates the image data, the existing segmentation (presegmentation), and the user's input into an energy minimization framework. We will show that the proposed segmentation editing approach is general and can be used in multiple applications and for multiple imaging modalities.
INTRODUCTION
Interactive editing tools are necessary for many medical image analysis systems that generate segmentations by an automatic algorithm or with the help of a user. These tools are used for refining the initial segmentations with the following requirements: (1) follow the boundaries of anatomical structures more accurately, (2) capture the level of detail required by a particular application, (3) correct errors in the initial segmentation results, and (4) include or exclude parts of anatomical structures. The final edited segmentation is approved by a clinician and used for subsequent diagnosis and treatment planning.
Interactive editing approaches have gained more attention recently with the growing number of applications where segmentation refinement is necessary. Grady and Funka-Lea [3] cast the editing approach as an energy minimization problem that integrates the image data, the original segmentation, and the user input seeds (pixels/voxels marked as foreground or background). The seeds are added inside and/or outside the object of interest which is not practical, since clinicians are typically trained to highlight object boundaries. Heckel et al. [4] presented an approach that generates 3D update using live-wire extrapolation of user drawn boundary contour in 2D. However, the algorithm does not make use of presegmentation and it is computationally expensive ( an updates on a small object, such as a lesion, take 44 second). Algorithms that ignore presegmentation (eg. [4] , [8] ) do not perform editing that benefits from the current segmentation but rather it solves a new segmentation problem in a neighborhood defined by the user input. In [4] , the segmentation problem is solved using a live-wire framework [1] and in [8] , it is solved using graph cuts [2] .
In this paper, we present a segmentation editing approach based on user-drawn free form contour, splice, which highlights part of the object boundary. The editing tool integrates all possible information (data, presegmentation, and user input) to produce fast 3D updates. The updates are efficiently and effectively computed not only for small anatomical structures (e.g. prostate or tumors) but also for large structures (e.g. liver). We will show several such editing cases on challenging MR and CT volumes. The algorithm reduces the average pointto-surface segmentation error by 15% and reduces the average error by 27% compared to the most recent automatic segmentation approaches [7] .
METHODS
We start by presenting the formulation and then we proceed by giving a detailed description for the splice editing algorithm. The splice editing algorithm combines the existing segmentation, the original data, and the input from the user. In case any of these inputs is missing, the algorithm still provides useful update as will be apparent from the formulation .The algorithm uses a simple input, a 2D splice and generates 3D updates of the segmented volume. In this paper, the splice editing is formulated as an energy minimization problem where a graph based approach is used for the optimization of this energy. A Graph G = {V, E} consists of a set of vertices v ∈ V and a set of edges e ∈ E ⊆ V × V. An edge incident to vertices v i and v j is denoted e ij . A weighted graph is a graph in which every edge e ij is assigned a weight w ij . An edge cut is the set of edges whose removal disconnects the graph. We employ the edge weights to reflect the energy terms. Each voxel i = (x, y, z) is associated with a binary variable x i that represents the label of i (x i = 1 if i ∈ ω (the object of interest), and 0 otherwise). Every variable x i has a corresponding vertex v i in the graph G and each edge is used to connect vertices in a local neighborhood. Although the experiments in this paper were performed using a 6-connected Cartesian lattice, the formulation in section 2.1 is general and can be applied to any graph.
Data Driven Editing
The information from the presegmentation, the user's input and the image intensity is integrated to provide an update (edit) of the available segmentation. We first review the editing model [3] and then we describe how to generate seeds from the user splice. Let's define a presegmentation, p, determined by another process (e.g., an automatic segmentation algorithm), as
The editing problem may be defined as the minimization of the energy functional
with respect to the foreground indicator function x, defined on the vertices of the graph G, where γ i is a parameter indicating the strength of the presegmentation, γ depends on the distance of a particular voxel v i from the foreground seeds F and the background seeds B and can be defined as:
where d(v i , v j ) is the minimum distance from v i to all the seed vertices v j ∈ F, B. Hence, κ is a parameter that indicates the overall strength, and σ reflects the domain of influence of the seeds. In this paper we calculate σ as:
where Vol is the volume of the object of interest to be edited. The weights w ij represent the contrast weighting of the graph based on the intensity values. The weights w ij are defined as
where g i represents the gray scale intensity at vertex (voxel) v i and β is a free parameter that controls the contribution of the contrast information . This energy has two competing terms: data-driven smoothness in the form of the first term and presegmentation in the form of the second term. The user input is included through the set of vertices (possibly empty) marked as foreground seeds F ⊂ V and a set of vertices (possibly empty) marked as background seeds, B ⊂ V , such that F ∩ B = ∅. The seeds are incorporated into the minimization of (2) by performing a constrained minimization of Q(x) with respect to the constraints
In our paper, we devise a system to generate these inputs (seeds) based on a splice interaction favored by clinicians over seed interaction.
A major advantage of our algorithm over the data driven editing presented in [3] is the splice interaction that we are presenting in this paper. Clinicians favor to draw splices close to the boundaries of the object because they are trained to visually find such boundaries when reading scans. It is less confusing to draw splices than placing brush seeds inside and outside the object of interest as in [3] . However, since the sets F and B are not given explicitly by the user, this poses a question how to generate them reliably. The system we design in this paper generates the seeds based on the input splice (Section 2.2).
The splice-driven editing has several advantages with the direct impact on the quality and the speed of the editing. The segmentation results are updated quickly -once the user releases the mouse. This is because the editing is confined to a small region of interest surrounding the splice and therefore the optimization in (2) is local. In contrast, manually placed seeds may be spread across the volume which results in a large region of interest. To maintain low computational cost when manually placed seeds are used [3] , the image and presegmentation regions have to be downsampled, which has two effects. First, optimization in (2) is performed on the entire region which may introduce undesired edits away from the user's input. Second, the details in the editing update are lost due to coarse resolution of the input. The locality of our approach overcomes the aforementioned problems. Since our editing is local, the radius σ in (4) of the editing influence is defined to be object dependent. This is a key contribution to make the algorithm work well for small objects (e.g. tumors) and large objects (e.g. liver) without additional parameter tuning. Nevertheless, if the splice is really large yielding a cropped volume that exceeds 10 6 voxels, we apply downsampling.
Splice Editing Algorithm
One of the greatest challenges when using the splice interface in conjunction with the energy model in (2) is the definition of the foreground and/or background seeds. This section provides description of the seed generation and the editing. The step-by-step splice editing algorithms (illustrated in Figure 1 ) is described as follows:
1. Acquire the input splice (a set of points drawn in a 2D view by the user). 2. Calculate the extent of the input splice (i.e. the maximum and minimum values for its x,y and z coordinates). 3. Crop around the extent of the splice after adding a safety margin in each direction. 4. Downsample the cropped volume, if necessary. 5. Find the intersections (i and k) of the splice with the projection of the presegmentation mesh (the boundary of the input mask) in the slice where the splice was drawn. 6. Find the farthest point, j, (on the splice) from the presegmentation mesh. 7. Apply a ray crossing test [5] originating at point k to test if k falls inside or outside the presegmentation mask. d(v) > th add a foreground seed to add the desired voxels to the presegmentation mask. 9. Use the generated seeds and the constructed graph with the weighting in Section 2.1 and run the random walker algorithm as in [3] to generate an updated segmentation. 
RESULTS
The gallery of results in Figure 2 illustrates that our editing works well for different applications and can be applied to different modalities. It also shows that the algorithm maintains its effectiveness even when the data discrimination vanishes. Figure 2 (a) shows an example of editing the liver. It depicts an abdominal MR scan of the liver and the segmented liver using an automatic segmentation method from [7] . The detected liver mesh deviates from the correct liver boundary due to a prior shape constraint that was enforced in the automatic segmentation. The second image shows the input splice drawn in yellow and the updated mesh that coincides with the correct liver boundary. The example in Figure 2 (b) shows an abdominal CT scan and the detected liver mesh. The vena cava is falsely labeled as part of the liver by the automatic segmentation algorithm. Our interactive editing scheme can correct the automatic segmentation and the vena cava can be excluded from the liver mesh by a single splice as depicted in the second image. Figure 2 (b) shows 5 subsequent slices 2 of the edited mesh: the slice where the splice was drawn, the two preceding and the two following slices to the spliced slice. These images demonstrate that the update is performed in 3D, although the input is a single 2D splice.
The examples illustrate the strength of having both presegmentation and data terms in the formulation in (2) . In the MR example, there is a strong contrast and hence incorporating the data information is useful and plays a major role in producing the correct editing. On the other hand, in the CT example, there is almost no contrast between the vena cava and the tissue liver and hence, the algorithm depends mainly on the user's input and the presegmentation to provide the correct editing result.
Figure 2 (c) shows prostate segmentation in a CT scan. The editing in this example is performed using two splice updates. The first splice at the top of the segmented mesh is used to add more voxels to the foreground area (the prostate) and the second splice drawn is used to remove the oversegmented part at the bottom of the prostate.
Splice-guided editing can also be used as a virtual scalpel to remove parts of segmentations for resection surgery plan- 2 Cropped around the area of interest ning. The user draws a splice around the tumor that should be resected and the editing tool provides a 3D resection surface that excludes the tumor from the final segmentation. Two such examples are illustrated in Figure 2 (d) . The first example shows a wedge resection for a liver tumor and the second example shows the resection of lung tumors. The splices are drawn slightly away from the tumor boundaries to account for a resection safety margin around tumors.
To evaluate the robustness of our algorithm, we ran a quantitative evaluation on a 30 data sets of MR liver images. The automatic segmentations are calculated using the approach in [7] . We compared the segmentation accuracy of the edited volumes to the automatically segmented volumes. Our editing algorithm improves the average segmentation error by 15 % and the maximum segmentation error by 27 %. The error measure that we used is the mean point-to-surface error using 2000 points. The average number of splices required to correct each data set is 16 splice and every update is performed in 2 seconds.
CONCLUSION AND FUTURE WORK
The paper presented an interactive editing tool that uses a splice interface which is intuitive and easy to use by clinicians. We use an energy minimization framework to integrate presegmentation, data, and user interaction to produce final 3D update. The qualitative and quantitative evaluation showed that the average segmentation error is improved by 15% and the maximum segmentation error by 27% compared to the state-of-the-art segmentation approach. In the future, we propose to integrate our editing with techniques that predict the reliability of the automatic segmentation [6] to guide the user where editing is needed the most. 
