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ABSTRACT 
Federal agencies collect and analyze data to carry out their missions, evaluate 
programs and services, or provide information on characteristics of the population and the 
economy. A significant portion of these activities require geospatial data collection in the 
field. Models for computer-assisted survey information collection are still largely based on 
the client-server paradigm with symbolic data representation. Little attention has been given 
to digital geospatial information resources available via the Internet, or emerging mobile 
computing environments. This paper discusses a computing infrastructure designs for 
delivering geospatial data to users in a mobile field computing environment. 
Mobile field computing environments vary widely, and generally offer extremely 
limited computing resources, visual display, and bandwidth relative to the usual resources 
required for distributed geospatial data. Key to handling heterogeneity in the field is an 
infrastructure design that provides flexibility in the location of computing tasks and returns 
information in forms appropriate for the field computing environment. 
A view agent based infrastructure has been developed to addresses these issues with 
several components. Wrappers are used for encapsulating not only the data sources, but the 
mobile field environment as well, localizing the details associated with heterogeneity in data 
sources and field environments. Within the boundaries of the wrappers, mediators and 
obj ect-oriented views implemented as mobile agents work in a relatively homogeneous 
environment to generate query results. Mediators receive a request from the user application 
via the field wrapper, and generate a sequence of mobile view agents to search for, retrieve, 
and process data. The internal infrastructure environment is populated with computation 
servers to provide a location for processing, especially for combining data from multiple 
locations. Each computation server has a local obj ect-oriented data warehouse equipped with 
a set of data warehouse tools for working with geospatial data. Since the prospect of query 
reuse is likely for a field worker, we store the final and intermediate results in the data 
warehouse, allowing the warehouse to act as an active cache. Even when field computing 
capacity is ample, the warehouse is used to process data so that network traffic can be 
minimized. 
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CHAPTER 1 INTRODUCTION AND BACKGROUND 
1.1 Introduction 
Government agencies at all levels collect and analyze data to carry out their missions, 
evaluate programs and services, or provide information on characteristics of the population 
and the economy. A significant portion of these activities requires mobile data collection in 
the field. For example, sample surveys are conducted using highly structured protocols, 
disaster damage reporting involves unpredictable conditions and the need to rapidly record ad 
hoc observations, and crime scene documentation requires both structured and adaptive data 
approaches. The scope of a data collection effort may involve a small number of locations 
related to a crime scene or disaster area, or large numbers of field observations on hundreds 
of thousands of households or parcels of land for a sample survey. Geospatial information is 
a common component of databases maintained by governments at different hierarchical 
levels, from local to federal. Geospatial information may play several roles in the data 
collection process: 
• In navigating to a location associated with the object of data collection (e.g. field, plot 
crime scene, disaster area and household), 
• As an information resource providing auxiliary information needed by the officer or 
recorder (e.g., medical resources), or as context for interpreting conditions observed at a 
location (e.g., landscape features that aid in interpreting damage or existing land cover or 
use), or 
• In providing thematic information for sampling or analysis (e.g., as an auxiliary variable 
to determine selection probabilities, or to form an independent variable in regression 
analyses). 
While a great deal of work has been focused on integrating business data [1,2,3,4,5,6], 
little has been done to integrate geospatial data sources. Most importantly, the vast amount 
of geospatial data that exists in federal and state databases cannot be accessed from these 
field applications. To improve the delivery of geospatial data to field users, a new paradigm 
for connecting field applications to government agency databases is proposed and a prototype 
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of infrastructure is developed to match users with the required data sources. This thesis is 
organized as follows. After a brief overview on background and current approaches in the 
rest of Chapter 1, the design of proposed infrastructure is given in Chapter 2. The detail of 
each component of infrastructure is discussed in Chapter 3. The implementation of prototype 
system is presented in Chapter 4, while Chapter 5 contains summary and future research. 
1.2 Current Information Technologies 
The use of paper field data collection forms has declined over the last decade, although 
this format remains an important option in many survey applications. When computer-
assisted data collection tools are employed, the most common approach is to use a laptop or 
data recorder in the field, and then upload collected data to a larger computing system in an 
office environment. More recently, systems have been developed using handheld computer 
clients that communicate with a GPS (Global Positioning System) unit and with a central 
database client-server system [7,8,9]. Other researchers are beginning to explore the 
potential of wearable computers and augmented reality in a mobile environment, as these 
technologies become practical. For example, the need to access blueprints while working on 
complex assemblies has already driven the development of special eyeglasses that allow 
workers to view an assembly and a blueprint simultaneously; this technology has obvious 
applications in the field, where it can be used to provide access to maps, results of earlier 
field work, or even simulations of the impacts of change. 
Software tools have been developed to record, store, disseminate, and analyze symbolic 
(text and numeric) data using client-server technologies. In survey sampling, software such 
as BLAISE [ 10] is used to collect and store respondent data., but do not incorporate 
geospatial images and cannot be ported to the small platforms required in highly mobile 
situations. FieldWorker (www.fieldworker.com) and PenMap (www.condorearth.com) can 
provide geospatial data collection facilities, but they are not effective in large-scale 
structured survey environments. None of these products takes full advantage of emergent 
object-oriented and integrated information system technologies or of information resources 
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presently available via the Web, such as digital geospatial libraries and other data 
repositories. 
Commercial database systems products that serve GIS (geographic information systems) 
by storing geospatial objects are available for the needs of desktop environments. Some 
examples of utilities and pilot projects that provide access to geospatial data include the 
Alexandria Digital Library (www.alexandria.ucsb.edu) and MIT's Orthophoto server 
(ortho.mit.edu). However, the requirements for field data collection are radically different 
from specifications that drive existing GIS's and digital libraries. 
Most of today's GIS architectures were designed for the office environment, assuming 
desktop workstations or PCs with persistent network connections. Without substantial 
rethinking, such architectures are not able to integrate or otherwise exploit the rich range of 
uses of geospatial data that are essential in the field or on the street. Perhaps serendipitously, 
key-enabling technologies particularly the Web, GPS, cellular and other wireless 
communications technologies, as well as low-cost handheld devices are ripe for integration 
into powerful, portable geospatial information systems. Such systems are the next generation 
of field data collection. Just as important, such rapid technological change is likely to 
continue for a number of years; developing flexible approaches to incorporating such 
improvements rapidly must be a priority in field data collection initiatives. 
1.3 Emergent Field and Computing Technologies 
Recent technological developments make it possible for us to consider a new form of 
computing that is characterized by devices that support computing anywhere, at any time. 
Reductions in size and weight, and improvements in battery technology, now allow 
computers to move with people, rather than tying people to offices and desks. Wireless 
communication technologies, such as IEEE 802.11 WLAN technology [ 11 ], support a range 
of modes of interaction independent of traditional ties to the fixed locations of copper wire 
and fiber. New portable devices (e.g. personal digital assistant, handheld device and 
wearable computer), which use more powerful CPU and have much more memory inside, are 
now approaching the ruggedness and specialized modalities required for field use. 
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Significant recent developments of field technologies include cellular communications, 
highly portable miniaturized computing systems (e.g. wearable computer), special purpose 
input and output devices such as glasses and condensed keyboards, and voice synthesis and 
recognition software, referred to as VISIO (Voice-In, Sound and Images Out) interfaces. 
Especially, a wearable computer can offer two great field use advantages. First, the system 
can present a field user with information in real time. When this information is placed into 
the vision field, it is a form of augmented reality. Secondly, the system can take advantage 
of distributed networks to retrieve map and image data for display based on the position of 
the field user [ 12] . 
Infrastructure components are also rapidly advancing to provide the data richness to 
support unstructured data. For example, the object-oriented paradigm is increasingly adopted 
as the basis for designing information systems. In addition to providing the ability to process 
complex data types, the obj ect-oriented paradigm facilitates a modular system design, 
thereby increasing the level of code reuse in complex and dynamic applications. The use of 
data warehouses is also rapidly expanding. Storing both the tools and data in the same 
system has proven to be very valuable for both businesses and scientific applications. 
Mobile agents are generating new opportunities as well. Mobile agent systems augment the 
benefits of the client-server model with flexibility in computational. load balancing and 
reductions in information transferred over the network. The security concerns generated by 
this flexibility are currently being addressed. When supplemented by more traditional 
connections (e.g., CORBA), mobile agent systems can provide a safe and effective means of 
rapidly developing complex distributed systems. Finally, mediators have proven extremely 
useful in systems designed to integrate heterogeneous data sources. 
1.4 Current Approaches to Computer-assisted Data Collection 
In the 1970s, computer-assisted data collection systems were developed for sample 
survey applications (referred to as computer-assisted survey information collection, or 
CASIC). In its original conceptualization, CASIC software was intended to provide a tool 
for key entry and questionnaire flow control during the telephone interviewing process, using 
5 
a suite of stand-alone desktop PCs in an office environment. As computer technologies 
evolved, CASIC system design migrated to aclient-server model in the office environment, 
and laptops enabled- computer-assisted face-to-face interviews in households. As an example 
of an advanced computer-assisted data collection system, consider the CASIC system 
developed by the USDA Natural Resources Conservation Service and Iowa State University 
to conduct the NRI (National Resources Inventory) in mobile office and field settings [7] . A 
client-server architecture was developed in 1996 to support handheld computer-assisted data 
collection. The system [7] consisted of: 
• Redundant central database servers with RAID storage, 
• An Oracle database containing tracking variables and historical and newly collected data 
for each area segment, 
• Redundant front-end servers to negotiate database requests, 
• About 500 handheld computers (Apple Newtons) equipped with acomputer-assisted data 
collection form for recording values for each variable, and 
• TCP/IP-based communication via a variety of modes (wire-line, wireless, local area 
network, and Internet) between the front-end server and the handheld client. 
A data gatherer logs on to a front-end server for a short period to query the database and 
request samples to be worked on. During data collection, the client software notifies the user 
of apparent inconsistencies among collected variables, as well as with historical data stored 
onboard. These problems are resolved and the data gatherer returns the sample data to the 
server. Except for interfaces used to define queries and samples to be returned, most of the 
negotiation between the handheld computer and server system is hidden from the data 
gatherer. 
The NRI CASIC system has provided significant improvements over the former stand-
alone desktop systems. It has introduced small and large-scale mobility into the data 
collection environment, has improved data quality by effectively incorporating editing into 
the data gathering process, and has greatly reduced the time required to resolve problems 
during post-data collection processing, when compared with past efforts. However, a number 
of limitations are presented by this paradigm, as noted below [ 13] 
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1. Several components of this survey are explicitly geospatial, yet there is no mechanism to 
utilize digital geospatial data in the field. Currently, a mixture of analog and digital 
materials is used to collect data and it is difficult to integrate these sources in their current 
forms. The quality of data gathered and the efficiency of the various components of the 
process can be greatly improved by developing a framework that facilitates integration of 
digital geospatial data into these processes. 
2. Structured relational data formats for input, storage, and queries have provided the 
utilities needed to collect data according to prescribed scientific protocols. However, the 
use of these tools requires special code to be developed to accomplish these functions. 
They lack the flexibility to incorporate geographic data and do not take advantage of 
integrated information system tools. 
3. The client-server model requires an open connection in order to exchange information, 
limiting transfers to relatively small requests. Software agents could be used to send 
complex queries or request analyses that exceed the shorter connection times appropriate 
for the current system, returning results of the request at a later time. 
4. The current system is designed for a single purpose. Hardware and some code are reused 
as new surveys are deployed. However, the system is not inherently modular or readily 
adaptable for new data collection efforts or interaction with activities in other parts of the 
agency or in other agencies. 
While the client-server CASIC model has served the data collection process well, to fully 
exploit the potential of digital geospatial data and emerging information technologies, a new 
paradigm is needed for mobile field data collection. 
CHAPTER 2 DESIGN OF INFRASTRUCTURE 
First of all, a conceptual model is developed so as to accommodate a broad range of field 
data collection scenarios from a user and infrastructure perspective. This new model will be 
helpful for documenting and formalizing the infrastructure, tools, and key capabilities 
required to support a flexible and extensible field data collection system. 
A field environment is characterized with three dimensions: the user, the computing 
device, and the task at hand. This specific environment influences the infrastructure 
components of field geospatial data collection model. The user's spatial ability and 
knowledge, the mobile computing device, and the field data collection task all impact the 
interface design and the choice of interface modalities. Accommodating heterogeneity in the 
field environment requires an infrastructure design that seamlessly supports remote access to 
diverse geospatial data resources. This infrastructure must recognize and adjust for 
limitations in the user and mobile field device by providing geospatial information in a 
format appropriate for the field setting. In the next two sections, we will discuss that new 
model of field collection and design of infrastructure. 
2.1 Conceptual Model of Field Collection 
A new paradigm for field data collection is needed that takes full and appropriate 
advantage of integrated and distributed geospatial information resources, modern computing 
paradigms for mediated infrastructures, and emerging mobile technologies. An alternative 
model is to augment the client-server setting with an infrastructure that enables more flexible 
access to a broader suite of information resources. In this model, a field user may take 
advantage of digital repositories prepared for data collection, as well as information 
resources more generally available via Internet. Since the field environment is characterized 
by the field user, the field device, and the task at hand, so the new model for field geospatial 
data collection will correspondingly concern issues with respect to three areas of field data 
collection: the user, the field computing device, and the task. 
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First, the user is a field representative with specific data collection skills such as 
interviewing, pricing, or biological data collection. These skills are of primary importance in 
collecting high quality data. However, it is very unlikely that the field user will also be 
technologically literate. This limitation manifests itself in two ways: 
1. With geospatial data in particular, the richness of the information resource is far higher 
than is generally available with text and numeric information. If a more complex set of 
resources is made available, it must be in a form that is usable for persons who may have 
limited training for handling such resources. This raises questions about what types of 
information are most useful for various aspects of the survey process, and how best to 
display such information within a given field computing environment. 
2. A special challenge occurs when multiple sources of information are needed, requiring 
intelligent integration of potentially conflicting information sources. A second dimension 
from the user's point of view is the increased complexity in interacting with relatively 
unstructured and diverse information resources. In order to provide a practical benefit for 
field data collectors, the whole framework must seamlessly negotiate for the user, hiding 
the complexities of interacting with ad hoc information resources. Amore flexible 
infrastructure than the client-server model is needed to provide this functionality to users. 
The second issue is the mobile computing environment. In most mobile settings, the field 
computing device is extremely limited in computing capacity, bandwidth, and display 
interfaces relative to the large volumes of information that exist in distributed geospatial data 
repositories. These limitations have two kinds of impacts: 
1. Historically, computer-assisted data collection applications and geospatial data 
processing software have relied on clients with ample computing capacity. The thin 
client environment is far more restrictive, and calls for rethinking basic infrastructure 
design as well as strategies of implementation, such as where computing loads are borne, 
when a simple handheld is in use as field device. 
2. Second, the nature of field settings can be quite varied, where field setting is broadly 
defined to be the field data collection application plus the computational environment. 
For this new model of field data collection to be effective across a broad range of 
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settings, extensibility is a primary issue. Of special importance is that the information 
requested by the user is prepared and delivered in a manner that accounts for the field 
context. 
The third area impacted by this model is the data collection task. Under aclient-server 
model, interactions with a database server are prescribed via communications software and 
mobile client application, and the field user has little if any access to information other than 
that provided by the agency. As noted earlier, this paradigm mirrors and supports the 
structured nature of a scientific data collection process. However, it is not uncommon for 
field staff to use ad hoc information resources to plan field activities, identify new housing 
units, and track respondents. For example, unofficial paper-based information resources, 
such as maps and telephone books, are widely used by field staff for locating sample units in 
establishment and household surveys. More generally, there are portions of the data 
collection process that stand to benefit from more flexible access to information resources 
than is typically offered by client-server systems, provided that such access does not interfere 
with the principal goal of collecting data of high quality. 
After considering the above three issues, we believe a new paradigm for fully integrating 
geospatial data and other information resources to support field data collection must have 
following features: 
1. 
2. 
3. 
To support effective use of digital geospatial information resources and other data stores 
in a field environment. 
To broaden the concept of computer-assisted field data collection beyond recording data 
to include searching and discovery of distributed information resources. 
To be effective in the full range of field data collection environments, recognizing 
technical and environmental factors, as well as application requirements, and take full 
advantage of current and emerging integrated information system technologies. 
Figure 1 shows a triangular model to satisfy those requirements. We build this model 
around a flexible infrastructure. The .field users interact with the infrastructure to pose their 
data requests and/or submit data. The infrastructure uses mediators and mobile view agents 
to determine the appropriate query, find the information, and process it for the user. 
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Figure 1. Conceptual model for field collection 
In Figure 1, three angles represent three different components, each of which has unique 
characteristics corresponding to the data collection perspective, physical environment, 
information resources and computing capacity. More specifically, these three components 
are: 
1. The field user, who seeks information to support the data collection process and returns 
data resulting from collection activities. 
2. The organizations sponsoring and/or involved in data collection, which support special 
data preparation, proprietary store, and repositories for collected information. The data 
flow between field user and data source must be bi-directional. Users are able to both 
download and upload data. 
3. Other information resources accessible through digital libraries or from organizations not 
specifically collaborating with the data collection effort, which have data that is 
important to being able to operate in the field, but the user is not allowed to modify the 
data. 
The central portion of the model represents the infrastructure required to support 
information exchange among these users and two groups of data resources. The design of 
this infrastructure will be discussed in next section. 
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2.2 Infrastructure Design 
An initial infrastructure model is shown in Figure 2, which schematically describes the 
pathways of data exchange. A key feature of any environment designed to give field workers 
access to geospatial data is the infrastructure used to connect the field devices to the data 
sources. Under our model, the infrastructure must be very flexible in its ability to obtain 
data. At the same time, it must be capable of minimizing the amount of data flowing through 
the network. To do this, we have chosen to make use of object-oriented views implemented 
as mobile agents. The views provide an excellent basis for deriving the data for the user's 
request and the mobile agent approach creates a great deal of flexibility in the location for 
integrating or analyzing data. 
The view agent based infrastructure makes use of data wrapper, field wrapper, mediator, 
and computation server. The wrappers are used for encapsulating not only the data sources, 
but the mobile field computing devices information as well. As is generally the case, the 
wrappers allow the details associated with the heterogeneity of the data source and field 
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Figure 2. Initial design of infrastructure for field data exchange 
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device to be localized. The result is that within the boundaries of the wrappers the mobile 
view agents work in a relatively homogeneous environment. 
A mediator is a class of software modules that mediate between the field device/wrapper 
and the data sources. The function of a mediator is similar to a phone book. Upon receiving 
the user request from the field wrapper, the mediator finds the locations of data sources, 
generates a query string according to the rules of retrieving data, and encapsulates this query 
into an obj ect-oriented view agent. Then it sends the view agent to the next component, the 
computation server. 
The internal infrastructure environment is also populated with a set of computation 
servers. If the incoming view agent from mediator is a composite one, which means the 
requested data involved with multiple data sources, the computation server parses this view 
agent and spawns one view agent for each different data source. The computation server has 
a local obj ect-oriented data warehouse equipped with a set of tools designed to work with 
geospatial data. Since the prospect of query reuse is likely for a field user, we store the final 
and intermediate results in the data warehouse, allowing the warehouse to act as an active 
cache. The active cache is a key part to providing options that allow the infrastructure to 
accommodate computing limitations of field devices. 
Taken as a whole, these tools form the basis for a dynamic, adaptable infrastructure for 
handling geospatial data in varied and potentially limited mobile field devices. 
2.2.1 Views 
The basic unit in our infrastructure is an object view system. The view system is based 
on an extensible object model (EOM). The use of views in this model is an extension of the 
work on the Zeus View Mechanism given in [6,14,15]. For the current work, the view type 
has been extended to include public attributes, private attributes, a derivation section, and a 
method section. The public attributes, private attributes, and method sections have the 
normal meanings. The derivations section is used to generate the public and private 
attributes of each object instance created through a view. Three levels of views have proved 
useful for retrieving data from the operational data sources. 
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i. Local interface views 
The individual data sources are supposed to have local control. The local interface is a 
view type object that is used by the local data source administrator to provide a mechanism to 
make the local data accessible to integrated environment.. The local interface allows 
distribution transparency and representation transparency, while hiding or converting 
(mapping) some of the data from the data source. The local interface belongs to the local 
data source. In interacts directly with the data source and passes the result to the wrapper, 
which controls communication with external users. This local view will be used on data 
wrapper and field wrapper. Note, the field device also acts an information source. In other 
words, the field wrapper encapsulates knowledge about not only the user request, but about 
the field device context as well. Thus, the field wrapper is a special data wrapper. 
ii. Base views 
The base view is used to do the necessary data conversion and/or integration. The 
derivation section is used to provide the mechanism for data selection, joins, and 
conversions. The base view can either be a user defined view or a system view. The only 
difference is that the system base views are provided for expected operations like 
conversions, joins, fusion, etc. Base views interact with other base views or the local views 
(through the wrappers).. 
111. Global views 
Global views are either user defined views or system generated views and can interact 
with other global views, base views, or local views (again through the wrapper for the local 
data source or field device). Our view composition algorithm allows global views to be 
based on any number of local views, base views or other global views. The advantage of this 
approach is that designers can make use of existing derivation sections. 
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All three levels of views can either be implemented in either the client server model or as 
mobile agents. We have focused on mobile agent based implementation, but expect that both 
approaches will be required in the final prototype system. 
2.2.2 View Agents 
A block diagram of our infrastructure model using mobile agents is shown in Figure 3. 
The data request from field user is sent by field wrapper and processed at mediator. The 
mediator attempts to choose an existing view agent to process the request. If none exists, a 
new view agent is constructed. The resulting view agent is launched with the request. When 
the requested data has been found, returning agents are launched with the required data by 
data wrapper from data sources. 
As illustrated in the upper portion of Figure 3, an example scenario shows the 
functionality of the view agent approach. The user request R 1 is defined by a global view 
from the object-oriented view set, which is a critical part of mediator and stores all system 
defined views. A simplified version of this global view is shown in Figure 4. We pre-define 
that G 1 gets its data from a base view B 1, shown in Figure 5, our view composition 
Field 
Device 
~~~ ~ '~~~~ 
Field ~~'~~_, __ _, 
Wrapper ' ~ - • • -_ _ 
2 
Note: ~ means a spawned agent with partial returning data 
Figure 3. View agent environment 
• • 
Data Sources 
With wrappers 
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algorithm is used to generate a composite view agent C 1 that is composed of the two views 
G 1 and B 1. The new view C 1 is shown in Figure 6 and is used to create the view agent 
launched by the mediator. Note, that the function raster vector~`usion must be a defined 
method of the base view B 1 in order to create the layered map image. The view agent 
derived from C 1 is generated at mediator and sent to computation server, since it has a 
method that must be executed and needs two different data from separate sources. Once the 
agent arrives at the server, it in turn spawns view agents (V 1 and V2 in the example) that 
take the data requests to the individual data sources represented by the local interfaces view 
L 1 and L2. Then the spawned view agents can communicate the request to L 1 and L2 via the 
source wrappers. Here, the local interface views are seen as a set of static agents that are 
owned by the local data sources. 
Depending on the size of the result, the view agents, V 1 and V2, either return the 
resulting data to the computation server or spawn a series of returning agents to deliver 
overly large data back to the computation server. The computation server in turn executes 
the raster_vector_fusion method and creates the request result for the user. This final data is 
returned to field wrapper either by view agent C 1, or by a set of spawned agents depending 
on the size of the results. Note in the bottom portion of Figure 3, we have an example of a 
request that demands data from only one local interface and without involvement of either 
mediator or computation server. This situation will be discussed in the next section. 
Global View G 1: 
Public: 
map: raster image; 
psu: set of retangle; 
coordinates : lat_long_pair; 
Derivation Section: 
get map from B 1 where center=coordinates; 
get psu from B 1; 
End_G 1. 
Figure 4. Sample global view G1 of example 
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Base View B l: 
Public: 
map: 
image: 
revers: 
coordinates: 
psu: 
raster image; 
raster_image; 
vector data; 
lat_long_pair; 
set of rectangle; 
Derivation Section: 
create map as 
get image from L 1 where center=coordinates 
raster vector fusion 
get rivers from L2 where center=coordinates; 
get psu from L1 where boundary(map) intersects psu; 
Methods: 
raster_vector_fusion: ... ; 
boundary: ...; 
End_B 1; 
Composed_View C1: 
Public: 
map 
coor mates: 
psu: 
Figure 5 . Base view B 1 of example 
raster_image; 
lat_long_pair; 
set of rectangle; 
Derivation Section: 
create map as 
get image from L1 where center=coordinates 
raster vector fusion 
get rivers from L2 where center=coordinates; 
get psu from Ll where boundary(map) intersects psu; 
Methods: 
raster_vector_ uslon: ..., 
End_C 1. 
Figure 6. Result of the composition of views algorithm 
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2.2.3 How The Infrastructure Works 
Wrappers (both field wrapper and data source wrapper) are used for encapsulating not 
only the data sources, but the mobile field environment as well, localizing the details 
associated with heterogeneity in data sources and field environments. 
Within the boundaries of the wrappers, mediators and object-oriented views are 
implemented as mobile agents, which work in a relatively homogeneous environment to 
generate query request and delivery returning data. The mediator receives a request from the 
user application that may run on a mobile device via the field wrapper, and generates a 
sequence of mobile view agents to search for, retrieve, and process data. The internal 
infrastructure environment is populated with computation servers to provide an infrastructure 
location for processing, especially for combining data from multiple locations. 
Each computation server has a local obj ect-oriented data warehouse equipped with a set 
of tools for working with geospatial data. Since the prospect of query reuse is likely for a 
field worker, we store the final and intermediate results in the data warehouse, allowing the 
warehouse to act as an active cache. Even when the field computing capacity is ample, the 
warehouse is used to process data so that network traffic can be minimized. 
We suppose there are two scenarios in the field environment. One is called the light 
mode, which means the mobile device has little computing ability and limited display 
dimension. The other is heavy mode, in which the mobile device has full computing and 
display abilities. 
In the light mode, the result agent views sent from the data source by the data wrapper 
will be directed to computation server. All related computing or function will be fulfilled at 
the site of the computation server. Also, the result data will be cached there in the case of 
further requests on this same data from field user. A returning agent view will be launched 
by computation server to field wrapper. If this agent view is too big due to the size of the 
data, the computation server may slice it into several smaller size ones so as to reduce 
network flow. This situation also may happen, while retrieved data are being sent from data 
wrapper to the computation server. At the site of field wrapper, it will extract requested data 
and put it into specified format according to the field device, which sends out original 
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request. If the field device requests an operation on the same data retrieved before, for 
example to zoom in, this new request will be re-directed to the computation server by the 
mediator. The computation server will use cached data to do the job. The scenario of light 
mode has been illustrated in the upper portion of Figure 3. 
Although light mode is more general, we also assume a heavy mode because some 
powerful mobile device may emerge in the future. In such a mode, there is only one thing 
different from the light mode. The computing and caching job, which used to be fulfilled at 
computation server site, will be moved to the field device itself. In the next chapter, we will 
discuss each component of infrastructure for detail. 
Besides the above two situations, in which the field user has no idea where to access data 
and how to access data, there exists another scenario that is illustrated in the bottom portion 
of Figure 3. In this situation, field user already knows the destination of data delivery, for 
example when uploading collected data to apre-specified database. It's obvious that field 
application software should know the data source location and how to save data in the 
database. In this case, the field wrapper will directly send a requesting agent R2 to targeting 
data source with all necessary information inside R2. Then a local view will be generated at 
data wrapper to serve this request. The advantage of this design is to solve the bottleneck 
problem probably caused by mediator and/or computation server, so as to enhance system 
responding speed. 
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CHAPTER 3 COMPONENTS OF THE INFRASTRUCTURE 
3.1 Wrapper 
A wrapper is a program that acts as an interface between a caller requesting an action and 
a wrapped component that is needed to execute the action [13]. Its purpose is to create 
interoperability between the caller and the wrapped component, which may exist in 
environments that differ sufficiently to require some kind of translation of the request from 
caller to source and/or the results provided by the source to the user. Usually the wrapper 
encapsulates the low level detail of the wrapped component and provides high level 
information about the wrapped component enabling the caller to communicate with the 
wrapper in a more convenient form than would occur if the caller directly interacted with the 
component. In Figure 7, the caller request action is translated into the language of the 
wrapped component by a wrapper. Results returned from the component are translated via 
the wrapper into the caller's format. More generally, we can think of wrappers as being 
applied to a `wrapped component' that is associated with program needed to execute 
requests. In general, a wrapper provides an interface that provides translation between the 
user or caller's environment and the wrapped component to overcome heterogeneity in 
computing platforms, data structure, and so on. For example, a common wrapped component 
is a data source. The process of sending a request to the wrapper and receiving the result is 
as follows: 
• Wrapper converts the caller request into wrapped component's specification. 
• Wrapper sends instructions to wrapped component. 
• Wrapped component returns results to one of wrapper's pre-defined operations. 
• Wrapper performs additional processing on results if needed. 
• Wrapper translates processed results into the system pre-defined format. 
• Wrapper returns translated results to caller. 
Recent research efforts have concentrated on data wrappers as a method of dealing with 
and integrating heterogeneous information sources caused by varying platforms, data types, 
data structures and so on. Suppose there are multiple data sources on different platform, so 
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each of them may have specific input query and output data format, respectively. We may 
want the user application to use only one query specification and a single returning data 
format to simplify the design. Then a wrapper is an appropriate tool to put between the user 
application and those data sources. It behaves like amulti-linguistic translator, which can 
enable both sides to communicate with each other. For example, data wrapper translates a 
user query into one or more commands or queries understandable by the underlying data 
sources, and then transforms the native results into the proper format that application can 
accept. The wrapper generates an initial result and then may perform additional processing 
to prepare or summarize results for the user. Then the results are composed in a format that 
the user can view or utilize in some other way, and final results returned to the user. 
Figure 7. Model of a wrapper system 
3.1.1 Field Wrapper 
~~I~~~~~[~t~,`ll 
We now consider an extension of existing wrapper concepts to support mobile computing 
environments. To date, wrapper-based systems have concentrated mainly on dealing with 
heterogeneous data sources. However, in field data collection, there is a need to 
accommodate heterogeneous field environments caused by three factors as follows: 
• The field user, 
• The field task, and 
• Field-based computing device available to the user. 
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Figure 8. Model of field wrapper 
Users vary in their permission to access data sources, their sophistication with computing 
tools, and so on, while user tasks vary in the type of information that is required to 
accomplish a particular task. Field computing devices or mobile devices vary in a number of 
dimensions, including computing capability, network connections, display characteristics, 
and peripheral devices. Moreover, the mobile devices have a large influence on the kind of 
data that can be handled in the field setting. In some settings, only limited views or minimal 
data processing are possible, while in others, a broader range of information formats and 
processing capabilities are available to the user. One way to address this heterogeneity is to 
extend the concept of wrappers to accommodate variation in the field setting. In doing so, a 
field wrapper would provide needed flexibility in interactions between the mobile device of 
field environment and the infrastructure for delivering geospatial data to field user. 
This field wrapper is illustrated in Figure 8. The field wrapper plays the role of 
translating a user general request, by using encapsulated knowledge of the field environment 
into the precise request by the specification of the infrastructure entity. Results returned 
from the infrastructure are translated via the wrapper into mobile device pre-defined format. 
Given a field wrapper, any field device used in field data collection will be considered as an 
integrated node of the infrastructure. This allows new user tasks and devices to be easily 
plugged into the infrastructure. 
3.1.2 Data Wrapper 
It is noted that a data wrapper is a little different from a field wrapper. For a field 
wrapper, the wrapped part is the field device so that the heterogeneity of the field 
environment is isolated. In other words, each field device is represented by one field 
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Infrastructure Side 
Data source Side 
wrapper. Meanwhile, there also exists the heterogeneity of data sources, which addressed by 
a data wrapper (Figure 9). 
With the development of the Internet, there are a large amount of available geospatial 
data sources. The data are stored in various kinds of formats. In our infrastructure, adata 
wrapper is used to integrate each data source, either spatial databases or web sources, as well 
as other heterogeneous data sources. As an essential component, a data wrapper insulates the 
infrastructure from problems caused by different query languages and protocols of the 
different data sources. 
As soon as a view agent moves to a destination data source, it interacts with the data 
wrapper which running on top of data source. The first step of processing is to check if the 
request encapsulated in this view agent is indeed for the targeted data source. If it is, the data 
wrapper will extract the base view contained inside. Because the specification of query 
generation in our infrastructure may not be understood by the local data source, the data 
wrapper will convert this base view into appropriate local view using the specified query 
language for that data source. When the data source returns result data, the data wrapper will 
encapsulate it into returning view agent according to pre-defined specification and then 
instruct the incoming agent continue to move to next infrastructure component, either the 
computation server or the field wrapper depending on which mode (heavy or light) is set. 
The returning agent may also spawn a series of small agents at data wrapper because of 
the volume of the result data. This can help to reduce the rate of network flow and speed 
delivery processing. For example, alarge-sized image may be cut into smaller parts, and 
each part encapsulated in a single returning view agent. These agents also will be assigned 
one identificate number, so that they will be recognized at their destination. Finally, the 
~~ ~~
Communicate with Infrastructure _ 
~ / ~ Data 
Communicate with Local view 
~ ~ 
 
/~ 
v 
Local interface view 
Figure 9. Model of data wrapper 
Wrapper 
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receiver (e.g. computation server) will assemble them to restore the original data. 
3.2 Mediator 
Geospatial information retrieval and discovery from heterogeneous geospatial data 
sources residing on multiple hardware platforms and operating systems at different 
geographical locations require a robust and flexible framework for information exchange 
between the various data sources and clients. To support the models shown in Figure 1 and 
Figure 2, we use mediators to locate data sources and bridge semantic differences, and a 
multi-agent system to connect the user to the data sources and support knowledge discovery 
and information retrieval. 
3.2.1 Multi-level Mediator 
A mediator is a software module that exploits encoded knowledge about some sets or 
subsets of data to create information for a higher layer of applications [17]. In the 
infrastructure, amediator uses a set of rules to locate data sources and bridge semantic issues 
of heterogeneous data sources. We present amulti-level mediator, which actually consists of 
three parts to address three different requirements. 
i. Ontology based mediator 
The ontology method is used to locate symbolic data. The word "ontology" is borrowed 
from philosophy. It discusses the structures of entities, the properties of entities, and the 
relations between entities. In a word, it seeks to find an appropriate classification of entities. 
A formal definition is "a formal, explicit specification of a shared conceptualization". 
Conceptualization refers to an abstract model of some phenomena in the world by having 
identified the relevant concepts of those phenomena. So, the ontology is a description of the 
concepts and relationships between them. 
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In dealing with heterogeneous geospatial databases, an ontology can be used effectively 
to organize keywords as well as database concepts by capturing the semantic relationships 
among keywords or among tables and fields in a relational database. By using these 
relationships, a network of concepts can be created to provide users with an abstract view of 
an information space for their domain of interest. Former research work has focused in 
working with domain specific ontology and making use of the combination of a domain 
specific ontology and Summary Schema Model [ 18] tree fragments to create a database 
specific ontology. By far, an ontology is the only realistic way for mediator to locate 
symbolic data. Figure 10 shows the relationship between terms of an ontology and a 
symbolic data source. 
11. R-tree based mediator 
Built on bounding boxes, this type of mediator is able to work with image data. In order 
to handle spatial data efficiently, a geospatial database system needs an index mechanism 
that will help it retrieve data items quickly according to their spatial locations. However, 
traditional indexing methods are not well suited to data objects of non-zero size located in 
multi-dimensional spaces. A dynamic index structure called an R-tree meets this need. 
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Since an ontology based mediator works on only symbolic geospatial data, we need a special 
supplement for image data, e.g. raster/vector data. 
An R-tree is aheight-balanced tree similar to a B-tree with index records in its leaf nodes 
containing pointers to data objects [19]. Let M be the maximum number of entries that will 
fit in one node and let m < M/2 be a parameter specifying the minimum number of entries in 
a node. An R-tree satisfies the following properties: 
1. Every leaf node contains between m and M index records unless it is the root. 
2. For each record (I, tuple-identifier) in a leaf node, I is for the smallest bounding box that 
spatially contains the geospatial data object represented by the indicated tuple-identifier. 
3. Every non-leaf node has between m and M children unless it is the root. 
4. For each entry (I, child-pointer) in a non-leaf node, I is the smallest bounding box that 
spatially contains the bounding boxes in the child node. 
5. The root node has at least two children unless it is a leaf. 
a 
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Figure 1 1. Mapping bounding boxes to R-tree 
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6. All leaves appear on the same level. 
Figure 11 shows the structure of an R-tree and illustrates the containment and 
overlapping relationships that can exist between its bounding boxes. 
111. Rule based mediator 
While using both ontology based and R-tree based mediators to locate the data that field 
user has requested, we may still need the mediator to generate some query string and insert it 
into the derivation section and/or method section of base/global view object. That will be 
based on some query generating rules on a mediator. 
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Suppose a data request involves three data D 1, D2 and D3 from three different data source 
locations DS1, DS2 and DS3 respectively. User wants to do operation OR on D3 solely, then 
do operation Oa on Dl, D2 and pre-processed D3. When the mediator receives this request, it 
will first use ontology or R-tree based part to locate data according to the categories of those 
data (symbolic or raster/image data). Secondly, the mediator will generate three query 
substrings S 1, S2 and S3 by using querying conditions provided by user. The query substring 
may look like SQL query statement and be in format of: 
SELECT required data 
FROM explicit data source location 
WHERE given conditions by user 
Lastly, mediator may combine of above query substrings and two operations, and generate a 
final query string, which looks like: Oa(S 1, S2, OR(S3)). 
3.2.2 Mobile Agents 
An agent is a computer program that performs a set of tasks on behalf of a user with some 
degree of autonomy [20,21,22]. An agent consists of program code, a persistent internal 
state, and a set of attributes (e.g. movement history). Mobile agents are agents that can move 
in a computer network from host to host as needed. 
In Chapter 2, we proposed that the basic unit in our infrastructure as the object view. An 
object-oriented view is made up of three parts: (1) data attributes description, (2) data 
derivation section, and (3) methods section. Views will be combined with mobile agents to 
facilitate extracting the required data from geospatial data sources. The derivation section of 
a view will be used as the agent "program" to extract only the data needed. 
The mobile agent system will incorporate mediators to make use of asystem-defined 
view to help locate and define the properties of the relevant geospatial data. The object-
oriented view system will be incorporated into the mobile search agents to provide the basis 
of transforming heterogeneous data types to provide a consistent format for this 
infrastructure. The data delivery within infrastructure exploits a mobile agent as a medium 
or messenger. A request from a field wrapper to the mediator is packed in a mobile agent. 
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When the request is analyzed, the mediator makes an instance of an object view by 
generating a new mobile agent. This agent is sent to computation server and analyzed there. 
If it is a composite view, it spawns several base view mobile agents for involved data. These 
view agents reach data sources respectively and are served by data wrapper, then return to the 
computation server with retrieved data inside. After computing returning data, computation 
server encapsulates the result data into original composite view agent from mediator, and 
then sends it to field device wrapper. Field device displays it to the user. 
3.3 Computation Server 
Computation servers are included in our infrastructure for providing computation that 
may not be handled at any other nodes. These computing jobs include: 
• Spawn base view agents out of incoming composite view agent sent by mediator 
• Process data from more than one data source caused by one single user request 
• Execute method of view agent or tool from data warehouse, for example the conflation 
algorithm used on different images from sources 
• Prepare final result data returned by data wrapper and send it to field wrapper 
~ Cache post-processed data into object-oriented database in case of request for same data 
To fulfill above requirements, a computation server need three modules: 1) control 
module, 2) wrapper module and 3) data warehouse as shown in Figure 12. 
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Figure 12 Structure of computation server 
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3.3.1 Control Module 
Note that mediator should have already decided where the data sources are located and 
where the request is forwarded to. Although the decision has been made, we will need an 
executor (e.g. control module of computation server) to finish the task. As soon as the 
computation server receives the view agent request from the mediator, the control module 
will decide how to forward this request to the related data sources. 
Since the incoming request is received directly from mediator, there must be computation 
actions involved. If the action only demands data from single information source, e.g. data 
conversion, computation server will launch one view agent towards targeting data source. 
Otherwise, the request will merge several sources then perform some actions. This requires 
the computation server to launch multiple view agents at the same time towards multiple data 
sources. What actually happens is the control module receives the request, determines how 
many view agents needed, then generates view agent(s). After that control module 
communicates the view agents) to wrapper module, then the latter launches the agent(s). 
Next, the control module waits for returning agents to show up. 
In case of large-volume data delivery, returning agents will be a series of identical view 
agents with the same ID number while the initial one includes the number of all agents. 
When the original view agent shows up at the wrapper module, either the wrapper or the 
control module will count following incoming agents and check if all of the returning agents 
have arrived. As soon as all agents successfully reach computation server, the complete data 
can be recovered. First, the control module stores the data either in the data warehouse or a 
file depending on how the data will be processed. Second, the control module uses the initial 
view agent to determine what to do next by searching derivation section method of view 
agent, which means what computation to do. Then the control module shifts to the local 
processing to accomplish the computation job. 
Once the control module is given access to the results of computation, the control module 
moves the results to the wrapper module. 
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3.3.2 Wrapper Module 
Generally, the computation server's wrapper module communicates with external data 
wrappers and field wrappers. Its functionality is specified as follows: 
• Running daemon thread to catch incoming agent, 
• Passing the view object out of view agent to control module, 
• Waiting for the output generated by control module, and 
• Launching returning agents with output data inside. 
3.3.3 Data Warehouse 
Data retrieved from remote sources for data collection will require local caching for 
further analysis. This calls for an object-oriented data warehouse [23,24] as an integral part 
of the infrastructure. A data warehouse is differentiated from a database system by its 
capability to store both the data and a set of tools for analysis of the data. The toolset used in 
the warehouse will include both traditional data mining tools and special tools for geospatial 
data. 
One advantage of using the data warehouse to store and operate on the data is that the 
data warehouse can be used as an active cache. Based on our preliminary analysis of field 
user needs, it looks likely that the user will need to use the same (or very similar) data again 
after the initial query. For instance, the image used on the first request will be just a subset 
of a larger retrieved image due to the limited display ability of handheld device. As the field 
worker moves around the field, the user may wish to have the image adjusted 
correspondingly. In many cases the data in the data warehouse can be used without 
additional retrieval. The warehouse is viewed as an active cache, since the tool set can be 
used to modify the data as needed by the user. 
The other advantage of using a data warehouse is that the computation server can utilize 
special geospatial tool. Because it will not always be possible to rely on field computing 
resources due to the limited capacity of field device, some tools are needed for working with 
geospatial data within the infrastructure. We are focusing on software of conflation, or the 
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combination of geospatial data sets that represent at least in part the same phenomena in 
overlapping geographic areas. conflation software has been developed to remove 
unacceptable differences in two sources, such as a road network and an Ortho-photograph, 
using GPS-determined positions or an accurately position source. 
The data warehouse is composed of two parts: an object-oriented database and its API 
(Application Program Interface). The object-oriented database is a useful storage tool for 
saving geospatial data, which is mainly made up with raster data and vector data. The API 
part will store existing object-oriented data warehouse tools and those software tools related 
to field-based data collection, e.g. conflation or overlapping combination. Since the data 
warehouse is object-oriented, its API has this same feature too. So, this type of API is easily 
to be integrated with the object of view agent. 
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CHAPTER 4 IMPLEMENTATION OF INFRASTRUCTURE 
We have implemented a preliminary version of the components described in the previous 
chapter. The current version of the prototype of the infrastructure provides us a full test 
environment, but it is not a full implementation. 
To this point we use a handheld (iPAQ) as mobile device. A preliminary field 
application on iPAQ is developed. This application is connected to a field wrapper via 
wireless connection. While field wrapper runs on a laptop, mediator and computation server 
run on different desktop machines linked with an Ethernet network. Components are 
implemented in JAVA for its object-oriented feature. A JAVA-based mobile agents platform 
is used to communicate with the infrastructure. Our prototype uses a simple implementation 
of a mediator that chooses between a set of view agents. The more comprehensive 
approaches based on ontology and R-tree is underway, but has not been implemented. We 
have two test-beds now. One is a local data source called NRI data set with developed NRI 
data wrapper. The other is an Oracle spatial database, while its data wrapper is underway. 
Computation server is incorporated into the prototype to allow more complex computations. 
We have implemented static data warehouses to handle geospatial data. The prototype has 
been established to show the feasibility of our approach and provides a basis for allowing the 
integration of geospatial data sources. 
4.1 Field Wrapper 
The field wrapper encapsulates knowledge about not only the user request, but about the 
field context as well. This information can then be used by the infrastructure t0 assemble 
information that addresses user needs. The field wrapper essentially takes general requests 
made by the field device application and turns them into precise views based on the field 
context. We now consider how to parameterize field environment. The following is working 
mechanism of the field device and field wrapper: 
1. We have three components as a client from the viewpoint of the field wrapper, which 
include the field user, the field application and the field device. So for a user who wants 
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to take advantage of the field wrapper, he/she should log into the field application use 
his/her username and password first. 
2. After the user submits his/her username, password and the user type, the field application 
will send a registration request including the information about the field device and the 
field application to the field wrapper. 
3. The field wrapper will contact the admin node (currently, it is built in mediator) of the 
infrastructure to verify the username and password. It will send back a Boolean value to 
the field application according to the return result from the admin node. 
4. If the return value from the admin node is true, the field wrapper will add all the request 
information as a registered client to the end of a hash table where it records all the current 
running clients. Then it will send a 1 value back to the field application, which will take 
the user to the next screen. If the return value from the admin node is false, the field 
wrapper will send a 0 value back to the field application. Then a dialogue will show up 
and tell the user that the username and password is incorrect, and then it will take the user 
back to the log in screen. 
5. After registration, the user could send a query to the field wrapper without sending in the 
information about the field user, device and application again. The field wrapper could 
recognize the client by the static IP address. If dynamic IP address is assigned, the field 
device could get a different IP address while rebooting or losing the connection. Then 
maybe we should return a registration number to the application so that the field wrapper 
could recognize a client by using this number. 
6. After the field wrapper receives the returning data, it could change the data to a byte 
stream object and send it back to the client. The client should send back a Boolean value 
to inform the field wrapper whether the file has been received precisely. If not, the field 
wrapper should send it again. 
7. The user should log out after using the application. It will send a request to the field 
wrapper and the field wrapper will delete the corresponding record from the hash table. 
Above specifications of field environment and three types of requests from the field 
device are shown in Table 1 and 2. We have done with JAVA classes of FieldClient, 
FieldApp, FieldUser, FieldDevice, FieldRequest and FieldQuery. 
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Table 1. Registration information of field device 
FieldClient FieldUser Userid 
Passwd 
UserClass Handicap, Blind, Driving, etc... 
FieldDevice Width 
Height 
Type Ipaq, Laptop, Tablet 
IpAdd 
Cpu 
Ram 
Hd Hard drive capacity 
FieldApp Mode 0 for light mode, 1 for heavy mode. 
Table 2. Three types of request 
l .Register 
2.Query 
3. Log out 
The user should log in using his username &password, and choose 
the user type. After the user logs in, a registration request combined 
with information about the field user and device will be sent to the 
field wrapper. If the username &password is correct, the field 
wrapper will send back a message then the user could start using the 
application. Otherwise, it will prompt an error dialogue. 
a. Directly, the user should know the data location and filename and 
with proper authorization. 
b. Regular query, it will go to the mediator first. 
c. Function request, it will go to the computation server directly. 
While a user log out the application, it will send a logout request to 
the field wrapper and then the current user record will be removed 
from field wrapper. 
4.2 Computation Server 
The workflow of computation server is presented in Figure 13 and described as follows: 
Step (1) Composite view Agents comes with derivation string from mediator, and will be 
caught by computation server wrapper module. 
Step (2) To solve collision of agents from mediator, Agents will be added to Queue, 
which is used to manage conflict of 2 or more agents arriving from mediator. 
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Step (3) When Agents pops up as the top element of Queues, it will be added to List2i
which is used to store Agents from the time that the computation server starts processing the 
derivation string until all of the returning agents to field wrapper have been launched. 
Step (4) Control module will add derivation string of Agents to Queue3. 
Step (5) When derivation string of Agents pops up as the top element of Queue3, control 
module processes it and produces base view Agent2 and Agent3 with same query ID but 
different data source location. 
Step (6) Agent2 and Agent3 will be added to Queue4. 
Step (7) When Agent2 and Agent3 pop up as the top element of Queue4, wrapper module 
will send them to Data Sources and Source2, shown as (7-1) and (7-2) respectively. 
Step (8) When Agent2 and Agent3 retrieve data successfully and return from data sources, 
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mediator 
~ ~ 
Data 
Sources 
~ ~ 
-~ 
Data 
Source2
 ~ To field 
Launch returning Agents Wrapper 
Figure 13. The conceptual picture on Computation server wrapper 
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they will be caught by wrapper module and added to Queues, shown as (8-1) and (8-2) 
respectively. Here, Queues is used to manage conflict of Agent2 and Agent3. 
Step (9) When Agent2 and Agent3 pop up as the top element of Queues, control module 
will process attached data of them since they have same request ID, use local data warehouse 
tool to make result data, and prepare returning agents according to the content size of result 
data. For each returning agent, control module sets up attributes, saves a partial data into a 
byte array and locates destined field device. 
Step (10) Let returning agents (Agentl.~ ... Agentl.n) wait in Queue6 to go. 
Step (11) Wrapper module will launch all elements of Queue6 one by one to targeting 
field device, and remove Agents from List2. 
In step (9), computation server can fulfill the task of conflation by calling existing local 
data warehouse tools. So far, we have a preliminary data warehouse API and object database 
integrated in current computation server. The JAVA-based API includes a tool for 
overlaying image, named SampleTool.java. The OODB is called POET, which uses Blob 
object to store geospatial data (image or vector data). The data carried by Agent2 and Agent3
will be saved in this OODB. Also, the final result data will be cached, when returning agents 
carry it back to field wrapper. 
4.3 Mobile Agent Based Prototype 
We use the commercial product of the Obj ectSpace VoyagerTM Core Technology 
(http://www.daimi.aau.dk/~bouvin/otw/vdescription.html) to implement mobile agent 
platform. It is a simple yet powerful object request broker (ORB) of JAVA package to create 
mobile agents. While we use it to implement this mobile agent based system, no special 
knowledge more than using of regular JAVA syntax to construct and send agents is required. 
Figure 14 displays the inheritance relationship of infrastructure API classes. Executor is 
a general API, it is inherited and instantiated at each site of component. It acts as a daemon 
to wait and catch incoming view agents. At mediator, it is MediatorExecutor; at computation 
server, it is CSExecutor•, at field/data wrapper, it is WrapperExecutor. ComputationServer, 
Mediator and Wrapper inherit multiple-thread feature from java.lang.Thread. QueryAgent 
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implements interface Serializable to make agent conveyable through socket. It is the parent-
class of FWQueryAgent, NRIQueryAgent and ResultQueryAgent. All of them are view 
agents. The difference is that: FWQueryAgent is launched from field wrapper to mediator; 
NRIQueryAgent is launched from mediator to NRI data set; ResultQueryAgent is returned 
from NRI data set to computation server. 
FWQueryAgent 
XMLString: String 
com.objectspace.voyager.agent ~--~ 
Java.lang. Serializable 
Java.lang.Thread 
QueryAgent 
to: String 
from: String 
getXMLStringQ 
setXMLString() 
-~ ResultQueryAgent 
AtNewPlaceQ 
SendOutQ 
ComputationServer 
ServiceAgentQ 
Mediator 
ServiceFieldAgentQ
Wrapper 
ServiceAgentQ
Executor 
Executor_Name: String 
Thread List: Vector 
Agent_Arrived: Boolean 
fileArray: byte[] 
getFileQ: byte[] 
storeFile(byte[]) 
NRIQueryAgent 
XMLString: String 
getXMLStringQ 
setXMLString() 
—~ FieldWrapper 
NRIWrapper 
..Other data wrappers 
—~ WrapperExecutor 
notifyAgentArrival(QueryAgent) 
(field/data wrappers) 
CSExecutor 
—~ MediatorExecutor 
Figure 14. Inheritance relationships of JAVA classes 
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CHAPTER 5 CONCLUSIONS 
5.1 Summary 
To fully integrate digital geospatial data resources to support field data collection, and to 
delivery geospatial data to a field device, we believe that a new paradigm for computer-
assisted field data collection systems is needed. The goal of our research is to develop and 
prototype an extensible framework and a set of infrastructure components to support the 
effective use and delivery of geospatial data from distributed heterogeneous data sources to 
mobile field environment. 
We developed a new conceptual model for collecting and using geospatial data in the 
field. An infrastructure model has been presented to allow field users to collect and use 
geospatial data as part of their work. The model is based on obj ect-oriented views that take 
both the information needs and device characteristics into consideration when processing the 
user request. A prototype of the infrastructure has been developed that brings data from NRI 
test-bed data set to the field handheld device. 
5.2 Future Research 
There are two issues we could continue to work on our project. 
i. CORBA based approach on implementation of infrastructure 
As commercial mobile agent platform has evolved over the next few years, it is expected 
that many of the security concerns will be addressed. However, traditional connections, like 
CORBA, will continue to be required for data sources that need control of the amount of 
processing done on the site of data sources. Our current prototype allow mobile agent 
program to be moved to the data source and executed itself with autonomy. But some data 
sources or information organizations may not allow an exterior agent to land on site, and they 
may only let interior program executed within their boundaries. 
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Considering this problem, a CORBA based approach would be a reasonable choice. In 
CORBA system, object-oriented view object is supported as well. But the processing of data 
retrieval will deal with RPC (Remote Procedure Call) method provided by data sources. 
Upon a CORBA connection is built, infrastructure which wants to access to data becomes a 
caller, while the callee is a data retrieval procedure running on data source site. Actually, a 
stub and a skeleton of retrieval procedure are stored at infrastructure and data source 
respectively. Infrastructure calls stub function locally. This stub function sends request to 
CORBA server at data source side. As CORBA server catches that request, it will 
correspondingly call the skeleton function. This skeleton one really retrieves data from 
database and returns the result as object via CORBA connection. The waiting stub one first 
unpacks the data and then returns it to infrastructure. 
11. Administrative node 
The infrastructure is supposed to be an extensible one. That means when it expands, 
more and more data sources, mobile devices and data warehouse tools will be involved. 
Furthermore, we may need more mediators and computation servers to share workload so as 
to solve bottleneck problem. Therefore, a new component should be introduced to our 
infrastructure. In our point of view, it is called an administrative node with following 
functionalities: 
• To register newcomer nodes, 
• To update nodes information, and 
~ To publish updated information periodically to old nodes. 
With this new component, infrastructure will be more opening and easy to upgrade. 
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