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Abstract
In this paper, the global existence of solutions to the initial boundary value problem for a class of
quasi-linear wave equations with viscous damping and source terms is studied by using a combination
of Galerkin approximations, compactness, and monotonicity methods.
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1. Introduction
We consider the following initial boundary value problem of quasi-linear wave equa-
tions with viscous damping and source terms:
utt −∆ut −
N∑
i=1
∂
∂xi
σi(uxi )+ f (ut )= g(u), x ∈Ω, t > 0, (1.1)
u|∂Ω = 0, t  0,
u(x,0)= u0(x), ut (x,0)= u1(x), x ∈Ω. (1.2)
Here Ω is a bounded domain in RN with sufficiently smooth boundary ∂Ω , σi (i =
1, . . . ,N),f and g are continuous functions satisfying certain conditions to be specified
later.
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tion of a viscoelastic solid (for example, a bar if the space dimension N = 1 and a plate
if N = 2) composed of the material of the rate type; see [1–3,5]. They can also be seen
as field equations governing the longitudinal motion of a viscoelastic bar obeying the non-
linear Voigt model; see [4]. When f = g = 0 and the space dimension N = 1, there have
been many impressive works on the global existence and other properties of solutions of
Eq. (1.1); see [1,2,6,8,9]. In the case of Ω ⊂ RN , when f = 0 and g = g(x, t), a weak
global solution of problem (1.1)–(1.2) was derived by Clements [5] under some restrictive
assumptions on σi (i = 1, . . . ,N); when f = 0 and σi(s) = s (i = 1, . . . ,N), the global
existence and asymptotic behavior of solutions of problem (1.1)–(1.2) were studied by
Webb [7]; and when the damping term f (ut )= |ut |α sgnut (0 < α < 1), which means the
surroundings of the viscoelastic solid are mud, and the source term g = 0, the existence
of weak global solutions was established by Ang and Dinh [4] under the restrictive condi-
tions: “σi ∈C(R) (i = 1, . . . ,N) are nondecreasing, induce mappings of L2(Ω) into itself,
and take bounded sets into bounded sets.” Obviously, the results in [4] depend deeply on
the special form of the nonlinear terms. If the conditions in [4] are not valid, for example,
σi(s) = |s|αs (i = 1, . . . ,N) and f (ut ) = |ut |β sgnut , where α > 0 and β > 1 are con-
stants, whether the corresponding problem (1.1)–(1.2) still admits global solutions is also
an open problem.
In the present paper, under some relatively mild conditions on σi (i = 1, . . . ,N),
f and g, we prove that problem (1.1)–(1.2) admits a weak global solution as long as
the initial functions belong to W 1,α+20 (Ω) (α is given in Theorem 2.1) and L2(Ω), re-
spectively; specifically, when Ω = (0,1) ⊂ R1, the corresponding problem (1.1)–(1.2)
admits a unique global generalized solution as long as the initial functions belong to
H 2(Ω)∩H 10 (Ω), and a unique classical solution as long as the initial functions belong to
H 4(Ω)∩H 10 (Ω).
2. Global existence of weak solutions
In this section, we consider the global existence of weak solutions of problem
(1.1)–(1.2). We first introduce some notation,
QT =Ω × (0, T ), Lp = Lp(Ω),
Wm,p =Wm,p(Ω), Wm,p0 =Wm,p0 (Ω),
H 2 =W 2,2, H 10 =W 1,20 ,
‖ · ‖p = ‖ · ‖Lp , ‖ · ‖k,p = ‖ · ‖Wk,p , ‖ · ‖ = ‖ · ‖L2 .
Let (· , ·) denote either the L2-inner product or the pairing of a continuous linear functional
with an element of a function space, α, β , and γ be nonnegative real numbers, |Ω | be the
measure of Ω . For any real number p > 1, we denote the dual of W 1,p0 by W
−1,p′
, with
p′ = p/(p− 1), and ‖ · ‖−1,p′ = ‖ · ‖ −1,p′ .W
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(i) σi ∈C1(R), σ ′i (s) C0, and∣∣σi(s)∣∣ C1|s|α+1, |s|M1,∣∣σi(s)∣∣ C2(1+ |s|α+1), s ∈R, i = 1, . . . ,N,
where (as everywhere else in the paper) C0 is a constant, α  0, Mi and Ci (i =
1,2, . . .) are positive constants, specifically C1 >−k0 as α = 0, k0 = min{C0,0}.
(ii) f ∈C(R) and one of the following two conditions holds:
(ii1) f (s)s  −C3(s2 + 1), |f (s)|  C4(1 + |s|β+1), s ∈ R, where 0  β  4/N
(α + 2N); 0 β  4/N and β + 2< N(α+2)
N−α−2 (α + 2 <N).
(ii2) f (s)s  0, |f (s)| C4(1+|s|β+1), s ∈R; |f (s)| C5|s|β+1, |s|M2, where
0 β <+∞ (α + 2N); β + 2 < N(α+2)
N−α−2 (α + 2 <N).
(iii) g ∈C(R), |g(s)| C6(|s|γ+1 + 1), s ∈ R, where 0 γ < α (α+ 2N); 0 γ < α
and γ + 1 N(α+2)(β+1)
(N−α−2)(β+2) (α + 2 <N).
(iv) u0 ∈W 1,α+20 , u1 ∈ L2.
Then for any T > 0, problem (1.1)–(1.2) admits a weak solution u on [0, T ] with the
following properties:
u ∈ U = L∞
([0, T ];W 1,α+20 )∩W 1,∞([0, T ];L2)∩H 1([0, T ];H 10 )
if condition (ii1) holds;
u ∈ U ∩W 1,β+2([0, T ];Lβ+2) if condition (ii2) holds.
In order to prove Theorem 2.1, we quote a lemma as follows.
Lemma 2.1 [5]. Let Ω be any bounded domain in RN , {wk}∞k=1 be an orthogonal basis
in L2(Ω). Then for any ε > 0, there exists a positive number Nε such that
‖u‖
(
Nε∑
k=1
(u,wk)
2
)1/2
+ ε‖u‖1,p
for all u ∈W 1,p0 (2 p <∞).
Proof of Theorem 2.1. It follows from assumptions (ii), (iii), and Sobolev’s imbedding
theorem that
W
1,α+2
0 ↪→ L(γ+1)(β+2)′, Lα+2 ↪→ Lγ+2, W 1,α+20 ↪→ Lβ+2. (2.1)
Let σ˜i(s) = σi(s) − σi(0) − k0s. Obviously σ˜i ∈ C1(R), σ˜i (0) = 0, σ˜ ′i (s)  0, and by
assumption (i),∣∣σ˜i (s)∣∣ C12 |s|α+1, |s|M3,∣∣σ˜i (s)∣∣ C7(1+ |s|α+1), s ∈R, i = 1, . . . ,N. (2.2)
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utt −∆ut −
N∑
i=1
∂
∂xi
σ˜i (uxi )− k0∆u+ f (ut )= g(u). (2.3)
Step 1. The Galerkin approximations and a priori estimates.
Let {wk}∞k=1 be a basis in W 1,α+20 , which is orthogonal in L2. Let
un(t)=
n∑
k=1
Tkn(t)wk,
where the coefficients Tkn(t) satisfy the following system:
(
untt (t),wk
)+ (∇unt (t),∇wk)+
N∑
i=1
(
σ˜i
(
unxi (t)
)
,wkxi
)
+ k0
(∇un(t),∇wk)+ (f (unt (t)),wk)
= (g(un(t)),wk), t > 0, k = 1, . . . , n, (2.4)
un(0)= un0 → u0 strongly in W 1,α+20 ,
unt (0)= un1 → u1 strongly in L2. (2.5)
It follows from the continuity of σ˜ ′i (i = 1, . . . ,N), f and g, that system (2.4)–(2.5) admits
a solution on some interval (0, Tn) for each n. And the estimates to follow allow one to
take Tn = T for all n.
For brevity, we denote by C, M , and Ci (i = 7,8, . . .) variously positive constants
independent of n. Replacing wk in (2.4) with unt and integrating by parts, we receive
d
dt
(
1
2
∥∥unt (t)∥∥2 +
N∑
i=1
∫
Ω
unxi
(t)∫
0
σ˜i (s) ds dx −
∫
Ω
un(t)∫
0
g(s) ds dx
)
+ ∥∥∇unt (t)∥∥2
=−(f (unt (t)), unt (t))− k0(∇un(t),∇unt (t)). (2.6)
By (2.2), |s|α+1  (2/C1)|σ˜i(s)| +Mα+13 (s ∈ R, i = 1, . . . ,N), which implies that when
s < 0, |s|α+1  (−2/C1)σ˜i(s)+Mα+13 and
0∫
s
|τ |α+1 dτ  2
C1
s∫
0
σ˜i(τ ) dτ +Mα+13 |s|, i = 1, . . . ,N.
Therefore, we have, for any s ∈R,
1
α + 2 |s|
α+2 =
∣∣∣∣∣
s∫
0
|τ |α+1 dτ
∣∣∣∣∣ 2C1
s∫
0
σ˜i (τ ) dτ + 12(α+ 2) |s|
α+2 +C8, (2.7)
where Young’s inequality has been used. By (2.7), Poincaré’s inequality and (2.2),
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N∑
i=1
∫
Ω
unxi
(t)∫
0
σ˜i (s) ds dx  C9
∥∥un(t)∥∥α+21,α+2 −C10, (2.8)
2
N∑
i=1
∫
Ω
un0xi∫
0
σ˜i (s) ds dx  C11
(
1+ ∥∥un0∥∥α+21,α+2). (2.9)
By assumption (iii), Young’s inequality, and (2.1),
2
∫
Ω
un(t)∫
0
g(s) ds dx  2C6
∫
Ω
(∣∣un(t)∣∣+ 1
γ + 2
∣∣un(t)∣∣γ+2)dx
 C9
2
∥∥un(t)∥∥α+21,α+2 +C12. (2.10)
By assumption (ii1),(
f
(
unt (t)
)
, unt (t)
)
−C3
(∥∥unt (t)∥∥2 + |Ω |). (2.11)
By assumption (ii2),(
f
(
unt (t)
)
, unt (t)
)
 C5
(∥∥unt (t)∥∥β+2β+2 −Mβ+22 |Ω |). (2.12)
Obviously,
−k0
(∇un(t),∇unt (t)) 12
∥∥∇unt (t)∥∥2 +C14(1+ ∥∥un(t)∥∥α+21,α+2). (2.13)
(1) If assumption (ii1) holds, integrating (2.6) over (0, t) and substituting (2.8)–(2.11)
and (2.13) into the resulting expression, we have
∥∥unt (t)∥∥2 + C92
∥∥un(t)∥∥α+21,α+2 +
t∫
0
∥∥∇unt (τ )∥∥2 dτ

∥∥un1∥∥2 +C15(∥∥un0∥∥α+21,α+2 + 1)+C16
t∫
0
(∥∥unt (τ )∥∥2 + ∥∥un(τ )∥∥α+21,α+2 + 1)dτ,
∥∥unt (t)∥∥2 + ∥∥un(t)∥∥α+21,α+2 +
t∫
0
∥∥∇unt (τ )∥∥2 dτ M, t ∈ [0, T ]. (2.14)
(2) If assumption (ii2) holds, by the same method used above and making use of
(2.8)–(2.10), (2.12), and (2.13), we obtain
∥∥unt (t)∥∥2 + ∥∥un(t)∥∥α+21,α+2 +
t∫
0
(∥∥unt (τ )∥∥β+2β+2 + ∥∥∇unt (τ )∥∥2)dτ M, t ∈ [0, T ].
(2.15)
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′ by
(Bu, v)=
N∑
i=1
(
σ˜i (uxi ), vxi
)
for any u,v ∈W 1,α+20 . (2.16)
Then it follows from Hölder’s inequality, (2.2), and (2.14) (if assumption (ii1) holds) or
(2.15) (if assumption (ii2) holds) that
∣∣(Bun(t), v)∣∣
(
N∑
i=1
∥∥σ˜i(unxi (t))∥∥(α+2)′(α+2)′
)1/(α+2)′
‖v‖1,α+2
 C
(
1+ ∥∥un(t)∥∥α+11,α+2)‖v‖1,α+2,∥∥Bun(t)∥∥−1,(α+2)′  C(1+ ∥∥un(t)∥∥α+11,α+2)M, t ∈ [0, T ]. (2.17)
If assumption (ii1) holds, by Gagliado–Nirenberg’s inequality and (2.14),
t∫
0
∥∥f (unt (τ ))∥∥(β+2)′(β+2)′ dτ  C
t∫
0
(
1+ ∥∥unt (τ )∥∥β+2β+2)dτ
 C
t∫
0
(
1+ ∥∥unt (τ )∥∥β+2−Nβ/2∥∥∇unt (τ )∥∥Nβ/2)dτ
 C
t∫
0
(
1+ ∥∥∇unt (τ )∥∥2)dτ M, t ∈ [0, T ]. (2.18)
If assumption (ii2) holds, by (2.15),
t∫
0
∥∥f (unt (τ ))∥∥(β+2)′(β+2)′ dτ  C
t∫
0
(
1+ ∥∥unt (τ )∥∥β+2β+2)dτ M, t ∈ [0, T ]. (2.19)
By assumption (iii), (2.1), (2.14) or (2.15),∥∥g(un(t))∥∥(β+2)′
(β+2)′  C
(
1+ ∥∥un(t)∥∥(γ+1)(β+2)′
(γ+1)(β+2)′
)
 C
(
1+ ∥∥un(t)∥∥(γ+1)(β+2)′1,α+2 )M,
t ∈ [0, T ]. (2.20)
Replacing wk in (2.4) with v ∈W 1,α+20 and using Hölder’s inequality, (2.1), (2.17)–(2.20),
one gets∣∣(untt (t), v)∣∣ C(∥∥∇unt (t)∥∥+ ∥∥Bun(t)∥∥−1,(α+2)′ + ∥∥∇un(t)∥∥
+ ∥∥f (unt (t))∥∥(β+2)′ + ∥∥g(un(t))∥∥(β+2)′)‖v‖1,α+2,
∀v ∈W 1,α+20 ,∥∥untt (t)∥∥ ′  C(∥∥∇unt (t)∥∥+ ∥∥f (unt (t))∥∥ ′ + 1),−1,(α+2) (β+2)
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0
∥∥untt (τ )∥∥(β+2)′−1,(α+2)′ dτ  C
t∫
0
(∥∥∇unt (τ )∥∥2 + ∥∥f (unt (τ ))∥∥(β+2)′(β+2)′ + 1)dτ M,
t ∈ [0, T ]. (2.21)
Step 2. The limiting process.
By (2.14), (2.15), (2.17)–(2.21), we can extract a subsequence from {un}, still denoted
by {un}, such that, as n→∞,
un → u in L∞
([0, T ];W 1,α+20 ) weak∗, (2.22)
unt → ut in L∞
([0, T ];L2)∩L2([0, T ];H 10 ) weak∗
if assumption (ii1) holds, (2.23)
in L∞
([0, T ];L2)∩L2([0, T ];H 10 )∩Lβ+2(QT ) weak∗
if assumption (ii2) holds, (2.24)
Bun → ξ in L∞
([0, T ];W−1,(α+2)′) weak∗, (2.25)
f
(
unt
)→ η in L(β+2)′(QT ) weak∗, (2.26)
g(un)→ χ in L∞
([0, T ];L(β+2)′) weak∗, (2.27)
untt → utt in L(β+2)′
([0, T ];W−1,(α+2)′) weak∗. (2.28)
By Lemma 2.1, (2.22), and (2.23) or (2.24), for any ε > 0, there exist positive constants
N1ε and N2ε independent of un and unt , respectively, such that, as n→∞,
∥∥un(t)− u(t)∥∥
[
N1ε∑
k=1
(un − u,wk)2
]1/2
+ ε∥∥un(t)− u(t)∥∥1,2 Mε, t ∈ [0, T ],
T∫
0
∥∥unt (τ )− ut (τ )∥∥2 dτ  2
(
N2ε∑
k=1
T∫
0
(
unt (τ )− ut (τ ),wk
)2
dτ
+ ε2
T∫
0
∥∥unt (τ )− ut (τ )∥∥21,2 dτ
)
Mε2. (2.29)
By the arbitrariness of ε we get
un → u strongly in L∞
([0, T ];L2) and a.e. on QT ,
unt → ut strongly in L2(QT ) and a.e. on QT . (2.30)
It follows from (2.22), (2.23) or (2.24), and (2.28) that, as n→∞,
(un,wk)→ (u,wk) in L2[0, T ] weak,(
unt ,wk
)→ (ut ,wk) in L2[0, T ] weak,(
untt ,wk
)→ (utt ,wk) in L(β+2)′ [0, T ] weak, k = 1,2, . . . . (2.31)
Note that H 1[0, T ] ↪→ C[0, T ] and W 1,(β+2)′ [0, T ] ↪→ C[0, T ], from (2.31) we have(
un(0),wk
)→ (u(0),wk), (unt (0),wk)→ (ut (0),wk), k = 1,2, . . . . (2.32)
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u(0)= u0 in W 1,α+20 and ut (0)= u1 in L2. (2.33)
Letting n→∞ in (2.4), we deduce from (2.22)–(2.28) that
T∫
0
[
(utt , v)+ (∇ut ,∇v)+ k0(∇u,∇v)+ (ξ, v)+ (η, v)− (χ, v)
]
dt = 0
for all v ∈ Lβ+2([0, T ];W 1,α+20 ) (⊂ Lβ+2(QT )), i.e., u satisfies the equation
utt −∆ut − k0∆u+ ξ + η− χ = 0 in L(β+2)′
([0, T ];W−1,(α+2)′). (2.34)
Now, we prove that η = f (ut ), χ = g(u), and ξ = Bu, from that, (2.34) and (2.33) we
get the conclusion of Theorem 2.1.
From the continuity of f (s) and (2.30) we know that f (unt ) → f (ut ) a.e. on QT .
Therefore, by Egoroff’s theorem, for any δ > 0, there exists a measurable set Q ⊂ QT
such that |Q| < δ, where |Q| is the measure of Q, and f (unt ) → f (ut ) uniformly
on Qδ as n → ∞, where Qδ = QT − Q. If assumption (ii1) holds, then by (2.23),
ut ∈ L∞([0, T ];L2) ∩ L2([0, T ];H 10 ). In (2.18), substituting f (unt ), unt , and ∇unt by
f (ut ), ut , and ∇ut , respectively, gives f (ut ) ∈ L(β+2)′(QT ). If assumption (ii2) holds,
then by (2.24), ut ∈ Lβ+2(QT ); hence the inequality |f (ut )|  C4(1 + |ut |β+1) means
f (ut ) ∈ L(β+2)′(QT ). Therefore, for any β1: β1 > β , by imbedding theorem and (2.26),∥∥f (unt )− f (ut )∥∥L(β1+2)′ (Q) 
∥∥f (unt )− f (ut )∥∥L(β+2)′ (Q)δ
β1−β
(β+1)(β1+1)
 Cδ
β1−β
(β+1)(β1+1) . (2.35)
And as n→∞,∥∥f (unt )− f (ut )∥∥L(β1+2)′ (QT )

∥∥f (unt )− f (ut )∥∥L(β1+2)′ (Q) +
∥∥f (unt )− f (ut )∥∥L(β1+2)′ (Qδ)  Cδ
β1−β
(β+1)(β1+1) .
(2.36)
By the arbitrariness of δ we have
f
(
unt
)→ f (ut ) strongly in L(β1+2)′(QT ). (2.37)
From (2.37), (2.26), and the uniqueness of weak∗ limit we see that η = f (ut ) in
L(β1+2)′(QT ).
Since C∞0 (QT ) is dense in Lβ+2(QT ), for any ϕ ∈ Lβ+2(QT ), there is a sequence{ϕn}, ϕn ∈ C∞0 (QT ) (n= 1,2, . . .) such that ϕn → ϕ strongly in Lβ+2(QT ), and∣∣∣∣∣
T∫
0
(
f (ut )− η,ϕn − ϕ
)
dτ
∣∣∣∣∣

∥∥f (ut )− η∥∥L(β+2)′(QT )‖ϕn − ϕ‖Lβ+2(QT ) → 0 (2.38)
as n→∞. Therefore,
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0
(
f (ut )− η,ϕ
)
dτ = lim
n→∞
T∫
0
(
f (ut )− η,ϕn
)
dτ = 0,
f (ut )= η in L(β+2)′(QT ). (2.39)
By (2.30), (2.20), and (2.27), with the same method used above we easily get for any
γ1 > γ, as n→∞,
g
(
un(t)
)→ g(u(t)) strongly in L(γ1+2)′,
g
(
u(t)
)= χ(t) in L(γ+2)′, t ∈ [0, T ]. (2.40)
Via a monotonicity argument we prove that ξ = Bu as follows.
Obviously, the operator B defined in (2.16) is monotone and hemicontinuous, i.e., for
any u,v,w ∈W 1,α+20 , (Bu− Bv,u − v)  0; and the mapping s → (B(u+ sv),w) is a
continuous mapping from R to R.
In fact, without loss of generality we assume that |s|< 1. Since uxi + svxi → uxi a.e.
on Ω as s→ 0, by the continuity of σi(s) we have σi(uxi + svxi )→ σi(uxi ) a.e. on Ω as
s→ 0 (i = 1, . . . ,N). By assumption (i),∣∣σi(uxi + svxi )− σi(uxi )∣∣(α+2)′  C(|uxi |α+2 + |vxi |α+2 + 1) (i = 1, . . . ,N).
Hence, by Lebesgue’s dominated convergence theorem,
∣∣(B(u+ sv)−Bu,w)∣∣ N∑
i=1
∣∣(σi(uxi + svxi )− σi(uxi ),wxi )∣∣

N∑
i=1
∥∥σi(uxi + svxi )− σ(uxi )∥∥(α+2)′‖w‖1,α+2 → 0 (s→ 0).
For any v ∈Lβ+2([0, T ];W 1,α+20 ),
ξn(t)=
t∫
0
(
Bun(τ)−Bv(τ),un(τ )− v(τ )) dτ  0, t ∈ [0, T ]. (2.41)
Replacing wk in (2.4) with un and integrating over (0, t), we obtain
t∫
0
(
Bun(τ), un(τ )
)
dτ =−
t∫
0
(
untt (τ ), u
n(τ )
)
dτ − 1
2
∥∥∇un(t)∥∥2 + 1
2
∥∥∇un0∥∥2
− k0
t∫
0
∥∥∇un(τ )∥∥2 dτ −
t∫
0
(
f
(
unt (τ )
)
, un(τ )
)
dτ +
t∫
0
(
g
(
un(τ )
)
, un(τ )
)
dτ.
(2.42)
By (2.30), (2.23) or (2.24),
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0
(
untt (τ ), u
n(τ )
)
dτ = (unt (t), un(t))− (un1, un0)−
t∫
0
∥∥unt (τ )∥∥2 dτ
→ (ut (t), u(t))− (u1, u0)−
t∫
0
∥∥ut (τ )∥∥2 dτ =
t∫
0
(
utt (τ ), u(τ )
)
dτ (2.43)
as n→∞.
If we choose a real number β1: β + 2 < β1 + 2  N(α+2)N−α−2 (α + 2 < N); β < β1
(α + 2N), then W 1,α+20 ↪→ Lβ1+2. So by (2.22),
T∫
0
∥∥un(τ )∥∥β1+2
β1+2 dτ  C
T∫
0
∥∥un(τ )∥∥β1+21,α+2 dτ C(ess-sup
0tT
∥∥un(t)∥∥β1+21,α+2)T M,
un → u in Lβ1+2(QT ) weak∗. (2.44)
It follows from (2.37) and (2.44) that
t∫
0
(
f
(
unt
)
, un
)
dτ →
t∫
0
(
f (ut ), u
)
dτ (2.45)
as n→∞.
If we choose a real number γ1: γ + 2 < γ1 + 2  N(α+2)N−α−2 (α + 2 < N); γ < γ1
(α + 2N), then W 1,α+20 ↪→ Lγ1+2. So it follows from (2.22), (2.40) that, for a.e.
t ∈ [0, T ],
un(t)→ u(t) in Lγ1+2 weak∗,(
g
(
un(t)
)
, un(t)
)→ (g(u(t)), u(t)). (2.46)
By assumption (iii), (2.14) or (2.15),∣∣(g(un),un)∣∣ ∥∥g(un(t))∥∥
(γ+2)′
∥∥un(t)∥∥
γ+2
 C
(
1+ ∥∥un(t)∥∥γ+1
γ+2
)∥∥un(t)∥∥
γ+2 M, t ∈ [0, T ]. (2.47)
From (2.46), (2.47), and Lebesgue’s dominated convergence theorem we deduce that
t∫
0
(
g(un),un
)
dτ →
t∫
0
(
g(u),u
)
dτ, t ∈ [0, T ]. (2.48)
Passing to the limit in (2.42) and making use of (2.43), (2.45), (2.48), and (2.34) gives
lim sup
n→∞
t∫
0
(
Bun(τ), un(τ )
)
dτ
−
t∫ (
utt (τ ), u(τ )
)
dτ − 1
2
∥∥∇u(t)∥∥2 + 1
2
‖∇u0‖2 − k0
t∫ ∥∥∇u(τ)∥∥2 dτ
0 0
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t∫
0
(
f
(
ut (τ )
)
, u(τ )
)
dτ +
t∫
0
(
g
(
u(τ)
)
, u(τ )
)
dτ
=
t∫
0
(
ξ(τ ), u(τ )
)
dτ. (2.49)
By (2.49), (2.22), and (2.24),
0 lim sup
n→∞
ξn(t)
t∫
0
(
ξ(τ )−Bv(τ),u(τ )− v(τ ))dτ. (2.50)
Choosing v = u− λw in (2.50), where λ > 0 and w ∈ Lβ+2([0, T ];W 1,α+20 ), and letting
λ→ 0, we receive
t∫
0
(
ξ(τ )−Bu(τ),w(τ))dτ  0 for any w ∈ Lβ+2([0, T ],W 1,α+20 ). (2.51)
Therefore, ξ = Bu. Theorem 2.1 is proved. ✷
Example. Let σi(s) = |s|αs (i = 1, . . . ,N), f (s) = |s|βs, g(s) = |s|γ s in (1.1), where
α, β , and γ are nonnegative real numbers satisfying 0 γ < α, 0 β <+∞ (α+2N);
0 γ < α, γ + 1 N(α + 2)(β + 1)
(N − α − 2)(β + 2) , β + 2 <
N(α + 2)
N − α − 2 (α + 2 <N).
Then Eq. (1.1) becomes
utt −∆ut −
N∑
i=1
∂
∂xi
(|uxi |αuxi )+ |ut |βut = |u|γ u. (2.52)
If we choose the initial data u0 ∈W 1,α+20 , u1 ∈ L2, then a simple verification shows that
assumptions (i), (ii2), (iii), and (iv) of Theorem 2.1 are valid (where C1 = C2 = C4 = C5 =
C6 = 1, C0 =M2 = 0). Therefore, by Theorem 2.1, for any T > 0, corresponding prob-
lem (2.52), (1.2) has a weak global solution u ∈ L∞([0, T ];W 1,α+20 )∩W 1,∞([0, T ];L2)∩
H 1([0, T ];H 10 ) ∩W 1,β+2([0, T ];Lβ+2).
3. Global existence and uniqueness of generalized and classical solutions
In this section, we restrict ourselves to the case of N = 1 and demonstrate the global
existence and uniqueness of generalized and classical solutions of the following problem:
utt − uxxt − σ(ux)x + f (ut )= g(u), 0 < x < 1, t > 0,
u(0, t)= u(1, t)= 0, t  0,
u(x,0)= u0(x), ut (x,0)= u1(x), 0 x  1. (3.1)
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σ(s), 0 β  2, 0 γ < α.
(1) If f, g, and σ are locally Lipschitz continuous, and u0, u1 ∈H 2 ∩H 10 , for any T > 0,
then problem (3.1) admits a unique generalized solution
u ∈W 1,∞([0, T ];H 2 ∩H 10 )∩W 2,∞([0, T ];L2)∩H 2([0, T ];H 10 ).
(2) If σ ∈ C3(R), f ∈ C2(R), g ∈ C2(R), and u0, u1 ∈ H 4 ∩ H 10 , for any T > 0, then
problem (3.1) admits a unique classical solution
u ∈H 3([0, T ];H 10 )∩H 2([0, T ];H 3 ∩H 10 ).
Proof. Let σ˜ (s) = σ(s) − σ(0) − k0s, where k0 = min{C0,0} ( 0), then σ˜ (0) = 0,
σ˜ ′(s) 0, and
∫ s
0 σ˜ (τ ) dτ  0 for any s ∈ R. Let wk be eigenfunctions of the eigenvalue
problem
w′′ + λw = 0, w(0)=w(1)= 0
corresponding to the eigenvalues λk (k = 1,2, . . .), then {wk}∞k=1 composes an orthogonal
basis in L2, and at the same time in H 2 ∩H 10 . Put
un(t)=
n∑
k=1
Tkn(t)wk,
where the coefficients Tkn(t) satisfy the following system:(
untt (t),wk
)− (unxxt(t),wk)− (σ (unx(t))x,wk)+ (f (unt (t)),wk)
= (g(un(t)),wk), t > 0, 1 k  n, (3.2)
un(0)= un0 → u0, unt (0)= un1 → u1 in H 2 ∩H 10 . (3.3)
Replacing wk in (3.2) with unt (t) and σ(unx(t))x with σ˜ (unx(t))x + k0unxx(t), integrating by
parts and exploiting assumption (ii1) of Theorem 2.1 gives
d
dt
[
1
2
(∥∥unt (t)∥∥2 + ∥∥unx(t)∥∥2)+
∫
Ω
unx(t)∫
0
σ˜ (s) ds dx −
∫
Ω
un(t)∫
0
g(s) ds dx
]
+ ∥∥unxt(t)∥∥2
=−(f (unt (t)), unt (t))+ (1− k0)(unx(t), unxt (t))
 1
2
∥∥unxt (t)∥∥2 +C(∥∥unt (t)∥∥2 + ∥∥unx(t)∥∥2 + 1), (3.4)
where, here and in the following, Ω = (0,1). By (2.8) (N = 1), (2.10),
2
∫ unx∫
σ˜ (s) ds dx − 2
∫ un∫
g(s) ds dx  C9
2
∥∥un(t)∥∥α+21,α+2 −C. (3.5)Ω 0 Ω 0
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gets
∥∥unt (t)∥∥2 + ∥∥unx(t)∥∥2 + ∥∥un(t)∥∥α+21,α+2 +
T∫
0
∥∥unxt (τ )∥∥2 dτ M,
∥∥un(t)∥∥
C[0,1]M, t ∈ [0, T ]. (3.6)
Replacing wk in (3.2) with −unxx and noting that σ(unx(t))x = σ˜ (unx(t))x + k0unxx(t), one
obtains
d
dt
[
1
2
∥∥unxx(t)∥∥2 − (unt (t), unxx(t))
]

(
f
(
unt (t)
)
, unxx(t)
)− (g(un(t)), unxx(t))− k0∥∥unxx(t)∥∥2 + ∥∥unxt (t)∥∥2. (3.7)
Adding twice inequality (3.4) to ε (3.7) leads to
d
dt
[∥∥unt (t)∥∥2 + ∥∥unx(t)∥∥2 + ε2
∥∥unxx(t)∥∥2 − ε(unt (t), unxx(t))
+ 2
∫
Ω
unx(t)∫
0
σ˜ (s) ds dx − 2
∫
Ω
un(t)∫
0
g(s) ds dx
]
+ ∥∥unxt (t)∥∥2
 C
(∥∥unt (t)∥∥2 + ∥∥unx(t)∥∥2 + 1)
+ ε[∥∥f (unt (t))∥∥2 + ∥∥g(un(t))∥∥2 + (1− k0)∥∥unxx(t)∥∥2 + ∥∥unxt(t)∥∥2]. (3.8)
By assumption (ii1) of Theorem 2.1, Gagliado–Nirenberg’s inequality and (3.6),∥∥f (unt (t))∥∥2  C(1+ ∥∥unt (t)∥∥2β+22β+2)
 C
(
1+ ∥∥unt (t)∥∥β+2∥∥unxt (t)∥∥β) C(1+ ∥∥unxt(t)∥∥2),∥∥g(un(t))∥∥2 M, t ∈ [0, T ]. (3.9)
Note that (unt (t), unxx(t))  ‖unxx(t)‖2/4 + ‖unt (t)‖2, substituting (3.9) into (3.8), inte-
grating the resulting expression over (0, t), exploiting (3.5), and choosing ε such that
0 < (1+C)ε  1/2 gives
(1− ε)∥∥unt (t)∥∥2 + ∥∥unx(t)∥∥2 + C92
∥∥un(t)∥∥α+21,α+2 + ε4
∥∥unxx(t)∥∥2 + 12
t∫
0
∥∥unxt (τ )∥∥2 dτ
 C +C
t∫
0
(∥∥unt (τ )∥∥2 + ∥∥unx(τ )∥∥2 + ∥∥unxx(τ )∥∥2 + 1)dτ, t ∈ [0, T ], (3.10)
which implies
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t∫
0
∥∥unxt (τ )∥∥2 dτ M,
∥∥un(t)∥∥
C1[0,1] M, t ∈ [0, T ]. (3.11)
Replacing wk in (3.2) with −unxxt , integrating by parts and using (3.9) and (3.11), one gets
1
2
d
dt
∥∥unxt (t)∥∥2 + ∥∥unxxt(t)∥∥2
 1
2
∥∥unxxt(t)∥∥2 +C(∥∥f (unt (t))∥∥2 + ∥∥g(un(t))∥∥2 + ∥∥σ ′(unx(t))∥∥2∞∥∥unxx(t)∥∥2)
 1
2
∥∥unxxt(t)∥∥2 +C(∥∥unxt (t)∥∥2 + 1), t ∈ [0, T ], (3.12)
∥∥unxt (t)∥∥2 +
t∫
0
∥∥unxxt(τ )∥∥2 dτ M, ∥∥unt (t)∥∥C[0,1] M, t ∈ [0, T ]. (3.13)
From (3.11) and (3.13) we easily get
‖un‖W 1,∞([0,T ];H 2∩H 10 ) + ‖u
n‖W 2,∞([0,T ];L2) + ‖un‖H 2([0,T ];H 10 ) M. (3.14)
By (3.14), we can extract a subsequence of {un}, still denoted by {un}, such that
un
tk
→ utk in L∞
([0, T ];H 2 ∩H 10 ) weak∗,
untt → utt in L∞
([0, T ];L2)∩L2([0, T ];H 10 ) weak∗,
un → u, unx → ux, unt → ut in C(Q¯T ) (3.15)
as n→∞, where utk = dku/dtk , k = 0,1. From (3.15), the continuity of σ, f , and g and
Lebesgue’s dominated convergence theorem we have, for any t ∈ [0, T ],
f
(
unt
)→ f (ut ), g(un)→ g(u), σ (unx)→ σ(ux) strongly in L2 (3.16)
as n→∞.
Letting n→∞ in (3.2), we deduce from the density of {wk}∞k=1 in L2 that the limiting
function
u ∈W 1,∞([0, T ];H 2 ∩H 10 )∩W 2,∞([0, T ];L2)∩H 2([0, T ];H 10 )
and u is a generalized solution of problem (3.1).
Now we prove the uniqueness of solution of problem (3.1). Let u1, u2 ∈W 1,∞([0, T ];
H 2 ∩ H 10 ) ∩ W 2,∞([0, T ];L2) ∩ H 2([0, T ];H 10 ) be two generalized solutions of prob-
lem (3.1). Let w = u1 − u2; then w satisfies
wtt −wxxt −
(
σ(u1x)− σ(u2x)
)
x
+ f (u1t )− f (u2t )
= g(u1)− g(u2), 0< x < 1, t ∈ (0, T ], (3.17)
w(0, t)=w(1, t)= 0, t ∈ (0, T ],
w(x,0)= 0, wt (x,0)= 0, 0 x  1. (3.18)
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(wx,wxt )+ (w,wt ) to both sides of the resulting expression and making use of the local
Lipschitz continuity of σ , f , and g, one gets
1
2
d
dt
(∥∥w(t)∥∥2 + ∥∥wx(t)∥∥2 + ∥∥wt(t)∥∥2)+ ∥∥wxt(t)∥∥2
=−(σ(u1x)− σ(u2x),wxt)− (f (u1t )− f (u2t ),wt )+ (g(u1)− g(u2),wt)
+ (wx,wxt)+ (w,wt )
 1
2
∥∥wxt (t)∥∥2 +C(∥∥wx(t)∥∥2 + ∥∥wt(t)∥∥2 + ∥∥w(t)∥∥2), t ∈ [0, T ]. (3.19)
Applying Gronwall’s inequality to (3.19) gives∥∥w(t)∥∥+ ∥∥wx(t)∥∥+ ∥∥wt(t)∥∥= 0, t ∈ [0, T ].
Therefore, u1(t)= u2(t), t ∈ [0, T ]. Conclusion (1) of Theorem 3.1 is proved.
On the basis of (3.14), by standard method we easily get conclusion (2) of Theorem 3.1;
we omit the details. Theorem 3.1 is proved. ✷
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