I. INTRODUCTION
Bandwidth hungry services such as video streaming, software distribution, local news and weather reports, continually increase the demand for bandwidth in the cellular networks. Since many of these services are often consumed by more than one user simultaneously, it could be beneficial to distribute them using broadcast or multicast. Multimedia broadcast/multicast service (MBMS) has been standardized in the Third Generation Partnership Project (3GPP) since 3GPP release 6 [1] . With Release 9 the Evolved MBMS ((e)MBMS) has been introduced for long term evolution (LTE) communication systems which support MBMS single frequency network (MBSFN) [2] .
One of the important challenges in (e)MBMS is error correction. The reason is that it is not feasible to use feedback for broadcast/multicast services, specially streaming services 1 . Therefore, ARQ/HARQ mechanism is not very suitable and instead advanced forward error correction (FEC) technologies have to be employed in (e)MBMS to deal with this issue. In (e)MBMS FEC is applied at both the physical layer and the application layer. At the physical layer FEC is used to correct bit errors with the 3G air interface channel coding scheme. At application layer Raptor codes are used to combat packet erasures.
The current solution cannot overcome the tradeoff among bandwidth expansion, user perceived QoS and erasure correction performance [3] . Therefore, this paper will advocate the usage of user cooperation combined with network coding to save bandwidth and to improve user perceived QoS without degrading erasure correction performance. The paper will introduce the state-of-art approach with Raptor code and compare it to the proposed solution.
The paper is organized as follows: Section II describe the basics of Raptor codes and present the tradeoffs of Raptor codes in (e)MBMS. User cooperation for packet erasure recovery is proposed and described in Section III. Section IV describe the basic characteristics of network coding and explain how to apply network coding into user cooperation to improve the local retransmission efficiency. Simulation results are presented in Section V. Finally this paper reaches its conclusion in Section VI.
II. RAPTOR CODES IN (E)MBMS
Raptor codes [4] provide packet-level protection at the application layer on both the sender and receiver sides; namely, the Broadcast Multicast Service Center (BMSC) encodes and each individual mobile device decodes. In the basic encoding process, a data file or a segment of a data stream is inserted into a large data block which is referred to as a source block (SB). One SB has k symbols and each symbol is composed of T bytes. Hence, one SB has kT bytes. The Raptor encoder generates N − k repair symbols, each with size T . The number of repair symbols depends on whether it is used for a streaming service or a download service, the anticipated network conditions, the desired quality of delivery, the amount of available additional bandwidth, and the available transmission time [3] . When the encoding is complete the BMSC sends the k source symbols followed by the N − k repair symbols. Hence, the code is systematic. For systematic codes the received uncoded source symbols can be used by the receiver directly. The receiver is able to decode the SB as long as it collects sufficient symbols. If the receiver does not receive enough symbols to successfully decode, the uncoded information in the first k symbols can be passed on to the higher layers.
To choose the right SB size k and the number of repair symbols N −k, the tradeoffs among SB size, latency, expected quality of service, repair symbols, and bandwidth expansion should be considered. For streaming services, the mean time between failures (MTBF), here denoted τ , is typically used as a metric to measure the expected QoS. If each source block contains t s seconds video content, and the probability of decoding failure is denoted P df . The expected time between decoding failures is t s /P df seconds. Hence, to meet the desired QoS there is t s /P df ≥ τ . The probability of decoding failure is modeled as in [9] by Equation 1.
Here P df denotes the decoding failure probability of the code with k source symbols if m symbols have been received [9] . For a given anticipated packet erasure rate p e , if the BMSC sends N symbols for each source block and encapsulated each symbol into one packet, the number of the successfully received symbols is m = N (1 − p e ). N can be expressed by the following equation.
Therefore, the minimum repair packets for each block can be expressed as R = N − k.
Assuming that the data rate of the video stream is r bit/s, the perceived delay D can be expressed as t s = 8kT /r seconds. As the source block size grows so does the perceived delay. To ease the understanding, a small example is given here with the settings listed in Table I. Table II gives the overhead and delay for different source block sizes under the settings. From Table II we see that the delay increases linearly with an increasing the source block size; on the other hand, the overhead decreases with the source block size increasing. Therefore, there is a clear tradeoff. When the perceived delay constraints are considered, a small block size is preferred. However, a small block size needs more repair symbols to obtain similar performance as a large block size.
The overhead presented in Table II is the theoretical value under the condition of perfect prediction of the packet erasure rate. In practice the packet erasure rate of a wireless link typically varies dramatically over time. The reason is that packet erasures are due to several causes; network congestion, deep fading, severe path loss, interference, hardware performance and many more. Especially the heterogeneous hardware performance is often underestimated [10] , [11] , [12] . Therefore the packet erasure rate within two consecutive blocks can be very different, especially if the block size is small. 
III. USER COOPERATION FOR ERASURE RECOVERY
The concept of user cooperation was proposed in [5] , [13] . The generic network architecture of user cooperation is shown in Fig. 1 . It shows that a mobile device can communicate not only with Base station over cellular link but also with its neighboring devices over so-called short-range link. Shortrange link, such as WiFi, has the advantage of higher data rate and lower energy per bit ratio (EpBR) than that of cellular link, which brings additional dimension of communication.
The great potential of user cooperation is that mobile devices achieve a common or individual goal through data exchange over the short-range link. Furthermore, user cooperation can be implemented in the commercial mobile devices as the mobile devices in shelf are all multi-mode devices. Many research works have shown the gain of user cooperation in terms of throughput improvement and energy saving [6] , [7] , [8] , [14] , [15] . In this work user cooperation is used for erasure recovery in (e)MBMS to reduce the overhead of repair symbols in the cellular link. Additionally, it reduces the perceived delay by using small source block without degrading the Raptor code error correction performance. In the scenario discussed in this paper, the Raptor code is kept unchanged in the cellular link and network coding is applied in the short-range link. The packet erasure pattern is a combination of many causes in wireless multicast network. If the majority packet erasures are independent among mobile devices, then the neighbor devices of a mobile device often have the packets that this mobile device has lost. Hence, there will be potential for mobile devices to help each other to recover the lost packets through user cooperation. In (e)MBMS the sender sends out a batch of encoded packets of each block and the receiver can start to construct the decoding block when it has received enough packets. In the proposed cooperative erasure recovery scheme, it is not necessary for the mobile devices to start erasure recovery until the end of a block. The mobile devices can progressively recover the erasures locally on the run, for instance performing local recovery every 64 packets, which does not only reduce the number of the needed repair symbols from base station, but also highly saves the time to receive a large amount of repair symbols and the time to decode in the end. The illustration of progressive recovery in user cooperation is shown in Fig. 2 In local retransmission with user cooperation, the set of all the packet erasures of a cluster can be expressed bŷ
where
. . , L n are the sets of the packet erasures of mobile device 1, 2,. . . , n, respectively. The common packet erasures in the cluster can be written
When Λ = φ, all packet erasures can be recovered within the cluster. The total number of the recoverable erasures by cooperative retransmission, N rv , is given by
where |L| is the cardinality of setL, i.e. the number of combined packet erasures among the mobile devices. |Λ| is the number of the packet erasures of the cluster, i.e. the correlated packet erasures of the mobile devices. With local retransmission, BMSC can send N coop symbols for each source block, which includes source symbols and repair symbols. Then the number of the successfully received symbols, m can be expressed as.
The minimum number of symbols the BMSC sends can be obtained from the following equation.
With user cooperation, the minimum number of repair symbols for each source block, R coop , becomes
User cooperation based local retransmission can reduce the minimum number of required repair symbols transmitted via the cellular link for each block from R to R coop . Therefore, the gain of user cooperation G coop is.
where, ξ = −1.7624 ln ts τ − 0.2864 and p c e is the cellular link packet erasure rate of the worst mobile device.
When the case of cooperation is compared with no cooperation, it is clear from Equation 10 that the cooperation gain depends on the correlation of packet erasures |Λ|. The smaller |Λ| is, the larger the cooperation gain will be. Assuming source block length k equal to 1024 and the remaining settings as in Table I , the cooperation gain is 82.72% when |Λ| is 10% of the total erasures |L|. The cooperation gain, G coop , reaches its maximum 90.8%; when |Λ| equals zero. Note that here 90.8% is a theoretical value assuming that the packet erasure rate is constant and known.
Moreover, local retransmission with user cooperation can reduce retransmission traffic in the post-delivery phase of downloading services, as most of the erasures in the cluster can be recovered over the short-range link. Additionally, as the data rate of the short-range is typically higher compared to the cellular link, each mobile device can recover all the erasures in a shorter time. Although the cooperation gain achieved for the cellular link is very impressive, it introduces some costs over the shortrange link, i.e., the communication cost of mobile devices and the bandwidth cost of the short-range link.
The communication cost of mobile devices is associated with energy consumption spent on the short-range communication. As the energy per bit ratio (EpBR) of short-range link is generally much lower compared to that of the cellular link, the overall energy consumption of the mobile devices can still be reduced though user cooperation is used. Additionally, the packets transmitted over short-range link N sr constitute a cost in terms of bandwidth, which can be expressed as
where, p sr e is the packet erasure rate in the short-range link. In practice p sr e is smaller than p c e .
As the short-range link usually operates in license-free spectrum and has much higher data rate than that of cellular link, the cost in terms of bandwidth can ideally be assumed as zero. However, as that more and more applications start to exploit the short-range link, this assumption may not be valid. Therefore in the following section addresses how to exchange packets over the short-range link more efficiently.
IV. NETWORK CODING AND USER COOPERATION
Network coding was introduced in [16] where the achievable multicast capacity was shown when network coding is used to mix different flows. [17] proved that linear coding can obtain the multicast capacity bound. Furthermore, [18] showed that linear coding with random coefficients (RLNC) is sufficient to reach the capacity bound. In contrast to end-toend erasure codes the fundamental characteristics of network coding is that it allows for additional encoding processes at intermediate nodes.
In random linear network coding source data is divided into symbols of length T . The number of original symbols over which encoding is performed is referred to as the batch size or generation size, denoted by g. Thus the g original symbols of length T are arranged in the matrix M = [m 1 m 2 . . . m g ], where m i is a column vector. Additionally all operations are performed over a finite field of size q [19] .
To encode a symbol x at the source, M is multiplied with a randomly generated vector g of length g, x = M × g. In this way we can construct X = [x 1 x 2 . . . x g+r ] that consists of g + r coded data symbols and G = [g 1 g 2 . . . g g+r ] that contains g + r randomly generated encoding vectors, where r is the number of redundant symbols.
Furthermore, any relay or sink node that has received g > 1 linear independent symbols, can recode and thus create new coded symbols (g ≤ g). When a sink has received g linear independent coded packets and encoding vectors, it can successfully decode the original data packets. All received coded packets are placed in the matrixX = [x 1x2 . . . . The main motivation of applying network coding (NC) to user cooperation is to improve the cooperation efficiency for the short-range link. Firstly the packet exchange among cooperative mobile devices can be reduced when NC is used. As less than |L|−|Λ| exchanged packets are needed to correct all the recoverable erasures in the cooperative cluster. The reason is that an encoded packet is a mix of information from multiple packets, and thus the mobile devices that have different erasures can benefit from the same encoded packet. The recoding operation of NC can greatly simplify the local exchange of packets, as intermediate mobile devices are no longer restricted to forwarding. Therefore, NC can reduce the overall traffic and energy used for cooperation via the shortrange link. In the following we analyze and derive the number of exchanged coded packets via the short-range link.
Assuming mobile device i has the most packet erasures, and mobile device j has the least of packet erasures.
In the case that mobile device i and j do not have common erasures except the ones in Λ, mobile device j can send its coded packets to repair all the recoverable erasures in mobile device i. These coded packets can also correct all the recoverable erasures at the other mobile devices in the cluster, as the other mobile devices can overhear the coded packets and the number of the recoverable erasures of the other mobile devices is less than |L i | − |Λ|. When the recoverable erasures of mobile device i are corrected, it can encode new packets and send them to correct the recoverable erasures of mobile device j. In this case the number of the exchanged coded packets can be expressed as
where, |Λ| is the number of the packet erasures of the cluster, i.e. the correlated packet erasures of all the mobile devices which are not recoverable by local retransmission. In the case that mobile device i and j have some common erasures besides the ones in Λ, the rest of nodes can help to correct these erasures. In this case N nc is less than that of the former case.
which provides the upper bound of the exchanged coded packet in the short-range link. Next, we consider the problem from a different angle. The set of packets only received by mobile device k is denoted
To correct all the recoverable erasures at mobile device k, it must receive |L k | − |Λ| packets. Mobile device k must also send |Δ k | packets, as it is the only one that has these packets. Therefore, the number of the exchanged packets that node k involved is expressed by |Ω k |.
If
.., |Ω n |}, then let us assume only mobile device k has these packets Δ k and |Ω k | is the largest among {|Ω 1 |, |Ω 2 |, ..., |Ω n |}. After mobile device k has exchanged |Ω k | encoded packets by network coding in the cluster, this procedure does not only help mobile device i to recover the missed packets, but also distributes the unique |Δ k | packets of mobile device k in the cluster.
.., |Ω n |}, the exchanged encoded packets in the cluster must be at least |L i |. Hence,
Which is a lower bound on the number of packets exchanged via the short-range link. Thus we obtain the range of N nc .
The above derived N nc is an ideal number. To be precise, the linearly independent probability of the received coded packets and packet erasure rate of short-range link should be taken into account.
Given that the sender holds g linearly independent symbols, the probability that a received coded symbol is linearly independent is given in [20] by
where g is the number of the received independent symbols at the receiver. Thus the number of exchanged coded symbols that must be received can be calculated as
Hence, the number of the exchanged coded packets to correct all the recoverable erasures locally is expressed by
The value of N nc in practice depends on the local retransmission scheme. If the local retransmission scheme is well designed, N nc will be close to the lower bound. The local retransmission can be implemented in many ways. we propose one example here. The basic idea is that the current "best" mobile device i.e. the one with the least packet erasures, first sends an encoded packet with all the packets it has received. The benefit of such an encoded packet is twofold. Firstly this encoded packet can correct the most erasures at the other mobile devices. And secondly it implicitly indicates what packets the sending node needs. The missing packets at the current "best" mobile device are regarded as the current rare packets. Note that a mobile device defers a certain period according to a local back-off timer before it sends the coded packets. The value of the timer is a function of the number of packets and the number of rare packets the mobile device has. The more rare packets a mobile device has, the shorter the back-off time is. Thus by receiving the encoded packets some "non-best" mobile devices become "better". Then one of these mobile devices will become the current "best" mobile device and it will start send encoded packets until another device becomes "better". When a mobile device receives a coded packet it resets its back-off timer. The back-off timer is also used for sending feedback about the number of packets a device needs. The more packets a device needs, the less the back-off time is. Thus the current "worst" mobile device can give a short feedback to indicate how many packets it needs. In this way the current "best" mobile device will stop sending after sending the number of packets needed by the "worst" device.
V. SIMULATION RESULTS
In this section the simulation results are presented, namely the gain of local retransmission with user cooperation, and the gain of network coding applied to the short-range link. According to the analysis in Section II, the erasure correction performance depends on the source block size. The smaller the source block size is, the higher the overhead it has. 3GPP limits the minimum source block size to 1024 owing to the inefficiency of smaller block sizes than 1024. With user cooperation the block size can be reduced to 512 or even 256 to achieve lower perceived user latency. Fig. 3 shows the simulation results of user cooperation, when the average packet erasure rate is 10%. For example, in the scenario of the block size equal to 1024, when two, three, and four mobile devices cooperate in a cluster, 80.6%, 89.0% and 92.4% of the overhead on the cellular link can be saved, respectively. Furthermore, in the simplest cooperative cluster with only two devices, the overhead is only 6% and 10% in the scenario of block size equal to 512 and 256, respectively. This is lower than the overhead (about 17%) when the block size is equal to 1024 and no cooperation is used. It is not difficult to see that the perceived delay can be reduced by 50% and 75% with a source block size of 512 and 256, respectively. In short, in the state-of-the-art system, the overhead can only be reduced using large block size but resulting in higher latency and vice versa. User cooperation solves this trade-off nicely and offers both lower latency and lower overhead. To show the main benefit of network coding, we compare the number of the exchanged packets to recover all the erasures in user cooperation with and without network coding. The generation size of network coding is assumed to be 64. The packet erasure rate of cellular link and short-range link is 10% and 5%, respectively. The simulation result is shown in Fig. 4 . It shows that when user cooperation is combined with network coding much fewer transmissions are needed compared to user cooperation only. The performance of the proposed local retransmission scheme with heuristic network coding approach is very close to the derived lower bound. The heuristic network coding approach saves more than 50% and 75% of the exchanged packets when the cooperative cluster consists of four and eight devices, respectively. Furthermore the gain of network coding grows as the number of cooperating users increases.
VI. CONCLUSION
To tackle the drawbacks of Raptor code in (e)MBMS, a local retransmission scheme based on the concept of user cooperation has been proposed. The simulation results show that local retransmission can save approximately 80% of the overhead on the cellular link as long as at least two mobile devices cooperate. When a higher number of devices the result show that an even higher gain can be achieved. Furthermore, local retransmission makes it feasible to deploy smaller block sizes on the cellular link, which will reduce the user perceived delay and thus improves the user experience. To improve the efficiency of the local retransmission, network coding is considered for the local retransmission and a simple local retransmission protocol is proposed. The simulation results show that network coding can save more than half of the short-range traffic as long as there are four mobile devices in the cooperation cluster. When the traffic on the short range link is reduced so will the used energy and time needed to complete the exchange of packets locally. Thus user cooperation and network coding are shown to be beneficial in used cellular network scenario, especially when they are used in combination.
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