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ABSTRACT
The electron gas inside a neutron star is highly degenerate and relativistic. Due to the
electron-electron magnetic interaction, the differential susceptibility can equal or exceed 1, which
causes the magnetic system of the neutron star to become metastable or unstable. The Fermi
liquid of nucleons under the crust can be in a metastable state, while the crust is unstable to
the formation of layers of alternating magnetization. The change of the magnetic stress acting
on adjacent domains can result in a series of shifts or fractures in the crust. The releasing of
magnetic free energy and elastic energy in the crust can cause the bursts observed in magnetars.
Simultaneously, a series of shifts or fractures in the deep crust which is closed to the Fermi liquid
of nucleons can trigger the phase transition of the Fermi liquid of nucleons from a metastable state
to a stable state. The released magnetic free energy in the Fermi liquid of nucleons corresponds
to the giant flares observed in some magnetars.
Subject headings: star:neutron—magnetic fields—Pulsar: general
1. Introduction
In 1930, de Haas and van Alphen first observed
that the magnetization ~M in normal metals oscil-
lates in low temperature, under an applied intense
magnetic field. The oscillatory functions are si-
nusoidal series with the fundamental frequency
that can be described by the extremal areas of
the cross-section of the Fermi surface normal to
the applied magnetic field (Lifshits & Kosevich
1956). Using the impulsive field method, Shoen-
berg found an unexpectedly high amplitude for
the second harmonic, and proposed the mag-
netic interaction among the conduction electrons
(Shoenberg 1962), the so-called Shoenberg effect.
He suggested that the magnetizing field is not
the applied field ~H but the magnetic induction
~B. When the differential magnetic susceptibility
χm = ∂(4πM)/∂B exceeds 1 ( We use the Gaus-
sian units in the paper), the spatially uniform
state of an electron gas is thermodynamically un-
stable. Then, the electron gas rapidly evolves
1School of Physical Science and Technology, Xinjiang
University, Urumqi, 830046, China
into a stable state, and has a spatially inhomoge-
neous magnetic field with various Condon domains
(Condon 1966).
The magnetization and the de Haas-van Alphen
oscillating effect for a relativistic degenerate
electron gas have been studied by many au-
thors (Visvanathan 1962; Canuto & Chiu 1968;
Chudnovsky 1981). Previous studies about the
magnetic susceptibility of neutron stars mainly
focused on whether or not the observed field
is resulted from a spontaneous magnetization
(Lee et al. 1969; O’Connell & Roussel 1971). This
almost cannot occur because the neutron star
is insufficiently cool. Blandford and Wilkes
(Blandford & Hernquist 1982; Wilkes & Ingraham
1989) proposed the domain structure and applied
it to neutron star crusts. However, the inhomo-
geneous field resulted from domain formations in
the crust of a normal neutron star is negligible and
can not produce observable effects. On the other
hand, for magnetars with magnetic fields stronger
than normal neutron stars, the inhomogeneous
field is large enough to produce super-Eddington
X-ray outbursts.
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Magnetars, including Anomalous X-ray Pul-
sars (AXPs) and Soft Gamma Repeaters (SGRs),
are characterized by their inferred dipolar mag-
netic field strength ranging from 5.9 × 1013 G to
1.8 × 1015 G, and their long spin periods ranging
from 5.2 s to 11.8 s. Surprisingly, some magnetars
have undergone giant flares (GFs) in which the en-
ergy up to 1046 ergs is released in a fraction of a
second via γ-ray emissions. Up to now, three GFs
have been observed, respectively, from SGR 0526-
66(Cline et al. 1982), SGR 1900+14(Mazets et al.
1999) and SGR 1806-20 (Palmer et al. 2005).
Their X-ray and γ-ray luminosities during per-
sistent and burst phases are too large to be
powered by their kinetic energy. Where is the
released magnetic energy stored prior to the
GFs? Is it in the magnetospheres or in the
neutron star? Duncan & Thompson (1992) and
Thompson & Duncan (2001) proposed a model
for magnetars, and considered that the released
magnetic energy is stored in the neutron star.
The controversy of this model is about its trig-
gering mechanism for high energy radiation.
Duncan & Thompson (1992) suggested that a he-
lical distortion of the magnetic field in the core
induces a large-scale fracture in the crust and a
twisting deformation of the magnetic field in the
crust and magnetospheres. A GF may involve a
large disturbance which probably is driven by a re-
arrangement of the magnetic field in the deep crust
and core (Thompson & Duncan 1995), while the
persistent emission can be explained by the very
slow transport of the field from the core to the
crust by the Hall drift (Goldreich & Reisenegger
1992). Kondratyev (2002) first postulated the ex-
istence of magnetic domains in the magnetar crust
because of the inhomogeneous crust structure. He
argued that the burst activity of SGRs could origi-
nate from magnetic avalanches. However, because
of the domain forming mechanism resulted from
the interaction among nucleus spins, the required
magnetic field must be in the range 1016 ∼ 1017
G. It is still an open question whether or not the
magnetic field in the crust of a neutron star can
be so strong. Having considered the GF’s emis-
sion energy (1042 − 1046 ergs) and its mean wait-
ing time (Mazets et al. 1979; Hurley et al. 1999;
Terasawa et al. 2005), Stella et al. (2005) esti-
mated that the internal field strength of a magne-
tar at its birth time can reach up to B ≥ 1015.7 G.
Later, after numerically calculating the magnetic
properties of magnetar-matter, such as the mag-
netization and susceptibility of electrons, protons
and neutrons, Suh & Mathews (2010) proposed
a magnetic domain model to correlate smoothly
between the statistics of star-quakes and the mag-
netic avalanches in the magnetar crust.
The phase transition to the domain phase in
magnetars is different from the ferromagnetic
phase transition. The magnetic ordering in iron
comes from the exchange interaction of bound
electron spins at a sufficient low temperature, and
it is not prerequisite to have an external mag-
netic field. While the magnetic ordering in mag-
netars arises from the interaction among the or-
bital magnetic moments of free electrons under
high-quantizing field. Therefore, given a nearly
uniform distribution of electrons, the phase tran-
sitions in magnetars are similar to those in beryl-
lium where magnetized matter is the conductive
electrons (Shoenberg 1962). The relativistic Fermi
sea of electrons is only slightly perturbed by the
Coulomb forces of nuclei in the crust of the magne-
tar and does not efficiently screen nuclear charges.
The dominant contribution to the differential sus-
ceptibility in a magnetar comes from electrons,
while the contributions from nucleons are negligi-
ble (the magnetic moments of nucleons are three
orders lower than the electron orbital moments).
In this paper, we analytically calculate the dif-
ferential susceptibility of a relativistic degenerate
electron gas, and find that it is an oscillating func-
tion of the magnetic field, which is often called the
de Haas and van Alphen oscillation. In §2, we dis-
cuss the magnetic phase transition, while in §3 we
calculate the differential susceptibility. In §4 we
use our model to explain the observed evidences
in magnetars, and finally summarize our main re-
sults in §5.
2. The magnetic phase transition
The magnetization of the degenerate electron
gas in a highly-quantizing magnetic field and low
temperature (KT ≪ ~ωc, where ωc is the elec-
tron cyclotron frequency in magnetic field) should
exhibit a nonlinear de Haas-van Alphen effect.
Without the magnetic interaction the oscillating
magnetization is assumed to be periodical in mag-
netic field H rather than in 1/H (Pippard 1980;
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Shoenberg 1984):
M˜ =M0 sin(H/H0), (1)
where H0 hardly varies over one cycle of oscilla-
tion. However, if we consider the feedback con-
tribution from 4πM˜ , the magnetization depends
on not only the quantizing magnetic field but
also the cooperating ordering of the magnetic mo-
ments. Thus, the magnetization should actually
be a function of the magnetic induction, ~M =
~M( ~B). Then, the magnetic induction is given by
~B = ~H + 4π ~M( ~B). Replacing ~H by ~B is called
the Shoenberg or ~H- ~B effect. The oscillating sinu-
soidal function of the magnetization in the mag-
netic field of Eq.(1) is given by
M˜ = M0 sin(B/H0) =M0 sin[(H + 4πM)/H0],
(2)
where M0 and H0 are constants.
When 4πM0/H0 > 1, as Fig.1 shows, M˜ be-
comes a three-values function of H , and the differ-
ential magnetic susceptibility χm = ∂(4πM˜)/∂B
can exceed one. Considering a thin rod oriented
along the direction of the magnetization, Pippard
(1963) found that the multi-valued function in
Fig.1 is not physical. In the region of the curve
between L and L′ where the slope is lower than
one, the magnetized states are unstable and can
never really exist. For any weak perturbation δ ~H
near ~H0, the perturbation of magnetic induction
δ ~B is given by
δ ~B =
δ ~H
1− χm . (3)
Obviously, there is a singular point when χm = 1
in Eq.(3), where the magnetized state is unsta-
ble and the first-order phase transition should
occur. Then, the magnetic system should be in
a stable state in which the magnetization is in-
homogeneous and magnetic domains form. The
magnetizations in the adjacent domains have op-
posite directions. The stable magnetized states
are represented by the dashed line between N and
N′ in Fig.1. But if there is a surface energy at
the boundary of two different magnetizations it
may become metastable, which is similar to su-
perheating or supercooling in gas-liquid transition
(Reichl 1998). The solid line between L and N
or L′ and N′ in Fig.1 represents the metastable
state. It is not difficult to achieve the condition of
the above magnetic phase transition in the terres-
trial labs. The experiments of Condon indicated
that the magnetized phase transition can take
place in some metals (Condon 1966). However,
what is the situation in compact objects such as
neutron stars? In the following we calculate the
differential susceptibility of a relativistic degener-
ate electron gas and show the observable effects
of the magnetic phase transition in neutron stars.
3. The differential susceptibility of a rela-
tivistic degenerate electron gas
The assembly of electrons in a neutron star
under a strong magnetic field is degenerated
and relativistic. The energy eigenvalues are
(Johnson & Lippmann 1949)
E = [c2p2z + µ
2 + µǫc(2n+ s+ 1)]
1/2 , (4)
where µ = mec
2 and ǫc = ~eB/cme = ~ωc are
the rest energy and cyclotron energy of electron,
respectively. Here, pz is the momentum compo-
nent along the field direction which is taken as
the z-direction, n = 0, 1, ..., and s = ±1 are the
Landau and spin quantum number, respectively.
The density of states per unit volume for the en-
ergy level is given by (pz/h)(eB/hc) = g(pz/h),
where g = eB/hc is the density of states per unit
area for a Landau energy level. As a consequence
of quantization, the spherical Fermi surface of the
free electron is replaced by a set of circles located
on a spherical surface with a common axis along
the B direction, which is shown in Fig.2.
The susceptibility of the electron assembly can
be obtained by finding its grand potential which
depends on the density of states. It is a function
of energy and magnetic induction. The density of
states per unit volume is given by
Z(ǫ, B) =
2eB
c2h2
∑
n,s
[ǫ2+2ǫµ−µǫc(2n+ s+1)]1/2 ,
(5)
where ǫ = E − µ is the kinetic energy of an elec-
tron. The grand potential per unit volume of the
assembly is given by
J = −β ∫ ln[1 + eβ(ψ−ǫ)]dZ(ǫ, B)
= − ∫∞0 Z(ǫ, B)f(ǫ)dǫ , (6)
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Fig. 1.— Magnetic field H vs. magnetization
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Fig. 2.— The free-electron Fermi surface in the
presence of a magnetic field along the pz-axis.
where β = (kT )−1, ψ is the chemical potential,
and f(ǫ) is the Fermi-Dirac distribution function.
After summing over the spin quantum number,
Eq.(5) reduces to
Z =
2√
π
g3/2[b1/2 + 2
[b]∑
n=1
(b − n)1/2], (7)
where
b =
ǫ2 + 2ǫµ
2ǫcµ
, (8)
and [b] is the integer of b ([b] ≤ b). For a neutron
star, the electron system is almost completely de-
generate (ψ ≫ β−1) and the Fermi-Dirac distri-
bution function is almost a step function except
the region near ǫ = ψ. The magnetic moment
depends on the first-order derivative of the grand
potential with B, and it mainly comes from the
first-order derivative of Eq.(6) at ǫ = ψ Hence, we
define bm = b|ǫ=ψ. If the chemical potential of
the neutron star is ∼ 10 MeV and the magnetic
field is the quantum field BQ = 4.414×1013G (the
cyclotron energy of electron equals to its rest en-
ergy), then [bm] is about 200. Based on Eq.(7),
we can see that the first-order derivative of the
grand potential has a singularity when bm = [bm].
Therefore, the susceptibility of the relativistic de-
generate electron gas can be equal to or even larger
than 1.
To reveal the oscillating effect of the grand po-
tential, we calculate the sum of Eq.(7) with the
Poisson summation formula (Dingle 1952):
1
2
F (0) +
∞∑
n=1
F (n) =
∞∑
r=−∞
∫ [bm]
0
F (x)ei2πrxdx.
(9)
Because [bm] is much larger than 1, the density of
states in Eq.(5) is approximately by
Z = 4√
π
g3/2[ 23b
3/2
m +
∑∞
ν=0,2,4
(−1)ν/2(2ν−1)!B(ν+2)/2√
b(4b)ν(ν−1)!(ν+2)! +
1
2
√
2π
∑∞
r=1
cos(2πrb−3π/4)
r3/2
] ,
(10)
where Bm denotes the Bernoulli numbers. The
first two terms on the right-hand side of the above
equation are the non-oscillating parts while the
third term is the oscillating part.
The non-oscillating grand potential per unit
volume can be obtained from Eq.(10). As the first-
order approximation, we can keep only the first
4
term in the summation and obtain
J¯ = − 4
3
√
π(2µǫc)3/2
g3/2
∫∞
0 (ǫ
2 + 2ǫµ)3/2f(ǫ)dǫ+
√
2µǫc
6
√
π
g3/2
∫∞
0
f(ǫ)dǫ
(ǫ2+2ǫµ)1/2
.
(11)
In general, ψ ≫ µ for a neutron star. Using the
standard methods of evaluating integrals for the
Fermi-Dirac distribution, we can evaluate the inte-
grals in Eq.(11). The non-oscillating susceptibility
is given by
χ¯m = 4π
∂2J¯
∂B2
= 4
√
2π
3
√
µǫc
B2 g
3/2[ln 2ψµ − π
2
6 (
kT
ψ )
2].
(12)
In our work, the chemical potential and the mag-
netic field in the deep crust of a normal neutron
star are, respectively, about 10 MeV and 1012
G, while the non-oscillating susceptibility can be
∼ 5.6× 10−3.
Using the approximate formula for the Fermi-
Dirac distribution
∫ ∞
0
η(ǫ)f(ǫ)dǫ =
∫ ψ−µ
0
η(ǫ)dǫ+
π2
6
(kT )2η′(ψ−µ)dǫ ,
(13)
and the Fresnel Integral
∫ x
0 cos(
π
2 t
2)dt ≈ x (x≪ 1)
≈ 12 + 1πx sin(π2x2) (x≫ 1) ,
(14)
we obtain the oscillating term of the grand poten-
tial per unit volume,
J˜ =
√
2
π3/2
g3/2
∑∞
r=1
1
r3/2
[(12
√
π
2ar
− µ) cos(arµ2 + 34π)+
1
2
√
π
2ar
sin(arµ
2 + 34π)] +
√
2
π3/2
g3/2
∑∞
r=1
1
r3/2
·
1
arψ
[π2 − π
2
3 (kT )
2(arψ)
2] sin(arψ
2 − arµ2 − 34π)] ,
(15)
where ar = πr/(ǫcµ). When calculating the differ-
ential susceptibility which is the second derivative
of Eq.(15), we only kept the most rapidly varying
terms, that is, only differentiating cosines and si-
nusoidal. Because ψ ≫ µ for a neutron star, the
last term in Eq.(15) is dominant. The oscillating
susceptibility is approximately given by
χ˜m = A0
∞∑
r=1
(r−1/2−A1(kT
ǫc
)2r3/2) cos(arψ
2−3
4
π),
(16)
where
A0 = α(
ψ
µ
)3(
B
BQ
)−3/2, (17)
and
A1 =
2π3
3
(
ψ
µ
)2. (18)
Here, α in Eq.(17) is the fine structure constant.
The result of Eq.(16) is similar to the result ob-
tained in Visvanathan (1962). It indicates that
the susceptibility oscillates with 1/B. We replace
B by B′ = B − B0. When B → B0 we have
1/B ≈ 1/B0(1−B′/B0). Note that the first term
is a constant, thus the oscillation is a period func-
tion of B′. The differences of the magnetic induc-
tion in an oscillating period are the periods of B′,
which are given by
δB =
2~ec2B20
ψ2r
(r = 1, 2, · · ·). (19)
The coefficients of the cosine functions in Eq.(16)
include two terms. The first term is the result of
complete degeneracy, while the second term comes
from the thermal fluctuation and is proportional
to the second power of temperature. For a typi-
cal neutron star, the chemical potential, magnetic
field and temperature are of the order of 10 MeV,
1012 G, and 106 K, respectively. The second term
can be ignored because of KT ≪ ~ωc ≪ ψ0. The
oscillating susceptibility, χ˜m, is mainly determined
by A0. Fig.3 shows the relation between logA0
and B/BQ. Obviously, the differential suscepti-
bility can equal or exceed 1 when B <∼ 15BQ. In
this work, we assume that the magnetars are sim-
ilar to the normal neutron stars except their mag-
netic fields: for a normal neutron star, B = 1012
G, while for a magnetar B = 15BQ. For a
stronger magnetic field, the condition ~ωc ≪ ψ0
or [bm] ≫ 1 cannot be satisfied, and the above
approximate methods cannot be used. We will
discuss them in the next paper.
4. The observed evidences in magnetars
As mentioned in the last section, the suscepti-
bility of a relativistic degenerate electron gas can
be equal to or exceed 1. The electron gas under a
strong magnetic field in a neutron star may be in a
unstable state, and the first-order phase transition
should occur. Finally, the electron gas should be
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a stable state and has the Condon domain struc-
ture. The magnetizations in the adjacent domains
have opposite directions.
Based on Eq.(19), the relative variation of the
magnetic induction between adjacent magnetic
domains is
δB
B0
∼ 10−3 B0
BQ
. (20)
For a normal neutron star (B0 ∼ 1012 G),
δB/B0 ∼ 10−4, it is very difficult to observe
the oscillatory effects. However, for magnetars
(B0 ∼ 15BQ), δB/B0 ∼ 10−2, which is large
enough to produce the bursts in SGRs or AXPs.
The adjacent magnetic domains have differ-
ent electron densities. The different magneti-
zations in the adjacent magnetic domains mean
that the phase difference is π. According to
Eq.(16), we have δ(arψ
2) = π. For simplicity
we approximate the chemical potential ψ with
the zero-temperature free field Fermi energy ψ0 =
ch(3n/8π)1/3. The difference of electron densities
between the adjacent magnetic domains is given
by
δn
n
∼ 10−2( ǫe
20
)−2(
B0
15BQ
), (21)
where ǫe = ψ0/µ and we have taken B = B0. For a
magnetar, ψ0 ∼ 10 MeV, B0 ∼ 15BQ, and the rest
energy of electrons µ ∼ 0.5 MeV. Obviously, here
ǫe is scaled to 20 and B0 to 15BQ, respectively.
The electrons in a neutron star coexist with
other components such as the nuclei in the crust or
the Fermi liquid of protons and neutrons closed to
the deep crust. Due to the Coulomb interactions
among electrons, nuclei or protons, the matter of
the neutron star may not be homogeneous, once
the domain structure appears in the crust. How-
ever, it can not occur in the Fermi liquid. The
mechanism of forming electron domains is the in-
teractions among orbital magnetic moments which
are counterbalanced by the degenerate pressure of
electrons Pe. Because the Coulomb interaction
of the crystal lattices in the crust is the same
order of magnitude with the interaction among
the orbital magnetic moments, the electron do-
main structure can lead to the formation of the
nuclei domain structure. However, in the Fermi
liquid of nucleons, the neutron degenerate pres-
sure Pn ≫ Pe = YePn, where Ye is the fraction of
electrons per neutron and it is only several tenths.
The interaction among the orbital magnetic mo-
ments can not counterbalance the neutron degen-
erate pressure Pn. Therefore, the magnetic do-
main structure cannot form in a Fermi liquid of
nucleons. The magnetic system is in a metastable
state, which is similar to the supercooling or super-
heating states in the first-order phase transition.
In the crust of a magnetar we can roughly cal-
culate the size of the domain structure. With the
density increasing, the quantum number of the
Landau energy also increases. Using the gravita-
tional potential energy of a nucleon and the Fermi
energy per electron, we can estimate the height of
the magnetic domains as (Suh & Mathews 2010)
δz ∼ 103( g
1014
)−1(
Ye
0.36
)(
ǫe
20
)−1(
B0
15BQ
) cm,
(22)
where g is the surface gravity and Ye is scaled to
0.36 when neutrons drip out from nuclei. The
actual size and shape of the domains is prob-
lematical. There seem to be two possibilities
(Blandford & Hernquist 1982). The first is that
the domains have a horizontal scale δz which is
in general required if there is to be a balance in
the electron pressures. The second possibility is
that the domains form a two-dimensional lattice
of vertical needles with a thickness given roughly
by the geometrical mean of the cyclonic radius.
This second configuration minimizes the magnetic
and surface energies. If we assume that the vol-
ume change of the electron gas during forming the
second domain configuration is only along the hor-
izontal direction and the changing magnitude (or
the thickness of domain walls) is ∼ a cyclonic ra-
dius of an electron, based on Eq.(21), the width
of the magnetic domain for the second possibility
can be estimated as
δl ∼ 10−9( ǫe
20
)3(
B0
15BQ
)−2 cm. (23)
The Maxwell shearing stress between the adja-
cent domains can deform the crust and gives rise
to a strain, θ. It is given by
B0δB
4π
∼ θν ∼ θB
2
ν
4π
, (24)
where ν is the shear modulus of the crust andBν =√
4πν. Closed to the bottom of the crust, Bν ≃
6× 1015 G (Baym & Pines 1971). For magnetars,
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B0 ∼ 15BQ, according to Eqs.(20) and (24), we
have the strain θ ∼ 10−3. Ruderman (1991) found
that the maximum strain of the crust, θmax, is
∼ 10−2 − 10−4. Our result clearly is within the
range. When the domain structures appear in the
crust of a magnetar, the shearing stress acting on
adjacent domains can produce a relative shift or
a fracture between them. This sudden shift or
fracture can propagate with the Alfve´n velocity
along the domain layers, which results in a series
of shifts or fractures in the magnetic domains. The
time scale of shifts propagating along a domain
layer is estimated as
τ ∼ l
VA
∼ 0.1( B0
15BQ
)−1(
ρ
1015
)(
l
R∗
) s, (25)
where VA and ρ are the Alfve´n velocity (Duncan
2004) and the matter density at the deep crust,
respectively, l is the length of the domain layer,
and R∗ (∼ 10km) the radius of the magnetar. The
time scale agrees with the observed duration of the
SGRs bursts (Thompson & Duncan 1995). Avail-
able free energy equals the change of magnetic en-
ergy from a domain structure to a homogeneous
structure. The density of magnetic free energy is
w =
1
16π
[( ~B+δ ~B)2+( ~B−δ ~B)2−2( ~B)2] = (δB)
2
8π
.
(26)
Then, the total free energy approximates to
Eburst ∼ (δB)
2
8π
4π(R∗)
2δz. (27)
According to Eq.(20) and Eq.(22), the total free
energy is
Eburst ∼ 1041( δB
1013
)2(
δz
103
) ergs, (28)
where we scaled δz to 103 cm and δB to 1013 G
when B0 ∼ 15BQ (See Eq.(20)). This energy also
agrees with the observations of bursts.
The Fermi liquid of nucleons in a magnetar may
be in metastable state. A series of shifts in the
deep crust closed to the Fermi liquid of nucleons
can trigger the phase transition of the Fermi liq-
uid of nucleons from a metastable state to a sta-
ble state. The free magnetic energy in the Fermi
liquid is released and it is far greater than that
in the crust because the magnetic induction and
the thickness of the Fermi liquid is larger than
the crust. The actual size of the fermi liquid of
nucleons in metastable state is also problematical
because of the unknowing configuration of elec-
trons and magnetic field distributions. However,
all the Fermi liquid of nucleons may evolve into
metastable state simultaneously when the deep
crust is stable. Let the magnetic induction of the
Fermi liquid be at the same order of magnitude
as that in the deep crust, and the thickness of the
Fermi liquid be approximated by the radius of the
magnetar. We estimate that the energy released
is
Eflare ∼ 1044( δB
1013
)2 ergs. (29)
This energy agrees with those released in the GFs
of some magnetars.
5. Summary
We discussed the magnetization effects of the
relativistic degenerate electron gas in a neutron
star. Having considered the magnetic interaction
among electrons, we found that the magnetic sys-
tems may be unstable or metastable when the dif-
ferential susceptibility equals or exceeds 1. Un-
der an ultra-strong magnetic field, the magnetic
domain structures in a magnetar can appear in
the solid crust, while the Fermi liquid of nucleons
may be in metastable state. The shearing stress
acting on adjacent domains can result in a series
of shifts or fractures in the crust. The crust re-
leases the magnetic free energy, which corresponds
to the bursts observed in magnetars. Simultane-
ously, a series of shifts or fractures in the deep
crust closed to the Fermi liquid of nucleons can
trigger the phase transition of the Fermi liquid
from a metastable state to a stable state. The free
magnetic energy in the Fermi liquid of nucleons is
released, which corresponds to the GFs observed
in some magnetars.
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